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The temperature dependence of Young's modulus and the shear modulus of polycrystalline alumina is given over the range of 25 to 1000°C. Results are expressed in terms of the dimensionless ratio: modulus value at temperature divided by modulus value at 25°C. These results are intended for use with Standard Reference Material No. 718 which is intended for calibration of apparatus used to determine elastic moduli of solids by a resonance technique. The worst agreement is $9.5 \times 10^{-4}$ for the flexure and $19.1 \times 10^{-4}$ for the torsion, between any two individual measurements, and we recommend these as the minimum acceptable limits in using the standards.
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1. Introduction

The elastic moduli of homogeneous, isotropic, solids are often calculated from the resonance frequencies of a slender bar or rod of the material excited in either flexure or torsion [1]. In principle the moduli are calculated directly from the resonance frequencies and the dimensions and density of the sample. However, as discussed in Part I [2], the corrections required for the effect of loading or damping by the suspensions and the atmosphere are difficult to calculate, and it is frequently convenient to have available a standard bar whose resonance has been accurately determined to use in order to estimate or confirm the errors in a particular experimental apparatus.

To meet this need, NBS has made available a series of carefully prepared bars of polycrystalline alumina whose fundamental resonance frequencies in free vibration in both torsion and flexure have been measured. In Part I the bars themselves and the room temperature measurements are described. In this section we report the results of measurements as a function of temperature from room temperature to 1000°C. At the higher temperatures it is very laborious to ensure that the temperature throughout the sample is uniform and equal to that measured, since the sensing instrument cannot be in direct contact with the sample without causing additional changes in resonance frequency. Fortunately it proved unnecessary to measure the temperature variation of each bar in the set since the ratio of the resonant frequencies at two temperatures is almost identical for all bars in the set. This was demonstrated by comparing the ratios measured on two bars, A-1 and C-7, whose densities and resonant frequencies are close to the minimum and maximum values for the set (the densities of 88% of all bars fall between the densities of these two samples).

By expressing the temperature variation in terms of ratios of resonant frequencies instead of the frequencies themselves, many of the corrections which would be very difficult to apply at high temperatures become insignificant. Hence the attention in this work could be concentrated on (1) suspending the specimen in a furnace in such a way as to obtain a good response, and (2) maintaining the test specimen at a fixed temperature and measuring that temperature accurately. The principle source of error of the frequency ratios is the measurement of the test temperature.

2. Experimental Procedure

The ratio of Young's and shear moduli at temperature $T(Y_T G_T)$ and reference temperature of 25°C $(Y_0 G_0)$ is given in terms of the corresponding frequency ratio, $F_i = (f_i)^2 / (f_o)^2$, with $i = Y$ or $G$ by

$$Y_T / Y_0 = (F_Y)^2 \frac{l_0}{l_0 + \Delta l}; G_T / G_0 = (F_G)^2 \frac{l_0}{l_0 + \Delta l},$$
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\( \frac{\Delta l}{l_0} \) is the relative change in linear dimensions of the sample between the reference temperature and the temperature of measurement. This equation is equivalent to that given by Ault and Ueltz [3] for calculating Young's modulus and discussed by Spinner [4] for the general case including both Young's and shear moduli.

In order to establish the validity of the assumptions stated in the previous section concerning the advantages of using the parameter \((Ff)\), and to provide an independent crosscheck, the two bars, A–1 and C–7, were run on the apparatus at the National Bureau of Standards, and bar A–1 was also run using a similar type apparatus at the Lamont-Doherty Geological Observatory (LDGO). The electronic apparatus used by the Bureau was described in Part I [2]. Differences arose in the method of suspending the specimen, arrangement of thermocouples, and furnace design. Platinum-Platinum + 10 percent Rhodium thermocouples were used as temperature sensors, in conjunction with a sensitive potentiometer. The arrangement used at NBS will be described first. The furnace used was a platinum wound tube furnace designed to provide a wide zone of constant temperature both axially and radially. The furnace was enclosed in a water-cooled gas tight jacket. The specimen was suspended from the driver and pickup needles with fine nichrome wire as shown in figure 2 of Dickson and Spinner [5]; the position of the suspending wires on the specimen was as described in Part I [2]. The measurements were performed in argon under a pressure of 1 mm Hg for the reasons described in Part I. The thermocouple arrangement for the calibration runs and the data runs were as follows:

Four thermocouples were used, three for monitoring and one for controlling the furnace temperature. Both the control thermocouple and the principal monitoring thermocouple were located near the center of the specimen and approximately 5 mm below it; the secondary monitoring thermocouples were located below and near the ends of the specimen. Prior to the frequency determinations a dummy alumina specimen of the same nominal dimensions as the standard bars was suspended in the manner and position which were to be used for the frequency determinations, but substituting thermocouples for the nichrome suspension wires. The beads of these thermocouples were in contact with the specimen, allowing the actual specimen temperature to be observed. The furnace was then closed and the temperature distribution observed over the range of interest under varying pressures of argon. The small gradients observed varied with both temperature and gas pressure, 200 mm pressure of argon was chosen for the frequency determinations as being the most suitable over the entire temperature range of interest. A correction to be applied to the temperature observed with the monitoring thermocouples was then determined which was used during the frequency determinations to convert observed temperature to specimen temperature. This correction was a smoothly vary-

\[ (Ff) = \frac{1}{1000} + 0.003 \]

A standard bar with the normal suspension was then introduced into the furnace and the flexural and torsional resonance frequencies determined over the temperature range of interest. Care was taken to fill the aperture through which the suspension wires entered the furnace as completely as possible with fire brick to minimize the temperature gradients. With the long wire suspensions some difficulty was encountered with spurious resonances in the system; for a given suspension these were troublesome only over a limited temperature range. To overcome this, the suspect data were carefully weeded out and the frequencies re-determined until valid data were obtained over the entire range.

Since different suspensions gave slightly different reference temperature values for the frequency, the data were analyzed in terms of \((Ff)^2\), the quantity of interest. To do this, a straight line was arbitrarily chosen to pass through 1.000 at 25 °C and the approximate value of \((Ff)^2\) at 1000°C. The difference between the observed values of \((Ff)^2\) and this straight line was at no point greater than 0.003 and when plotted versus temperature, yielded a set of points to which a smooth curve could be fitted by eye. The values given in table I were obtained from the curves thus obtained.

The furnace used at LDGO was a glo-bar box furnace with a six inch zone of constant temperature. The specimen was suspended from above using fine nichrome wires as shown in figure 1 of Dickson and Spinner [5] and located slightly displaced from the nodal positions for flexure. While this procedure introduces a slight shift in the measured frequency from that for free vibrations, it does not constitute an error in the normalized frequency since this is relatively insensitive to the position of the suspending fibers so long as their position remains constant throughout the experiment. In this apparatus, the runs were performed in air at 1 atm pressure. Thus a cross check was provided on the presumed elimination of loading effects in the normalized frequency data. Four thermocouples were employed. One was placed at each end of the specimen to check on the thermal gradient across the length of the specimen. These were wired to yield a differential output. The third and fourth thermocouples were tied together and located at the middle and slightly above the specimen. One of these was used to determine the specimen temperature, the other to operate the temperature controller unit. All four thermocouples were positioned to within 1/4 in of the specimen. Considerable care was taken in suspending the specimen in the furnace and locating the thermocouples, particularly after replacing the insulation into the opening through which the specimen and thermocouples were emplaced. This was facilitated by the design of the furnace which had removable bricks at the ends, allowing access for making minor adjustments in locating the specimen and thermocouples after all other components were in place. All furnace openings were completely covered with insulating
bricks and small openings stuffed with fiberfax insulation to minimize convective air circulation which could perturb the measurement.

Measurements were performed at different temperatures between 0 and 1000°C. The furnace was held at a temperature until there was no further change in the frequency measurement (this was far more sensitive to small thermal changes than the thermocouples used) and the furnace had equilibrated at that temperature. The specimen temperature, differential in temperature between the ends of the bar was about 2°C and occurred at

\[ \Delta T = (f/f_{0})^2 \]

from flexure and torsion.

Table 1 lists the values of \((f/f_{0})^2\) calculated for selected values of temperatures. Results are listed for the two bars (C-7 and A-1) measured at NBS and the results for bar A-1 determined at LDGO. The uncertainty assigned to the average values of the normalized frequency is the maximum spread of the values reported in the three sets of measurements. The Young's modulus and shear modulus based on the data presented in table 1 are given in table 2. The values of \(\Delta f/\Delta T\) for polycrystalline alumina is from Wachtman et al [6]. In using the NBS elasticity standards we recommend that measurements be compared directly with the frequency data reported in table 1, as the moduli values also contain errors due to the thermal expansivity data, and the errors in the room temperature determination of the Young's and shear moduli.

The very close agreement of the results obtained with bars C-7 and A-1 at the same laboratory support our earlier statement that these data adequately describe the high temperature elastic properties of all

3. Experimental Results and Discussion

Table 1 lists the values of \((f/f_{0})^2\) calculated for selected values of temperatures. Results are listed for the two bars (C-7 and A-1) measured at NBS and the results for bar A-1 determined at LDGO. The uncertainty assigned to the average values of the normalized frequency is the maximum spread of the values reported in the three sets of measurements. The Young's modulus and shear modulus based on the data presented in table 1 are given in table 2. The values of \(\Delta f/\Delta T\) for polycrystalline alumina is from Wachtman et al [6]. In using the NBS elasticity standards we recommend that measurements be compared directly with the frequency data reported in table 1, as the moduli values also contain errors due to the thermal expansivity data, and the errors in the room temperature determination of the Young's and shear moduli.

The very close agreement of the results obtained with bars C-7 and A-1 at the same laboratory support our earlier statement that these data adequately describe the high temperature elastic properties of all
the NBS test bars described in Part 1 [6]. On the basis of the interlaboratory results, it would appear that deviations between results on the same bar at different laboratories may be greater than deviations measured on any bars in the set of elasticity standards when measured in the same laboratory. The worst agreement is $9.5 \times 10^{-4}$ for the flexure and $19.1 \times 10^{-4}$ for the torsion, between any two individual measurements, and we recommend these as the minimum acceptable limits in using the standards.

The advantage of using the normalized frequency data for reference measurements is apparent in an examination of the data. Although different furnace designs, thermocouple arrangement, and loading conditions were employed at the two laboratories, these effects were removed by the process of normalization. However, it should be emphasized that considerable attention must be given to the furnace design, suspension, and thermocouple locations if satisfactory calibrations are to be obtained.

4. Availability of Standard Bars

This material is now offered by the National Bureau of Standards as Standard Reference Material number 718. Bars are now available from the Office of Standard Reference Materials, Room B314, Chemistry Building, National Bureau of Standards, Washington, D.C. 20234.
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