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Antenna arrays of very high resolution can be designed without using a large number of elements if they are spaced properly. However, there exists no general theory which would yield a solution to this problem because of its analytical difficulty. In this paper a probabilistic approach is made despite the problem itself being not probabilistic originally. This approach is tantamount to the study of all outcomes for many possible element positions (under a certain rule) by invoking the well-known powerful law of large numbers in probability.

From this investigation it is found that the sidelobe level is closely related to the number of elements, and to a much lesser degree to the aperture dimension. As a result extremely high resolution could be achieved with very few elements. On the other hand, for a given number of elements higher and higher resolution could be obtained by spreading these elements over a larger and larger aperture whereas the sidelobe level would remain substantially the same and the directive gain constant.

Four sample arrays with 100 to 1000 elements have been designed by the Monte Carlo method. Statistical properties of the computed patterns agree almost exactly with those predicted from the theory. Their sidelobe levels also agree with the theoretical values remarkably closely.

For practical interest it is shown that an array can be actually designed to produce a beamwidth of about 1 minute of arc by using only 100 isotropic elements over an aperture of $4 \times 10^5$ wavelengths, the sidelobe level being $-8.4$ dB and the directive gain $20$ dB over that of a single element. For the sample array of 1000 elements, the beamwidth is 0.5 minutes of arc with sidelobe level of $-18$ dB. It is also possible to reduce this beamwidth appreciably.

1. Introduction

Recent advances in space exploration have shown a great need for antennas with high resolution, high gain, and low sidelobe level. Steerable reflector antennas of large size are generally considered to be prohibitive in cost, whereas fixed reflector antennas have a limited range of scanning capability. Hence, attention has turned to large phased arrays. Arrays with uniformly spaced elements have been studied in great detail in the past. It is well known that since the pattern functions of these arrays are periodic in the reduced angular variable of observation, to produce a single beam in the visible range the required number of elements, being in direct proportion to the aperture dimension, is very large. (For example a linear array with an aperture of $5 \times 10^5$ wavelengths to produce a beamwidth of 1 min of arc would require $10^4$ elements.)

Arrays with incommensurable element spacings usually have aperiodic pattern functions. As a result, the number of elements required is not directly determined by the aperture dimension. This fact has been discovered by a number of antenna workers [King, Packard, and Thomas, 1960; Swenson and Lo, 1961; Andreaason, 1962; Mafflett; 1962; Ishimaru, 1962; Yen, and Chow 1963]. Some of these works are devoted to uncovering the properties of nonuniformly spaced arrays by studying a few particular examples with a computer, whereas others are intended for estimating the pattern functions of those arrays whose element positions are determined by certain functions with the aid of some mathematical tables. At present there is no general theory available for this class of arrays.

This paper is a sequel to a previous one [Lo, 1964] where a probabilistic approach is proposed, in spite of the fact that this problem itself is not probabilistic originally. More specifically, arrays with

\[1\text{It appears that such an approach has not been well understood by some antenna workers who are not familiar with the modern probability theory. Today, probability is regarded as a branch of measure theory by which the probability has been made rigorous, without relying on vague physical intuition. For example, independence can be defined on the properties of measure. In fact, the normal law of large numbers has been suggested by Markov and rigorously proven by Levy without using the physical notion of randomness. It simply states the asymptotical behavior of a quantity under a quite general condition. All of these can be found in a stimulating monograph entitled, "Statistical Independence in Probability, Analysis and Number Theory," by M. Kac. He states that the deterministic and probabilistic points of view are not as irreconcilable as they may appear at first sight. He has innoceously demonstrated what probability can do about many deterministic problems such as those in number theory, algebraic equations, continuous fractions, etc. In recent years the application to number theory is found particularly impressive as seen from I. P. Kudlits, "Probability Methods in Number Theory" [1969] and Ju. V. Linnik, "The Dispersion Method in Binary Additive Problems" [1961]. In the opening paragraph of the preface in Linnik's book, he asserts that "...such an approach (probabilistic) permits the solution of several binary additive problems which are inaccessible to the known methods...". This clearly states the motivation of the probabilistic approach to the antenna problem discussed in this paper.} \]
elements placed at random and their probabilistic properties are studied. The purpose is to determine the condition under which the number of elements could be reduced. It is found that this number is mainly determined by the desired sidelobe level. In this paper the application of this theory will be emphasized. For example, a beamwidth of 1.2 min of arc could be achieved with only 100 uniformly excited elements over an aperture of \(4 \times 10^3\) wavelengths; the sidelobe level would be \(-8\) dB and the gain \(20\) dB over that of a single element. This somewhat surprising result as well as a few others can be predicted from the theory and are subsequently verified by the Monte Carlo experiments in this paper.

The major part of the theory has been established and reported elsewhere [Lo, 1962b]. However, for completeness only a few main results will be first summarized here. Then some experimental results and a few statistics of antenna characteristics will be discussed and compared with the theoretical predictions. This will also illustrate how the theory is applied.

It is perhaps of interest to point out that this problem is related to Weyl's sum in number theory [Vinogradov, 1954] and to the random series studied by Steinhaus [1929]. There is also a similarity between this problem and waves scattered by randomly distributed simple objects, except that in this case the contributions from all elements are coherent in a certain direction in space and also the outcome of the random events could be controlled to a certain extent. Indeed in this approach the design of an array is reduced to playing a game of chance, which could be so designed that the odds would be overwhelmingly in favor of success.

2. Statement of the Problem

For simplicity a linear array with uniformly excited elements will be considered. Let the number of elements be \(N\) and also let the array with a normalized aperture \([-1,1]\) lie along the \(X\) axis of a Cartesian coordinate system. Denote \(X_n\) for the position of the \(n\)th element and assume the set of random variables \(\{X_n\}\) be independent with a common probability density function \(g(x)\). Then the normalized pattern function is given by

\[
P(u) = \frac{1}{N} \sum_{n=1}^{N} \exp iuX_n \tag{1}
\]

where \(u = \alpha \pi (\sin \Theta - \sin \alpha) = \text{reduced variable of the angle of observation},\)

\(\Theta = \text{observation angle measured from the normal to the array axis, namely to } X\text{-axis},\)

\(\alpha = \text{main beam angle also measured from the above normal},\)

\(a = \text{actual aperture dimension in wavelengths}.\)

Mathematically speaking, (1) is a mapping of a random vector defined in an \(N\)-dimensional cube \(-1 \leq X_n \leq 1\) into a scalar function \(P(u)\). By giving \(g(x)\) it is required to determine some probabilistic properties of the function \(P(u)\). Those of practical interest are the beamwidth, antenna response at each observation angle, sidelobe level in the visible region, and directive gain.

3. Distribution of Radiation Characteristics at Each Observation Angle

Let the real and imaginary parts of \(P(u)\) be \(P_1(u)\) and \(P_2(u)\), respectively. Then by the central limit theorem the joint distribution of \(P_1(u)\) and \(P_2(u)\) is asymptotically normal. Again for simplicity assume \(g(x)\) even; then the joint density function at each \(u\) is given by (with \(u\) deleted):

\[
f(P_1, P_2) = \frac{1}{2\pi \sigma_1 \sigma_2} \exp -\frac{1}{2} \left[ \frac{(P_1 - \varphi)^2}{\sigma_1^2} + \frac{P_2^2}{\sigma_2^2} \right] \tag{2}
\]

where

\[
\varphi = E[P_1(u)] = \int_{-1}^{1} g(x) \exp iux dx = \text{characteristic function of } X
\]

\[
E\{P_2(u)\} = 0
\]

\[
\sigma_1^2(u) = \frac{1}{2N} [1 + \varphi(2u)] - \frac{1}{N} \varphi^2(u)
\]

\[
\sigma_2^2(u) = \frac{1}{2N} [1 - \varphi(2u)].
\]

Hence for any \(u\) the probability for the antenna response being less than \(r\) is

\[
Pr[|P(u)| < r] = \int_{-r}^{r} f(P_1, P_2) dP_1 dP_2 \tag{3}
\]

This is a generalized noncentral chi-square distribution with two degrees of freedom. Tables of percentiles of \(r\) for various values of parameters have been compiled by DiDonato and Jarnagin [1960]. When \(r\) is large as compared with \(\sigma_1\) and \(\sigma_2\), an asymptotic expansion can be found (see appendix A). The approximation due to Patnaik [1949] may also be found useful. In his method a generalized noncentral chi-square distribution of any degree of freedom is approximated by a central one with different degrees of freedom, depending on the noncentral parameter. The latter can be read off from an incomplete gamma function tabulated by Pearson [1954]. For details see appendix B.

It is important to notice that since \(g(x)\) has a finite support, \(\varphi(u)\) is an integral transcendental function of the exponential type with exponent \(\leq 1\).
By Lebesgue-Riemann theorem, \( \varphi(u) \) approaches zero as \( u \) approaches infinity on the real axis. In fact if \( r \) is the order of zero of \( g(x) \) at \( x=\pm 1 \), \( |\varphi(u)| \sim |u|^{-r-1} \). Thus for almost all cases of practical interest, \( \sigma_1(u) \approx \sigma_2(u) \approx 1/2N \) and \( \varphi(u) \approx 0 \) as \( u \) is outside of the main beam region. As a result the distribution of \(|P(u)|\) for large \( u \), becomes simply chi-square and independent of \( u \).

4. Approximate Distribution of Sidelobe Level

The sidelobe level is defined as the supremum of the random pattern function \(|P(u)|\) for \( u \) in the visible range \( U \) excluding the main beam region. To this author's knowledge, a rigorous method for determining the distribution of this quantity is unknown. By using the fact that \( P(u) \) is analytic with a probability 1, the probability for \(|P(u)|<r\) for all \( u \) in \( U \) excluding the main beam region, say \( U_0 \), can be approximately estimated by [Lo, 1962b, 1964]

\[
Pr\{|P(u)|<r, \ u \in U_0\} \approx (1-10^{-0.43 \times 10^{-15}N^2})^{2^{|2a|}}, \tag{4}
\]

where \([2a]\) is the larger of the two integers nearest to \(2a\). In the case of a symmetrical array to be considered later (i.e., one with an element at \(-X_n\) whenever there is an element at \(X_n\)), the above probability measure becomes

\[
Pr\{|P(u)|<r, \ u \in U_0\} \approx (erf(\sqrt{N^2/2}))^{2|a|}
\]

\[
= \left\{ 1 - e^{-N^2/2} \sqrt{\pi}N/2r \left(1 - \frac{1}{N^2} + \ldots \right) \right\}^{2|a|} \tag{5}
\]

where \(erf(x)\) is the error function of \(X\) and the expansion applies for large \(\sqrt{Nr}\).

It is interesting to see that (4) and (5) imply that, for a given probability, \(N\) is closely related to the sidelobe level \(r\) and to a much lesser degree to the aperture dimension \(a\). In fact for a given \(r\), there exists a number \(N\), called the critical number of elements, below which the probability of achieving the sidelobe level \(r\) decreases rapidly to zero and above which the probability increases only slowly. For symmetrical arrays this is shown in figure 1. A close examination of this chart will show that for a given \(N\), say \(2 \times 10^3\), the sidelobe level would be \(-20dB\) for \(a=10^3\) and \(-19.2dB\) for \(a=10^2\), both with 80 percent probability. Since the beamwidth is inversely proportional to \(a\), it is clearly seen that the beamwidth could be reduced by a factor of 10 by increasing \(a\) by ten times without significantly raising the sidelobe level. From this result it is also of interest to note that for a given \(N\), the sidelobe level is almost fixed, independent of \(g(x)\), or a particular set of element positions among many others. The numerical results obtained by many workers cited in section 1 already verified this conclusion.

5. Distribution of Half-Power Beamwidth

The random variables \(u_0\) defined by the two first roots (one positive, the other negative) of the following equation determine the half-power beamwidth completely:

\[
|P(u_0)| = 1/\sqrt{2}
\]

Using the fact that \(P(u)\) is analytic with probability 1 and also the fact that \(\sigma_1(u)\) and \(\sigma_2(u)\) are small for small \(u\), the random variable \(u_0\) can be simply and closely approximated by

\[
u_0 \approx u_1 - \frac{P_1(u_1) - 1/\sqrt{2}}{\varphi'(u_1)} \tag{6}
\]

where \(u_1\) is the corresponding first root of the equation \(\varphi(u_1)=1/\sqrt{2}\), and \(\varphi'(u)\) is the derivative of \(\varphi(u)\) [Lo, 1964]. The above equation implies that, to the first order of approximation \(u_0\) and \(P_1(u_1)\) are linearly related. Since the distribution of \(P_1(u_1)\) is known, that of \(u_0\) can be readily determined. Without going into detail, it is easy to show that for large \(a\) and moderately large \(N\), \(u_0\) is approximately equal to \(u_1\) with a probability nearly equal to 1.
6. Distribution of the "Distance" and Directive Gain Between the Random Pattern Function $P(u)$ and the Desired Pattern $\varphi(u)$

An antenna array may be regarded as a finite set of samples taken from a continuous excitation $g(x)$ over the aperture [Lo, 1962a]. In this approach the pattern function of the latter, namely $\varphi(u)$, may be considered as a reference or desired pattern since the technique for designing an antenna with continuous excitation is well known. Therefore, it is of interest to investigate the difference between $P(u)$ and $\varphi(u)$.

In Hilbert space this difference can be expressed by the "distance" between $P(u)$ and $\varphi(u)$ which is defined to be the norm $\|P-\varphi\|$. Following a theorem due to Karhunen [1947] and Loève [1960], $P-\varphi$ admits a spectral representation; then the distribution of $\|P-\varphi\|^2$ can be determined as given by [Lo, 1962b, 1964]

$$Pr\{D<\gamma^2\} = \Phi_0 \left[ \frac{\gamma^2-E\{D\}}{\sigma\{D\}} \right] - \Phi_0 \left[ \frac{-E\{D\}}{\sigma\{D\}} \right]$$

where

$$D = \|P-\varphi\|^2 = \int_0^1 |P(u)-\varphi(u)|^2 du$$

$$E\{D\} \approx 2\pi d_{sv} - 2 \int_0^1 |g|^2 d_w$$

$$\sigma^2\{D\} \approx 8\pi^2 d_{sv} \int_0^1 |g|^2 d_w$$

$$d_{sv} = a/N, \quad |g|^2 = \int_{-1}^{1} |g(x)|^2 dx$$

$\Phi_0(x)$ = the standardized normal distribution function.

From the above it can be shown that the difference between $G_0$, the directive gain of the reference antenna pattern $\varphi(u)$, and $G$, that of the random pattern $P(u)$, is given by

$$(G_0-G)\mathrm{dB} \leq 20 \log (1 + (\sqrt{d_{sv}}/\|g\|))$$

with a probability nearly equal to 1. For large $d_{sv}$ (i.e., when elements are widely spaced) $G$ becomes proportional to $N$.

With reference to the results obtained in the previous sections, the following interesting conclusions can be drawn: For a given $N$, there exists a sidelobe level which is likely to be achieved. This level increases extremely slowly with the aperture dimension $a$. Thus for given $N$ and $a$ the beamwidth could be reduced by a factor of 10 or 100 by merely increasing $a$ to 10a or 100a. In so doing the risk of obtaining a much higher sidelobe level is very small. The gain, being proportional to $N$, will remain unchanged. This conclusion has been verified quantitatively by the Monte Carlo experiments, as will be seen in section 8.

7. Stationarity and Ergodicity Approximation

By referring to (1), as $u=0$, $P(u)$ is deterministic and equal to 1. For small $u$ and large $N$, the variances are very small quantities and $P(u)$ is nearly deterministic. Therefore, in general, the behavior of $P(u)$ requires attention only when $u$ is outside of the main beam region. Fortunately for large $u$, $P(u)$ behaves like Gaussian noise with $\sigma_u^2 \approx \sigma_o^2/2N$ and $E\{P(u)\} \approx 0$. Thus following Woodward [1953] one may speak of "optimum" pattern in the sense that it has a maximum entropy; i.e., statistically speaking all sidelobes have equal level with equal probabilities. Also for large $u$, $P(u)$ becomes stationary, since by a simple mathematical manipulation its covariance function is found to be

$$K(u,v) = \frac{1}{N} [\varphi(u-v) - \varphi(u)] \varphi^*(v) \approx \frac{1}{N} \varphi(u-v)$$

for large $u$ and $v$, where $\ast$ implies the complex conjugate and the last approximation is due to the asymptotic behavior of $\varphi(u)$ as discussed in section 3. Since $P(u)$ is asymptotically normal and its spectral distribution function, in general, is continuous, by Maruyama's theorem [1949] $P(u)$ is metrically transitive, hence ergodic for sufficiently large $N$ and $u$. It follows that the "time" average over $u$ is equal to the "space" average over $\omega$ in probability space. As a consequence, for large $u$, the statistical behavior of a sample function $P_\omega(u)$ observed over a long "time" interval $U_0$ can be approximately determined from the probability distribution at a fixed $u$, which is simply given by (2). In a few examples studied it is found that the general behavior of the sample function $P_\omega(u)$ can be predicted from this theory with high accuracy, as will be seen in the next section.

8. Statistics of a Few Sample Arrays

Four symmetrical arrays with 100, 300, 600, and 1000 elements, respectively, have been designed by the Monte Carlo method, according to a scheme implied in the theory. It is remarkable to find that in just a single trial for each case the statistics of various antenna properties showed a close agreement between the theory and experiment.

The Monte Carlo Method is a random experiment simulated by a computer, involving the following essential steps. First a set of random numbers with uniform distribution must be generated. Various methods are available. For example, a million random digits published by the Rand Corporation were generated by a chance-dependent electronic device. Since von Neumann introduced the mid-square method, the analytical approach becomes more widely used today. The numbers so obtained are generally referred to as the pseudorandom numbers since they are generated by a deterministic method. In recent years with the aid of modern
Computers, pseudorandom numbers can be easily generated by various congruential methods [Greenberger, 1961]. Then from these numbers, samples of a random variable of any distribution can be obtained by the probability integral transformation.

In this paper, in order to show how simply one can determine the element positions, 500 random numbers have been drawn directly from Owen’s table [1962]. The poker test and the chi-square goodness-of-fit tests for the frequencies of digits, pairs, and distance between zeros of these numbers have been given by Owen and are shown below:

<table>
<thead>
<tr>
<th>Poker</th>
<th>Frequency of digits</th>
<th>Frequency of pairs</th>
<th>Distance between zeros</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>6.9</td>
<td>89.3</td>
<td>17.0</td>
</tr>
</tbody>
</table>

Again assume \( g(x) = \cos^2 \frac{\pi x}{2} \); then by probability integral transformation the corresponding samples for this density function can be obtained. The distributions of these samples are shown in figure 2 along with the theoretical probability distribution function. However, to avoid unnecessary complications only positions of every fifth element are shown with dots in this figure.

The pattern functions \( P(u) \) for symmetrical arrays of 100, 300, 600, and 1000 elements with their positions determined respectively by the first 50, 150, 300, and 500 random numbers of Owen’s table cited above have been computed by IBM Computer 7094. To assure that the largest sidelobe maximum will be obtained the pattern function for each case is computed at \( 4 \times 10^4 \) equispaced points for \( u/\pi \) in a range from 0 to \( 10^4 \) (corresponding to \( a=10^3 \)). For \( u/\pi \) in the interval \((0, 19)\), they are plotted in figure 3.

It is seen that regardless of the number of elements all have the same half-power beamwidth and nearly identical main beam as expected from the theory in section 5. As for the rest, a pattern plot becomes not only impractical, but also of little importance. Therefore a statistical study of \( P(u) \) has been made.

Since for a symmetrical array \( P_z(u) = 0 \), it follows from (2) that for each \( u \), \( P(u) \) has a normal distribution. On the other hand, in the last section it has been established that for large \( u \) and \( N \), \( P(u) \) is approximately ergodic. Therefore, it is of great interest to compare the distribution of actually com-

---

![Figure 2: Distribution of element positions.](image1)

![Figure 3: Sample pattern functions of symmetrical arrays with N=100, 300, 600, and 1000 elements, respectively.](image2)
put ed values of $P(u)$ (excluding those for small $u$'s) with a normal curve. In the case of $10^6$ elements this is shown by a histogram in figure 4. The middle points of each digitized step lie close to the normal curve. Since actually $|P(u)|$ is of more interest in practice, a histogram of $(P/\sigma)^2$ is plotted along with the $\chi^2$-distribution density function in figure 5. In this case the midpoints of all steps lie almost exactly on the theoretical curve. Figure 6 shows the sample distribution function and the $\chi^2$-distribution. It is seen that they agree very closely. These results have verified the ergodicity approximation obtained earlier. In application the converse is important; namely, from the theoretical curves one can predict the frequency distribution of the antenna responses over all angles with extremely high accuracy.

Long "time" correlation functions of the above sample pattern for $u$ in various ranges, each averaged over a length equal to $10^6\pi$, have also been computed. When $|u-v|/\pi<2$, they agree closely with the covariance function given by (9). For $|u-v|$ outside this interval, the correlation function becomes random-like. A typical curve averaged over $u$ from $5\pi \times 10^3$ to $6\pi \times 10^3$ is shown in figure 7. It is believed that the disagreement of this curve with (9) for $|u-v|/\pi>2$ is due to the insufficient length of $u$ used for averaging. However the details in this portion of the curve are of minor importance.

Long "time" correlation functions of the above sample pattern for $u$ in various ranges, each averaged over a length equal to $10^6\pi$, have also been computed. When $|u-v|/\pi<2$, they agree closely with the covariance function given by (9). For $|u-v|$ outside this interval, the correlation function becomes random-like. A typical curve averaged over $u$ from $5\pi \times 10^3$ to $6\pi \times 10^3$ is shown in figure 7. It is believed that the disagreement of this curve with (9) for $|u-v|/\pi>2$ is due to the insufficient length of $u$ used for averaging. However the details in this portion of the curve are of minor importance.

Finally figure 8 shows the most important feature of these arrays, namely the sidelobe level, where the theoretical curves are obtained from figure 1. Since in this paper normalized aperture is used (see (1)), a change in the actual aperture dimension corresponds to a proportional change in $u$, and hence a corresponding change in beamwidth. This is indicated by the half-power beamwidth scale in minutes of arc in the figure.

The agreement between the experimental and the theoretically predicted results, though not as close as other properties studied earlier, is considered quite remarkable, particularly in view of a few methods suggested by other authors [Lo, 1963]. In addition, the present method is both extremely simple and general. As stated earlier the chart in figure 1 is more accurate for large $N$. This is also seen in this figure.

From these results it is interesting to find that an array can be designed to produce a beam of about 1 min of arc with only 100 isotropic elements over an aperture on the order of $4 \times 10^6\pi$. The sidelobe level would be $-8.4$ dB and directive gain would be $20$ dB over a single element. In case of a conven-
tional design with uniformly spaced, elements at least \(4 \times 10^3\) of them would be required.

Of course, the gain for the latter will be substantially higher—roughly by a factor of 40 in power ratio if they are uniformly excited. In that case it is well-known that the sidelobe level will be \(-13\) dB. On the other hand if these \(4 \times 10^3\) elements were spread at random over a larger aperture, say \(4 \times 10^6\lambda\), a much narrower beam, about one-hundredth of that of the uniformly spaced array, could be obtained with practically no loss in gain. In addition, by referring to figure 1, the sidelobe level would be considerably lower, about \(-21\) dB.

When \(N=300\) and the aperture equals \(5 \times 10^6\lambda\), the half-power beamwidth will be about 1 min of arc. The sidelobe level as found from figure 8 is equal to \(-13\) dB, about the same as that of the uniformly spaced counterpart, but the number of elements is only 6 percent of the latter.

Figure 8 also shows that for \(10^3\) elements and an aperture of \(10^6\lambda\), a beam of 0.5 min of arc can be obtained with \(-18\) dB sidelobe level. Although the computation was performed only for \(u\) up to \(10^4\pi\), it is expected that the sidelobe would remain at substantially the same level for \(u\) increasing to several times this range.

![Figure 6](image_url)

**Figure 6.** Sample distribution function of \((P/\sigma)^2\) for \(N=1000\) as compared with the theoretical chi-square distribution.

![Figure 7](image_url)

**Figure 7.** Correlation function of a sample pattern function averaged over the interval \(5 \pi \times 10^3 \leq u \leq 6 \pi \times 10^3\).

![Figure 8](image_url)

**Figure 8.** Sidelobe levels of four sample arrays with \(N=100, 300, 600,\) and 1000 elements as a function of aperture dimensions in wavelengths or half-power beamwidths in minutes of arc.

9. Conclusion and Remarks

In this paper the probability theory is used to obtain a solution to a problem which, although not probabilistic origiially, is mathematically intractable otherwise. In this respect, the present approach seems to be similar to the congruential technique.
used in generating pseudorandom numbers, but in a
reversed manner. This may become clearer if atten-
tion is paid to the fact that the contribution from
each term (or element) of (1) is determined by its
phase angle $X_n u \pmod{2\pi}$. In general, even though
$\{X_n\}$ may not be random, $\{X_n u \pmod{2\pi}\}$ appears
like random. Thus the results obtained in this paper
may also be applied to many nonuniformly spaced
arrays [Lo, 1963].

In essence, this investigation has shown that high
resolution can be achieved without the need of a great
number of elements unless very high gain is of pri-
mary importance. On the other hand, for a given
number of elements higher and higher resolution can
be obtained by spreading the elements at random
over a larger and larger aperture whereas the sidelobe
level would remain essentially the same and the
directive gain constant. This investigation has also
shown that almost all the properties of radiation
pattern function can be accurately predicted from
the theory without resorting to a high speed
computer.

These results are also applicable to arrays of
higher dimensions with little modification. In fact,
the advantage of using random spacings in these
arrays will be even greater.

High order solutions of the distribution function
$Pr\{|P| < r\}$ as shown in (3) have also been obtained
by following a method due to Edgeworth who expanded
a one-dimensional distribution function in ter ms of
Hermite-Chebyshev polynomials. However, for the
two-dimensional distribution, as in the present case,
the expansion becomes too complicated to be pre-
sented here. For interested readers, these solutions
and their effect on the results in (4) and (5) can be
found in Lo [1962b]. However, a rigorous solution to
the distribution of the supremum of a random
function as in (4) and (5) is still an outstanding
problem.
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10. Appendix A

In this appendix an asymptotic expansion of the
generalized noncentral chi-square distribution of two
degrees of freedom given by (3) will be determined.
This expansion is applicable to the mainbeam region
where $r > r_1$ and $r_2$. The method used here is to
replace the probability measure inside a circle of
radius $r$ as shown in (3) by that inside a square
region of side equal to $r$ and some error terms. This
error, being the probability measure in the region
bounded between the circle and the square, is small
for large $r$ and can be evaluated asymptotically.

Let $x = P_1 / \sigma_1$, $y = P_2 / \sigma_1$, $m = \varphi / \sigma_1$, $s = \sigma_1 / \sigma_2$ then
(3) becomes

$$Pr\{\sqrt{x^2 + y^2} < r\} = \frac{2s}{\pi} \int_0^r \int_{-\sqrt{r^2 - y^2}}^{\sqrt{r^2 - y^2}} \exp \left[ \frac{-(x - m)^2 - s^2 y^2}{2s^2} \right] dx dy \frac{1}{r^2} \Gamma(3/2) = \frac{2s}{\pi} \int_0^r \int_{-\sqrt{r^2 - y^2}}^{\sqrt{r^2 - y^2}} \exp \left[ \frac{-(x - m)^2 - s^2 y^2}{2s^2} \right] dx dy \frac{1}{r^2} \left\{ \begin{array}{l}
\frac{\Gamma(3/2)}{2s^2} + \frac{\Gamma(5/2)}{4s^4} \bigg[ 1 + \frac{3\delta^2}{4s^2} + \frac{15(2\delta^2 - 1)}{48s^4} \bigg] \frac{1}{r^2} \\
+ 0(s^{-4} r^{-5}) + 0(\sqrt{s} k r^{-d} s^2 k^2 r^2) \end{array} \right\}.$$

Similarly one obtains an asymptotic expansion
for the second double integral. By combining these
results one has

$$Pr\{\sqrt{x^2 + y^2} < r\} = \frac{1}{2} \text{erf}(sr)[\text{erf}(r + m) + \text{erf}(r - m)]$$

For the special case when $\sigma_1 = \sigma_2$ (i.e., $s = 1$) the
above expansion reduces to that given by Rice
[1945], who utilized the asymptotic expansion of
Bessel function in his derivation.

11. Appendix B

Following Patnaik [1949], a generalized noncentral
chi-square distribution can be approximately com-
puted by a central one with a different parameter
and different degrees of freedom. The latter then
can be read from Pearson's Table [1934] of incomp lete
gamma function $I(c, p)$. By following the same
notation as in (3):
where

\[ P \left( \sqrt{P_1^2 + P_2^2} < r \right) = I(v, p) \]

\[ v = \frac{r^2}{\sqrt{\mu_2}}, \quad p = \frac{\mu_1^2}{\mu_2} - 1, \]

\[ \mu_1 = \sigma_1^2 + \sigma_2^2 + \phi^2, \]

\[ \mu_2 = 2(\sigma_1^4 + \sigma_2^4 + 2\phi^2\sigma_1^2). \]

For convenience \( I(v, p) \) is plotted against \( v \) for various values of \( p \) in Figure 9. At \( p = 0 \), it is simply the Rayleigh distribution.

\textbf{Figure 9. Incomplete gamma function \( I(v, p) \) against \( v \) with \( p \) as parameter.}
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