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In this paper a number of explicit a priori inequalities for solutions of the plate equation are derived. These inequalities together with the Rayleigh-Ritz technique may be used to compute error bounds in various mixed boundary value problems for elastic plates.

1. Introduction

In two recent papers [2,3]1 the authors presented methods for obtaining pointwise bounds in the three most common boundary value problems for elastic plates. These bounds were of a priori type, that is they held for a class of functions required to satisfy only smoothness conditions. Hence one could approximate the (unknown) solution of one of these problems in terms of essentially arbitrary functions, and the inequalities gave bounds on the error.

In this paper we derive similar a priori bounds in the three most common mixed boundary value problems for elastic plates. For simplicity we consider only the case of a simply connected region R whose boundary Σ consists of two disjoint portions Σ1 and Σ2 (each connected) on which different sets of boundary conditions are imposed. It will be clear how the results are to be extended if Σ1 and/or Σ2 are not connected or if R is multiply connected.

In this paper we shall restrict our attention to the problem of obtaining bounds for the $L_2$ integrals of an arbitrary sufficiently smooth function w in terms of $L_2$ integrals of quantities which are data whenever the arbitrary function w is actually the solution u to the problem in question. By use of mean value inequalities and the Rayleigh-Ritz technique as indicated in [2,3], the desired pointwise bounds are then obtained. The well known Rayleigh-Ritz technique consists in choosing $w = u - \sum_{i=1}^{N} a_i \Phi_i$, where the $\Phi_i$ are $N$ linearly independent sufficiently smooth functions, and the $a_i$ are determined in such a way as to minimize the terms involving the data of u.

The particular problems treated here are the following:

**Problem I:**

$\Delta^2 u$ prescribed in $R$

$u, \frac{\partial u}{\partial n}$ given on $\Sigma_1$

$u, M(u)$ given on $\Sigma_2$

**Problem II:**

$\Delta^2 u$ prescribed in $R$

$u, \frac{\partial u}{\partial n}$ given on $\Sigma_1$

$M(u), V(u)$ given on $\Sigma_2$

---

1 Figures in brackets indicate the literature references at the end of this paper.
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PROBLEM III: \[ \Delta^2 u \text{ prescribed in } R \]
\[ u, M(u) \text{ given on } \Sigma_1 \]
\[ M(u), V(u) \text{ given on } \Sigma_2. \]

Here \( \Delta^2 \) is the biharmonic operator \[ \frac{\partial^4}{\partial x_1^4} + 2 \frac{\partial^4}{\partial x_2 \partial y^2} + \frac{\partial^4}{\partial y^4} \] (\( \Delta \) denotes the Laplace operator), and \( \frac{\partial}{\partial n} \) denotes the normal derivative directed outward on \( \Sigma \). Also

\[ M(u) = \Delta u - (1 - \sigma) \left( \frac{\partial^2 u}{\partial s^2} + \frac{1}{\rho} \frac{\partial u}{\partial n} \right) \] \hspace{1cm} (1.1)

and

\[ V(u) = \frac{\partial}{\partial n} (\Delta u) + (1 - \sigma) \left[ \frac{\partial^3 u}{\partial s^3 \partial n} - \frac{\partial}{\partial s} \left( \frac{1}{\rho} \frac{\partial u}{\partial s} \right) \right] \] \hspace{1cm} (1.2)

where \( \frac{\partial}{\partial s} \) denotes the derivative with respect to arc length on \( \Sigma \), \( \sigma \) is Poisson’s ratio and \( \rho \) is the radius of curvature. The quantities \( M(u) \) and \( V(u) \) are proportional to the normal moment and the reaction normal to the plate on \( \Sigma \), respectively.

In subsequent sections we shall refer to the bounding of integrals of an arbitrary function \( w \) in terms of \( L_2 \) integrals of its “data.” For example, in problem I the data of \( w \) are the quantities \( \Delta^2 w \) in \( R \), \( w \) and \( \frac{\partial w}{\partial n} \) on \( \Sigma_1 \) and \( w \) and \( M(w) \) on \( \Sigma_2 \). In the other two problems the “data” of \( w \) are defined analogously.

Throughout this paper we assume the boundary \( \Sigma \) of \( R \) to be sufficiently smooth so that all of the applications of the divergence theorem used are valid. It will be apparent that if the derivatives of the curvature of \( \Sigma \) are continuous then there is no question of the validity of the indicated operations provided the functions themselves are smooth enough. It will also be clear that less smoothness of \( \Sigma \) can actually be tolerated in each problem, but the determination of the minimum smoothness requirements is not investigated in this paper.

We make use of the summation convention throughout and employ a comma to denote differentiation, e.g., \( w_{,i} = \frac{\partial w}{\partial x_i} \). We denote the points at which \( \Sigma_1 \) and \( \Sigma_2 \) join as \( P_1 \) and \( P_2 \). Arc length will be measured along \( \Sigma \) in the counterclockwise direction.

Additional notation will be defined as the need arises in the text. We turn now to the question of obtaining bounds in problems I, II, and III. These will be discussed separately in sections 2, 3, and 4. Certain auxiliary inequalities which will be required in treating the three mixed problems will be derived in appendix A.

2. Problem I

In a recent paper [4, eq (2.1)] the authors derived the following inequality for a function \( w \) with piecewise continuous second derivatives:

\[ \left\{ \int_R w^2 dA \right\}^{\frac{1}{2}} \leq K_1 \left\{ \int_{\Sigma} w^2 dS \right\}^{\frac{1}{2}} + K_2 \left\{ \int_R (\Delta w)^2 dA \right\}^{\frac{1}{2}}, \] \hspace{1cm} (2.1)

where the constants \( K_1 \) and \( K_2 \) were explicit. (As indicated in [4,5] appropriate constants \( K_1 \) and \( K_2 \) are obtained by making use of results of Payne and Weinberger [10]). Using (2.1) as a starting point we shall derive the desired \( L_2 \) inequality in problem I.

We first define \( E(w, w) \) as

\[ E(w, w) = \int_R \left[ \sigma (\Delta w)^2 + (1 - \sigma) w, w_{,i} w_{,j} \right] dA. \] \hspace{1cm} (2.2)
It is well known that \( E(u, u) \) is proportional to the strain energy. Since \( (\Delta w)^2 \leq 2w, \partial w/\partial \Sigma \) it follows that

\[
\int_R (\Delta w)^2 dA \leq \frac{2}{1+\sigma} E(w, w).
\]  

(2.3)

Thus inserting (2.3) into (2.1) we obtain

\[
\left\{ \int w^2 dA \right\}^b \leq K_2 \left\{ \int \Phi w^2 dS \right\}^b + \tilde{K}_2 \left\{ E(w, w) \right\}^b
\]

(2.4)

where

\[
\tilde{K}_2 = K_2 [2(1+\sigma)^{-1}]^b.
\]

We seek now to bound \( E(w, w) \) in terms of the data of problem I. In order to simplify our computations we shall assume that

\[
\lim_{Q \to P_1} \frac{\partial w(Q)}{\partial n} = 0, \quad \lim_{Q \to P_2} \frac{\partial^2 w(Q)}{\partial \delta \partial n} = 0
\]

(2.5)

where \( Q \) is a point on \( \Sigma_1 \). This restriction is by no means necessary, since bounds could be derived which involve the values of \( \frac{\partial w}{\partial n} \) and \( \frac{\partial^2 w}{\partial \delta \partial n} \) at \( P_1 \) and \( P_2 \). In applying the a priori type inequalities, however, \( w \) will be set equal to \( u - \Phi \) where \( u \) is the solution to problem I and \( \Phi \) is an approximating function. The function \( \Phi \) will then be represented as a linear combination of \( N \) linearly independent functions \( \Phi_i \) with arbitrary real coefficients. The restriction (2.5) prescribes four relations among the coefficients. The Rayleigh-Ritz technique together with these four conditions then determine the coefficients. Hence, for practical purposes, (2.5) is no restriction at all. Condition (2.5) permits us to treat the cases in which \( \Sigma_1 \) and \( \Sigma_2 \) do not have end points in common (e.g., certain multiply connected configurations) and the case in which points \( P_1 \) and \( P_2 \) do occur, in a unified manner.

In order to bound \( E(w, w) \) in terms of the data of problem I, we decompose \( w \) as follows:

\[
w = B + \varphi
\]

(2.6)

where

\[
\Delta^2 B = 0 \text{ in } R
\]

\[
B = w \text{ on } \Sigma
\]

\[
\frac{\partial B}{\partial n} = \left\{ \begin{array}{ll}
\frac{\partial w}{\partial n} & \text{on } \Sigma_1 \\
0 & \text{on } \Sigma_2
\end{array} \right.
\]

(2.7)

Clearly then

\[
\Delta^2 \varphi = \Delta^2 w \text{ in } R
\]

\[
\varphi = 0 \text{ on } \Sigma
\]

\[
\frac{\partial \varphi}{\partial n} = 0 \text{ on } \Sigma_1
\]

\[
M(\varphi) = M(w) - M(B) \text{ on } \Sigma_2
\]

(2.8)
We now consider the identity

\[ E(w, w) = E(B, B) + 2E(w, \varphi) - E(\varphi, \varphi) \]  

(2.9)

and note that

\[ E(w, \varphi) = \int_{\Sigma_2} \frac{\partial \varphi}{\partial n} M(w) dS + \int_{\Sigma} \varphi \Delta^2 w dA. \]  

(2.10)

By Schwarz’s inequality we have

\[ |E(w, \varphi)| \leq \left\{ \int_{\Sigma_2} \left( \frac{\partial \varphi}{\partial n} \right)^2 M(w) dS \right\}^{1/2} + \left\{ \int_{\Sigma} \varphi^2 dA \left( \int_{\Sigma} (\Delta^2 w)^2 dA \right)^{1/2} \right\}^{1/2}. \]  

(2.11)

Since \( \varphi \) vanishes on \( \Sigma \), it follows from the duality principle of Fichera [8] that

\[ \left\{ \int_{\Sigma} \left( \frac{\partial \varphi}{\partial n} \right)^2 dS \right\}^{1/2} \leq K_1 \left\{ \int_{\Sigma} (\Delta \varphi)^2 dA \right\}^{1/2} \]  

(2.12)

where \( K_1 \) is the same constant as the \( K_1 \) appearing in (2.1). (In the determination of the explicit value for \( K_1 \) in [5] and [10] the quantity was actually determined for (2.12) rather than (2.1).) It is well known also that if \( \varphi \) has piecewise continuous second derivatives in \( R \) and vanishes on \( \Sigma \) then

\[ \left\{ \int_{\Sigma} \varphi^2 dA \right\}^{1/2} \leq \frac{1}{\lambda_1} \left\{ \int_{\Sigma} (\Delta \varphi)^2 dA \right\}^{1/2} \]  

(2.13)

where \( \lambda_1 \) is the first eigenvalue in the fixed membrane problem for \( R \). If this number is not known, lower bounds for it can be easily computed from monotony principles, the Faber-Krahn [7, 9] inequality, or other considerations. Inserting (2.12) and (2.13) into (2.11) we obtain

\[ |E(w, \varphi)| \leq \left\{ K_1 \left( \int_{\Sigma_2} \left( M(w) \right)^2 dS \right)^{1/2} + \frac{1}{\lambda_1} \left\{ \int_{\Sigma} (\Delta^2 w)^2 dA \right\}^{1/2} \right\} \left[ \int_{\Sigma} (\Delta \varphi)^2 dA \right]^{1/2}. \]  

(2.14)

the last inequality resulting from (2.3). From (2.14) and (2.9) it follows then that

\[ E(w, w) \leq E(B, B) + 2 \left( \frac{2}{1 + \sigma} \right)^{1/2} \left[ K_1 \left( \int_{\Sigma_2} \left( M(w) \right)^2 dS \right)^{1/2} + \frac{1}{\lambda_1} \left\{ \int_{\Sigma} (\Delta^2 w)^2 dA \right\}^{1/2} \right] \left[ E(\varphi, \varphi) \right]^{1/2} - E(\varphi, \varphi) \]  

(2.15)

or, using the arithmetic geometric-mean inequality,

\[ E(w, w) \leq E(B, B) + \frac{2}{1 + \sigma} \left[ K_1 \left( \int_{\Sigma_2} \left( M(w) \right)^2 dS \right)^{1/2} + \frac{1}{\lambda_1} \left\{ \int_{\Sigma} (\Delta^2 w)^2 dA \right\}^{1/2} \right]^2. \]  

(2.16)

By combining (2.4) and (2.16) we now have a bound for \( \int_{\Sigma} w^2 dA \) in terms of \( L_2 \) integrals of the data and \( E(B, B) \), where \( B \) is the solution to (2.7). We seek now to bound \( E(B, B) \) in terms of the data of \( w \).

From the divergence theorem we have

\[ E(B, B) = \int_{\Sigma} \left( \Delta B \right)^2 dA + (1 - \sigma) \int_{\Sigma} \left[ B, \nu B, \nu - (\Delta B)^2 \right] dA \]

\[ = \int_{\Sigma} \left( \Delta B \right)^2 dA + (1 - \sigma) \int_{\Sigma} \left( n_j \frac{\partial B}{\partial x^j} - n_i \frac{\partial B}{\partial x^i} \right) B, \nu dS \]

\[ = \int_{\Sigma} \left( \Delta B \right)^2 dA + (1 - \sigma) \int_{\Sigma} \left\{ \frac{\partial B}{\partial s} \frac{\partial B}{\partial \sigma} d\sigma - \frac{\partial B}{\partial n} \frac{\partial^2 B}{\partial n \partial s^2} - \frac{1}{\rho} \left[ \frac{\partial B}{\partial n} \right]^2 + \left( \frac{\partial B}{\partial s} \right)^2 \right\} dS. \]  

(2.17)
Now if \( \frac{\partial B}{\partial s} \) and \( \frac{\partial B}{\partial n} \) are continuous on \( \Sigma \) and either \( \frac{\partial^2 B}{\partial s^2} \) is square integrable on \( \Sigma \), then we may integrate the first (or second) term in the boundary integral on the right by parts on \( \Sigma \) to obtain, for instance,

\[
E(B, B) = \int_R (\Delta B)^2 dA - 2(1 - \sigma) \int_{\Sigma_1} \frac{\partial w}{\partial n} \frac{\partial^2 w}{\partial s \partial n} dS - \int_{\Sigma_1} \frac{1}{\rho} \left( \frac{\partial w}{\partial s} \right)^2 dS - \int_{\Sigma_1} \frac{1}{\rho} \left( \frac{\partial w}{\partial n} \right)^2 dS. \tag{2.18}
\]

We have also made use of the boundary conditions (2.7). An application of the arithmetic-geometric mean inequality yields for any positive \( \hat{\alpha} \)

\[
E(B, B) \leq \int_R (\Delta B)^2 dA + (1 - \sigma)^2 \hat{\alpha} \int_{\Sigma} \left( \frac{\partial w}{\partial s} \right)^2 dS + \int_{\Sigma_1} (\hat{\alpha}^{-1} - \rho^{-1}) \left( \frac{\partial w}{\partial n} \right)^2 dS - \int_{\Sigma_1} \rho^{-1} \left( \frac{\partial w}{\partial s} \right)^2 dS. \tag{2.19}
\]

An inequality bounding the first term on the right of (2.19) in terms of the data of \( w \) is derived in appendix A. The insertion of \((A.25)\) into (2.19) together with (2.7) results in the inequality

\[
E(B, B) \leq \hat{d}_1 \int_{\Sigma} \frac{\partial B}{\partial s} \frac{\partial B}{\partial s} dS + \hat{d}_2 \int_{\Sigma} \frac{\partial w}{\partial s} dS + \hat{d}_3 \int_{\Sigma} \left( \frac{\partial w}{\partial n} \right)^2 dS + \hat{d}_4 \int_{\Sigma} \left( \frac{\partial^2 w}{\partial s^2} \right)^2 dS + \hat{d}_5 \int_{\Sigma} \left( \frac{\partial^2 w}{\partial s \partial n} \right)^2 dS, \tag{2.20}
\]

with explicit constants \( \hat{d}_i \). If the region \( R \) is simply connected we can actually obtain the inequality (see appendix A, in particular \((A.26)-(A.28))

\[
E(B, B) \leq \hat{d}_6 \int_{\Sigma} \frac{\partial B_{1,i}}{\partial s} \frac{\partial B_{2,i}}{\partial s} dS. \tag{2.21}
\]

We now insert (2.20) and (2.16) back into (2.4) to obtain the desired inequality, which may be written in the form

\[
\int_R w^2 dA \leq A_1 \int_{\Sigma} w^2 dS + A_2 \int_{\Sigma} \left( \frac{\partial w}{\partial s} \right)^2 dS + A_3 \int_{\Sigma} \left( \frac{\partial^2 w}{\partial s^2} \right)^2 dS + A_4 \int_{\Sigma_1} \left( \frac{\partial w}{\partial n} \right)^2 dS + A_5 \int_{\Sigma_1} \left( \frac{\partial^2 w}{\partial s \partial n} \right)^2 dS + A_6 \int_{\Sigma_2} [M(w)]^2 dS + A_7 \int_R (\Delta w)^2 dA. \tag{2.22}
\]

Here again the constants \( A_i \) may be explicitly computed.

In many of our intermediate inequalities sharper results could have been obtained by leaving certain positive weight functions under the integral signs rather than factoring them out.

It is now possible to employ the technique used in [2] and [3] to obtain pointwise bounds in \( R \) for \( w \) and its derivatives in terms of \( \int_L \) integrals of the data of problem I. It appears likely that by using the results of Bramble and Hubbard [1] it would be possible, if sufficient smoothness of the boundary and data is assumed, to obtain an inequality of the form (2.22) in which \( A_2, A_3, \) and \( A_5 \) are zero. However, the remaining constants would then be more complicated functions of the geometry of \( \Sigma_1 \) and \( \Sigma_2 \).

### 3. Problem II

We assume in this section that \( R \) and the portion \( \Sigma_2 \) of \( \Sigma \) are such that we can define a vector field \( f^i \) which has piecewise continuous first derivatives in \( R \) and satisfies

\[
\int_{\Sigma_2} f_{i,j}^i > p > 0 \quad \text{in} \quad R
\]

\[-f_{i,n}^i > q > 0 \quad \text{on} \quad \Sigma_2. \tag{3.1}
\]
This is of course always possible if $\Sigma$ is sufficiently smooth and $\Sigma_1$ is nonempty. In fact, if we take any sufficiently smooth function $\varphi$ which is superharmonic in $R$ and whose normal derivative is positive on $\Sigma_2$ then one such $f^i$ is given by

$$f^i = \frac{-\varphi_{,i}}{\varphi + a}$$

where $a$ is chosen so large that $\varphi + a > 0$ in $R$.

In this section we derive a bound for the $L_2$ integral of an arbitrary $C^3$ function $w$ in terms of $L_2$ integrals of the data of problem II. Again in the application of our inequalities we shall set $w = u - \Phi$, where $u$ is the solution to problem II and $\Phi$ is the approximating function. In this section we assume that $\Phi$ has been so chosen that

$$\lim_{Q \to P_1, P_2} w(Q) = \lim_{Q \to P_1, P_2} \frac{\partial^3 w(Q)}{\partial s \partial n} = \lim_{Q \to P_1, P_2} \frac{\partial w(Q)}{\partial s} = \lim_{Q \to P_1, P_2} \frac{\partial^2 w(Q)}{\partial s \partial n} = 0. \quad (3.2)$$

If we choose

$$\Phi = \sum_{i=1}^{N} a_i \Phi_i \quad (3.3)$$

where the $\Phi_i$ are linearly independent functions, then (3.2) imposes ten conditions on the $a_i$. If $\Sigma_1$ and $\Sigma_2$ have no points in common then conditions (3.2) are unnecessary.

We now consider the following application of the divergence theorem.

$$\oint_{\Sigma} f^i n_i w^2 dS = \int_{\Sigma} f^i w^2 dA + 2 \int_{\Sigma} f^i w, w dA. \quad (3.4)$$

Upon rearranging and applying the arithmetic-geometric mean inequality, we obtain

$$\int_{\Sigma} (f^i n_i - f^i f) w^2 dA \leq \oint_{\Sigma} f^i n_i w^2 dS + \int_{\Sigma} |\text{grad } w|^2 dA. \quad (3.5)$$

Using (3.1) we have

$$p \int_{\Sigma} w^2 dA + q \int_{\Sigma_2} w^2 dS \leq \oint_{\Sigma} f^i n_i w^2 dS + \int_{\Sigma} |\text{grad } w|^2 dA. \quad (3.6)$$

Let us now rewrite (3.4) with $w^2$ replaced by $|\text{grad } w|^2$. It follows then in the same way that

$$p \int_{\Sigma} |\text{grad } w|^2 dA + q \int_{\Sigma_2} |\text{grad } w|^2 dS \leq \oint_{\Sigma} f^i n_i |\text{grad } w|^2 dS + \int_{\Sigma} w, w, w dA. \quad (3.7)$$

Combining the two inequalities and dropping the integrals over $\Sigma_2$, we obtain the inequality

$$\int_{\Sigma} w^2 dA \leq p^{-1} \int_{\Sigma_1} f^i n_i w^2 dS + p^{-2} \int_{\Sigma_1} f^i n_i |\text{grad } w|^2 dS + p^{-2} \int_{\Sigma} w, w, w dA. \quad (3.8)$$

Clearly for $\sigma \geq 0$

$$\int_{\Sigma} w, w, w dA \leq (1 - \sigma)^{-1} E(w, w). \quad (3.9)$$
If $\sigma < 0$, the factor $(1 - \sigma)^{-1}$ must be replaced by $2(2 - \sigma)^{-1}$. We assume, however, in the following that $\sigma \geq 0$. Then

$$\int_R w^2 dA \leq p^{-1} \int_{\Sigma_1} f^1n_1w^2 dS + p^{-2} \int_{\Sigma_1} f^1n_1|\text{grad } w|^2 dS + [p^2(1 - \sigma)]^{-1} E(w, w). \quad (3.10)$$

In order to bound $E(w, w)$ in terms of the desired quantities, we decompose $w$ as follows:

$$w = B + \varphi \quad (3.11)$$

where $B$ satisfies

$$\Delta^2 B = 0 \text{ in } R$$

$$B = \begin{cases} w \text{ on } \Sigma_1 \\ 0 \text{ on } \Sigma_2 \end{cases}$$

$$\frac{\partial B}{\partial n} = \begin{cases} \frac{\partial w}{\partial n} \text{ on } \Sigma_1 \\ 0 \text{ on } \Sigma_2 \end{cases} \quad (3.12)$$

The function $\varphi$ then satisfies

$$\Delta^2 \varphi = \Delta^2 w \text{ in } R$$

$$\varphi = \frac{\partial \varphi}{\partial n} = 0 \text{ on } \Sigma_1$$

$$M(\varphi) = M(w) - M(B), \ V(\varphi) = V(w) - V(B) \text{ on } \Sigma_2. \quad (3.13)$$

We again make use of the identity

$$E(w, w) = E(B, B) + 2E(\varphi, w) - E(\varphi, \varphi) \quad (3.14)$$

where now

$$E(\varphi, w) = \int_{\Sigma_2} \frac{\partial \varphi}{\partial n} M(w) dS - \int_{\Sigma_2} \varphi V(w) dS + \int_R \varphi \Delta^2 wdA. \quad (3.15)$$

We apply the Schwarz inequality as follows:

$$\left| E(\varphi, w) \right| \leq \left\{ q \int_{\Sigma_2} \left( \frac{\partial \varphi}{\partial n} \right)^2 dS + p^2 \int_{\Sigma_2} \varphi^2 dA + pq \int_{\Sigma_2} \varphi^2 dS \right\}^{1/2} \left\{ q^{-1} \int_R [M(w)]^2 dS + p^{-2} \int_R (\Delta^2 w)^2 dA + p^{-1} q^{-1} \int_{\Sigma_2} (V(w))^2 dS \right\}^{1/2}. \quad (3.16)$$

Now, in view of (3.6), the first term on the right of (3.16) may be bounded by

$$q \int_{\Sigma_2} \left( \frac{\partial \varphi}{\partial n} \right)^2 dS + p^2 \int_R \varphi^2 dA + pq \int_{\Sigma_2} \varphi^2 ds \leq p \int_R |\text{grad } \varphi|^2 dA + q \int_{\Sigma_2} |\text{grad } \varphi|^2 dS. \quad (3.17)$$

We have also made use of the fact that $\left( \frac{\partial \varphi}{\partial n} \right)^2 \leq |\text{grad } \varphi|^2$. But from (3.7) it follows then that

$$p \int_R |\text{grad } \varphi|^2 dA + q \int_{\Sigma_2} |\text{grad } \varphi|^2 dS \leq \int_R \varphi, \psi \varphi, \psi dA = (1 - \sigma)^{-1} E(\varphi, \varphi). \quad (3.18)$$

Thus

$$\left| E(\varphi, w) \right| \leq \left\{ (1 - \sigma)^{-1} E(\varphi, \varphi) \right\}^{1/2} \left\{ q^{-1} \int_{\Sigma_2} (M(w))^2 dS + p^{-2} \int_R (\Delta^2 w)^2 dA + p^{-1} q^{-1} \int_{\Sigma_2} (V(w))^2 dS \right\}^{1/2}. \quad (3.19)$$
The insertion of (3.19) into (3.14), followed by an application of the arithmetic-geometric mean inequality, yields

\[ E(w, w) \leq E(B, B) + (1 - \sigma)^{-1}\left\{ q^{-1}\int_{\Sigma_2} (M(w))^2 dS + p^{-2}\int_R (\Delta^2 w)^2 dA + p^{-1} q^{-1}\int_{\Sigma_2} (V(w))^2 dS \right\}. \]  
(3.20)

A combination of (3.10) and (3.20) thus gives us a bound for \( \int_R w^2 dA \) in terms of the data of \( w \) and \( E(B, B) \). We seek now a bound for \( E(B, B) \) in terms of the data of \( w \).

From (2.17), it follows as before that

\[ E(B, B) = \int_R (\Delta B)^2 dA + 2(1 - \sigma)\int_{\Sigma_1} \frac{\partial w}{\partial s} \frac{\partial^2 w}{\partial s \partial n} dS - \int_{\Sigma_1} \frac{1}{\rho} \left[ \left( \frac{\partial w}{\partial s} \right)^2 + \left( \frac{\partial w}{\partial n} \right)^2 \right] dS. \]  
(3.21)

Using the arithmetic-geometric mean inequality we obtain for positive \( \alpha_8 \)

\[ E(B, B) \leq \int_R (\Delta B)^2 dA + (1 - \sigma)^2 \alpha_8 \int_{\Sigma_1} \left( \frac{\partial^2 w}{\partial s \partial n} \right)^2 dS + \int_{\Sigma_1} (\alpha_8 - 1 - p^{-1})(\frac{\partial w}{\partial s})^2 dS - \int_{\Sigma_1} p^{-1}(\frac{\partial w}{\partial n})^2 dS. \]  
(3.22)

As in the previous section we require a bound for \( \int_R (\Delta B)^2 dA \) in terms of the data of \( w \). The desired bound was computed in appendix A and is given by (A.25), i.e.,

\[ \int_R (\Delta B)^2 dA \leq \int_{\Sigma_1} w^2 dS + \int_{\Sigma_1} \left( \frac{\partial w}{\partial s} \right)^2 dS + \int_{\Sigma_1} \left( \frac{\partial w}{\partial n} \right)^2 dS + \int_{\Sigma_1} \left( \frac{\partial^2 w}{\partial s \partial n} \right)^2 dS. \]  
(3.23)

This inequality may be rewritten, using (3.12), as

\[ \int_R (\Delta B)^2 dA \leq \int_{\Sigma_1} w^2 dS + \int_{\Sigma_1} \left( \frac{\partial w}{\partial s} \right)^2 dS + \int_{\Sigma_1} \left( \frac{\partial w}{\partial n} \right)^2 dS + \int_{\Sigma_1} \left( \frac{\partial^2 w}{\partial s \partial n} \right)^2 dS. \]  
(3.24)

A combination of (3.10), (3.20), (3.22), and (3.24) thus leads to the desired inequality, which is of the form

\[ \int_R w^2 dA \leq B_1 \int_{\Sigma_1} w^2 dS + B_2 \int_{\Sigma_1} \left( \frac{\partial w}{\partial s} \right)^2 dS + B_3 \int_{\Sigma_1} \left( \frac{\partial w}{\partial n} \right)^2 dS + B_4 \int_{\Sigma_1} \left( \frac{\partial^2 w}{\partial s \partial n} \right)^2 dS + B_5 \int_{\Sigma_2} [M(w)]^2 dS \]

\[ + B_7 \int_{\Sigma_2} [V(w)]^2 dS + B_8 \int_R [\Delta^2 w]^2 dA, \]  
(3.25)

where the \( B_i \)'s are explicit constants.

In many cases (3.25) may be simplified by exploiting some of the geometric properties of \( \Sigma \). For instance, whenever \( \rho \) is positive on \( \Sigma_1 \) some quantities may be dropped from (3.21) or used to cancel other quantities.

Pointwise bounds in this problem follow from the results of [2] and [3].

4. Problem III

This problem is the most difficult of the three since for certain geometrical configurations it does not have a unique solution. Suppose, for instance, that the domain \( R \) lies in the right half plane and \( \Sigma_1 \) is a portion of the \( y \)-axis. In this case the plate may rotate as a rigid body about the \( y \)-axis. The solution will be unique only up to a rigid body rotation, a term of the form \( w = ax \). Note, however, that if \( \Sigma_1 \) is not a straight line then this rigid body motion is no longer possible. Because of the inherent difficulty in treating problem 3 we shall derive in this section
only an $L_2$ bound for the energy integral $E(w, w)$ in terms of the data of the problem. It is possible with such a bound, using the techniques of [2, 3], to obtain pointwise bounds for any second derivative of $w$ in terms of $L_2$ integrals of the data. In order to simplify the problem somewhat, we assume that $w$ vanishes with its first two tangential derivatives at $P_1$ and $P_2$. This means merely (as pointed out before) that we put certain restrictions on the approximating functions, and it amounts to six conditions on the arbitrary parameters in the application of the Rayleigh-Ritz technique. With this restriction we decompose $w$ as follows:

$$w = h + \tilde{w}$$

(4.1)

where $h$ satisfies

$$\Delta h = 0 \text{ in } R$$

$$h = \begin{cases} w \text{ on } \Sigma_1 \\ 0 \text{ on } \Sigma_2. \end{cases}$$

(4.2)

Then

$$\Delta^2 \tilde{w} = \Delta^2 w \text{ in } R$$

$$\tilde{w} = 0, M(\tilde{w}) = M(w) - (1 - \sigma) \left[ \frac{\partial^2 w}{\partial s^2} + \frac{1}{\rho} \frac{\partial h}{\partial n} \right] \text{ on } \Sigma_1$$

$$M(\tilde{w}) = M(w) - \frac{1 - \sigma}{\rho} \frac{\partial h}{\partial n}, V(\tilde{w}) = V(w) + (1 - \sigma) \frac{\partial^2 h}{\partial s^2 \partial n} \text{ on } \Sigma_2.$$

Making use of the triangle inequality, we obtain from (4.1)

$$\{E(w, w)\}^{1/2} \leq \{E(h, h)\}^{1/2} + \{E(\tilde{w}, \tilde{w})\}^{1/2}.$$

(4.4)

We compute first a bound for $E(h, h)$.

Since $h$ is harmonic it follows that

$$E(h, h) = (1 - \sigma) \int_R h_{ij} h_{ij} \, dA.$$

(4.5)

But, as in (2.17), we observe that

$$\int_R h_{ij} h_{ij} \, dA = \int_\Sigma \left\{ \frac{\partial h}{\partial s} \frac{\partial^2 h}{\partial s^2} - \frac{\partial h}{\partial s} \frac{\partial^2 h}{\partial s \partial n} - \frac{1}{\rho} \left[ \left( \frac{\partial h}{\partial n} \right)^2 + \left( \frac{\partial h}{\partial s} \right)^2 \right] \right\} \, dS$$

$$= -2 \int_\Sigma \frac{\partial h}{\partial n} \frac{\partial^2 h}{\partial s^2} + \frac{1}{\rho} \left\{ \left( \frac{\partial h}{\partial n} \right)^2 + \left( \frac{\partial h}{\partial s} \right)^2 \right\} \, dS.$$

(4.6)

Applying the arithmetic-geometric mean inequality we obtain

$$\int_R h_{ij} h_{ij} \, dA \leq \int_\Sigma \alpha_9 \left( \frac{\partial^2 h}{\partial s^2} \right)^2 \, dS + \int_\Sigma \alpha_9^{-1} \rho^{-1} \left( \frac{\partial h}{\partial n} \right)^2 s - \int_\Sigma \rho^{-1} \left( \frac{\partial h}{\partial s} \right)^2 \, dS.$$

(4.7)

If the region is convex, we could choose $\alpha_9 = \max \rho$ and drop the last two terms. If not, we may use the inequality (A.4) given in appendix A, i.e.,

$$\int_\Sigma \left( \frac{\partial h}{\partial n} \right)^2 \, dS \leq \tilde{b}_0 \int_\Sigma \left( \frac{\partial h}{\partial s} \right)^2 \, dS + \tilde{b}_1 \int_\Sigma \left( \frac{\partial h}{\partial s} \right)^2 \, dS = \tilde{b}_0 \int_\Sigma \left( \frac{\partial h}{\partial s} \right)^2 \, dS + \tilde{b}_1 \int_\Sigma \left( \frac{\partial h}{\partial s} \right)^2 \, dS.$$

(4.8)

Upon inserting (4.8) and (4.7) into (4.5), and using the boundary conditions on $h$, we arrive at the inequality

$$E(h, h) \leq (1 - \sigma) \left\{ \tilde{b}_0 \int_\Sigma w^2 \, dS + \tilde{b}_1 \int_\Sigma \left( \frac{\partial w}{\partial s} \right)^2 \, dS + \tilde{b}_2 \int_\Sigma \left( \frac{\partial^2 w}{\partial s^2} \right)^2 \, dS \right\}$$

(4.9)

where $\tilde{b}_0$, $\tilde{b}_1$, and $\tilde{b}_2$ are explicit.
In order to bound \(E(\tilde{w}, \tilde{w})\), we decompose \(\tilde{w}\) as follows:

\[
\tilde{w} = B + \varphi
\]  

(4.10)

where

\[
\Delta^2 B = \Delta^2 \tilde{w} \text{ in } R
\]

\[
M(B) = M(\tilde{w}) \text{ on } \Sigma
\]

\[
V(B) = \left\{ V(\tilde{w}) \text{ on } \Sigma \right\}
\]

\[
- V(h) + \tilde{C}_1 + \tilde{C}_2 x + \tilde{C}_3 y \text{ on } \Sigma
\]

(4.11)

with \(\tilde{C}_1, \tilde{C}_2,\) and \(\tilde{C}_3\) chosen to insure existence of the function \(B\). We indicate now how the \(\tilde{C}_i\) are to be determined.

Let us choose the coordinate axes in such a way that \(\int_{\Sigma_1} xds = \int_{\Sigma_1} yds = \int_{\Sigma_1} xyds = 0\). Then, in order that (4.11) may have a solution, it is necessary that the following three equilibrium conditions be satisfied:

\[
\int_{\Sigma} V(B)dS = \int_{R} \Delta^2 BdA
\]

\[
\int_{\Sigma} xV(B)dS - \int_{\Sigma} n_xM(B)dS = \int_{R} x\Delta^2 BdA
\]

\[
\int_{\Sigma} yV(B)dS - \int_{\Sigma} n_yM(B)dS = \int_{R} y\Delta^2 BdA.
\]

(4.12)

These three conditions are now used to determine \(\tilde{C}_1, \tilde{C}_2,\) and \(\tilde{C}_3\). We note first that since \(h\) is harmonic

\[
\int_{\Sigma} V(h)dS = 0
\]

\[
\int_{\Sigma} xV(h)dS - \int_{\Sigma} n_xM(h)dS = 0
\]

\[
\int_{\Sigma} yV(h)dS - \int_{\Sigma} n_yM(h)dS = 0.
\]

(4.13)

Thus conditions (4.12) are equivalent to

\[
\tilde{C}_1S_1 = \int_{R} \Delta^2 wdA - \int_{\Sigma} V(w)dS
\]

\[
\tilde{C}_2I_1 = \int_{R} x\Delta^2 wdA + \int_{\Sigma} n_xM(w)dS - \int_{\Sigma} xV(w)dS
\]

\[
\tilde{C}_3I_2 = \int_{R} y\Delta^2 wdA + \int_{\Sigma} n_yM(w)dS - \int_{\Sigma} yV(w)dS
\]

(4.14)

where \(S_1\) denotes the length of \(\Sigma_1\) and

\[
I_1 = \int_{\Sigma_1} x^2dS, \quad I_2 = \int_{\Sigma_1} y^2dS.
\]

(4.15)

Equations (4.14) thus determine the constants \(\tilde{C}_1, \tilde{C}_2,\) and \(\tilde{C}_3\) in terms of the data of problem III.

In determining the bound for \(E(\tilde{w}, \tilde{w})\) of (4.4), we shall, according to (4.10), need a bound for \(E(B, B)\). We first indicate how \(E(B, B)\) is to be bounded in terms of the data of the problem. We present here a method which is applicable only if the domain \(R\) is simply connected. The function
B is of course determined only up to a rigid body motion, which we assume to be fixed by the conditions
\[ \oint_{\Sigma} B dS = \oint_{\Sigma} \frac{\partial B}{\partial x} dS = \oint_{\Sigma} \frac{\partial B}{\partial y} dS = 0. \]  
(4.16)

From the results of [3, eq (4.18)], if \( R \) is simply connected, it follows that
\[ \left( \frac{2\pi}{L} \right)^2 \oint_{\Sigma} B^2 dS + \int_{\Sigma} \left( \frac{\partial B}{\partial n} \right)^2 dS \leq \frac{2}{D\bar{p}_2(1-\sigma)} E(B, B) \]  
(4.17)
where \( \bar{p}_2 \) is defined in [3, eq (4.31)].

From the identity
\[ \oint_{\Sigma} x^i n_i B^2 dS = 2 \oint_{R} B^2 dA + 2 \oint_{R} x^i B B_i dA \]  
(4.18)
we obtain, using the arithmetic-geometric mean inequality
\[ \int_{R} B^2 dA \leq r_M \int_{\Sigma} B^2 dS + r_M^2 \int_{R} B_i B_i dA. \]  
(4.19)

A repetition of the inequality with \( B^2 \) replaced by \( B_i B_i \) yields
\[ \int_{R} B^2 dA \leq r_M \int_{\Sigma} B^2 dS + \frac{1}{2} \int_{\Sigma} \left| \text{grad } B \right|^2 dS + \frac{4}{9} \int_{R} B_i B_i dA. \]  
(4.20)

Here \( r_M \) denotes the maximum value of \( r = \sqrt{x^i x^i} \) on \( \Sigma \). We observed in the proof of (4.17) that
\[ \oint_{\Sigma} B^2 dS \leq \left( \frac{L}{2\pi} \right)^2 \oint_{\Sigma} \left( \frac{\partial B}{\partial n} \right)^2 dS \]  
(4.21)
\[ \oint_{\Sigma} \left| \text{grad } B \right|^2 dS \leq \frac{1}{\bar{p}_2^2} \int_{R} B_i B_i dA. \]

Thus from (4.20) and (4.21) we have
\[ \int_{R} B^2 dA \leq \nu \int_{R} B_i B_i dA \leq \frac{\nu}{1-\sigma} E(B, B) \]  
(4.22)
where
\[ \nu = \left\{ r_M \left( \frac{L}{2\pi} \right)^2 + r_M^2 \right\} (\bar{p}_2)^{-1} + r_M^4. \]  
(4.23)

By Green’s identity
\[ E(B, B) = \oint_{\Sigma} \frac{\partial B}{\partial n} M(\tilde{w}) dS - \oint_{\Sigma_1} B V(\tilde{w}) dS - \oint_{\Sigma_1} B V(B) dS + \oint_{R} B \Delta^2 w dA = \oint_{\Sigma} \frac{\partial B}{\partial n} M(w) dS \]  
\[ - \oint_{\Sigma_2} B V(w) dS - \oint_{\Sigma_1} (\tilde{C_1} + \tilde{C_3} x + \tilde{C_3} y) B dS + \oint_{R} B \Delta^2 w dA - \oint_{\Sigma} \frac{\partial B}{\partial n} M(h) dS + \oint_{\Sigma} B V(h) dS \]
\[ = \oint_{\Sigma} \frac{\partial B}{\partial n} M(w) dS - \oint_{\Sigma_2} B V(w) dS - \oint_{\Sigma_1} (\tilde{C_1} + \tilde{C_3} x + \tilde{C_3} y) B dS + \oint_{R} B \Delta^2 w dA - E(B, h). \]  
(4.24)

It follows then from Schwarz’s inequality that
\[ E(B, B) \leq \left\{ \sum \left( \frac{\partial B}{\partial n} \right)^2 dS + \left( \frac{2\pi}{L} \right)^2 \int_{\Sigma} B^2 dS \right\}^{1/2} \left\{ \sum \left( M(w) \right)^2 dS + \left( \frac{L}{2\pi} \right)^2 \int_{\Sigma} \left( B V(w) \right)^2 dS \right\}^{1/2} \]
\[ + \left\{ \int_{R} B^2 dA \int_{R} (\Delta^2 w)^2 dA \right\}^{1/2} + \left\{ E(B, B) \right\}^{1/2} \left\{ E(h, h) \right\}^{1/2}. \]  
(4.25)
Here $\overline{V}(w)$ is defined as
\[
\overline{V}(w) = \begin{cases} 
V(w) & \text{on } \Sigma_2 \\
\tilde{\mathcal{C}}_1 + \tilde{\mathcal{C}}_2 x + \tilde{\mathcal{C}}_3 y & \text{on } \Sigma_1.
\end{cases}
\tag{4.26}
\]

From the definition of $\tilde{\mathcal{C}}_1$, $\tilde{\mathcal{C}}_2$, and $\tilde{\mathcal{C}}_3$ we observe that $\overline{V}(w)$ is data. Using (4.17) and (4.22) we obtain then
\[
\{E(B, \tilde{B})\}^{1/2} \leq \left\{ \frac{1}{P_2(1-\sigma)} \left[ \int_{\Sigma} (M(w))^2 dS + \left( \frac{L}{2\pi} \right)^2 \int_{\Sigma} (\overline{V}(w))^2 dS \right] \right\}^{1/2}
+ \left[ \frac{\nu}{1-\sigma} \int_{R} (\Delta^2 w)^2 dA \right]^{1/2} + \{E(h, \tilde{h})\}^{1/2},
\tag{4.27}
\]
where the bound for the last term is given by (4.9). With (4.27) we now compute the bound for $E(\tilde{w}, \tilde{w})$.

From (4.10) it follows that
\[
E(\tilde{w}, \tilde{w}) = E(B, B) + 2E(\tilde{w}, \varphi) - E(\varphi, \varphi)
\tag{4.28}
\]
where
\[
E(\tilde{w}, \varphi) = \int_{\Sigma} \frac{\partial \tilde{w}}{\partial n} M(\varphi) dS - \int_{\Sigma} \tilde{w} V(\varphi) dS + \int_{R} \tilde{w} \Delta^2 \varphi dA
\]
\[
= 0
\tag{4.29}
\]
from (4.10) and (4.11). Thus
\[
E(\tilde{w}, \tilde{w}) \leq E(B, B).
\tag{4.30}
\]

Combining (4.4), (4.9), and (4.27) we now obtain (after an application of the arithmetic-geometric mean inequality) an inequality of the form
\[
E(w, w) \leq D_1 \int_{\Sigma_1} w^2 dS + D_2 \int_{\Sigma_1} \left( \frac{\partial w}{\partial s} \right)^2 dS + D_3 \int_{\Sigma_1} \left( \frac{\partial^2 w}{\partial s^2} \right)^2 dS
+ D_4 \int_{\Sigma} (M(w))^2 dS + D_5 \int_{\Sigma} (\overline{V}(w))^2 dS + D_6 \int_{R} (\Delta^2 w)^2 dA,
\tag{4.31}
\]
which is the desired result.

5. Appendix A

In treating the problems discussed in sections 2, 3, and 4 we required bounds for certain integrals of derivatives of biharmonic functions in terms of their Dirichlet data. We derive the necessary inequalities here, the most important of which is (A.25).

Consider the following Dirichlet problem for $R$:
\[
\Delta^2 B = 0 \text{ in } R
\]
\[
B, \frac{\partial B}{\partial n} \text{ given on } \Sigma.
\tag{A.1}
\]

Let us compute a bound for $\int_{R} (\Delta B)^2 dA$ in terms of the data of $B$. We assume that the data are such that $\partial^2 B/\partial s^2$ and $\partial^2 B/\partial s \partial n$ are square integrable on $\Sigma$. 
Let $h$ be the harmonic function which is equal to $B$ on the boundary. Then from Green's identity we have

$$
\int_R (\Delta B)^2 dA = \int_R [\Delta(B - h)]^2 dA = \int_\Sigma \frac{\partial}{\partial n} (B - h) \Delta B dS. \tag{A.2}
$$

Using the arithmetic-geometric mean inequality we obtain, for any positive $\alpha_0$, the inequality

$$
\int_R (\Delta B)^2 dA \leq \frac{\alpha_0}{2} \oint_\Sigma (\Delta B)^2 dS + \frac{1}{2\alpha_0} \oint_\Sigma \left[ \frac{\partial}{\partial n} (B - h) \right]^2 dS
$$

\begin{equation}
\quad \leq \frac{\alpha_0}{2} \oint_\Sigma (\Delta B)^2 dS + \frac{1}{\alpha_0} \oint_\Sigma \left( \frac{\partial B}{\partial n} \right)^2 dS + \oint_\Sigma \left( \frac{\partial h}{\partial n} \right)^2 dS. \tag{A.3}
\end{equation}

In [10, 11] Payne and Weinberger have obtained the following inequality for the last integral in (A.3):

$$
\oint_\Sigma \left( \frac{\partial h}{\partial n} \right)^2 dS \leq b_0 \oint_\Sigma h^2 dS + b_1 \oint_\Sigma \left( \frac{\partial h}{\partial s} \right)^2 dS = b_0 \oint_\Sigma B^2 dS + b_1 \oint_\Sigma \left( \frac{\partial B}{\partial s} \right)^2 dS. \tag{A.4}
$$

The constants $b_0$ and $b_1$ are explicitly determined. We seek now a bound for the first integral on the right of (A.3).

For an arbitrary sufficiently smooth vector field $g^i$ and an arbitrary harmonic function $H$ we consider the following identity:

$$
0 = \int_R g^i (B - H), k_{\Delta^2} B dA = \oint_\Sigma g^i (B - H), k \frac{\partial}{\partial n} (\Delta B) dS
$$

$$
- \int_\Sigma g^i, (B - H), k_{\Delta B}, i dS - \int_\Sigma g^i (B - H), k_{\Delta B}, i dA. \tag{A.5}
$$

Integrating by parts further we obtain

$$
\oint_\Sigma g^i \Delta B \left[ n_k \frac{\partial}{\partial x^k} - n_i \frac{\partial}{\partial x^i} \right] (B - H), k dS + \frac{1}{2} \oint_\Sigma g^i n_k (\Delta B)^2 dS + \oint_\Sigma g^i (B - H), k \frac{\partial (\Delta B)}{\partial n} dS
$$

$$
+ \oint_\Sigma g^i \frac{\partial}{\partial s} (B - H), i_{\Delta B} dS = \int_\Sigma \left\{ \Delta g^i (B - H), i + 2g^i (B - H), i_k - \frac{1}{2} g^i (\Delta B) \right\} B dA. \tag{A.6}
$$

Suppose now that a vector function $g^i$ with bounded second derivatives has been found such that

$$
g^i = n_i \tag{A.7}
$$
on $\Sigma$. If $\Sigma \in C^2$ one possible vector field $g^i$ is given in appendix B. With $g^i$ so chosen we take $H$ to satisfy

$$
\Delta H = 0 \text{ in } R
$$

$$
\frac{\partial H}{\partial n} = \frac{\partial B}{\partial n} - S^{-1} \oint_\Sigma \frac{\partial B}{\partial n} dS. \tag{A.8}
$$

where $S$ denotes the length of $\Sigma$. From (A.7) and (A.8) it follows that the third boundary integral on the left of (A.6) vanishes (since $B$ is biharmonic).

Since $g^i = n_i$ on $\Sigma$, the first term in (A.6) becomes

$$
\oint_\Sigma n_i \Delta B \left[ n_k \frac{\partial}{\partial x^k} - n_i \frac{\partial}{\partial x^i} \right] (B - H), k dS = \oint_\Sigma \Delta B \left[ - \frac{\partial^2}{\partial s^2} - \frac{1}{\rho} \frac{\partial}{\partial n} \right] (B - H) dS \tag{A.9}
$$

while the fourth term on the left may be written as

$$
\oint_\Sigma g^i, \frac{\partial g^i}{\partial n} (B - H), i \Delta B dS = \oint_\Sigma \frac{\partial g^i}{\partial n} (B - H), i \Delta B dS. \tag{A.10}
$$
Inserting (A.9) and (A.10) into (A.6), and making use of (A.7) and (A.8), we obtain

$$\frac{1}{2} \int_\Sigma (\Delta B)^2 dS = \int_\Sigma \Delta B \frac{\partial^2 (B-H)}{\partial s^2} dS + \int_\Sigma \Delta B \rho^{-1} dS \int_\Sigma \frac{\partial B}{\partial n} dS - \int_\Sigma \frac{\partial g}{\partial s} (B-H) \frac{\partial x_i}{\partial s} dS$$

$$+ n \int_\Sigma \frac{\partial B}{\partial n} dS \Delta B dS + \int_R \Delta B \left[ \Delta g(B-H),_i + 2g_i \rho (B-H),_{ik} - \frac{1}{2} g_j \Delta B \right] dA. \quad (A.11)$$

We assume now that $g^i$ and its second derivatives are uniformly bounded in $R$. Then by making use of the arithmetic-geometric mean inequality we obtain for arbitrary positive constants $\alpha_i$

$$(1 - \alpha_1 - \alpha_2 - \alpha_3 - \alpha_4) \int_\Sigma (\Delta B)^2 dS \leq \frac{1}{\alpha_1} \int_\Sigma \left[ \frac{\partial^2}{\partial s^2} (B-H) \right]^2 dS + \frac{(p - \rho)_{\text{max}}}{\alpha_2} \int_\Sigma \left( \frac{\partial B}{\partial n} \right)^2 dS$$

$$+ \frac{C_1}{\alpha_3} \int_\Sigma \left[ \frac{\partial}{\partial s} (B-H) \right]^2 dS + \frac{C_2}{\alpha_4} \int_\Sigma \left( \frac{\partial B}{\partial n} \right)^2 dS + (\alpha_5 + \alpha_6 + C_3) \int_R (\Delta B)^2 dA$$

$$+ \frac{C_4}{\alpha_5} \int_R (B-H),_i(B-H),_jdA + \frac{C_5}{\alpha_6} \int_R (B-H),_i\rho(B-H),_jdA. \quad (A.12)$$

In (A.12) we have used the abbreviations

$$C_1 = \max_\Sigma \left[ \frac{\partial g^i}{\partial n} \frac{\partial x^j}{\partial s} \right]^2$$

$$C_2 = \max_\Sigma \left[ \frac{\partial g^i}{\partial n} n_i \right]^2$$

$$C_3 = \max_R (g^i, \rho)^2$$

$$C_4 = \max_R (\Delta g^i \Delta g^j)^2$$

$$C_5 = 4 \max_R \left| g^i, \rho, \frac{\partial}{\partial n} \left[ \frac{\partial (B-H)}{\partial n} \right] \right|. \quad (A.13)$$

We need now bounds for $\int_R (B-H),_i(B-H),_jdA$, $\int_R (B-H),_i\rho(B-H),_jdA$ and $L_2$ integrals over $\Sigma$ of the first and second tangential derivatives of $H$, in terms of the data of $B$. We consider first $\int_R (B-H),_i(B-H),_jdA$. An integration by parts gives (see 2.17)

$$\int_R (B-H),_i(B-H),_jdA = \frac{1}{2} \int_\Sigma \frac{\partial^2 (B-H)}{\partial s^2} \frac{\partial (B-H)}{\partial s} dS$$

$$+ \int_R (\Delta B)^2 dA - \frac{1}{2} \rho \int R \left[ (B-H),_i(B-H),_j \right] dS. \quad (A.14)$$

The first term on the right vanishes in view of (A.8). Thus

$$\int_R (B-H),_i(B-H),_jdA = \int_R (\Delta B)^2 dA - S^2 \int_\Sigma \frac{1}{2} dS \left( \int_\Sigma \frac{\partial B}{\partial n} dS \right)^2 - \frac{1}{2} \rho \int_\Sigma \left[ \frac{\partial}{\partial s} (B-H) \right]^2 dS$$

$$\leq \int_R (\Delta B)^2 dA + C_6 \int_\Sigma \left( \frac{\partial B}{\partial n} \right)^2 dS + C_6 \int_\Sigma \left[ \frac{\partial}{\partial s} (B-H) \right]^2 dS \quad (A.15)$$

where $C_6$ is given by

$$C_6 = \begin{cases} 0 & \text{if } \rho \equiv 0 \text{ on } \Sigma \\ \left( -\frac{1}{\rho} \right)_{\text{max}} & \text{if } \rho \text{ changes sign on } \Sigma \end{cases} \quad (A.16)$$
In a recent paper [6] the authors obtained the following inequality:

\[
\int_R (B - H, d(B - H), dA \leq C_7 \oint_\Sigma \left[ \frac{\partial}{\partial n} (B - H) \right]^2 dS + C_8 \int_R (\Delta B)^2 dA
\]

with explicit constants \(C_7\) and \(C_8\). The second inequality results from insertion of the boundary condition in (A.8) followed by an application of Schwarz’s inequality. The insertion of (A.15) and (A.17) into (A.12) then gives

\[
(1 - \alpha_1 - \alpha_2 - \alpha_3 - \alpha_4) \oint_\Sigma (\Delta B)^2 dS \leq \frac{1}{\alpha_1} \oint_\Sigma \left[ \frac{\partial^2}{\partial s^2} (B - H) \right]^2 dS
\]

\[
+ \left[ \frac{\rho_{\text{max}}}{\alpha_2} + \frac{C_5 C_6}{\alpha_6} + \frac{C_4 C_7}{\alpha_6} \right] \oint_\Sigma \left[ \frac{\partial (\bar{B})}{\partial n} \right]^2 dS + \left[ \frac{C_1}{\alpha_5} + \frac{C_5 C_8}{\alpha_6} \right] \oint_\Sigma \left[ \frac{\partial (B - H)}{\partial n} \right]^2 dS
\]

\[
+ \left[ \frac{\alpha_5 + \alpha_6 + C_3}{\alpha_6} + \frac{C_5}{\alpha_6} + \frac{C_4 C_5}{\alpha_5} \right] \int_R (\Delta B)^2 dA.
\]  

(A.18)

We now choose the constants \(\alpha_i\) in such a way that

\[
\gamma = 1 - \alpha_1 - \alpha_2 - \alpha_3 - \alpha_4 > 0.
\]  

(A.19)

For simplicity we write (A.18) as

\[
\gamma_1 \oint_\Sigma (\Delta B)^2 dS \leq \gamma_2 \oint_\Sigma \left[ \frac{\partial^2}{\partial s^2} (B - H) \right]^2 dS + \gamma_3 \oint_\Sigma \left[ \frac{\partial (\bar{B})}{\partial n} \right]^2 dS
\]

\[
+ \gamma_4 \oint_\Sigma \left[ \frac{\partial (B - H)}{\partial n} \right]^2 dS + \gamma_5 \int_R (\Delta B)^2 dA.
\]  

(A.20)

We now insert (A.4) and (A.20) back into (A.3) to obtain

\[
\left( \gamma_1 - \frac{\alpha_0 \gamma_5}{2} \right) \int_R (\Delta B)^2 dA \leq \gamma_2 \oint_\Sigma \left[ \frac{\partial^2}{\partial s^2} (B - H) \right]^2 dS + \left( \gamma_3 + \frac{\gamma_1}{\alpha_0} \right) \oint_\Sigma \left[ \frac{\partial (\bar{B})}{\partial n} \right]^2 dS
\]

\[
+ \gamma_4 \oint_\Sigma \left[ \frac{\partial (B - H)}{\partial n} \right]^2 dS + \gamma_1 b_0 \oint_\Sigma B^2 dS + \gamma_1 b_1 \oint_\Sigma \left[ \frac{\partial (\bar{B})}{\partial s} \right]^2 dS.
\]  

(A.21)

The constant \(\alpha_0\) may be taken as \(\gamma_1/\gamma_5\) which yields the inequality:

\[
\frac{\gamma_1}{2} \int_R (\Delta B)^2 dA \leq \gamma_2 \oint_\Sigma \left[ \frac{\partial^2}{\partial s^2} (B - H) \right]^2 dS + (\gamma_3 + \gamma_5) \oint_\Sigma \left[ \frac{\partial (\bar{B})}{\partial n} \right]^2 dS
\]

\[
+ \gamma_4 \oint_\Sigma \left[ \frac{\partial (B - H)}{\partial n} \right]^2 dS + b_0 \gamma_5 \oint_\Sigma B^2 dS + b_1 \gamma_5 \oint_\Sigma \left[ \frac{\partial (\bar{B})}{\partial s} \right]^2 dS.
\]  

(A.22)

We need now to bound the tangential derivatives of \(H\) in terms of its normal derivatives. From the results of [10, 11] we have

\[
\oint_\Sigma \left[ \frac{\partial H}{\partial s} \right]^2 dS \leq \tilde{C}_9 \oint_\Sigma \left[ \frac{\partial H}{\partial n} \right]^2 dS + \tilde{C}_9 \int_R H, s H, s dA \leq C_9 \oint_\Sigma \left[ \frac{\partial (\bar{B})}{\partial n} \right]^2 dS
\]  

(A.23)

with explicit constants \(\tilde{C}_9, \tilde{C}_9,\) and \(C_9\). An inequality of type (A.17) has been used to obtain (A.23).

We require finally a bound for \(\oint_\Sigma \frac{\partial^2 H}{\partial s^2} dS\).
Since $H$ is harmonic we obtain, on applying an inequality of Bramble and Hubbard [1],

$$
\int_{\Sigma} \left[ \frac{\partial^2 H}{\partial s^2} \right]^2 dS \leq C_{10} \int_{\Sigma} \left[ \frac{\partial^2 H}{\partial s \partial n} \right]^2 dS + C_{11} \int_{\Sigma} \left( \frac{\partial H}{\partial n} \right)^2 dS \leq C_{10} \int_{\Sigma} \left[ \frac{\partial^2 B}{\partial s^2} \right]^2 dS + C_{11} \int_{\Sigma} \left( \frac{\partial B}{\partial n} \right)^2 dS
$$

(A.24)

with explicit constants $C_{10}$ and $C_{11}$ (see Appendix C). A use of the arithmetic-geometric mean inequality in the first and third terms on the right of (A.22), together with (A.23) and (A.24), yields the inequality

$$
\frac{\gamma_1}{2} \int_{\Sigma} (\Delta B)^2 dA \leq 2 \gamma_2 \int_{\Sigma} \left( \frac{\partial^2 B}{\partial s^2} \right)^2 dS + 2 \gamma_2 C_{10} \int_{\Sigma} \left( \frac{\partial^2 B}{\partial s \partial n} \right)^2 dS + (2 \gamma_4 + b, \gamma_5) \int_{\Sigma} \left( \frac{\partial B}{\partial n} \right)^2 dS
$$

(A.25)

\[ + (\gamma_2 + \gamma_5 + 2 \gamma_2 C_{11} + 2 \gamma_4 C_{10}) \int_{\Sigma} \left( \frac{\partial B}{\partial n} \right)^2 dS + b_0 \gamma_5 \int_{\Sigma} B^2 dS \]

which was to be derived.

It might be noted that the left hand side is unaffected by considering $B$ instead of $B$, where

$$
\bar{B} = B + a_0 + a_1 x + a_2 y.
$$

(A.26)

In (A.26) the constants $a_i$ are determined by the conditions that

$$
\int_{\Sigma} \bar{B} dS = \int_{\Sigma} \bar{B}_x dS = \int_{\Sigma} \bar{B}_y dS = 0
$$

(A.27)

Then, as indicated in [3], it is possible, if $R$ is simply connected, to replace (A.25) by

$$
\int_{\Sigma} (\Delta B)^2 dA \leq d_1 \int_{\Sigma} \left( \frac{\partial B_{x,i}}{\partial s} \right)^2 dS + d_2 \int_{\Sigma} \left( \frac{\partial B_{y,i}}{\partial s} \right)^2 dS + d_3 \int_{\Sigma} \left( \frac{\partial B}{\partial n} \right)^2 dS + d_4 \int_{\Sigma} \left[ \frac{\partial B_{x,i}}{\partial s} \frac{\partial B_{x,j}}{\partial s} \right] dS
$$

(A.28)

6. Appendix B. The Vector Field $g^i$

We make the assumption that $\Sigma \subset C^3$ and consider the family of parallel surfaces to $\Sigma$ in $R$ given by $N(x) = \text{constant}$, with $\Sigma$ defined by $N(x) = 0$. The parallel surfaces need only be defined in the neighborhood of $\Sigma$ and we shall be interested in the subdomain of $R$ given by $0 \leq N(x) \leq K^{-1}$ where $K$ is a bound on the curvature of $\Sigma$. The outward normal vector $n_i$ on the parallel surface is given by

$$
n_i = \frac{-N_{x,i}}{\{N_{x,j}N_{y,i}\}^{1/2}}.
$$

It is clear then that if we define $g^i$ as

$$
g^i = \begin{cases} 
(1 - KN)^{1/2} n_i, & 0 \leq N \leq K^{-1} \\
0, & \text{otherwise}
\end{cases}
$$

then $g^i = n_i$ on $\Sigma$ and $g^i \subset C^2$ in $R$.

7. Appendix C

The inequality (A.24) follows from eq (2.6) of [1] by making use of [1, eq (2.2)] to prescribe the arbitrary vectors $g^i$ and symmetric tensors $A^{ij}$. We sketch here briefly how the argument goes.

For sufficiently smooth $g^i$ and $A^{ij}$ we have the following identity for any harmonic function $H$:

$$
\int_{\Sigma} \left[ 2 (g^m A^{ij}) \partial H, \partial_j - (g^m A^{ij}) \partial_j \right] H, \partial_i dA = \int_{\Sigma} \left[ g^m A^{ij} H, \partial_i (2 H, \partial_j n_i) \right] dS.
$$

(C.1)
Suppose \(\mathbf{g}^i\) and \(A^j\) to be so chosen that on \(\Sigma\)

\[
\mathbf{g}^i = n_i, \quad A^j = \delta_{ij} - n_i n_j
\]  

(C.2)

If \(\Sigma\) is sufficiently smooth, we may choose \(\mathbf{g}^i\) as in appendix B and

\[
A^j = \delta_{ij} - \mathbf{g}^i \mathbf{g}^i.
\]

We now decompose the derivatives on the boundary into normal and tangential derivatives to obtain

\[
\int_{\Sigma} \left[ n_m \left\{ \delta_{ij} - n_i n_j \right\} H_{,i} (2H_{,jm} n_j - H_{,jm} n_m) \right] dS 
= \int_{\Sigma} \left\{ \left( \frac{\partial^2 H}{\partial s \partial n} \right)^2 - \frac{\left( \frac{\partial^2 H}{\partial s} \right)^2}{\rho} \frac{\partial H}{\partial s} \frac{\partial^2 H}{\partial s \partial n} + \frac{1}{\rho^2} \left( \frac{\partial H}{\partial s} \right)^2 \right\} dS 
- \left( \frac{\partial n_1}{\partial s} \frac{\partial H}{\partial s} - \frac{\partial n_2}{\partial n} \frac{\partial H}{\partial n} \right)^2 - \left( \frac{\partial n_2}{\partial s} \frac{\partial H}{\partial s} + \frac{\partial n_1}{\partial n} \frac{\partial H}{\partial n} \right)^2 \right\} dS. \]  

(C.3)

Inserting (C.3) back into (C.1), we have upon rearranging and dropping the last two terms

\[
\int_{\Sigma} \left( \frac{\partial^2 H}{\partial s^2} \right)^2 dS \leq \int_{\Sigma} \left\{ \left( \frac{\partial^2 H}{\partial s \partial n} \right)^2 - \frac{\left( \frac{\partial^2 H}{\partial s} \right)^2}{\rho} \frac{\partial H}{\partial s} \frac{\partial^2 H}{\partial s \partial n} + \frac{1}{\rho^2} \left( \frac{\partial H}{\partial s} \right)^2 \right\} dS + \overline{k} \int_{R} H_{,i} H_{,ij} dA, \]  

(C.4)

where \(\overline{k}\) is easily determined once \(\mathbf{g}^i\) and \(A^j\) are given. From (A.8) it follows that

\[
\int_{\Sigma} \left( \frac{\partial^2 B}{\partial s^2} \right)^2 dS \leq \int_{\Sigma} \left\{ \left( \frac{\partial^2 B}{\partial s \partial n} \right)^2 - \frac{\left( \frac{\partial^2 B}{\partial s} \right)^2}{\rho} \frac{\partial H}{\partial s} \frac{\partial^2 B}{\partial s \partial n} + \frac{1}{\rho^2} \left( \frac{\partial H}{\partial s} \right)^2 \right\} dS + \overline{k} \int_{R} H_{,i} H_{,ij} dA. \]  

(C.5)

But from (4.16)

\[
\int_{R} H_{,i} H_{,ij} dA = 2 \int_{\Sigma} \frac{\partial^2 B}{\partial s \partial n} \frac{\partial H}{\partial s} dS - \int_{\Sigma} \frac{1}{\rho} \left[ \left( \frac{\partial H}{\partial n} \right)^2 + \left( \frac{\partial H}{\partial s} \right)^2 \right] dS.
\]

If we now use the arithmetic-geometric mean inequality in the second term on the right of (C.5) and the second term on the right of (C.6), we obtain an inequality of the form

\[
\int_{\Sigma} \left( \frac{\partial^2 H}{\partial s^2} \right)^2 dS \leq \overline{K}_1 \int_{\Sigma} \left( \frac{\partial^2 B}{\partial s \partial n} \right)^2 dS + \overline{K}_2 \int_{\Sigma} \left( \frac{\partial H}{\partial s} \right)^2 dS + \overline{K}_3 \int_{\Sigma} \left( \frac{\partial H}{\partial n} \right)^2 dS. \]  

(C.7)

We now use (A.23) and apply Schwarz's inequality to the last term on the right after insertion of the boundary condition. This leads to (A.24).
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