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Integrals of the form

\[ \Omega_j(k) = \int_0^\pi [1 - k^2 \cos \phi]^{-\frac{j+1}{2}} d\phi \]

where \( 0 \leq k < 1 \), and \( j \) is a positive integer, occur in a radiation field problem. Expressions for \( \Omega_0(k) \) and \( \Omega_j(k) \) have been derived in terms of complete elliptic integrals of the first and second kinds. Using these values, and the recursion formula

\[
(2j-1)(1-k^4)\Omega_j(k) = 4(j-1)\Omega_{j-1}(k) - (2j-3)\Omega_{j-2}(k)
\]

\( \Omega_j(k) \) can be found for all values of \( j \) and \( k \). A number of useful series expansions and other relations are given for \( \Omega_j(k) \), and tables are included for \( 0 \leq j(1) \leq 9 \) and \( 0 \leq k^2(0.01) \leq 0.99 \).

1. Introduction

In calculating the radiation field off-axis from a uniform circular disk radiating according to an arbitrary angular distribution law, it has been convenient \([1]\)\(^3\) to use the method of Legendre polynomial expansion of the source-detector geometry \([2]\). Evaluation of the coefficients in these expansions leads to a family of integrals

\[ \Omega_j(k) = \int_0^\pi [1 - k^2 \cos \phi]^{-\frac{j+1}{2}} d\phi \]

where \( 0 \leq k < 1 \). This function has a singularity at \( k=1 \) which corresponds, in the problem described above, to the detector at the edge of the disk.

The integral (1) is closely related to the complete elliptic integrals of the first and second kind. Thus it can be shown readily that \([3, eq 291.00]\)

\[ \Omega_0(k) = (\sqrt{2}k/k)K(k) \]  

where

\[ k^2 = 2k^2/(1+k^2) \]

and \( K(k) \) is the complete elliptic integral of the first kind \([3, eq 110.06]\)

\[ K(k) = \int_0^{\pi/2} (1 - k^2 \sin^2 \phi)^{-\frac{1}{2}} d\phi. \]

Similarly, \( \Omega_j(k) \) can be expressed \([3, eq 291.01]\) as

\[ \Omega_j(k) = (\sqrt{2}k/k)[1/(1-k^2)]E(k) \]

where \([3, eq 110.07]\)

\[ E(k) = \int_0^{\pi/2} (1 - k^2 \sin^2 \phi)^{\frac{1}{2}} d\phi. \]

---
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\( \Omega_j(k) \) for \( j \geq 2 \) can also be developed in terms of these functions. Thus, using the integration by parts formula given by Peirce-Foster [4, eq 317], it follows at once that

\[
(2j-1)(1-k^4)\Omega_j(k) = 4(j-1)\Omega_{j-1}(k) - (2j-3)\Omega_{j-2}(k).
\]  

This recursion formula is exact, and by using it and values of \( K(k) \) and \( E(k) \), \( \Omega_j(k) \) can be obtained for all values of \( j \). For example, it is found by inserting (2) and (5) in (7) that

\[
\Omega_2(k) = (\sqrt{2}k/k)[(1/3)(1-k^4)]4E(k)/(1-k^2) - K(k)
\]  

and

\[
\Omega_3(k) = (\sqrt{2}k/k)[(1/15)(1-k^4)^2] + (23 + 9k^4)E(k)/(1-k^2) - 8K(k).
\]  

It is clear that continuing in the same way \( \Omega_j(k) \) can be obtained for all values of \( j \) in terms of \( K \) and \( E \). Extensive tables of these complete elliptic integrals exist [3, 5, and 6] in addition to excellent polynomial approximations suitable for use on a high speed computer, due to Hastings [7], and a large number of exact and approximate analytical formulations [6, 8].

For values of \( k^2 \) approaching unity, the expansions (see, e.g., [5, eqs 773.3 and 774.3])

\[
K(\kappa) = \ln (4/\kappa') + (1/4)[\ln (4/\kappa') - 1]\kappa'^2 + \ldots
\]  

and

\[
E(\kappa) = 1 + (1/2)[\ln (4/\kappa') - 1/2]\kappa'^4 + \ldots,
\]  

where \( \kappa' = \sqrt{1-k^2} \), can be used to compute \( \Omega_0(k) \) and \( \Omega_1(k) \) to high precision.

This technique for finding \( \Omega_j(k) \) has several serious disadvantages, however; e.g., (a) to find \( \Omega_j \) from (7), particularly for large values of \( j \), the precision of the \( \Omega_j \) thus computed may be poor due to the buildup of round-off errors; (b) in order to find \( \Omega_j \) for a given \( k \), it is first required that \( \Omega_0, \Omega_1, \Omega_2, \ldots, \Omega_{j-1} \) be known. If only a few values of \( \Omega_j(k) \) are required, this method may be painfully long and complicated. For these and similar reasons, alternate methods for calculating \( \Omega_j(k) \) are considered below.

As will also appear in the sections which follow, the quantities \( \Omega_j(k) \) are related to an interesting collection of transcendental functions. In addition to the elliptic integrals above, it will be shown that \( \Omega_j(k) \) is expressible in terms of Bessel functions with a purely imaginary argument, and in terms of error functions. The analysis of these functions thus involves a fascinating excursion into a number of curious bypaths in higher mathematical analysis, in addition to the practical application to the physical problem mentioned in the opening sentences above.

2. Series and Other Expansions for \( \Omega_j(k) \)

2.1. Simple Power Series \( j \geq 0 \)

For small values of \( k \), \( \Omega_j(k) \) can be derived by a binomial theorem expansion of \( [1-k^2 \cos \phi]^{1-j} \) in powers of \( k^2 \cos \phi \), i.e.,

\[
\Omega_j(k) = \sum_{i=0}^{n} \binom{n}{i} (-j)^{1-i} (-k^2)^i \int_0^\pi \cos^i \phi d\phi
\]  

where

\[
\binom{n}{i} = \frac{n!}{i!(n-i)!}
\]  

is the familiar notation for the binomial coefficient \( [9, \text{par. 1.51}], [10] \). The integral in (1) can be shown to be [4, eq 498]

4 As indicated in [9] and [10], binomial coefficients of the form \( \binom{n^2}{m} \) are easily generated using the recursions:

\[
\binom{n^2}{0} = 1, \binom{n^2}{m} = \binom{n^2}{m-1} + \binom{n^2}{m+2}/(2m) = \binom{n^2-1}{m-1} + \binom{n^2-1}{m}.
\]
\[
\int_0^\pi \cos^i \phi d\phi = [1 + (-1)^i](\sqrt{\pi}/2) \frac{\Gamma \left( \frac{i+1}{2} \right)}{\Gamma \left( \frac{i+2}{2} \right)}
\] (3)

and so vanishes when \(i\) is odd. Using this relation and the well-known properties of the binomial coefficients, it follows that

\[
\Omega_j(k) = \sum_{m=0}^\infty \alpha_m(j)k^{4m}
\] (4)

where

\[
\alpha_m(j) = \frac{\pi}{(64)^m} \frac{j!}{(2j)!} \frac{(4m+2j)!}{(2m+j)!} \left( \frac{1}{m!} \right)^2.
\] (5)

Equation (4) may easily be shown to be convergent for all values of \(j\) and for \(k \leq 1\). For \(k\) close to unity, however, it tends to converge rather slowly; and for this reason, this power series formulation is most useful for \(k < < 1\).

### 2.2. Difference Sum, \(j \geq 0\)

The behavior of (4) may be improved by using a technique previously developed for improving the convergence of series [8]. By this method, the series (4) is written in the identically equivalent form

\[
\Omega_j(k) = \sum_{m=0}^\infty \alpha_m(j)k^{4m} = \sum_{m=0}^\infty \alpha^*_m(j)k^{4m} + \sum_{m=0}^\infty \left| \alpha_m(j) - \alpha^*_m(j) \right| k^{4m}
\] (6)

where \(\alpha^*_m(j)\) is defined, first, by the condition

\[
\lim_{m \to \infty} \frac{\alpha^*_m(j)}{\alpha_m(j)} = 1
\] (7)

that is, \(\alpha^*_m\) is asymptotically equivalent to \(\alpha_m\). From the infinite variety of sets of \(\alpha^*_m\) values satisfying this condition, a set is chosen such that the first sum on the right of eq (6) can be evaluated in closed form. If this technique is properly applied, the residual sum of the differences \(\alpha_m(j) - \alpha^*_m(j)\) converges much more rapidly than the original sum in \(\alpha_m(j)k^{4m}\).

For the present problem, it is shown in appendix A that by substituting Stirling's formula [11, p. 5] for the factorials in eq (5) such a set of \(\alpha^*_m(j)\)'s can be generated, of the form

\[
\alpha^*_m(j) = A_j \left\{ \sum_{i=0}^{j-1} B_{ij} \left( \frac{m+j-i-1}{m} \right) + \frac{1}{m+1} \right\}
\] (8)

where

\[
A_j = (1/\sqrt{2})2^{-3j} \binom{2j}{j}
\] (9)

and

\[
B_{ij} = (-1)^{i+j}2^{j-2i} \frac{j!}{i!} \left[ \binom{j-1}{i-j} \left( \frac{j-\frac{1}{2}}{2j-2i} \right) (j-i) \right]^{-1}.
\] (10)

The notation \(\sum_{i=0}^{j-1}\) means that the finite sum over \(i\) vanishes when \(j=0\).

Using (8), sums over \(\alpha^*_m(j)k^{4m}\) can then be identified with the closed-form expressions

\[
\sum_{m=0}^\infty \alpha^*_m(j)k^{4m} = A_j \left\{ \sum_{i=0}^{j-1} B_{ij} \left[ 1/(1-k^4) \right]^{i-j} + (-1/k^4) \ln (1-k^4) \right\}
\] (11)

From (8) we have, for \(j=0, 1\) and 2

\[
\alpha^*_m(0) = (1/\sqrt{2}) \frac{1}{m+1},
\] (12)
\[ \alpha_m^*(1) = \frac{1}{\sqrt{2}} \left\{ 4 + \frac{1}{m+1} \right\}, \]  
and
\[ \alpha_m^*(2) = \frac{1}{\sqrt{2}} \left\{ \frac{16}{3} (m+1) - 1 + \frac{3}{32} \frac{1}{m+1} \right\}. \]  
The corresponding sums from (11) are
\[ \sum_{m=0}^{\infty} \alpha_m^*(0) k^{im} = \frac{1}{\sqrt{2}} (-1/k^i) \ln (1-k^i), \]  
\[ \sum_{m=0}^{\infty} \alpha_m^*(1) k^{im} = \frac{1}{\sqrt{2}} \left\{ \frac{4}{1-k^i} + \frac{1}{4} (-1/k^i) \ln (1-k^i) \right\}, \]  
and
\[ \sum_{m=0}^{\infty} \alpha_m^*(2) k^{im} = \frac{1}{\sqrt{2}} \left\{ \frac{16}{3} (1-k^i)^2 - 1/(1-k^i) + \frac{3}{32} (-1/k^i) \ln (1-k^i) \right\}. \]  
Using (5) and the particular form of \( \alpha_m^*(j) \) given in (8), the residual sum in (6), viz,
\[ \sum_{R} = \sum_{m=0}^{\infty} |\alpha_m(j) - \alpha_m^*(j)| k^{im} \]  
converges as fast as \( \sum_{m=0}^{\infty} \frac{1}{(m+1)^2} k^{im} \). This may be contrasted with the simple power series
(4) which only converges as fast as \( \sum_{m=0}^{\infty} m^{i-1} k^{im} \).

An additional bonus is noted for the higher values of \( j \). While \( \Sigma_R \) for any given \( j \) varies by less than a factor of two over the entire range \( 0 \leq k^2 \leq 1 \), the total value of the function \( \Omega_j(k) \) varies from \( \pi \) up to infinity over this same range. Thus, in the region of weakest convergence of \( \Sigma_R \), i.e., \( 0.90 \leq k^2 \leq 1 \), the contribution of \( \Sigma_R \) to \( \Omega_j(k) \) may be neglected in many cases.

Also, in the right hand side of (11), the successive terms in the finite sum decrease very rapidly with increasing \( i \), and the log-term, \( (-1/k^i) \ln (1-k^i) \), is, for \( j \geq 1 \), \( 0 \leq k^2 \leq 1 \), of the same order of magnitude or less than the final term \( (i=j-1) \) in the finite sum. Thus, for example, for \( j \geq 6 \), \( k^2 \geq 0.90 \), values of \( \Omega_j(k) \) accurate to one part in \( 10^8 \) may be computed by omitting from (11) the finite series terms for \( i \geq 5 \), the log-term \( (-1/k^i) \ln (1-k^i) \), and the entire sum \( \Sigma_R \) on the right side of (6).

This ease of attaining \( \Omega_j(k) \) values of high precision for large \( j \) proved useful in evaluating disk-source Legendre coefficients \( [1] \) for large \( l \), which involve smaller and smaller differences between larger and larger numbers.

### 2.3. \( \Omega_j(k) \) in Terms of Bessel Functions, \( j \geq 0 \)

The differencing technique illustrated for the sum in section 2.2 above may often profitably be applied to integrals as well, i.e., by writing
\[ \int_a^b f(\phi) d\phi = \int_a^b f^*(\phi) d\phi + \int_a^b [f(\phi) - f^*(\phi)] d\phi. \]  
In this expression \( f^*(\phi) \) is a function, integrable in closed form over the region \( a \leq \phi \leq b \), which is a suitable approximation to \( f(\phi) \). Applied to \( \Omega_j(k) \), it will be noted from (1−1) that
\[ f(\phi) = (1-k^2 \cos \phi)^{-n} \]  
where
\[ n = j + \frac{1}{2} \]
and \[ a = 0, \quad b = \pi. \] (21)

For this case, it is convenient to take
\[ f^* (\phi) = e^{-n(k^2 \cos \phi) + (n/2)(k^2 \cos \phi)^2} e^{-\left(n + 2/3\right)(k^2 \cos \phi)}, \] (22)
an expression derived by retaining terms through \((k^2 \cos \phi)^3\) in the expansion of \(f(\phi)\) as given by (19). Then
\[ \int_{0}^{\pi} f^*(\phi) d\phi = \int_{0}^{\pi} \exp \left[ -n^2(k^2 \cos \phi)\right] d\phi + (n/2)(k^2) \int_{0}^{\pi} (\cos^2 \phi) \exp \left[ \left(n + 2\right)(k^2 \cos \phi)\right] d\phi. \] (23)

Now from the expression [12, p. 79, No. 9]
\[ I_{\nu}(z) = \frac{(z/2)^{\nu}}{\Gamma(\nu + \frac{1}{2}) \Gamma(\frac{1}{2})} \int_{0}^{\pi} (\sin^2 \phi)^{\nu} \left[ \pm z \cos \phi \right] d\phi, \] (24)
where \(I_{\nu}(z)\) is the Bessel function of order \(\nu\) with a purely imaginary argument, i.e.,
\[ I_{\nu}(z) = i^{-\nu} J_{\nu}(iz). \] (25)

From (24)
\[ I_{0}(z) = (1/\pi) \int_{0}^{\pi} \exp \left[ \pm z \cos \phi \right] d\phi \] (26a)
and
\[ I_{1}(z) = (z/\pi) \int_{0}^{\pi} (\sin^2 \phi) \exp \left[ \pm z \cos \phi \right] d\phi. \] (26b)

Using (26) to evaluate the integrals in (23), it is found that
\[ (1/\pi) \Omega_{j}(k) = + I_{0}[k^2(j + \frac{1}{2})] - (\frac{1}{2})k^2 \left( \frac{2j + 1}{6j + 7} \right) I_{1}[k^2(j + \frac{5}{2})] + (\frac{1}{4})k^4 I_{2}(2j + 1) I_{0}[k^2(j + \frac{3}{2})] \]
\[ + (1/\pi) \int_{0}^{\pi} \left[ (1 - k^2 \cos \phi)^{-\left(j + \frac{1}{2}\right)} - \exp \left[ + (j + \frac{1}{2})(k^2 \cos \phi) \right] \right. \]
\[ - (\frac{1}{2})(j + \frac{3}{2})(k^2 \cos \phi)^2 \exp \left[ (j + \frac{1}{2})(k^2 \cos \phi) \right] + \ldots \right] d\phi. \] (27)

By expanding
\[ (1 - x)^{-n} - e^{-nx} - \frac{1}{2} nx^2 e^{+(n+1)x} \]
in a power series in \(x = k^2 \cos \phi\) and integrating term by term, the integral in (27) may be shown to be equal to
\[ \sum_{m=2}^{\infty} \left(1/m!\right)^2 \left[ \frac{(2j + 4m)!}{(j + 2m)!} \left( \frac{j + 1}{2j} \right)^m \right] \left( 4^m(2j + 1)(2j + 1) - 18(2j)^2 m \cdot (2m - 1)(2j + 1)(6j + 7)^2 m - 2 \right) \]
\[ = 3(64) \left( j + \frac{1}{2} \right) \left( j + \frac{29}{18} \right) k^8 + \ldots. \] (28)

Further manipulation and simplification in the case of (28) is possible, but these procedures have not proven particularly rewarding. The greatest importance of eq (27), which it will be observed is exact, arises from the relation shown by this equation between \(\Omega_{j}(k)\) and the Bessel functions. For numerical calculation, forms other than (27) and (28) may be more convenient, except possibly for some special cases.

It will be noted that \(f^*(\phi)\) as given by (22) is a good approximation to \(f(\phi)\) only for small values of \(k^2\), since it is derived from the first three terms of the power series expansion of (19). Consequently, (27) is essentially useful only for \(|k| < < 1\). To realize the full potentialities of the formulation (18), it would be necessary to find a form for \(f^*(\phi)\) valid over the whole range \(0 < k < 1\) and integrable in closed form. Such an approximation is explored in section 2.5 below.
2.4. $\Omega_j(k)$ in Terms of Error Functions (the Method of Steepest Descent)

By writing

$$\Omega_j(k) = \int_0^\pi e^{-F(\phi)} d\phi$$

so that

$$F(\phi) = (j + \frac{1}{2}) \ln (1 - k^2 \cos \phi)$$

it is possible to obtain another interesting form for the function. Expanding $F(\phi)$ in a Maclaurin series [9, par. 6.104], it can readily be shown that all the odd derivatives of $F(\phi)$ vanish at the origin and that

$$\Omega_j(k) = e^{-F(0)} \int_0^\pi e^{-(\lambda/\pi)^2 \phi^2} [1 - (1/4!) F^{(4)}(0) \phi^4 - (1/6!) F^{(6)}(0) \phi^6 + \ldots] d\phi$$

where

$$(\lambda/\pi)^2 = (1/2) F^{(2)}(0).$$

Inserting the value of $F(0)$ and making the transformation $t = (\lambda/\pi) \phi$, it follows at once that

$$\Omega_j(k) = (\pi/\lambda)(1 - k^2)^{-j+1} \left[ L_0(\lambda) - (1/4!) F^{(4)}(0) (\pi/\lambda)^4 L_2(\lambda) - (1/6!) F^{(6)}(0) (\pi/\lambda)^6 L_2(\lambda) + \ldots \right]$$

where

$$L_p(x) = \int_0^x t^p e^{-t^2} dt.$$  

The integrals $L_p(x)$ can be expressed in terms of the incomplete gamma [13] or factorial [11] functions, $L_p(x) = \frac{1}{4}(p - \frac{1}{2}, x^2)!$ but an alternate procedure is perhaps more informative. Integrating (32) by parts, from the resulting recursion formula

$$L_{p+1}(x) = (1/2)[(2p+1) L_p(x) - x^{2p+1} e^{-x^2}]$$

the values of $L_p(x)$ can all be found in terms of $L_0(x)$. But this is simply

$$L_0(x) = (\sqrt{\pi}/2) \operatorname{erf} x$$

where the error function [5, par. 5.90] is

$$\operatorname{erf} x = (2/\sqrt{\pi}) \int_0^x e^{-t^2} dt.$$  

By this method then, it is found that

$$L_2(x) = (3/4) \left[ L_0(x) - x e^{-x^2} \left( 1 + \frac{2}{3} x^2 \right) \right]$$

$$L_3(x) = (15/8) \left[ L_0(x) - x e^{-x^2} \left( 1 + \frac{2}{3} x^2 + \frac{4}{15} x^4 \right) \right].$$

The higher derivatives of $F(\phi)$ at the origin, $F^{(p)}(0)$, are readily determined by expanding $F(\phi)$ in a power series and recognizing that $F^{(p)}(0)$ is $p!$ times the coefficient of $\phi^p$. In this way, it is found that

$$F^{(2)}(0) = + (j + \frac{1}{2}) k^2 (1 - k^2)^{-1}$$

$$F^{(4)}(0) = - (j + \frac{1}{2}) k^2 (1 - k^2)^{-3} [2k^2 + 1]$$

$$F^{(6)}(0) = + (j + \frac{1}{2}) k^2 (1 - k^2)^{-5} [16k^4 + 13k^2 + 1].$$

From (36A) and (30),

$$\lambda = (\pi/2) \sqrt{(2j+1)k^2/(1-k^2)}$$

(37)
and combining this and the previous results with (31), it follows that

\[
\Omega_j(k) = \sqrt{\frac{\pi}{(2j+1)k^2(1-k^2)^{-j}}} \left[ 1 + \frac{1}{2k^2} \right] \left\{ \text{erf} \left( -\frac{2\sqrt{\pi}}{1} \right) \left( 1 + \frac{2\lambda^2}{3} \right) \right\} 
\]

\[
- \left( \frac{1}{12} \right) \left( \frac{13}{k^2} + 1 \right) \left\{ \text{erf} \left( -\frac{2\sqrt{\pi}}{1} \right) \left( 1 + \frac{2\lambda^2}{3} + \frac{4}{15} \lambda^4 \right) \right\} + \ldots \right] . \tag{38}
\]

In using these relations for small \( k^2 \) or \( \lambda \) values, the problem of small differences between large quantities is resolved by the series

\[
\{ \text{erf} \left( -\frac{2\sqrt{\pi}}{1} \right) \left( 1 + \frac{2\lambda^2}{3} \right) \} = \left( \frac{2\sqrt{\pi}}{1} \right) \left( \frac{2\lambda^2}{3} \right) \left( \frac{1}{15} \right) + \ldots \} . \tag{39}
\]

\[
\{ \text{erf} \left( -\frac{2\sqrt{\pi}}{1} \right) \left( 1 + \frac{2\lambda^2}{3} + \frac{4}{15} \lambda^4 \right) \} = \left( \frac{2\sqrt{\pi}}{1} \right) \left( \frac{8\lambda^7}{105} \right) \left( 1 + \frac{77}{16} \lambda^2 + \frac{7}{22} \lambda^4 - \frac{7}{78} \lambda^6 + \frac{7}{360} \lambda^4 - \frac{7}{2040} \lambda^8 + \ldots \right) . \tag{40}
\]

For large \( \lambda \) values, i.e., large \( j \)'s, \( \text{erf} \lambda \) and the bracket terms involving this quantity are all close to unity, and

\[
\lim_{j \to \infty} \Omega_j(k) = \sqrt{\pi} \left( \frac{2j+1}{k^2} \right) \left( 1 + \frac{1}{2k^2} \right) \left\{ 1 + \frac{13}{16k^4} + \frac{1}{16k^4} \right\} + \ldots . \tag{41}
\]

### 2.5. Numerical Integration Techniques for \( \Omega_j(k) \)

To apply eq (18) in a more general way than was used in section 2.3 above, let

\[
f^\ast(\phi) = (1-k^2)^{-n} \tag{42}
\]

where \( n = j + \frac{1}{2} \), as before (eq 20). Then from (18)

\[
\Omega_j(k) = \pi (1-k^2)^{-n} + \int_0^\pi [(1-k^2 \cos \phi)^{-n} - (1-k^2)^{-n}] d\phi .
\]

It will be observed that the integrand here contains no singularities, even at the origin for \( k=1 \). With the change of variable \( \phi = \pi x \), this becomes

\[
\Omega_j(k) = \pi (1-k^2)^{-n} + \pi \int_0^1 [(1-k^2 \cos (\pi x)^{-n} - (1-k^2)^{-n}] dx .
\]

This integral is now in standard form for the use of numerical integration techniques. By fitting a polynomial of the \( N \)th degree to \( \Xi(x) \), it can be shown that

\[
\int_0^1 \Xi(x) dx \simeq \sum_{i=0}^{N} w_N(i) \Xi(i/N) \left/ \sum_{i=0}^{N} w_N(i) \right. \tag{43}
\]

where the \( w_N(i) \)'s are constants (given for example in the introduction to the Tables of Lagrangian Interpolation Coefficients [14] where the integrals are expressed in slightly different form). It should be noted that (43) can never be expected to give exact answers; but by increasing the value of \( N \), closer and closer approximations to \( \Omega_j(k) \) can be obtained over the whole range of \( k \), although this procedure does not necessarily result in improved accuracy at any given value of \( k \). In the present case, where for certain values of \( N \), \( \cos (i\pi/N) \) can be expressed in simple closed form, this technique leads to an interesting series of approximations...
The interesting and beautiful symmetries in these approximations have been emphasized in the formulas above. It is evident that by using a more complicated expression for \( f^*(\phi) \) than (42), better agreement can be achieved. Also, by going to larger values of \( N \), or by dividing the range of \( \phi \) into smaller intervals, formulas of greater accuracy can be developed. For large values of \( j \) and \( k^2 \), or their product, the product

\[
\lim_{j^2 \to \infty} \Omega_j(k) = \pi (1 - k^2)^{-\frac{1}{2}} w_N(0) / \sum_{i=0}^{N} w_N(i)
\]
or inserting the expression from \( w_N(i) \) given by Whittaker and Robinson [15]

\[
\lim_{j, k^2 \to \infty} \Omega_j(k) = \pi (1 - k^2)^{-(j+1)} \cdot \left( \frac{-1)^N}{N} \right) \int_0^N \left( \frac{1}{N} \right) dt
\]

(50)

where, it will turn out, since the \( w_N(i) \)'s are all integers, the last term here is a rational fraction.

3. Numerical

It is immediately apparent from the definition of the function that

\[
\Omega_j(0) = \pi \text{ and } \Omega_j(\infty) = \infty.
\]

The intermediate behavior of \( \Omega_j(k) \) versus \( k^2 \) is displayed for \( 0 \leq j(1) \leq 9 \) as a family of curves in figure 1. These curves are based on values of \( \Omega_j(k) \) listed for \( 0 \leq j(1) \leq 9 \) and \( 0 \leq k^2(0.01) \leq 0.99 \) in table 1.

Table 1 was computed in “double precision” on the National Bureau of Standards IBM 7090 electronic computing machine, using the difference-sum (2.2–6) with the particular \( \alpha_n^*(j) \) given in (2.2–8). The results are given to eight digits, which were rounded off from a table correct to at least nine digits throughout, so all eight digits can be considered significant. The results in the region of poorest convergence (high \( k \), low \( j \)) of the difference sum were verified by a ten-digit hand calculation using the recursion expression (1–7) and the high-\( k \) elliptic integral expansions (1–10) and (1–11).

The lengthy developments in section 2 can be considered to yield various approximations to the value of \( \Omega_j(k) \). In tables 2 to 6 numerical examples are presented which will give some idea of the usefulness of the techniques. For each example, the values \( j = 0 \) and 8, and \( k^2 = 0.01 \) and 0.99 are used for purposes of illustration.

![Figure 1. Family of \( \Omega_j(k) \) curves based on numerical results in table 1.](image_url)
### Table 1. Values of $\Omega_i(k)$ for $0 \leq j(1) \leq 9$ and $0 \leq k^2 (0.01) < 1.00$

These were computed using the difference sum (2.2–6) with the $\alpha_n(0)$ in (2.2–6). A tolerance of $<10^{-11}$ was set on the fractional contribution of the first neglected series term $|\alpha_n(0)-\alpha_m(0)|^{10}$, which resulted in nine or more significant figures throughout, here rounded off to eight significant figures.

<table>
<thead>
<tr>
<th>$k^2$</th>
<th>$\Omega_1$</th>
<th>$\Omega_2$</th>
<th>$\Omega_3$</th>
<th>$\Omega_4$</th>
<th>$\Omega_5$</th>
<th>$\Omega_6$</th>
<th>$\Omega_7$</th>
<th>$\Omega_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>3.14159265 (0)</td>
<td>3.14159265 (0)</td>
<td>3.14159265 (0)</td>
<td>3.14159265 (0)</td>
<td>3.14159265 (0)</td>
<td>3.14159265 (0)</td>
<td>3.14159265 (0)</td>
<td>3.14159265 (0)</td>
</tr>
<tr>
<td>0.01</td>
<td>3.1413604 (0)</td>
<td>3.1413604 (0)</td>
<td>3.1413604 (0)</td>
<td>3.1413604 (0)</td>
<td>3.1413604 (0)</td>
<td>3.1413604 (0)</td>
<td>3.1413604 (0)</td>
<td>3.1413604 (0)</td>
</tr>
<tr>
<td>0.02</td>
<td>3.141353839 (0)</td>
<td>3.141353839 (0)</td>
<td>3.141353839 (0)</td>
<td>3.141353839 (0)</td>
<td>3.141353839 (0)</td>
<td>3.141353839 (0)</td>
<td>3.141353839 (0)</td>
<td>3.141353839 (0)</td>
</tr>
<tr>
<td>0.03</td>
<td>3.1413528 (0)</td>
<td>3.1413528 (0)</td>
<td>3.1413528 (0)</td>
<td>3.1413528 (0)</td>
<td>3.1413528 (0)</td>
<td>3.1413528 (0)</td>
<td>3.1413528 (0)</td>
<td>3.1413528 (0)</td>
</tr>
<tr>
<td>0.04</td>
<td>3.1413515 (0)</td>
<td>3.1413515 (0)</td>
<td>3.1413515 (0)</td>
<td>3.1413515 (0)</td>
<td>3.1413515 (0)</td>
<td>3.1413515 (0)</td>
<td>3.1413515 (0)</td>
<td>3.1413515 (0)</td>
</tr>
<tr>
<td>0.05</td>
<td>3.1413500 (0)</td>
<td>3.1413500 (0)</td>
<td>3.1413500 (0)</td>
<td>3.1413500 (0)</td>
<td>3.1413500 (0)</td>
<td>3.1413500 (0)</td>
<td>3.1413500 (0)</td>
<td>3.1413500 (0)</td>
</tr>
<tr>
<td>0.06</td>
<td>3.1413482 (0)</td>
<td>3.1413482 (0)</td>
<td>3.1413482 (0)</td>
<td>3.1413482 (0)</td>
<td>3.1413482 (0)</td>
<td>3.1413482 (0)</td>
<td>3.1413482 (0)</td>
<td>3.1413482 (0)</td>
</tr>
<tr>
<td>0.07</td>
<td>3.1413460 (0)</td>
<td>3.1413460 (0)</td>
<td>3.1413460 (0)</td>
<td>3.1413460 (0)</td>
<td>3.1413460 (0)</td>
<td>3.1413460 (0)</td>
<td>3.1413460 (0)</td>
<td>3.1413460 (0)</td>
</tr>
<tr>
<td>0.08</td>
<td>3.1413434 (0)</td>
<td>3.1413434 (0)</td>
<td>3.1413434 (0)</td>
<td>3.1413434 (0)</td>
<td>3.1413434 (0)</td>
<td>3.1413434 (0)</td>
<td>3.1413434 (0)</td>
<td>3.1413434 (0)</td>
</tr>
<tr>
<td>0.09</td>
<td>3.1413405 (0)</td>
<td>3.1413405 (0)</td>
<td>3.1413405 (0)</td>
<td>3.1413405 (0)</td>
<td>3.1413405 (0)</td>
<td>3.1413405 (0)</td>
<td>3.1413405 (0)</td>
<td>3.1413405 (0)</td>
</tr>
<tr>
<td>0.10</td>
<td>3.1413373 (0)</td>
<td>3.1413373 (0)</td>
<td>3.1413373 (0)</td>
<td>3.1413373 (0)</td>
<td>3.1413373 (0)</td>
<td>3.1413373 (0)</td>
<td>3.1413373 (0)</td>
<td>3.1413373 (0)</td>
</tr>
</tbody>
</table>

See footnote at end of table, p. 12.
<table>
<thead>
<tr>
<th>( k^2 )</th>
<th>( \Omega_1 )</th>
<th>( \Omega_2 )</th>
<th>( \Omega_3 )</th>
<th>( \Omega_4 )</th>
<th>( \Omega_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>.71</td>
<td>3.567400 (0)</td>
<td>6.164547 (0)</td>
<td>1.401544 (1)</td>
<td>3.734208 (1)</td>
<td>1.1060216 (2)</td>
</tr>
<tr>
<td>.72</td>
<td>3.857315 (0)</td>
<td>6.277123 (0)</td>
<td>1.489826 (1)</td>
<td>4.167060 (1)</td>
<td>1.262510 (2)</td>
</tr>
<tr>
<td>.73</td>
<td>4.048470 (0)</td>
<td>6.464296 (0)</td>
<td>1.587605 (1)</td>
<td>4.690904 (1)</td>
<td>1.766069 (2)</td>
</tr>
<tr>
<td>.74</td>
<td>4.240055 (0)</td>
<td>6.666223 (0)</td>
<td>1.697334 (1)</td>
<td>5.119647 (1)</td>
<td>2.167465 (2)</td>
</tr>
<tr>
<td>.75</td>
<td>4.435595 (0)</td>
<td>6.882746 (0)</td>
<td>1.819695 (1)</td>
<td>5.711365 (1)</td>
<td>2.948610 (2)</td>
</tr>
<tr>
<td>.76</td>
<td>4.636815 (0)</td>
<td>7.186284 (0)</td>
<td>1.957277 (1)</td>
<td>6.308675 (1)</td>
<td>2.267564 (2)</td>
</tr>
<tr>
<td>.77</td>
<td>4.835881 (0)</td>
<td>7.453313 (0)</td>
<td>2.113613 (1)</td>
<td>6.983313 (1)</td>
<td>2.698033 (2)</td>
</tr>
<tr>
<td>.78</td>
<td>5.031722 (0)</td>
<td>7.756690 (0)</td>
<td>2.290221 (1)</td>
<td>8.148192 (1)</td>
<td>3.162541 (2)</td>
</tr>
<tr>
<td>.79</td>
<td>5.224657 (0)</td>
<td>8.062956 (0)</td>
<td>2.489571 (1)</td>
<td>8.380738 (1)</td>
<td>3.786267 (2)</td>
</tr>
<tr>
<td>.80</td>
<td>5.414924 (0)</td>
<td>8.333130 (0)</td>
<td>2.725445 (1)</td>
<td>8.729080 (2)</td>
<td>4.566733 (2)</td>
</tr>
<tr>
<td>.81</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.82</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.83</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.84</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.85</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.86</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.87</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.88</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.89</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.90</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.91</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.92</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.93</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.94</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.95</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.96</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.97</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.98</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
<tr>
<td>.99</td>
<td>3.279531 (0)</td>
<td>8.675906 (0)</td>
<td>2.975148 (1)</td>
<td>1.242254 (2)</td>
<td>5.570288 (2)</td>
</tr>
</tbody>
</table>

For footnote end of table, p. 12.
Table 1. Values of $\Omega_i(k)$ for $0 \leq j(1) \leq 9$ and $0 \leq k^0 (0.01) < 1.00$—Continued

<table>
<thead>
<tr>
<th>$k^0$</th>
<th>$\Omega_0$</th>
<th>$\Omega_1$</th>
<th>$\Omega_2$</th>
<th>$\Omega_3$</th>
<th>$\Omega_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.839428 (1)</td>
<td>2.024590 (1)</td>
<td>3.189271 (1)</td>
<td>4.958723 (1)</td>
<td>7.385150 (1)</td>
<td></td>
</tr>
<tr>
<td>3.839428 (1)</td>
<td>2.024590 (1)</td>
<td>3.189271 (1)</td>
<td>4.958723 (1)</td>
<td>7.385150 (1)</td>
<td></td>
</tr>
<tr>
<td>3.839428 (1)</td>
<td>2.024590 (1)</td>
<td>3.189271 (1)</td>
<td>4.958723 (1)</td>
<td>7.385150 (1)</td>
<td></td>
</tr>
<tr>
<td>3.839428 (1)</td>
<td>2.024590 (1)</td>
<td>3.189271 (1)</td>
<td>4.958723 (1)</td>
<td>7.385150 (1)</td>
<td></td>
</tr>
<tr>
<td>3.839428 (1)</td>
<td>2.024590 (1)</td>
<td>3.189271 (1)</td>
<td>4.958723 (1)</td>
<td>7.385150 (1)</td>
<td></td>
</tr>
<tr>
<td>3.839428 (1)</td>
<td>2.024590 (1)</td>
<td>3.189271 (1)</td>
<td>4.958723 (1)</td>
<td>7.385150 (1)</td>
<td></td>
</tr>
<tr>
<td>3.839428 (1)</td>
<td>2.024590 (1)</td>
<td>3.189271 (1)</td>
<td>4.958723 (1)</td>
<td>7.385150 (1)</td>
<td></td>
</tr>
<tr>
<td>3.839428 (1)</td>
<td>2.024590 (1)</td>
<td>3.189271 (1)</td>
<td>4.958723 (1)</td>
<td>7.385150 (1)</td>
<td></td>
</tr>
<tr>
<td>3.839428 (1)</td>
<td>2.024590 (1)</td>
<td>3.189271 (1)</td>
<td>4.958723 (1)</td>
<td>7.385150 (1)</td>
<td></td>
</tr>
<tr>
<td>3.839428 (1)</td>
<td>2.024590 (1)</td>
<td>3.189271 (1)</td>
<td>4.958723 (1)</td>
<td>7.385150 (1)</td>
<td></td>
</tr>
</tbody>
</table>

Minimum $n$-value for which $\sigma_m(j) = \sigma_l(j) \leq \eta(j) < 10^{-5}$

\[ |f| < 0.01 \]
\[ |f| = 0.09 \]
\[ |f| = 0.01 \]
\[ |f| = 0.09 \]

*The figures in parentheses indicate the power of ten by which the adjacent entry is to be multiplied; e.g., 1.0412490 (2) = 1.0412490 × 10^2.

Table 2. Simple power series (eq 2.1–I)

These $m$-values are a lower bound on the number of terms to sum for $\Omega_i(k)$ to ten significant figures.

<table>
<thead>
<tr>
<th>$j$</th>
<th>$f=8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>f</td>
</tr>
<tr>
<td>Minimum $n$-value for which $\sigma_m(j) = \sigma_l(j) \leq \eta(j) &lt; 10^{-5}$</td>
<td>3</td>
</tr>
</tbody>
</table>

12
Table 3. Difference sum (eq 2.2-6)
The contribution of the difference sum to the total $\Omega_j(k)$ is here compared with the contribution from the closed-form approximation. The $m$-values at which difference-sum terms contribute less than a part in $10^6$ may be compared with $m$-values in Table 2 for the simple power series.

<table>
<thead>
<tr>
<th>$j=0$</th>
<th>$j=8$</th>
<th>$k^2=0.01$</th>
<th>$k^2=0.99$</th>
<th>$k^2=0.01$</th>
<th>$k^2=0.99$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_j(k)$ (exact)</td>
<td></td>
<td>3.141651562 (0)</td>
<td>5.729176883 (0)</td>
<td>3.148396397 (0)</td>
<td>4.524360228 (15)</td>
</tr>
<tr>
<td>Open-form approximation:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sum_m \alpha_m(j) k^{2m}$</td>
<td></td>
<td>7.071421389 (-1)</td>
<td>2.829669794 (0)</td>
<td>3.148259078 (0)</td>
<td>4.524360228 (15)</td>
</tr>
<tr>
<td>Difference remainder:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sum_m (\alpha_m(j)-\alpha_m(j))k^{2m}$</td>
<td></td>
<td>2.434509423 (0)</td>
<td>2.892530000 (-4)</td>
<td>-3.154605099 (-4)</td>
<td>-4.282857696 (-4)</td>
</tr>
<tr>
<td>Minimum $m$-value for which</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[\alpha_m(j)-\alpha_m(j)]k^{2m}&lt;10^{-10}$</td>
<td></td>
<td>3</td>
<td>523</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4. Bessel function formulation for $\Omega_j(k)$ (eqs 2.3-27, 28)

<table>
<thead>
<tr>
<th>$j=0$</th>
<th>$j=8$</th>
<th>$k^2=0.01$</th>
<th>$k^2=0.99$</th>
<th>$k^2=0.01$</th>
<th>$k^2=0.99$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_j(k)$ - Exact</td>
<td></td>
<td>3.141 662</td>
<td>5.729 177</td>
<td>3.147 940</td>
<td>4.524 361$\times 10^{15}$</td>
</tr>
<tr>
<td>$\pi L_0 \left( \frac{1}{2j+1} \right) k^{2j+1}$</td>
<td></td>
<td>3.141 612</td>
<td>3.387 002</td>
<td>3.147 270</td>
<td>1.512 700$\times 10^{15}$</td>
</tr>
<tr>
<td>$\pi L_0 \left( \frac{1}{2j+3} \right) k^{2j+3}$</td>
<td></td>
<td>3.141 652</td>
<td>3.856 065</td>
<td>3.147 940</td>
<td>1.527 585$\times 10^{14}$</td>
</tr>
<tr>
<td>($3\pi /1640$) $\left( \frac{1}{2j+1} \right) \left( \frac{1}{2j+3} \right) k^{4j}$</td>
<td></td>
<td>1.2$\times 10^{-9}$</td>
<td>0.113 953</td>
<td>1.2$\times 10^{-7}$</td>
<td>11.556 450</td>
</tr>
</tbody>
</table>

Table 5. Error function formulation for $\Omega_j(k)$ (eq 2.4-41)

<table>
<thead>
<tr>
<th>$j=0$</th>
<th>$j=8$</th>
<th>$k^2=0.01$</th>
<th>$k^2=0.99$</th>
<th>$k^2=0.01$</th>
<th>$k^2=0.99$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_j(k)$ - Exact</td>
<td></td>
<td>3.141 652</td>
<td>5.739 177</td>
<td>3.147 940</td>
<td>4.524 361$\times 10^{15}$</td>
</tr>
<tr>
<td>$\sqrt{(2j+1)} \left( \frac{1}{2j+3} \right) k^{2j+3}$</td>
<td></td>
<td>3.131 384</td>
<td>1.781 883</td>
<td>2.994 801</td>
<td>3.822 961$\times 10^{15}$</td>
</tr>
<tr>
<td>All 3 terms in 2.4-41</td>
<td></td>
<td>3.144 436</td>
<td>3.121 919</td>
<td>3.177 138</td>
<td>3.922 230$\times 10^{15}$</td>
</tr>
<tr>
<td>All 3 terms in 2.4-41</td>
<td></td>
<td>3.149 552</td>
<td>-1.354 964</td>
<td>3.159 417</td>
<td>3.985 982$\times 10^{15}$</td>
</tr>
</tbody>
</table>

Table 6. Numerical integration technique (eqs 2.5, 44-49)

<table>
<thead>
<tr>
<th>$N$</th>
<th></th>
<th>$j=0$</th>
<th>$j=8$</th>
<th>$k^2=0.01$</th>
<th>$k^2=0.99$</th>
<th>$k^2=0.01$</th>
<th>$k^2=0.99$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_j(k)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>3.141 632</td>
<td>7.701 532</td>
<td>3.145 825</td>
<td>52.259 878$\times 10^{11}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>3.141 644</td>
<td>6.826 700</td>
<td>3.147 146</td>
<td>39.209 908$\times 10^{11}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>3.141 653</td>
<td>5.931 746</td>
<td>3.148 099</td>
<td>24.434 610$\times 10^{11}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>3.141 652</td>
<td>5.794 716</td>
<td>3.148 015</td>
<td>20.725 792$\times 10^{11}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>3.141 652</td>
<td>5.615 818</td>
<td>3.147 932</td>
<td>15.383 961$\times 10^{11}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>3.141 652</td>
<td>5.723 177</td>
<td>3.147 940</td>
<td>4.524 361$\times 10^{15}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Table 2, which applies to what has been called the simple power series above, illustrates how rapidly the number of terms required increases as either $k$ or $j$ goes up. These figures were obtained by setting the $m$'th term in eq. (2.1-4) equal to $\Omega_j(k) \times 10^{-11}$ and solving for $m$.\footnote{It should be noted that, since (2.1-4) is not an alternating series, the solution for $m$ of the inequality $\alpha = (j) k^{m} \leq \Omega_j(k) \times 10^{-11}$ serves only as a general indication of the convergence rate and does not necessarily imply that the remainder

$$R_m(j, k) = \sum_{m+1}^{\infty} \alpha_m(j) k^m$$

is less than $\Omega_j(k) \times 10^{-11}$. It does, however, indicate the minimum number of terms to sum, beyond which there exists, for $k^2 < 1$, a value $m' \geq m$ for which

$$R_{m'}(j, k) \leq \Omega_j(k) \times 10^{-11}.$$}

For large $j$ and $k$ values, the use of this formulation becomes almost prohibitively laborious.

In table 3, where the difference sum technique is examined, a number of interesting characteristics of this formulation are apparent. For small values of $k$, the improvement over the simple power series is negligibly small for all values of $j$. For $k$ approaching unity, there is a considerable reduction in the labor involved to obtain any predetermined accuracy. For large $j$ and $k$ values, the use of this formulation becomes almost prohibitively laborious.

In table 3, where the difference sum technique is examined, a number of interesting characteristics of this formulation are apparent. For small values of $k$, the improvement over the simple power series is negligibly small for all values of $j$. For $k$ approaching unity, there is a considerable reduction in the labor involved to obtain any predetermined accuracy. For large $j$ and $k$ values, the use of this formulation becomes almost prohibitively laborious.

To check the behavior of the Bessel function formulation, section 2.3 above, the BAAS tables of $I_0(x)$ and $I_1(x)$ were used along with suitable interpolation tables. The results are given in table 4. It will be recalled that these relations were derived essentially by approximating only the first few terms of the integrand in eq 2-1. For this reason, the formulation as would be expected yields excellent values of $\Omega_j(k)$ when $k^2 = 0.01$ at both $j = 0$ and $j = 8$; but for $k^2$ near unity, this technique of calculation is entirely inadequate.

The error function formulation [17], section 2.4, table 5, is also based on approximations to only the first few terms in the expansion of the integrand. Note that the leading term from 2.4-41 is not a bad approximation to the value of $\Omega_j(k)$; but the inclusion of the second or third terms results in little or no improvement. Evidently many more terms are needed to obtain useful results by this technique.

The importance of the erf and $I_n$ formulations of $\Omega_j(k)$ arises, then, not so much for their usefulness in numerical computation, as from the relations they demonstrate between the new transcendental function considered here and older, more familiar forms.

The numerical integration formulas, from section 2.4, are quite different in kind. These, it will be observed from table 6, give excellent agreement for small $k$ values, although they leave something to be desired for $k$ near unity. It is interesting to note that, at these selected points, the accuracy of the formulas does not increase uniformly as $N$ increases—for example, at $k^2 = 0.99$, $j = 0$, the formulas with $N = 5$ and 6 are virtually equivalent, and each is better than $N = 10$. The approximation for large $j^2$ is excellent. Note that by substituting the value of $\Omega_j(k)$ at $k^2 = 0.99$ and $j = 8$ from table 1 it may be concluded that

$$\lim_{N \to \infty} w_N(0) \sum_{i=0}^{N} w_N(i) = \lim_{N \to \infty} \frac{(-1)^N}{N} \cdot N! \int_{0}^{(t-1)(t-2)(t-3) \ldots (t-N)} dt \approx 0.0144 \ldots$$

It thus appears that there is a multiplicity of choices available for computing $\Omega_j(k)$ for small $k$ values, and for $k$ approaching unity the recursion formula (1-7) can be used with the appropriate high-$k$ expansions (1-10, 11) for ordinary elliptic integrals. However, for high-precision coverage of the entire range $0 \leq k < 1$ with a single formulation, only the difference-sum technique appears to be practical.
The authors thank R. J. Herbold for programming and computing table 1, R. L. Bach for numerical checks by alternative formulations, L. C. Maximon for suggesting Stirling’s formula as a basis for the difference-sum, and M. J. Berger for other helpful suggestions in the completion of this work.

4. Appendix A. Evaluation of \( \alpha_m(j) \)

Stirling’s formula [11, p. 5] may be written in the form

\[
  z! = \sqrt{2\pi z} z^z e^{-z} H(z)
\]

in which \( H(z) \) can be represented by the asymptotic expansion [18]

\[
  \lim_{z \to \infty} H(z) = 1 + 1/(12z) + 1/(288z^2) - 139/(51840z^3) - \ldots
\]

In order to use formula (A1) above, it is convenient to write eq (2-5) as

\[
  \alpha_m(j) = \frac{\pi}{(64)^m} \frac{(4m)!}{(2m)! (m!)^2} \prod_{r=1}^{j} \left( \frac{4m}{2r-1} + 1 \right)
\]

in which the product is to be taken as unity for \( j = 0 \). Substitution of (A1) for the factorials in (A3) gives

\[
  \alpha_m(j) = \frac{1/m \sqrt{2}}{H(2m) H^2(m)} \prod_{r=1}^{j} \left( \frac{4m}{2r-1} + 1 \right).
\]

By using (A2) for the \( H \) terms, and expressing the finite product as a \( j \)th degree polynomial in \( m \), it follows that

\[
  \lim_{m \to \infty} \alpha_m(j) = \frac{1/m \sqrt{2}}{\left[ 1 + \frac{3}{16} \left( \frac{1}{m} \right)^2 + \frac{9}{512} \left( \frac{1}{m} \right)^4 + \ldots \right] \times \left[ 1 + m \cdot 4 \sum_{r=1}^{j} \frac{1}{2r-1} \right]}
\]

\[
  = \left( \frac{1}{\sqrt{2}} \sum_{j=0}^\infty C_j(j) m^{j-i-1} \right)
\]

where

\[
  C_0(j) = 2^{j+3} \frac{j!}{(2j)!}
\]

\[
  C_1(j) = 2^{j+3} \frac{j!}{(2j)!} \cdot \frac{1}{16} (4j^2 - 3)
\]

\[
  C_2(j) = 2^{j+3} \frac{j!}{(2j)!} \cdot \frac{1}{1536} (48j^4 - 64j^3 - 72j^2 + 16j + 27)
\]

\[
  \ldots
\]

and also

\[
  C_j(j) = 2^{-3j} \frac{(2j)!}{j!}
\]
which can be established by methods of mathematical induction. Now it is possible to show that \( m^n \) can be expressed in terms of binomial coefficients, in the form

\[
m^n = \sum_{k=0}^{n} \binom{m+k}{m} \beta_{n,k}
\]  

(A7)

where the \( \beta_{n,k} \)'s are related to Kummer’s numbers [19]. It can readily be shown that

\[
\beta_{n,0} = (-1)^n \quad \text{and} \quad \beta_{n,n} = n!
\]

A few values of these constants are tabulated below

<table>
<thead>
<tr>
<th>( n )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>+1</td>
<td>-3</td>
<td>+7</td>
<td>-15</td>
</tr>
<tr>
<td>2</td>
<td>-3</td>
<td>+2</td>
<td>-12</td>
<td>+50</td>
<td>-60</td>
</tr>
<tr>
<td>3</td>
<td>-6</td>
<td>+4</td>
<td>-24</td>
<td>+120</td>
<td>-120</td>
</tr>
<tr>
<td>4</td>
<td>-10</td>
<td>+6</td>
<td>-60</td>
<td>+420</td>
<td>-420</td>
</tr>
</tbody>
</table>

Now ignoring terms of the order of \( 1/m^2 \) in the expression (A–5), for large \( m \) values, \( \alpha_n(j) \) can be approximated by the expression

\[
(1/\sqrt{2}) \left[ \sum_{i=0}^{j-1} C_i(j) m^{j-i-1} + C_j(j) m^{-1} \right].
\]

Replacing \( 1/m \) by its equivalent to this order, \( 1/(m+1) \), and using (A–7) in the sum term, it follows that

\[
\alpha_n^* (j) = (1/\sqrt{2}) \left[ \sum_{i=0}^{j-1} C_i(j) \sum_{k=0}^{j-i-1} \beta_{j-i,k} \binom{m+k}{m} + C_j(j) \frac{1}{m+1} \right]
\]

\[
= (1/\sqrt{2}) 2^{-3j} \binom{2j}{j} \left\{ \frac{1}{m+1} + \sum_{i=0}^{j-1} B_{ij} \binom{m+j-i-1}{m} \right\}
\]  

(A–8)

which is eq 2.2–8 of the text above. The \( B_{ij} \) expression in eq (A–8) is obtained by combining the \( C_i(j) \) and \( \beta_{n,k} \) values as indicated and factoring out \( C_j(j) \). The expression (2.2–11) above is then obtained using the familiar series

\[
\ln(1-x) = -\sum_{m=0}^{\infty} x^{m+1}/(m+1)
\]  

(A9)

and

\[
(1-x)^{-k-1} = \sum_{m=0}^{\infty} \binom{m+k}{m} x^m
\]  

(A10)
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