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A solution has recently been given [Jones and Gallet, 1962] to the problem of representing the complex variations of ionospheric characteristics on a worldwide scale, including their diurnal variation, by numerical analysis of ionospheric data as measured at the stations, without prior hand operations. Whereas the paper referred to above deals with "how to make numerical maps," the present paper is concerned with "how to use a numerical map" once it has been obtained. Included are (1) a precise definition of a numerical map, (2) efficient computing procedures for applying numerical maps, including a general method for computing worldwide (or polar) contour maps in either universal time or local mean time, and (3) a large selection of graphical illustrations computed automatically from a numerical map.

1. Introduction

In a recent paper by Jones and Gallet [1962] a solution was given to the problem of representing the complex properties of ionospheric characteristics on a worldwide scale, including their diurnal variation, by numerical analysis of ionospheric data as measured at the stations, without prior hand operation. The solution referred to above is general enough to be applied to any ionospheric characteristic, and, in fact, has already been applied to the following: the critical frequency ($f_0F_2$), the 3000-km maximum usable frequency factor ($F_2-M3000$), the maximum electron density ($N_{max}$), the height of $N_{max}$ ($H_{max}$), and the quarter thickness of a layer (SCAT) [see Wright, Wescott, and Brown, 1961]. With only slight modification, the methods could also include variations with height above the surface of the earth.

Ionospheric representations (or maps) obtained from this solution are given in a numerical form and are therefore referred to as numerical maps (sec. 2). Whereas the first reference [Jones and Gallet, 1962] deals with "how to make numerical maps," the present paper is concerned with "how to use a numerical map" once it has been obtained.

A discussion of methods for applying numerical maps is given in section 3. Included are efficient computing procedures for evaluating a numerical map and a general method for computing world-contour maps in either universal time or local mean time. A wide selection of such graphical representations is given in section 4. Graphical displays of these types are needed for solving problems of HF radio propagation by manual operations and, moreover, serve a useful purpose in describing the complex properties of the ionosphere. One should recognize, however, that when electronic computing equipment is available, it is more accurate and usually more efficient to use numerical maps directly within the computer than to read and interpolate from contour maps.

As a means of illustration, the numerical map used in the present paper is for the monthly median of $f_0F_2$, September 1958. The types of illustrations given here could also be given for any other characteristic, and for predicted numerical maps for future months, since these maps have exactly the same mathematical form. We begin in the following section by giving a precise definition of a numerical map.

2. Numerical Maps $\Gamma(\lambda,\theta,t)$

The term, numerical map, is used to denote a function $\Gamma(\lambda,\theta,t)$ of three variables, latitude ($\lambda$), longitude ($\theta$), and time ($t$), which represents an ionospheric characteristic, including its diurnal variation, on a worldwide scale. In order to apply such a function once it has been obtained, one must know its exact form and the range of definition of each independent variable. We begin with the latter:

$\lambda =$ geographic latitude: $-90^\circ \leq \lambda \leq 90^\circ$, (1)

$\theta =$ geographic longitude: $0^\circ \leq \theta \leq 360^\circ$, (2)

$t =$ local mean hour angle: $-180^\circ \leq t \leq 180^\circ$, (3)

$T = t - \theta$, $-180^\circ \leq T \leq 180^\circ$, (4)
where $T$ is the universal hour angle.

The general form of $\Gamma(\lambda, \theta, t)$ is a "Fourier" time series

$$\Gamma(\lambda, \theta, t) = a_0(\lambda, \theta) + \sum_{j=1}^{H} [a_j(\lambda, \theta) \cos jt + b_j(\lambda, \theta) \sin jt]$$

(5)

where $H$ denotes the number of harmonics retained for the diurnal variation and where the "Fourier" coefficients $a_j(\lambda, \theta)$ and $b_j(\lambda, \theta)$ vary with the geographic coordinates. Such variations are represented in the form

$$a_j(\lambda, \theta) = \sum_{k=0}^{K} D_{2j,k} G_k(\lambda, \theta), \quad j=0, 1, \ldots, H,$$

$$b_j(\lambda, \theta) = \sum_{k=0}^{K} D_{2j-1,k} G_k(\lambda, \theta), \quad j=1, 2, \ldots, H,$$

(6)

where the geographic functions $G_k(\lambda, \theta)$ are given in table 1. As can be seen the functions $G_k(\lambda, \theta)$ consist of three main groups, each having different types of longitudinal terms present. Thus a specific set of the functions $G_k(\lambda, \theta)$ is specified by assigning the values $q_0$, $q_1$, and $q_2$ which are, respectively, the highest powers of sin $\lambda$ for terms involving (1) no longitudinal variation, (2) first order longitudinal variation, and (3) second order longitudinal variation. Equivalently, one could also specify the values $k_0$, $k_1$, and $k_2 = K$ taken by the index $k$ at the end of each of the three groups of the $G_k(\lambda, \theta)$, respectively. These values are related to the $q$ values by

$$k_0 = q_0$$

and

$$k_r = k_{r-1} + 2(q_r+1) \quad \text{for} \quad r=1, 2, \ldots$$

(7)

A numerical map $\Gamma(\lambda, \theta, t)$ can therefore be written more explicitly in the form

$$\Gamma(\lambda, \theta, t) = \sum_{k=0}^{K} D_{0,k} G_k(\lambda, \theta)$$

$$+ \sum_{j=1}^{H} \left\{ \left[ \sum_{k=0}^{K} D_{2j,k} G_k(\lambda, \theta) \right] \cos jt \right. $$

$$+ \left. \left[ \sum_{k=0}^{K} D_{2j-1,k} G_k(\lambda, \theta) \right] \sin jt \right\}$$

(8)

which is defined by a relatively small table of coefficients $D_{sk}$. An example of such a set of coefficients is given in table 2 for the characteristic $f_0F_2$ monthly median for September 1958. As can be seen from table 2, the number of harmonics retained is $H = 8$ and the parameters required to specify the functions $G_k(\lambda, \theta)$ are given by $k_0 = 11$, $k_1 = 37$, and $k_2 = K = 45$. Hence from (7) we have for the highest powers of sin $\lambda$ in each of the three groups of the $G_k(\lambda, \theta)$, $q_0 = 11$, $q_1 = 12$, and $q_2 = 3$. The blank entries in table 2 indicate zero coefficients.

Before considering methods for applying numerical maps in section 3, we insert here a brief word of caution. The functions $G_k(\lambda, \theta)$ (in table 1) are not orthonormal relative to the coordinates $(\lambda, \theta)$ of the ionospheric stations; hence one cannot obtain a best representation (in the sense of least squares) of lower degree by merely truncating the series in (6). When a numerical map is originally produced, $a_j(\lambda, \theta)$ and $b_j(\lambda, \theta)$ are represented in terms of orthonormal functions, corresponding to the set of stations available for the particular month. Such series are then truncated at optimum places determined by the noise and are subsequently expressed in the form of (6) for convenience and simplicity in practical applications [Jones and Gallet, 1962, ch. 2].

3. Methods for Applying Numerical Maps

For applying numerical maps, a number of useful methods and techniques have been developed which eliminate slow and tedious hand work as much as possible and which make efficient use of automatic computing and plotting equipment. The discussion of such methods given in the present section is not intended to be exhaustive in nature but rather a starting place for developing further methods for applying numerical maps. Included are such topics as (1) efficient methods for evaluating $\Gamma(\lambda, \theta, t)$, (2) a general procedure for computing contour maps, and (3) a numerical check on the coefficients $D_{sk}$. The methods described below have been programmed for use on several large-scale digital computers, the IBM 704 and 7090 and the CDC 1604.

3.1. Evaluation of $\Gamma(\lambda, \theta, t)$

Using the coefficients in table 2, one can compute the value of $f_0F_2$ monthly median for September 1958 at any location on the earth and for any desired instant of time. This is the basic operation in most applications of numerical maps. The evaluation of $\Gamma(\lambda, \theta, t)$ for fixed values of $\lambda, \theta$, and $t$ can be performed in the straightforward manner indicated by (8).

---

1 The systematic and well-defined geographic variations of these Fourier coefficients are illustrated by an atlas of graphs for monthly median $f_0F_2$ for four seasonal months and for high and low years of solar activity [Jones, 1962].

2 The $G_k(\lambda, \theta)$ in table 1 are used, since they are the simplest functions which are linear combinations of the classical spherical harmonics [Byerly, 1883].
## TABLE 2

### TIME VARIATION

#### I - GEOGRAPHICAL VARIATION

<table>
<thead>
<tr>
<th>Harmonic</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>S</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

#### II - GEOGRAPHICAL VARIATION

<table>
<thead>
<tr>
<th>Harmonic</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>S</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

#### III - GEOGRAPHICAL VARIATION

<table>
<thead>
<tr>
<th>Harmonic</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>S</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

- **I** - Main latitudinal variation. Mixed latitudinal and longitudinal variation.
- **II** - First order in longitude.
- **III** - Second order in longitude.

**Notation:** For each entry the number given by the first eight digits and sign is multiplied by the power of ten defined by the last two digits and sign.

**Coefficients** $D_{5k}$ defining the function $\Gamma(\lambda, \beta, t)$ for monthly median $f_0 F_2 (\text{Mc/s})$.

**September 1958**
provided the coefficients $D_{jk}$ in table 2 are given.\footnote{As was pointed out in section 2, the parameters $H=8$, $h_0=11$, $i_1=37$, $i_2=K=45$, $q_0=11$, $q_1=12$, and $q_2=3$ can be determined from table 2.} However, it is frequently required to compute the value of $\Gamma(\lambda, \theta, t)$ (a) at many locations for a fixed instant of time, or (b) at a fixed location for several different instants of time. In such cases considerable savings in computer cost can be achieved by using one of the following sets of procedures:

(a) **Problem:**

Given a fixed value $t_0$ of the local mean hour angle.

**Procedure:**

**Step 1.** Evaluate $\cos j t_0$ and $\sin j t_0$, $j=1, 2, \ldots, H$.

**Step 2.** Compute:

$$D_k(t_0) = D_{0,k} + \sum_{j=1}^{H} [D_{2j,k} \cos j t_0 + D_{2j-1,k} \sin j t_0]$$

for each $k=0, 1, \ldots, K$ using step 1 and the coefficients $D_{jk}$.

**Step 3.** Evaluate $G_k(\lambda, \theta)$, $k=0, 1, \ldots, K$ for one of the given points $(\lambda, \theta)$.

**Step 4.** Compute $\Gamma(\lambda, \theta, t_0) = \sum_{k=0}^{K} D_k(t_0) G_k(\lambda, \theta)$.

**Step 5.** Repeat steps 3 and 4 for each remaining point $(\lambda, \theta)$.

**Remark:** The economy of this technique lies in the fact that steps 1 and 2 do not have to be repeated so long as $t_0$ remains fixed.

(b) **Problem:**

Given fixed values of longitude $\theta_0$ and universal hour angle $T_0$.

Compute $\Gamma(\lambda, \theta_0, t_0)$, where $t_0=\theta_0+T_0$, for several values of $\lambda$.

**Procedure:**

**Step 1.** Follow steps 1 through 5 in (a) above, letting $t_0=\theta_0+T_0$ and giving $\theta$ the fixed value $\theta_0$ throughout. The points $(\lambda, \theta)$ in step 3 become $(\lambda, \theta_0)$.

(c) **Problem:**

Given fixed values of latitude $\lambda_0$ and longitude $\theta_0$.

Compute $\Gamma(\lambda_0, \theta_0, t)$ for several values of the local mean hour angle $t$.

**Procedure:**

**Step 1.** Evaluate $G_k(\lambda_0, \theta_0)$, $k=0, 1, \ldots, K$.

**Step 2.** Compute:

$$a_j(\lambda_0, \theta_0) = \sum_{k=0}^{K} D_{2j,k} G_k(\lambda_0, \theta_0), \quad j=0, 1, \ldots, H,$$

and

$$b_j(\lambda_0, \theta_0) = \sum_{k=0}^{K} D_{2j-1,k} G_k(\lambda_0, \theta_0), \quad j=1, 2, \ldots, H.$$

**Step 3.** Evaluate $\sin j t_0$ for $j=1, 2, \ldots, H$, and $\cos j t_0$ for $j=1, 2, \ldots, H$ for one of the given values of $t$.

**Step 4.** Compute:

$$\Gamma(\lambda_0, \theta_0, t) = a_0(\lambda_0, \theta_0) + \sum_{j=1}^{H} [a_j(\lambda_0, \theta_0) \cos j t_0 + b_j(\lambda_0, \theta_0) \sin j t_0].$$

**Step 5.** Repeat steps 3 and 4 for each required value of $t$.

**Remark:** The economy of this technique lies in the fact that steps 1 and 2 are not repeated so long as the point $(\lambda_0, \theta_0)$ remains fixed.

### 3.2. General Method for Computing Contour Maps

In section 4 several types of contour maps of monthly median $F_0F_2$ are illustrated: (a) world and polar maps in universal time, (2) world maps in local mean time, and (3) maps in latitude and local mean time for fixed longitudes. Each of these maps has been computed using the coefficients $D_{jk}$ in table 2 and the general procedure described here. The procedure is of interest not only from the viewpoint of the applications illustrated in the present paper, but also since it can be applied to a wide variety of problems in which physical or other variations have been mapped in a numerical form.

The basic problem is the following: to locate (for a given time $t$) all points along certain meridian lines at which the function $\Gamma(\lambda, \theta, t)$ assumes any one of a given set of values $I_1, I_2, \ldots, I_Q$. For simplicity we assume the values $I_q$ to be equally spaced and increasing and hence defined by

$$I_q = I_0 + q \left( \frac{I_Q - I_0}{Q} \right), \quad q=0, 1, \ldots, Q. \quad (9)$$

$$I_0 \leq I_q.$$

A solution to this basic problem is given in the appendix. By repeated application of this solution one can compute any of the three types of contour maps mentioned above. The procedures are as follows.

- **a. World Maps in Universal Time**

Let $T_0$ denote a given universal hour angle (sec. 2) and let

$$\theta_m = 360^\circ \left( \frac{m}{M} \right), \quad m=0, 1, \ldots, M, \quad (10)$$

and

$$t_m = T_0 + \theta_m, \quad m=0, 1, \ldots, M. \quad (11)$$

Then for each pair $(\theta_m, t_m)$, $m=0, 1, \ldots, M$ we compute all values of $\lambda$ satisfying

$$\Gamma(\lambda, \theta_m, t_m) = I_q \quad \text{for some } q=0, 1, \ldots, Q, \quad (12)$$

using the method given in the appendix. By
choosing $M$ sufficiently large, the points on the map can be brought closely enough together to define clearly each contour. In practice $M$ can be made as large as we please, but for purposes of economy it is desirable to make it as small as can be allowed. For most ionospheric characteristics, $M=24$ is large enough.

b. World Maps in Local Mean Time

Let $t_0$ denote a given local mean hour angle (sec. 2) and let $\theta_m$ be given by (10). Using the method in the appendix, we compute (for each $\theta_m$) all values of $\lambda$ satisfying

$$ \Gamma(\lambda, \theta_m, t_0) = I_q \quad \text{for some } q = 0, 1, \ldots, Q. \quad (13) $$

Again the number $M$ is chosen as described above.

c. Maps in Latitude and LMT for Fixed $\theta$

Let $\theta_0$ denote a given longitude and let

$$ t_m = 180^\circ [2m/M - 1], \quad m = 0, 1, \ldots, M \quad (14) $$

denote a set of local mean hour angles. Again using the solution given in the appendix, we can locate all values of $\lambda$ such that

$$ \Gamma(\lambda, \theta_0, t_m) = I_q \quad \text{for some } q = 0, 1, \ldots, Q \quad (15) $$

for each value of $m$. As before, we must choose $M$ large enough so that the points on the map clearly define each contour. $M=24$ is sufficient for most ionospheric characteristics.

Before considering the graphical illustrations in section 4 computed by the above procedures, we describe briefly a useful numerical check which can be made on the coefficients $D_{sk}$ before each application.

3.3. A Numerical Check on the Coefficients $D_{sk}$

In the normal operations of handling, sorting, and reproducing decks of punched cards and converting to magnetic tapes and reading into a computer, there is always the possibility that a card will be misplaced or that a number will be transferred or reproduced incorrectly. For this reason it is recommended that certain periodic checks be made when applying the coefficients $D_{sk}$ defining a numerical map.

One such test that can be performed automatically by the computer is the following. Given a set of correct values of the function $\Gamma(\lambda, \theta, t)$ for a few values of the independent variables $\lambda$, $\theta$, and $t$, one can test all of coefficients $D_{sk}$ by recomputing the given values of $\Gamma(\lambda, \theta, t)$. If the functional values agree (to, say, six digits) then the coefficients can be used with confidence. As an example we give a set of functional values in table 3 that can be used to test the coefficients in table 2.

<table>
<thead>
<tr>
<th>TABLE 3. Functional values of $\Gamma(\lambda, \theta, t)$ for testing coefficients $D_{sk}$ for monthly median $f_0F_2$ ($\text{Mc}^2$), September 1958 (see table 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{LMT}$</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>00</td>
</tr>
<tr>
<td>01</td>
</tr>
<tr>
<td>02</td>
</tr>
<tr>
<td>03</td>
</tr>
<tr>
<td>04</td>
</tr>
<tr>
<td>05</td>
</tr>
<tr>
<td>06</td>
</tr>
<tr>
<td>07</td>
</tr>
<tr>
<td>08</td>
</tr>
<tr>
<td>09</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>17</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>19</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>21</td>
</tr>
<tr>
<td>22</td>
</tr>
<tr>
<td>23</td>
</tr>
</tbody>
</table>

4. Graphical Representations From Numerical Maps

As was mentioned above, many interesting and useful results can be produced from a numerical map. The basic application, using the coefficients $D_{sk}$, is to compute the value of $\Gamma(\lambda, \theta, t)$—i.e., of the ionospheric characteristic—at any desired location and instant of time in the three-dimensional space of latitude, longitude, and local mean time. For the purpose of illustration, a schematic diagram of this space is given in figure 1. In this diagram several types of (two-dimensional) cuts and (one-dimensional) lines are shown, on each of which a graphical representation of the ionospheric characteristic can be produced from its numerical map. These cuts and lines, summarized in table 4, should be considered only a suggestive sample and not an exhaustive set.

<table>
<thead>
<tr>
<th>TABLE 4. Summary of cuts and lines in the three-dimensional space of $\lambda, \theta, t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F = fixed; V = variable)</td>
</tr>
<tr>
<td>Latitude</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>Cut I</td>
</tr>
<tr>
<td>Cut II</td>
</tr>
<tr>
<td>Cut III</td>
</tr>
<tr>
<td>Lines:</td>
</tr>
<tr>
<td>Line A</td>
</tr>
<tr>
<td>Line B</td>
</tr>
<tr>
<td>Line C</td>
</tr>
<tr>
<td>Line D</td>
</tr>
</tbody>
</table>

1 Simple procedures for making this application were given in section 3.2. These can be performed with such speed by an electronic computer that very extensive applications are practical.
In this section, examples are given of graphical representations for each cut and line in table 4, such representations being computed directly from the coefficients in table 2. For each line in the three-dimensional space (fig. 1), the graphical representation is a simple two-dimensional graph computed from $r(A,e,t)$ in the obvious manner. For cuts, however, the representations take the form of contour maps on which selected values of $r(A,e,t)$ are traced throughout a plane region. Such maps are computed by solving high degree polynomial equations in $\sin \lambda$ for points lying on selected meridian lines (sec. 3.2). Since $r(A,e,t)$ is defined continuously throughout the space, points on the contours can be obtained as close together as desired. The following are illustrations of such graphs and contour maps.

4.1. World Maps in Universal Time

World maps of monthly median $f_sF_2$ in universal time (Cut III) are illustrated in figures 2 and 3. Such maps are probably the most useful for problems of radio propagation, since they represent the ionospheric characteristic all over the world at a fixed instant. The maps, given for the four hours, UT = 00, 06, 12, 18, are presented in such a way that it is always midnight in LMT at the extreme left boundary and noon in LMT at the center. This type of presentation enables one to see the relatively small continuous deformations in the ionosphere as the earth rotates about its axis.

Since the geographic poles are singular points in the numerical maps, the function $\Gamma(\lambda,\theta,t)$ is physically meaningless in the immediate neighborhood of the north and south poles. Therefore, in these regions dashed lines (interpolated by hand) have been inserted in the contour maps to give a meaningful extension to the poles. Similarly dashed lines have been inserted in figures 4, 5, 8, and 9.

4.2. Polar Maps in Universal Time

Polar maps of monthly median $f_sF_2$ in universal time (Cut III), illustrated in figures 4 and 5, are similar to the world maps in UT (figs. 2 and 3). Such maps are more convenient for working with radio circuits passing over the polar caps than the (rectangular) world maps in UT shown in figures 2 and 3.

4.3. World Maps in Local Mean Time

World maps of monthly median $f_sF_2$ in local mean time (Cut I) represent the worldwide geographic variations which are not produced by changes in the hour angle of the sun (figs. 6 and 7). Such maps are particularly useful in studying the complex and,
FIGURE 2. World maps of monthly median $f_{o}F_2$ (Mc/s) in universal time from the function $\Gamma(\lambda, \theta, t)$.

FIGURE 3. World maps of monthly median $f_{o}F_2$ (Mc/s) in universal time from the function $\Gamma(\lambda, \theta, t)$.

to some extent, irregular geographic variations due to seasonal changes, the earth's magnetic field, and other factors affecting the ionosphere. The maps are given for four different hours (LMT = 00, 06, 12, 18), illustrating the different conditions occurring at midnight, sunrise, noon, and late afternoon, respectively.

4.4. Maps in Latitude and LMT

Maps of monthly median $f_{o}F_2$ in latitude and LMT (Cut II) are given in figures 8 and 9 for several fixed values of longitude. These maps are similar to the "longitude zone" maps presently given in the CRFL-D Series. However, in contrast with the D series, it is not assumed here that longitudinal variation of the ionospheric characteristic is constant within a given zone.

4.5. Diurnal Variation

The diurnal variation for monthly median $f_{o}F_2$ (Line A) is illustrated in figures 10 and 11 for several different locations on the earth (the points of intersection of the two meridians 90°E and 285°E with the five parallels 0°, ±20°, ±50°). These graphs illustrate the strong changes in the diurnal variation with geographic position.

4.6. Longitudinal Variation (Fixed LMT)

The longitudinal variation of monthly median $f_{o}F_2$ (Line B) for a fixed instant of LMT is illustrated by the graphs in figure 12. The changes in this variation (corresponding to different latitudes and hours of LMT) are typified by the graphs for each of the hours, 00 and 12, and for each of the latitudes 0°, ±20°, ±50°.
4.7. Latitudinal Variation (Fixed LMT)

The latitudinal variation of monthly median $f_0 F_2$ (Line C) for a fixed instant of LMT is shown by the graphs in figure 13. Graphs are given for each of the fixed longitudes $0^\circ E$, $90^\circ E$, $180^\circ E$, and $270^\circ E$, for each hour, LMT = 00 and 12.

4.8. Longitudinal Variation (Fixed UT)

The variation of monthly median $f_0 F_2$ with longitude (Line D) for a fixed instant of UT is illustrated by the graphs in figure 14, for the two hours, UT = 00 and 12, for each of the fixed latitudes $0^\circ$, $\pm 20^\circ$, $\pm 50^\circ$.

5. Summary

It has been pointed out that a numerical map is defined by means of a relatively small table of numerical coefficients with which many useful applications can be made. In particular, one can compute the value of the ionospheric characteristic at any desired location and instant of time. By means of this operation a wide variety of graphical representations can be computed automatically and plotted by machine. These include, for example, world and polar contour maps in either universal time or local mean time, illustrations of which were given in section 4.
Although such graphical displays have many important uses, it should be re-emphasized that numerical maps can be used to the greatest advantage and efficiency within the computer—that is, by letting the machine compute the values of the characteristic rather than by reading them manually from a contour map. The computer can do this much faster and more accurately than a person reading and interpolating between maps.

6. Appendix: Basic Problem in Computing Contour Maps

Let us assume that we have been given a table of coefficients $D_{k}$ defining a numerical map $\Gamma(\lambda, \theta, t)$ for an ionospheric characteristic (for example, the coefficients in table 2 for monthly median $f_{0}F_{2}$, September 1958), so that we can evaluate $\Gamma(\lambda, \theta, t)$ at any desired point in the three-dimensional space of $\lambda$, $\theta$, and $t$. Then the problem considered here is that of locating, for given fixed values of $\theta$ and $t$, all values of $\lambda$ for which

$$\Gamma(\lambda, \theta, t) = I_{q} \quad \text{for some } q = 0, 1, \ldots, Q \quad (16)$$

(see sec. 3.2). Thus the problem consists in solving high degree polynomial equations in $\sin \lambda$ for points $\lambda$ lying along selected meridians. The method we employ has two main steps, (1) to isolate the roots within certain small intervals and (2) to approach each root by a method of successive approximation. We begin the discussion with a description of two basic parameters which must be determined. These parameters are associated with the function $\Gamma(\lambda, \theta, t)$. 657
6.1. Parameters $\epsilon$ and $N$ Associated With $\Gamma(\lambda, \theta, t)$

In order to solve the problem outlined above, two parameters $\epsilon$ and $N$ are needed. The determination of these parameters depends upon certain general properties of the function $\Gamma(\lambda, \theta, t)$ as follows. The positive number $\epsilon$ determines the permissible error in an approximation to a root of (16) in the sense that $\lambda$ will be considered a solution to (16) if

$$|\Gamma(\lambda, \theta, t) - I_q| \leq \epsilon$$

for some $q = 0, 1, \ldots, Q$. (17)

For a very flat part of the function $\Gamma(\lambda, \theta, t)$, large variations in the independent variables make only small changes in $\Gamma(\lambda, \theta, t)$. Thus, for a given $\epsilon$, the error in $\lambda$ is proportional to the "flatness" of $\Gamma(\lambda, \theta, t)$.

Since the roots of (16) are obtained by successive approximations, it is desirable for economy to choose $\epsilon$ no larger than necessary. For most ionospheric characteristics a suitable choice is $\epsilon = 0.0001$.

The number $N$ depends upon $\Gamma(\lambda, \theta, t)$ in somewhat the opposite sense. As will be seen, successive approximations to roots of (16) are to be made by means of linear interpolation within the intervals

$$\lambda_{n-1} \leq \lambda < \lambda_n \quad n = 1, 2, \ldots, N$$

(18)

where

$$\lambda_n = \left[ 2 \left( \frac{n}{N} \right) - 1 \right] 90^\circ \quad n = 0, 1, \ldots, N.$$ (19)

Therefore $N$ must be chosen large enough so that, for fixed values of $\theta$ and $t$, the function $\Gamma(\lambda, \theta, t)$ will be approximately linear within the intervals (18). If there are relative maxima or minima of $\Gamma(\lambda, \theta, t)$...
within certain of the intervals (18), a few points on the map could be lost.

For the sake of economy one would like to choose $N$ no larger than necessary. For most ionospheric characteristics it has been found that $N=36$ is sufficient. A typical example of the variation of $\Gamma(\lambda, \theta, t)$ for monthly median $f_0 F_2$, September 1958, with $\theta=270^\circ$ and $t=-180^\circ$ (LMT=00) is shown in figure 15. The vertical lines spaced every 5° illustrate the type of subdivision resulting from the choice of $N=36$.

In the remaining part of the appendix we shall assume that $\epsilon$ and $N$ have been appropriately chosen and that $\theta$ and $t$ are held fixed; hence for simplicity we shall write $\Gamma(\lambda)$ in place of $\Gamma(\lambda, \theta, t)$.

6.2. Isolation of the Roots in the $n$th Interval

We consider first the problem of determining the number of roots in the $n$th interval (18). We
define $\mu_n$ as that value of $q$ ($q = 0, 1, \ldots, Q$) for which
\[ I_{q-1} \leq \Gamma(\mu_n) \leq I_q. \tag{20} \]
(See schematic diagram in fig. 16.) Then, since $\Gamma(\lambda)$ is approximately linear and hence monotonic in the $n$th interval, the number $\gamma_n$ of roots in the $n$th interval is given by
\[ \gamma_n = |\mu_n - \mu_{n-1}|. \tag{21} \]
The end points $\lambda_n$ can also be roots and must therefore be checked. We shall denote the $\gamma_n$ roots in the $n$th interval by
\[ \lambda_n^{(j)} \quad j = 1, 2, \ldots, \gamma_n \tag{22} \]
where
\[ \lambda_{n-1} < \lambda_n^{(1)} < \lambda_n^{(2)} < \ldots < \lambda_n^{(\gamma_n)} < \lambda_n. \tag{23} \]
and for simplicity we shall write
\[ \Gamma_n^{(j)} = \Gamma(\lambda_n^{(j)}) \quad j = 1, 2, \ldots, \gamma_n. \tag{24} \]

Again, from the monotonic behavior of \( \Gamma(\lambda) \) in the \( n \)th interval it can be seen that

(A) \( \mu_{n-1} < \mu_n \) implies \( \Gamma_n^{(j)} = \Gamma_{\mu_{n-1} + j - 1} \)
\[ j = 1, 2, \ldots, \gamma_n. \tag{25} \]

(B) \( \mu_{n-1} > \mu_n \) implies \( \Gamma_n^{(j)} = \Gamma_{\mu_{n-1} - j} \)

(C) \( \mu_{n-1} = \mu_n \) implies there are no solutions in the \( n \)th interval.

Thus we have determined the number of roots in the \( n \)th interval as well as the values assumed by \( \Gamma(\lambda) \) at these roots. The final problem of approximating each root successively is resolved in the following section.

6.3. Method of Successive Approximation

Since \( N \) was so chosen that the function \( \Gamma(\lambda) \) is approximately linear within any of the intervals (18), a satisfactory approximation can be made to the roots \( \lambda_n^{(1)}, \lambda_n^{(2)}, \ldots, \lambda_n^{(\gamma_n)} \) in the \( n \)th interval by means of linear interpolation. In the procedure to be followed the size of the interval of interpolation is reduced after each approximation so that rapid convergence is assured.

For the first root \( \lambda_n^{(1)} \) the initial interval of interpolation will be \((a_1^{(1)}, b_1^{(1)})\) where
\[ a_1^{(1)} = \lambda_{n-1} \text{ and } b_1^{(1)} = \lambda_n, \tag{26} \]
so that the first approximation to \( \lambda_n^{(1)} \) is given by
\[ d_1^{(1)} = \frac{b_1^{(1)}[\Gamma_n^{(1)} - \Gamma(a_1^{(1)})] - a_1^{(1)}[\Gamma_n^{(1)} - \Gamma(b_1^{(1)})]}{\Gamma(b_1^{(1)}) - \Gamma(a_1^{(1)})}. \tag{27} \]

(See schematic diagram in fig. 16.) In general, the \( r \)th approximation to the \( j \)th root \( \lambda_n^{(j)} \) is given by
\[ d_r^{(j)} = \frac{b_r^{(j)}[\Gamma_n^{(j)} - \Gamma(a_r^{(j)})] - a_r^{(j)}[\Gamma_n^{(j)} - \Gamma(b_r^{(j)})]}{\Gamma(b_r^{(j)}) - \Gamma(a_r^{(j)})} \tag{28} \]

where \((a_r^{(j)}, b_r^{(j)})\) denotes the \( r \)th interval of interpolation for the \( j \)th root (to be defined below). After each approximation we must determine which of the following cases occurs:

\[ |\Gamma_n^{(j)} - \Gamma(d_r^{(j)})| \leq \varepsilon, \tag{29} \]
\[ \Gamma(a_r^{(j)}) < \Gamma_n^{(j)} < \Gamma(d_r^{(j)}) \leq \Gamma(b_r^{(j)}), \tag{30} \]
\[ \Gamma(a_r^{(j)}) \leq \Gamma(d_r^{(j)}) < \Gamma_n^{(j)} < \Gamma(b_r^{(j)}), \tag{31} \]
\[ \Gamma(a_r^{(j)}) < \Gamma_n^{(j)} > \Gamma(d_r^{(j)}) \geq \Gamma(b_r^{(j)}), \tag{32} \]
\[ \Gamma(a_r^{(j)}) \geq \Gamma(d_r^{(j)}) > \Gamma_n^{(j)} > \Gamma(b_r^{(j)}). \tag{33} \]

We note that (32) and (33) cannot occur if (25A) holds, and (30) and (31) cannot occur if (25B) holds. If (29) occurs, then clearly we have the desired approximation. If (30) or (32) occur, then we let
\[ a_{r+1}^{(j)} = a_r^{(j)} \text{ and } b_{r+1}^{(j)} = d_r^{(j)}, \tag{34} \]
whereas if (31) or (33) occur, we let
\[ a_{r+1}^{(j)} = d_r^{(j)} \text{ and } b_{r+1}^{(j)} = b_r^{(j)} \tag{35} \]

so that in any case the size of the new interval of interpolation is less than that of the preceding one. This process is continued until (29) occurs and we proceed to the next root. For each root \( \lambda_n^{(j)} \) after the first (\( 1 < j \leq \gamma_n \)), the initial interval of interpolation is taken to be
\[ a_1^{(j)} = \lambda_n^{(j-1)} \text{ and } b_1^{(j)} = \lambda_n, j = 2, 3, \ldots, \gamma_n \tag{36} \]
so that the convergence becomes faster for each successive root since the initial intervals are successively reduced.
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