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ABSTRACT

For a given wave length, an equation of the form

\[ n_1 - n_\infty = \frac{-B(t-20)^2 + A(t-20)^2 + C(t-20)}{(t + D) \times 10^7} \]

an adaptation of the type of equation used by Thiesen for representing data on the density of water, has been compared with four- and six-parameter polynomials in \( t \) as a means for expressing thermal variations in the refractivity of water. All adjustments were made by the method of least squares with a precision of a few parts per million. This type of equation has also been fitted to the data obtained by Chappuis on the density of water at the International Bureau of Weights and Measures in 1891 and 1897. It fits them better than do his tabulated values. All results are examined statistically, a revised table of the density of water is given, and it is concluded that this type of equation is superior to a power series for representing either the refractive index or the density of distilled water.
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I. DISCUSSION OF FUNCTION-\( t \) EQUATIONS

For any given wave length, observed values of refractive indices may be conveniently adjusted after they have been approximately expressed as functions of the temperature, \( t \), by what may be called function-\( t \) equations. Such functions of \( t \) are customarily polynomials in powers of \( t \). It is well known that such equations are, in general, not desirably accurate when limited to a few terms. Moreover, Hall and Payne \(^1\) have expressed the opinion that a single equation of this sort is not valid for a temperature range from 0 to 100° C. It seems, however, that no other type of direct \(^2\) relationship between index and temperature has been published.

\(^2\) E. Kettler (Ann. Physik 369, 512 (1888)) used an equation that involves density as well as temperature. Regardless of its possible merit, both his sets of computed values show systematic failure to represent his data.
Under these circumstances, and remembering the quasi-constant relationship between refractivity and density, it seemed pertinent to consider function-t equations of other types that have been found suitable for representing the observed density of water. Only one such type of formula has been used for the range 0 to 40° C for water. It was published by Thiesen, Scheel, and Diessellhorst, who represented their data obtained at the Reichsamt in 1896, with a four-constant equation of the form

\[ (1-d) = \frac{(t-A)^2}{B} \cdot \frac{t+C}{t+D} \]  

where \( A \) is the temperature of maximum density, and the unit of density is 1 g per milliliter. Moreover, Thiesen later found this same form of equation to be approximately adequate over the larger temperature range 0 to 100° C. He also obtained somewhat better results by extending the equation to six parameters, of which two were arbitrarily selected. The final comparison between his formulas is conditioned, however, by the fact that in both cases his computations for determining the constants were limited to five significant figures.

Preliminary computations made by the authors indicated that an equation of the same type and limited to the four-constant form

\[ n_t = n_{\text{max}} - \frac{(t-A)^2}{B} \cdot \frac{t+C}{t+D} \]  

would be useful for representing refractive index, but a transformation was desirable because in this case no assumption concerning an exact value for the maximum index of water was advisable. Consequently, since index data at 20° C were more numerous and somewhat more reliably determined than those for other temperatures, eq 2 was written for a temperature of \([20+(t-20)]°\) and for \( n_{\text{max}} \) its value in terms of \( n_{20} \) was substituted. The result is

\[ n_t = n_{20} + \frac{C'(t-A')^2}{BD'} \cdot \frac{(t-20) + C'}{(t-20) + D'} \]  

where \( A' = 20 - A, \quad C' = 20 + C, \) and \( D' = 20 + D \). Then after combining terms, eq. 3 may be written in simpler form as

\[ n_t - n_{20} = -\frac{B(t-20)}{(t+D)} \times 10^7 \]  

where the new parameters in terms of those in eq 2, are

\[ \begin{align*}
\overline{B} &= \frac{1}{B} \times 10^7 \\
\overline{A} &= \frac{(C - 2A + 60)}{B} \times 10^7 \\
\overline{C} &= \frac{20 - A}{B} \left[ 40 + C - A + \frac{(A + D)(20 + C)}{20 + D} \right] \times 10^7
\end{align*} \]  

and \( \overline{D} = D \).
For curve fitting, eq. 4 is more convenient than eq 2 from which it was obtained. Approximate values of the parameters are readily found by using eq 4 in the form

$$10^7(n_{20} - n_t) = \left(\frac{t-20}{t} \right)^2 B + \left(\frac{t-20}{t} \right) A + \left(\frac{t-20}{t} \right) C + \frac{n_t - n_{20}}{t} \overline{D}, \quad (6)$$

and for betterments by least squares, one writes

$$10^7\Delta(n_{20} - n_t) = \left(\frac{t-20}{t+\overline{D}} \right)^2 \Delta B + \left(\frac{t-20}{t+\overline{D}} \right) \Delta A + \left(\frac{t-20}{t+\overline{D}} \right) \Delta C + \frac{n_t - n_{20}}{t+\overline{D}} \Delta \overline{D}, \quad (7)$$

provided it can be assumed that errors in temperature are small in their effect on index as compared with those errors otherwise involved in the index measurements.

For representing the index of water it is desired to compare the suitability of eq 4 with that of a power series employing the same (four) or a slightly greater number of parameters. A power series

$$n_t = n_0 - 10^{-7} [a t + b t^2 + c t^3 + d t^4 + \cdots ], \quad (8)$$

as usually written for expressing refractive index, is easily transformed to

$$n_t - n_{20} = -10^{-7} ([t-20]a + (t^2-20^2)b + (t^3-20^3)c + (t^4-20^4)d + \cdots ) \quad (9)$$

after substituting for $n_0$ its value in terms of $n_{20}$. Equation 9, being linear in the parameters, is much more convenient for curve fitting than is eq 4 with which it is to be compared.

II. TESTS WITH REFRACTIVE-INDEX DATA

In previously testing the validity of dispersion equations which were to be used in the adjustment and representation of precise data on the refractivity of distilled water, the available preliminary data on dispersion were more numerous and more suitably distributed throughout the spectrum than were the definitive data. Consequently their use for the tests was in these respects preferable to the use of the definitive data themselves. In the present instance a few preliminary measurements of index had been made at only 10 temperatures, not evenly spaced, between 10 and 60° C, whereas, in the definitive program with approved procedures, many observations were made at 13 temperatures in 5° steps from 0 to 60° C, inclusive. Consequently, it seemed preferable to use the definitive data in testing the function-t equations.

1. ADJUSTMENT OF OBSERVATIONS

All details concerning these observations are to be given in a subsequent paper. Here it is sufficient to state that they consist of (averaged) data at each of 133 temperature–wave-length coordinates within the ranges 0 to 60° C and 4047 to 7065 A. By the method of least squares these indices at each of the temperatures were carefully represented by dispersion equations of the form

$$n_t^2 = a_t^2 - k_t \lambda^2 + \frac{m_t}{\lambda^2 - \lambda_t^2}, \quad (10)$$

---
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which had previously been tested and found particularly suitable for this purpose. These equations constitute what may be termed an isothermally adjusted system based on the actual observations. They were used for computing 13 sodium-lines indices of refraction of water which in turn were considered as "observed" values for purposes of testing function-$t$ equations. For each temperature the corresponding dispersion equation permits the computation of indices which are to some extent free from accidental errors of observation. Having in mind the favorable results of previous tests of this dispersion equation, and considering particularly its use here for wavelengths near the midrange, it seems likely that this elimination of accidental error is a more important matter than the possible introduction of systematic errors of a functional nature.

2. ADJUSTED VALUES OF FUNCTION-$t$ CONSTANTS

There being only 13 observed values of $n_t$, only 12 values of $n_t - n_{20}$ were available for use in adjusting the parameters of proposed function-$t$ equations, and it was imperative to select an equation that could be satisfactorily used with a minimum number of such parameters. Accordingly, eq 6 and 7 were used in turn in determining the parameters of eq 4 as written for four parameters only, and the formula

$$\frac{6.2609(t-20)^3 + 237.16(t-20)^2 + 77170.3(t-20)}{(t+66.9388) \times 10^2}$$

was thus obtained.

Similarly, for eq 9, first four and then six parameters were used, and adjustments were made by least squares. These computations yielded the formulas

$$-10^{-7}[9.868(t-20) + 27.3555(t^2-20^2) - 0.206310(t^3-20^3) + 0.00096718(t^4-20^4)]$$

and

$$-10^{-7}[1.158(t-20) + 27.6358(t^2-20^2) - 0.166690(t^3-20^3) - 0.00168363(t^4-20^4) + 0.0000554067(t^5-20^5) - 0.000000381815(t^6-20^6)]$$

respectively.

3. RELATIVE GOODNESS OF FIT AND CHI-TEST

The results of tests and intercomparisons of formulas 11, 12, and 13 are given in table 1, where many of the entries are self-explanatory, and all are made by steps strictly comparable with those discussed in connection with table 1 of a previous paper on the validity of dispersion formulas.\(^7\) It appears that the four-constant power series, formula 12, is decidedly inferior to the others and that the six-constant power series, formula 13, is better than the four-constant formula 11. The probable error of the so-called observations is not over $\pm 0.45 \times 10^{-6}$ to judge from the tabulated values, while from the data themselves an estimate of $\pm 0.55$ was made. Consequently, $\pm 0.50 \times 10^{-6}$ was adopted as the a priori estimate of probable error for use in computing

\(^7\) J. Research NBS 17, 639-650 (1936) RP934.
other probabilities. As a result it seems that the four-constant formula 11, even if completely suitable in form, would by chance alone in 3 of 100 such tests appear less perfect than is here found. This does not seem to be a high recommendation, but it should be remembered that this computation of probability depends in an important degree on the a priori estimate of the probable error. Also since only one test of this formula has been made it can by chance alone be one having an unfavorable result. In any event the pertinent requirement is mere serviceability within limits of error, and not perfection. Figure 1, a graphic comparison of these formulas by means of the individual residuals, enables one to see that any imperfection existing in the four-constant formula 11 cannot be serious in sixth-decimal refractometry.

### III. TESTS WITH DENSITY DATA

The distribution of "observed" values in figure 1 suggests, however, that formula 11 leads to values that are slightly too high near 30 and near 55°C. Although these discrepancies are not large, as compared with possible experimental errors, they are of interest as possible peculiarities, either in formula 11 or in the behavior of water, near these temperatures. The fact that formula 13, with six independently adjusted constants, more nearly accords with the 12 observed values is in large measure forced by the larger ratio of number of parameters to number of observed values. More refractivity data for use in testing formula 11 would be desirable, but unfortunately they are not at present available.

In the absence of such additional refractivity data, it seemed appropriate to examine systematically the Chappuis 8 data on density of water to seven decimal places as determined in 1891 and 1897 at the International Bureau, at Paris. The fitting of a four-parameter equation of the Thiesen type to this data might reveal discrepancies

### TABLE 1.—Statistical comparison of function-t formulas for \( \Delta n = n_1 - n_20 \)

<table>
<thead>
<tr>
<th>Designation of formula...</th>
<th>(Thiesen type)</th>
<th>(Power series)</th>
<th>(Power series)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of independent parameters</td>
<td>4</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Number of plus residuals (observed minus computed ( \Delta n ))</td>
<td>7</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Number of minus residuals</td>
<td>5</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Number of changes in sign of adjacent residuals</td>
<td>6</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>Number of nonchanges in sign of adjacent residuals</td>
<td>-0.33</td>
<td>+0.15</td>
<td>+0.11</td>
</tr>
<tr>
<td>( 10^9 ) algebraic average residual</td>
<td>-0.03</td>
<td>+0.51</td>
<td>+0.01</td>
</tr>
<tr>
<td>( 10^9 ) arithmetic sum of residuals</td>
<td>8.16</td>
<td>19.93</td>
<td>4.55</td>
</tr>
<tr>
<td>( 10^9 ) arithmetic average residual</td>
<td>0.68</td>
<td>1.66</td>
<td>0.38</td>
</tr>
<tr>
<td>( 10^9 ) median residual</td>
<td>0.5</td>
<td>1.9</td>
<td>4</td>
</tr>
<tr>
<td>( 10^9 ) estimated P.E. (assuming that existing degree of fit can be worse by chance alone in 50% of such tests)</td>
<td>±0.73</td>
<td>±1.68</td>
<td>±0.45</td>
</tr>
<tr>
<td>( 10^9 ) estimated P.E. of estimated P.E.</td>
<td>±0.12</td>
<td>±0.28</td>
<td>±0.06</td>
</tr>
<tr>
<td>Number of observations minus number of parameters</td>
<td>8</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>( x^2 = \sum r_i^2 / (1.483 \text{ P.E.})^4 ), where P.E. is estimated a priori as ( \pm 0.50 \times 10^{-4} )</td>
<td>17.3</td>
<td>90</td>
<td>4.8</td>
</tr>
<tr>
<td>Probability of worse fit by chance alone if P.E. is estimated a priori as ( 0.50 \times 10^{-4} ) in index</td>
<td>0.03</td>
<td>Very small</td>
<td>0.54</td>
</tr>
<tr>
<td>Odds that formula is imperfect in form</td>
<td>33 to 1</td>
<td>Very great</td>
<td>1 to 1</td>
</tr>
</tbody>
</table>

---

8 See footnote 3, p. 206.
in density similar to those in index that have been discussed in the preceding paragraph. Under such circumstances one would seriously consider the advisability of employing more parameters in precisely representing thermal variations in refractive index, even at the cost of obtaining more index data for their proper evaluation.
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**Figure 1.**—Comparison of function-\(t\) formulas for thermal variation in the refractive index, \(n_D\), of water.

Formulas 11, 12, and 13, with 4, 4, and 6 parameters, respectively, were adjusted by least squares to fit the sodium-lines indices of distilled water as computed by dispersion equations representing data for various wave lengths taken independently at each of 13 temperatures. Circular dots represent residuals for such sodium-lines indices, and lines represent residuals for indices computed as functions of \(t\). The reference line \(\Delta n = 0\) corresponds to indices computed by a general interpolation formula (based, like formula 11, on eq 4 and 10) to fit all approved data taken for several wave lengths.

For a systematic examination of this sort, Chappuis' data are superior to those of Thiesen, Scheel, and Diesselhorst in that they are well distributed throughout the range 0 to 41°C, whereas the others consist of close groups spaced at approximately 5°C intervals. This examination of density data seemed especially desirable because, as indicated by Chappuis' tabulated comparison, the two similar tables
of density based, respectively, on these two sets of data diverge in such manner that the difference between them shows a very noticeable succession of maxima and minima and is increasing very rapidly at 41° C. Since Chappuis had used three separate density equations, cubics in t, to cover this temperature interval, it seemed that this systematic divergence might be an indication of the limitations of the much simpler Thiesen equation.

1. REEXAMINATION OF THE CHAPPUIS OBSERVATIONS

To make this test effectively, but with a minimum of labor, a value for A of eq 1 was directly determined after differentiation of the first Chappuis equation, namely, one for the temperature interval 0 to 10.3° C. Then densities at 2.5° intervals were taken from the Chappuis table, 17 observational equations were formed, and values for B, C, and D were computed by least squares (assuming the temperatures as exact). The resulting formula

\[(1-d) = \frac{(t-3.9863)^2}{508929.2} \cdot t + \frac{288.9414}{t + 68.12963} \]  

was used in computing densities for comparison with each of the 114 values determined experimentally by Chappuis.

The sum of the squared residuals is reduced to 71 per cent of the corresponding sum obtained when the observations are subtracted from the entries in the Chappuis table. This published table was, however, a result of implicit weightings of the observed values and it seemed desirable to make a comparison which would include those weights. It appears that 30 observations of the first set in 1891 were given equal weight with 45 of the second set and then 39 determinations in 1897 affected the tabulated values as much as all of the 1891 data. Consequently, the effective weights were proportional to the numbers 0.650, 0.433, and 1.00, respectively, for the three sets in chronological order. Using these weights, the sum of the weighted squared residuals is, for formula 14, 68 percent of the corresponding sum for the Chappuis table computed by its three separate formulas, each with three powers of t. In other words, then, the weightings seem to have little or no effect on the comparative merits of the two sets of computed values.

The (unsquared) residuals for formula 14, have been carefully examined for evidence of systematic trends. In figure 2 the weighted residuals and also the corresponding residuals for the Chappuis table are plotted for comparison. The systematic deviation between the data and the Chappuis table (computed by the triad of cubics in t) is particularly noticeable for temperatures near 15° C. Of 16 observed values between 11 and 20° C all are higher than the tabulated densities and the average of these residuals is \(+14 \times 10^{-7}\). On the other hand, there seems to be no systematic deviation between the observations and the values defined by formula 14.

2. RESULTS OF READJUSTMENT

Since the Thiesen, Scheel, and Diesselhorst table agrees with their (independently adjusted) observed values within the limits \(+7\) and \(-4 \times 10^{-7}\), it may be concluded from figure 2 that the maximum discrepancies between observations at the International Bureau and at the
PTR are appreciably smaller than has hitherto appeared, especially at temperatures near 25 and 40° C.

Formula 14 has been used for computing table 2 in which are listed the revised values of density which, according to this analysis of the Chappuis data, should be substituted for the table now extant, if more than five digits are to be used. Many changes in listing are larger than \( \pm 20 \times 10^{-7} \), and at 12 to 15° C the change is approximately \( \frac{1}{4} \) per cent of \((1 - d)\). The maximum excess of this new table over that given by Thiesen, Scheel, and Diesellhorst is only \( +62 \times 10^{-7} \) at

**Figure 2.**—Weighted residuals for density of distilled water as compared with computed density, \( d_{o} \) from table 2 of this paper.

Note that all of Chappuis’ observed values are higher than his tabular values from 11 to 20° C, while from 20.5 to 20.8° C all his observations appear lower. (For unweighted residuals at the 23 observed points within these temperature intervals, there are two exceptions to this statement.)

41° C, as compared with the old difference of \( +111 \times 10^{-7} \). Comparison of certain mean coefficients of expansion taken from this revised table 2 and from Chappuis’ table, shows differences of several tenths of 1 percent.

At this time it is not desirable to compute a corresponding table of refractive index by use of formula 11, because some readjustment of the constants will probably result when all approved data are more freely adjusted by use of a combined function-\( t \) and dispersion formula for indices over the whole temperature-wave-length surface.
TABLE 2.—Density of distilled water computed from Chappuis’ observations by the
formula \((1-d) = \frac{(t-3.9863)^2}{t+238.9414} 508929.2^{-1} + 68.12963\)

<table>
<thead>
<tr>
<th>Temperature, (\circ C)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>0.999</td>
<td>0.976</td>
<td>0.947</td>
<td>0.908</td>
<td>0.863</td>
<td>0.805</td>
<td>0.737</td>
<td>0.661</td>
<td>0.579</td>
<td>0.500</td>
</tr>
<tr>
<td>1.000</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
</tr>
</tbody>
</table>

IV. CONCLUDING DISCUSSION

Whereas precise tests in representing thermal variations in the refractive index of water indicated the adequacy of a four-constant formula of the Thiesen type, some question remained because the data were grouped at relatively few temperatures from 0 to 60\(\circ\) C and, moreover, by an implicit challenge existed in that Chappuis had used a triad of cubics in \(t\) to cover the smaller temperature interval 0 to 41\(\circ\) C in the related field of density of water. Examination of Chappuis’ data has revealed, however, that they may be even more satisfactorily represented by an equation of the Thiesen type than by the cubics. The density residuals show no systematic departure from this four-constant even near 30\(\circ\) C, where a small departure in refractive index was suggested by figure 1.
Insofar as conditions at 30° are concerned, this negative result may occur merely because the precision of either index or density measurements is not sufficiently high; or it is, of course, possible that the phenomena of absorption are sufficiently important to influence index in such manner that, considered as a function of temperature, index is not exactly comparable with density at or beyond the limits of precision reached in these investigations. However this may be, for all practical purposes formula 11, of the Thiesen type, satisfactorily represents the refractivity of distilled water as a function of temperature. It is much superior to a power series having the same number of constants.

Aside from the ease with which they may be handled, the use of power series in representing either the refractivity or the density of water should probably be considered as a practical expedient acceptable only as an approximately satisfactory solution of a difficult problem. If, however, it is desired to secure validity of representation within a very few parts per million and to use only a minimum number of parameters, then the tests herein reported seem highly favorable to the use of that type of equation which Thiesen used for density.
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