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The Minamata Convention on Mercury has created a near-term need to develop alternative fixed points to replace the mercury triple 

point (Hg TP) for calibration of standard platinum resistance thermometers (SPRTs) on the International Temperature Scale of 1990 

(ITS-90). The sulfur hexafluoride (SF6) TP is a good candidate to provide adequate “drop-in compatible” replacements for the lowest 

costs. We report our first results of SF6 TP realizations performed at the National Institute of Standards and Technology (NIST) using 

a new series of transportable and refillable triple-point cells. The melting curves are presented at various melted fractions F and 

compared to evaluate the reproducibility and overall uncertainty for the realizations. We obtained a TP temperature of 

223.55587(33) K at F = 50 % and 223.55607(35) K at F = 100 % as a weighted average of realizations using two adiabatic-type cells 

and two immersion-type cells. (Unless otherwise stated, uncertainties are standard uncertainties corresponding to a 68 % confidence 

level.) Temperatures were derived using a combination of five different SPRTs as calibrated at NIST on the ITS-90. The data were 

evaluated over a region of the melting plateau for melted fraction F between 30 % ≤ F ≤ 80 % with a 0.2 mK wide melting range. The 

results from the immersion-type cells were used to derive an experimental value for the SF6 TP static head correction of 

−11.6(1.7) mK/m. This value implies an initial slope of the pressure-temperature (p-T) equilibrium melting line of 1.55 MPa/K, which

is in agreement with the value predicted via the Clapeyron equation. The uncertainties of these initial SF6 TP realizations are limited

by uncertainty in the realization of the ITS-90 (0.25 mK) and, to a lesser extent, static pressure head effects and chemical impurities.
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1. Introduction

The triple point of mercury (Hg TP) is a defining point (THg TP = 234.3156 K) on the International

Temperature Scale of 1990 (ITS-90) [1]. Triple-point cells for use in calibrating standard platinum 

resistance thermometers (SPRTs) were first developed by Furukawa in the 1980s [2]. The current state-of-

the-art allows these to be used for TP realizations with reproducibilities at the level of 0.1 mK [3]. Several 

national metrology institutes (NMIs) are capable of producing cells of this quality. A few (i.e., 2 or 3 
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worldwide) commercial manufacturers also have the capability to produce high-quality cells, but practical, 

health, and regulatory issues represent significant impediments to their manufacture, sale, and distribution. 

Long-term stability considerations dictate the use of high-purity glass cells, while safety and shipping 

requirements necessitate the use of stainless steel, which compromises the long-term stability through 

dissolved base metal contamination. Stringent safeguards are put in place at every stage of production, 

which make Hg TP cells expensive to produce. The purification and filling procedures alone present 

sufficient risks to limit production of Hg TP cells to only a few manufacturers worldwide. Furthermore, 

new regulations may soon to go into effect that would render commercial production of Hg TP cells 

unviable. 

The Mercury Export Ban Act of 2008 (MEBA) was passed by the U.S. Congress and signed into law 

in October 2008 [4]. Under the law: “Federal agencies are prohibited from conveying, selling or 

distributing elemental mercury that is under their control or jurisdiction”; and “Export of elemental 

mercury is prohibited from the United States beginning January 1, 2013.” This act followed the actions by 

many state legislatures restricting or otherwise banning the sale of mercury or products containing 

significant amounts of mercury.  

At the international level, the Minamata Convention on Mercury [5] was signed by approximately 40 

countries, including the United States, in 2013. The terms of the full treaty have since taken effect with the 

required ratifications by 50 countries effective 16 August 2017. From this point forward, the international 

production and trade of products containing mercury are prohibited by those countries.  

One consequence of the state laws already in effect within the United States has been the practical 

elimination of the market for mercury-in-glass (MIG) thermometers. Once widely used in science and 

industry, the MIG thermometer was already functionally obsolete as many practical and comparably 

accurate alternative thermometers have been available in the market for years. The market has already 

made adjustments for the MIG thermometer phase-outs, and standards specifying their use are likewise 

being revised or replaced [6]. 

The situation is completely different, however, for Hg TP cells. There are currently no suitable 

substitute fixed points in production that could readily replace the Hg TP as a calibration point for long-

stem SPRTs. While some NMIs such as the National Institute of Standards and Technology (NIST), which 

has a stockpile of high-purity mercury, could continue indefinitely to produce Hg TP cells for their own 

use, distribution by these institutes to other NMIs or commercial customers would be prohibited. While 

exceptions might be permitted for international comparisons under special temporary export licensing, 

dissemination would be severely constrained. Moreover, since commercial production of Hg TP cells will 

most likely cease, private calibration laboratories will be unable to realize the ITS-90 according to the 

current definition. This will in turn increase their costs of doing business as calibration requirements 

become more dependent on sending SPRTs out for calibration to NIST or one of the few other laboratories 

that maintain Hg TP cells. Eventually, the scarcity of the Hg TP cells will result in economic pressure to 

find some alternatives for calibration of SPRTs. The identification and development of such alternative 

fixed points are therefore imperative actions, and NIST can lead this effort by evaluating the technical 

feasibility for the most promising substitute fixed-point materials. 

The general requirements for fixed-point materials are: (a) high chemical stability (i.e., nonreactive); 

(b) available in high-purity form or otherwise easily purified in the laboratory; and (c) manageable health 

and safety risks. Material costs can be another factor. In practice, the total cost of ownership for any 

standard-quality fixed-point cell is overwhelmingly dominated by the labor costs involved in operating and 

maintaining the related equipment. A fixed-point material that is suitable for packaging as a “drop-in 

replacement” to existing Hg TP cells, with only a minimal adjustment to bath temperature and heating 

rates, would result in a minimum replacement cost and the highest probability of market acceptance. A 

fixed-point material that exhibits narrow and reproducible melting plateaus (e.g., 0.1 mK), with only a 

modest degree of supercooling (i.e., <≈ 1 K), would result in the largest extent of scientific acceptance.  
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The most readily adaptable fixed-point materials are those with triple points (TPs) between 200 K and 

234 K, allowing the use of conventional refrigerated ethanol/methanol bath technology. This low-

temperature melting condition restricts the potential materials to nonmetals, with Hg itself being a unique 

exception among all metals. The stable monoatomic noble gases all have TPs below 200 K and are thus 

ruled out for this application. A lower limit of 200 K also rules out the lighter and more volatile 

halocarbons. Some of the heavier halocarbons do fit the temperature range criterion; however, these are 

generally less chemically stable and not readily available in high-purity lots.  

When all suitable and readily available substances are reviewed and compared, the two common 

candidates that stand out as potentially best suited for Hg TP replacements are sulfur hexafluoride (SF6) 

and carbon dioxide. Both are nearly chemically inert, readily available in high-purity form, and 

inexpensive, they have negligible risk to health, and they have TPs just below (T = 10.8 K and 17.7 K, 

respectively) the Hg TP. Between these two candidates, the lower vapor pressures of SF6 present less of an 

engineering challenge. This work focuses solely on SF6, but studies of CO2 are planned for future work. 

 

2. Thermophysical Properties of SF6 
 

Sulfur hexafluoride is a synthesized industrial gas used extensively in the electrical power sector as a 

high-voltage insulating gas. It is chemically inert under most common conditions and is readily available in 

high purity at low costs. Guder and Wagner (GW) [7] reviewed the physical properties of SF6 as they 

pertain to the currently recommended equation of state (EoS) in liquid and vapor phases. A collection of 

archival determinations of the TP temperature Ttp were tabulated by GW, and we have reproduced that 

listing here as a plot in Fig. 1. Prior to the 1993 determination of Ttp = 223.554(5) K by Blanke et al. [8], all 

temperatures reported in the literature were approximately 1 K colder than the more recent data. The 2002 

determination by Funke et al. [9] is Ttp = 223.555(3) K, and this value was adopted by GW for the purposes 

of their development of the EoS. More recently, Rourke [10] made a direct realization of the SF6 TP of 

Ttp = 223.55523(49) K (also shown in Fig. 1), in close agreement with the value of Funke et al.  

 

 

Fig. 1. Published values for the SF6 TP from the literature as listed in GW [6]. Uncertainties for the data after 1990 are below 0.01 K 

and too small to be resolved on this scale. The value from Rourke (2016) [9] has been added.  

 

Table 1 summarizes a few of the most important thermophysical properties of SF6 at its TP 

temperature and, for comparison, those of Hg. The values listed for Hg are from Mangum and Furukawa 

[11] and Furukawa [2]. For SF6, the TP temperature Ttp, pressure ptp, and liquid-phase density l, were 
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taken from GW [6]. The solid-phase density s was extrapolated from literature values as discussed in Sec. 

2.2. The mass enthalpy of fusion hf was taken from Rourke [10]. The slope of the melting line dpm/dT is 

from Harvey [11], and it is discussed in detail in Sec. 2.3. Finally, A−1 is the inverse of the first cryoscopic 

constant A = hf/MRT2, where M is the molar mass (MSF6 = 0.14606 kg/mol) and R is the molar gas 

constant (R = 8.3145 J/molK).  

 
Table 1. Comparison of some thermodynamic properties of SF6 and Hg (see text for sources and discussion). 

 

 Ttp ptp l s hf dpm/dT A−1 

 (K) (MPa) (kg/m3) (kg/m3) (J/kg) (MPa/K) (K/ppma) 

SF6 223.555 0.231 1845 2279 36,150 1.56 78.7 

Hg 234.3156 1.7×10−10 13,690 14,184 11,426 18.5 199 

appm = mol·mol−1. 

 

While the molar mass of Hg is only 1.37 times that of SF6, the molar density is 5.3 times greater, so 

that the mass density is 7.3 times greater. When expressed as equal volumes of liquid, the enthalpy of 

fusion hf of SF6 is only 43 % of that of Hg. So the available melting heat of SF6 is smaller for the same 

size cell compared to Hg, but in practice, this is not a serious limitation. 

The inverse cryoscopic constant A−1 provides a rough estimate for the melting depression T = xA−1 in 

kelvin due to impurities as expressed by a mole fraction x, in mol·mol−1, provided that the impurity is 

soluble in the liquid and not the solid. While the lower value for SF6 of A−1 ≈ 79 µK/mol·mol−1 compares 

favorably with 199 µK/mol·mol−1 for Hg, the fact that Hg can be easily distilled to ultrahigh purity [2] 

renders this difference unimportant. 

In the historical context, the fact that older samples of SF6 yielded ≈ 1 K colder TP temperatures (see 

Fig. 1) could be due to larger concentrations of impurities in those old samples. However, a 1 K depression 

would imply a dissolved impurity concentration of 1.3 %, which seems surprising, particularly for samples 

from circa 1980 and later. While the existence of eutectic solid solutions is a plausible explanation, the 

origins of the large depressions in the pre-1993 SF6 TP temperatures as reported in the literature are not 

well understood. The self-consistency of the modern data (starting in 1993), in contrast, is at the level of a 

few millikelvin. This implies that the modern methods for synthesis and purification of SF6 are sufficient to 

produce high-purity samples. 

 

2.1 Liquid and Vapor Phases 

 

Liquid SF6 coexists with its saturated vapor between the TP 223.555 K and the critical point 

318.723 K. The saturated vapor curve and a portion of the melting line are shown in Fig. 2. Also shown are 

four gas-phase isochores for temperatures above ambient. The two highest density isochores are for higher 

densities of 1030 kgm−3 and 920 kgm−3; the third isochore is exactly the critical density (745.8 kgm3); 

and the fourth isochore is for a lower density of 315 kgm−3. These saturated pressures and isochores were 

calculated via the GW EoS as implemented using the NIST program REFPROP [12]. In practice, these 

isochores would normally not be accessible without overheating a given triple-point cell. They are, 

however, useful to understand, since a fixed-point cell has a fixed overall density, which determines these 

pressure-temperature (p-T) gas equilibrium states. We discuss the related design and safety aspects for SF6 

fixed-point cells in Sec. 3. 

The densities of the saturated liquid and vapor phases for SF6 are shown in Fig. 3 between the TP and 

critical point. Calculations were again implemented via REFPROP [12]. At the TP, the densities are such 

that only 1 % of the total mass of SF6 inside of a given cell would be in the vapor phase. Between the TP 
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and 300 K, the liquid-phase volume will expand by a factor of approximately 1.4. Hence, there is a need for 

an expansion volume in SF6 TP cells. 

The transport properties of SF6 in the liquid and vapor phases are typical of most nonmetals under 

similar pressure and temperature conditions. These properties are significantly different from those of a 

liquid metal such as mercury. Table 2 lists selected transport properties: thermal conductivities, l , v; 

dynamic viscosities, l , v; thermal diffusivities, l , v; and Prandtl numbers, Prl , Prv. The factor of 80 

higher thermal conductivity for liquid Hg implies SF6 would be expected to develop thermal gradients a 

factor of 80 larger than in Hg for the same external heat flux. Similarly, thermal diffusivity favors liquid Hg 

by a factor of 65. This suggests that dynamical thermal response might be 65 times slower in SF6 compared 

to Hg. Finally, the factor of 100 in the Prandtl number is a clear separation between the dominant diffusive 

heat transport in Hg compared to a dominant convective transport in the case of liquid SF6.  

 
Table 2. Comparison of some transport properties of liquid- and vapor-phase SF6 [12],[13], [14] and Hg [2], [15], [16] at their TP 

temperatures and pressures (see Table 1). The properties listed from left to right are liquid and vapor phase: thermal conductivity; 

dynamic viscosity; thermal diffusivity; and Prandtl number. Vapor-phase mercury properties are omitted since the very low pressure 

vapor makes a negligible contribution to heat transport. 

 

 l v l v l v Prl Prv 

 (mW/mK) (mW/mK) (Pas) (Pas) (cm2/s) (cm2/s)   

SF6 77.9 7.63 410 11.9 0.000504 0.00691 4.41 0.88 

Hg 6300 [15]  2033 [16]  0.0328  0.046  

 

 

 

Fig. 2. The saturated vapor pressure curve, melting line, and four gas-phase isochores of SF6 from the TP to 350 K. The densities of 

the isochores are expressed as a critical density ratio (CDR) of the cell density relative to the critical density. 
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Fig. 3. The densities of the saturated liquid and vapor phases between the TP and critical point. 

 

2.2 Solid Phase 

 

In the region between ≈ 96 K and the melting line, solid-phase SF6 exists as a so-called “plastic” body-

centered cubic crystal [17]. This phase exhibits orientational disorder in the molecular axes, giving rise to 

the “plastic” phase description. We are unaware of any contemporary direct measurements of the density of 

this solid phase at the TP. There are, however, several measurements at lower temperatures, as well as 

various measurements of the lattice constants, which, when combined, allow a reliable extrapolation of 

those density values to the TP temperature. Kiefte et al. [18] reviewed the neutron and X-ray scattering data 

between 100 K and 200 K available prior to 1988. They used a set of four lattice parameter determinations 

at four temperatures over that range to make a linear extrapolation of inferred crystal densities, which 

yields s = 2280 kgm−3 at 221 K.  

We reproduce the data as cited in Kiefte et al. [18] in Fig. 4, but we exclude the data below 180 K. In 

addition, we include a set of three molar volume determinations from Konstaninov [19] at 188 K, 202 K, 

and 212 K. The result of a linear least-squares fit yields an extrapolated density of s = 2282 kgm−3 at 

223.555 K, as given in Table 1. This density is equivalent to a molar volume of 64.0 cm3·mol−1. Harvey 

[20] made a similar data extrapolation of the solid molar volume, based on a more extensive set of data, 

that yielded an equivalent value of 64.10(25) cm3·mol−1. We adopt this value for the purposes of 

calculations for static pressure head corrections discussed in Sec. 2.3. 

It should be noted that the solid-phase density of s = 2279 kgm−3 implies a volume change from solid 

to liquid at the TP of (Vl − Vs)/Vs = 23.5 % relative to the solid volume Vs (−19.0 % on freezing relative to 

the liquid volume Vl). This is a much larger volume change than occurs for metals (e.g., 3.6 % in Hg), and 

it is also larger than that of many nonmetals, including all of the noble gases. 
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In contrast to the liquid and vapor phases, there is no comprehensive review publication for solid-phase 

SF6 properties comparable to that of GW. Furthermore, we have not made a comprehensive review of the 

literature for solid SF6 properties, and so the data cited here should be considered incomplete. 

 
Fig. 4. The extrapolation of various determinations of solid-phase SF6 densities between 193 K and 212 K by neutron and X-ray 

scattering and other methods to the TP temperature (red circle, see text). 

 

2.3 The Melting Line 

 

A revised melting-line equation was derived by Harvey [20] for use between the TP pressure of 

0.231 MPa and approximately 48 MPa (253 K). The slope of the melting line dpm/dT, as evaluated at the 

TP, is a property of interest for immersion-type fixed-point cells, since the inverse slope governs the size of 

the static pressure head correction [11]. The revised melting-line equation takes into account the historical 

1 K error in older melting data, where the TP temperature served as a reference. This revised equation also 

constrains the initial slope to agree with the Clapeyron prediction. An earlier melting-line equation used by 

GW [7] was not constrained to match any particular value for this initial slope. Taking the derivative of the 

Harvey’s Eq. (2) [20] and evaluating it at T = Ttp, we have 
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   ,    (1) 

 

where a = 223.7 MPa and c = 1.555. The slope as predicted by the Clapeyron equation is 
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where the solid-phase molar volume vs = 0.438×10−3 m3/kg is based on the extrapolated value from 

Harvey [20].  
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We used the Harvey melting line slope of 1.556 MPa·K−1 to calculate a predicted pressure head 

correction coefficient for SF6 of 

 

tp

p
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11.6 mK m
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T T

T T

T g

pz
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    ,    (3) 

 

where the liquid density is assumed, and the negative sign accounts for increasing pressure with negative 

relative displacements below the free surface. This pressure head coefficient allows a correction to be 

calculated on the basis of the effective immersion depth z from the thermometer element midpoint to the 

free surface of the liquid phase. This value exceeds (in magnitude) our earlier estimate [21] of 10 mK·m−1 

based on the GW melting line slope by 16 %. The coefficient 11.6 mK·m−1 as predicted here is larger than 

that for any other ITS-90 fixed-point material, including that of Hg and Au [11]. 

 

2.4 Solubility of Nitrogen 

 

Nitrogen is a common impurity in SF6 and is highly soluble in the liquid phase. The Bunsen absorption 

coefficient (T) of N2 in liquid SF6 was measured by Miller et al. [22]. They found (300 K) = 2 atm 

(202 kPa), which, when converted to a Henry’s law volatility constant, yields KH(300 K) = 10 MPa or 

10 Pa∙(mol N2/mol SF6)1 when expressed as the partial pressure of N2 in the vapor phase divided by the 

mole fraction of N2 dissolved in the liquid phase at equilibrium. From this, we can calculate a vapor-liquid 

distribution coefficient kv,l for N2 impurities in SF6. At 300 K the saturated vapor pressure of SF6 is pv = 

2.4 MPa, so that kv,l(300 K) = KH(300 K)/pv  4 (assuming a N2 fugacity of 1). The temperature dependence 

of kv,l scales such that the product of Tln(kv,l) is proportional to the liquid solvent density l(T). Given that 

l(223.555 K)/l(300 K) = 1.4, we calculate kv,l(223.555 K) = 35. This means that the mole fraction of N2 in 

the vapor phase is 35 times greater than the mole fraction of N2 dissolved in the liquid phase in equilibrium 

at the TP. However, a mitigating factor is the vapor density being only 1 % of that of the liquid phase at the 

TP. Thus, if the vapor and liquid volumes are comparable, most of the N2 will still be dissolved in the limit 

of the liquidus point. This is an important factor for calculating the effective impurity fraction of N2 in the 

liquid phase for a known overall (all phases) fraction. Further specific details on this effect are given in 

Sec. 4.1.1. 

 

3. Experimental 
 

3.1 Cell Design and Construction 

 

All fixed-point cells are subject to several constraints for realization of the fixed point at the highest 

level of reproducibility. The so-called immersion-type cell is specially designed to accommodate long-stem 

SPRTs at typical condensate-immersion depths of 15 cm to 18 cm [11]. This sets the size scale for all other 

cell dimensions, resulting in about 0.2 L of condensed SF6 surrounding a reentrant well and enclosed in an 

outer shell approximately 40 cm high and 5 cm in diameter. For all SF6 TP cells with densities between the 

limits shown by the gas-phase isochores in Fig. 2, some liquid phase will continue to exist at ambient (e.g., 

23 °C) temperatures. The vapor pressure of SF6 at ambient temperature, p(296 K) = 2.25 MPa, is low 

enough to permit safe containment provided that the cell has a liquid-phase expansion volume.  

An important design criterion for the immersion cells is to keep the physical dimensions similar to 

those of a Hg TP cell, allowing the cell to be easily substituted into a refrigerated bath and readily 

transportable. Another criterion is to allow the sample to be changed when needed. This requires an integral 

valve of a sufficient pressure rating and suitable for high-purity gas service. The main benefit of the 
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refillable design of the cell presented here is that the sample can be readily changed to a different source of 

SF6 with a different chemical assay, allowing sample-to-sample thermometric comparisons to be made with 

all other variables held constant. 

Four TP cells were constructed and filled with SF6 for this study. Two of these (cell serial numbers 

1202 and 801) were larger immersion cells and two others (cell serial numbers 302 and 401) were smaller 

“adiabatic”-type cells. The cell design parameters are summarized in Table 3 and identified by serial 

number (s/n). The cell volume, Vcell, represents the total internal volume of the cell. The SF6 mass, mSF6, is 

the total mass of SF6 contained inside the cell. The cell density, cell, is the ratio of these values. The liquid 

and vapor volumes, Vl and Vv, were calculated for the liquidus condition (fraction melted F = 1) at the TP 

temperature. The effective immersion, zeff, is the depth of the thermometer element (at its midpoint) below 

the free surface of the condensed portion of SF6 at the TP temperature. The immersion depth is negligible 

for adiabatic cells. The thermowell is a reentrant cylindrical cavity matching the SPRT geometry and 

allows a thermometer to equilibrate with the sample within the cell. For the adiabatic cells, this is a triple-

well configuration for capsule SPRTs under vacuum conditions. The two immersion cells, s/n 801 and s/n 

1202, had single coaxial thermowells with inner diameters (IDs) of 8 mm and 12 mm, respectively, and 

these required immersion corrections proportional to zeff. These cells allow the use of some combination 

of both long-stem and capsule-type SPRTs. Finally, the cell enthalpy was calculated by Hf = hf mSF6. We 

took the value of MSF6hf = 5.28 kJ·mol−1 from Rourke [10] and assumed an uncertainty in both Hf and 

hf of 1 %. The estimated uncertainties in the mass values were 0.1 %, and the estimated uncertainties in 

the volume and density values were 1 %.  

 
Table 3. SF6 triple-point cell parameters as used in this study. 

 

Cell  Volume,  

Vcell 

SF6 mass,  

 mSF6 

Density,  

cell 

Liquid, 

Vl 

Vapor, 

Vv 

Immersion, 

zeff 

Thermowell inner  

diameter 

Enthalpy,  

Hf 

s/n (cm3) (g) (g·cm−3) (cm3) (cm3) (cm) (mm) (kJ) 

302 42 12.9 0.307 6.6 35.4 0 Three ×5.6 0.47 

401 14 9.1 0.650 4.8 9.2 0 Three ×5.6  0.33 

801 580 590 1.017 317 263 17.1 8 21.3 

1202 550 470 0.855 252 298 13.4 12 17.0 

 

All the cells were made from type 316L stainless steel. In some cases, vacuum-arc remelt (VAR) bar 

stock and/or oxygen-free high-conductivity copper (OFHC) were used for certain parts. Electropolished 

316L tubing was used for all cylindrical sections, and all joints were arc-welded using argon.  

The stainless-steel tubing used in all cell construction was certified to meet the requirements of ASTM 

A269 and/or ASTM A270 specifications [23], [24]. Based on the as-tested certificate values for the 

ultimate tensile strength of the 50.8 mm diameter tubing used in the immersion cells, the nominal rated 

pressure exceeds 13.8 MPa (≈ 2000 psig). Rated pressures in the smaller adiabatic cells are higher. For the 

cell with the highest density (s/n 801, 1.017 g·cm−3), the volume would, in principle, have to be overheated 

to 382 K in order to reach that pressure. In practice, this pressure would not be sustainable (or even 

attainable) since the spring-loaded bellows valve would begin to leak through the valve seat at pressures 

exceeding 7 MPa.  

 

3.1.1 Cell 302 

 

The adiabatic cell serial number 302 is a special experimental prototype constructed from VAR 

stainless steel and OFHC copper as shown in Fig. 5a. The most unusual feature is an integral all-metal 

bellows valve in place of the more customary permanent welded tube seal. The valve is a modified version 

of the same commercial valves used on the immersion cells described below in Sec. 3.1.3 and Sec. 3.1.4. 

Unlike in those cells, however, in this case the valve body is isothermal with the cell body. The valve 
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allows for changing the gas sample, but for this study, all data were obtained from melts using a single 

charge of SF6 from the source described in Sec. 3.3. This cell’s internal volume was 42 cm3, and its overall 

dimensions were near the upper limits of what will fit in a typical calorimeter, which was a compromise 

necessary to accommodate the bellows valve. The main volume outer diameter (OD) was 32 mm, with a 

2.5 mm wall thickness. The horizontal axis of the valve body was 56 mm, which defines the limiting radial 

dimension. 

This cell incorporated a single removable copper block, which contained the three 5.6 mm diameter 

thermowells for mounting the capsule SPRTs. The block was threaded into a reentrant copper well that was 

welded into the bottom of the cell’s stainless-steel containment wall. A single etched-foil-on-polyimide 

resistance heater was bonded onto the external cylindrical surface along with copper lead wire extensions 

for the SPRTs. All lead wires were terminated with gold-plated contact pins in a 14 contact (17 pin 

capacity) sub-D shell connector at the top of the cell. The tare mass of the cell with all components in place 

(except the SPRTs) was approximately 0.739 kg. 

 

3.1.2 Cell 401 

 

The adiabatic cell serial number 401 was an all-stainless-steel cylindrical cell with a 25.4 mm OD, a 

1.65 mm wall thickness, and an internal volume of 14 cm3. The internal block was welded in place with 

three oversized thermowells of 6.85 mm diameter. Individual copper sleeves were fitted into each 

thermowell to adapt to the smaller 5.5 mm diameters of the capsule SPRTs. Unlike the other cells described 

in this study, this cell did not have a valve and was permanently sealed with a stainless-steel tube weld. The 

cell was equipped with a single etched-foil-on-polyimide resistance heater bonded onto the external 

surface. The lead wire terminations and connector pins were made in the same way as already described 

above for cell s/n 302. A photo of the finished cell is shown in Fig. 5b. The tare mass of the cell with all 

components in place (except the SPRTs) was approximately 0.200 kg.  

 

3.1.3 Cell 801 

 

The immersion cell 801 was constructed from type 316 welded stainless steel. The total internal 

volume was 580 cm3. The cell was made from a single 280 mm length of 50.8 mm OD tubing with a 

2.8 mm wall thickness. The ID of this tubing was electropolished along with all other internally wetted 

parts prior to welding. Two 6.35 mm diameter tubes provided a gas fill line and another parallel gas line 

that was terminated in a high-purity Bourdon-type pressure gauge. The tubing connections were made 

using all-metal-gasketed fittings. A single central thermowell was made from a single piece of 8 mm ID 

/12 mm OD stainless-steel tubing. The OD of the thermowell was reduced to 10 mm in the region above 

the pressurized cell volume to minimize axial heat transport through that cross-sectional area. The cell and 

some associated components and fittings are shown in Fig. 5c. The tare mass was 2.777 kg with the 

associated components as shown. 

 

3.1.4 Cell 1202 

 

The immersion cell s/n 1202 was essentially of identical construction to that of cell s/n 801, with the 

exception of the central thermowell, which in this case was made from 12 mm ID/16 mm OD stainless-

steel tubing. As a result of this difference, the cell volume was slightly smaller, having a total internal 

volume of 550 cm3. Unlike the s/n 801 cell, the OD of the thermowell was not reduced above the cell 

volume, which resulted in a cross-sectional area that was 4.2 times larger in the s/n 1202 cell. The cell and 

some associated components and fittings are shown in Fig. 5d. The tare mass was 2.8485 kg with the 

associated components as shown. 
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Fig. 5. The four cells as used in this study: (a) s/n 302; (b) s/n 401; (c) s/n 801; (d) s/n 1202. 
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3.2 Cell Testing  

 

Once the cell fabrication was completed, all cells were tested for leaks and pressure stress integrity. 

Leak testing was done using a helium leak detector with sensitivity at the 10−9 cm3/s level. The cells were 

then pressurized to a 6.9 MPa (1000 psig) test pressure and afterward retested for leaks. The small cells 

were pressurized with nitrogen or argon gas, since the risks associated with stored compression energy in 

these small volumes are low [25]. The larger immersion-type cells were hydrostatically tested, however, 

since in those larger volumes, a containment failure does represent a moderate safety risk. Those cells 

undergoing hydrostatic testing were then subjected to a 200 h vacuum bake-out at 120 °C to 150 °C to 

remove residual water prior to the final helium leak test. 

 

3.3 Sample Preparation and Transfer 

 

All SF6 samples in this study were derived from the same commercial source1 [26]. A size D (7.4 L 

internal volume) gas cylinder was purchased containing 5 kg of SF6 in 2014. The nominal purity grade 

specification of this “ultrahigh-purity” grade is equivalent to a 99.999 % minimum purity on a volume 

basis. In addition, NIST requested that the CF4 content be below 1×10−6 by volume fraction. The report of 

analysis supplied by the manufacturer is reproduced here in Table 4. The analytical detection limits were 

not stated. 

 
Table 4. Report of analysis for SF6 batch Lb-12 purchased in 2014 by NIST [26]. 

 

Impurity Test Result 

H2O Unspecified < 1 ppma by volume 

H2O Dew point ASTM D2029 −78 °C 

Air (N2 + O2) Gas chromatography 3.3 ppma by volume 

CF4 Gas chromatography 0.3 ppma by volume 

SO2 Differential thermogram None detected 

CO2 Gas chromatography None detected 

R-12 (CCl2F2) Gas chromatography None detected 
aparts per million or 1×10−6. 

 

The cells were filled via condensation through a high-purity SF6 gas-handling manifold. A diagram of 

the filling system is shown in Fig. 6. Prior to filling the cells, they were repeatedly flushed with SF6 to 

about 105 Pa and then reevacuated. This flush and purge cycle was repeated at least six times prior to the 

initiation of the filling process. The flow of SF6 proceeds from right to left via 7.75 mm ID electropolished 

stainless-steel tubing, which makes up most of the manifold. Separate sections of the manifold are 

connected via high-purity all-metal gasket fittings. The source cylinder remains at ambient temperature 

with its 2.3 MPa output connected to a cross-purge fixture. From that point, the flow passes through a 2 m 

stainless-steel filter, which is heated to approximately 40 °C to prevent condensation of the SF6 stream. 

This filter protects a high-purity two-stage pressure regulator from stray particle damage. The regulator 

steps the pressure down to approximately 0.3 MPa, which corresponds to a condensation temperature of 

approximately 230 K.  

 

                                                           

1 Certain commercial equipment, instruments, or materials are identified in this paper to foster understanding. Such identification does 
not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the materials 

or equipment identified are necessarily the best available for the purpose. 
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Fig. 6. The gas-handling manifold used for filling SF6 cells. From right to left: SF6 source cylinder S; vacuum lines V; pressure 

regulator R; gas purifier GP; mass flow meter MFM; capacitance diaphragm gauge CDG; triple-point cell C; ethanol bath EB. 

 

Once leaving the regulator, the SF6 stream enters an in-line gas purifier containing a reactive getter 

material [27] designed to remove impurities of H2O, CO, CO2, O2, and metal vapors to below 1×10−9 

volume fraction. The getter material should also remove SO2 in trace quantities, but the efficacy for that 

particular impurity is not well known. The stream exits the purifier and enters a mass flow meter that has an 

upper limit of 260 cm3·min−1 when corrected for SF6. Once past the flow meter, the stream exits the main 

section of the manifold, where a capacitance diaphragm gauge monitors the condensation pressure at the 

point connecting the manifold with a 45 cm long section of tubing that terminates at the cell volume. The 

cell is cooled to 230 K inside a stirred ethanol bath during the condensation filling process. 

The flow rate during the filling process was monitored and pressures were occasionally adjusted in 

order to keep the flow constant at 250 cm3·min−1. Once a sufficient time had elapsed to condense the 

required mass of SF6, all valves were closed to stop the flow, and the cell and ethanol bath were allowed to 

gradually warm to ambient temperature. Once the cell equilibrated to room temperature, it was weighed, 

and that gross weight was compared to a known tare weight for the empty cell as taken prior to the filling 

operation. The net weights of SF6 samples in all four cells are listed in Table 3. 

An additional processing step was added during the preparation of cell s/n 1202 to check for the 

presence of volatile impurities. In particular, the in-line gas purifier was not expected to remove the known 

N2 impurities, so we added a degassing step after the cell was filled by cooling the cell to approximately 

100 K and pumping away any remaining volatile impurities. The pressure of SF6 at 100 K was calculated to 

be 2.7×10−2 Pa based on the GW sublimation pressure equation [6]. The presence of volatile impurities 

(e.g., N2) would exert an additional partial pressure proportional to the concentration. During this process, 

we were unable to detect any partial pressure due to volatile N2 or similar weight impurities over the frozen 

SF6 at 100 K greater than the 10 Pa resolution of our CDG, even before any pumping was initiated. A 10 Pa 

partial pressure would correspond to an ideal gas density of 0.012 mol/m3 at 100 K. A rough estimate for 

the available volume would be about 350 cm3, implying a possible presence of about 4.2 mol of N2, or a 

mole fraction of about 1.3 mol·mol−1 relative to the SF6 content. The absence of accurate low-pressure 

gauging, however, leaves some ambiguity about how much of that residual N2 gas may have been pumped 

away. 
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3.4 Thermometers 

 

Five capsule-type SPRTs were used in this study as listed in Table 5. Capsule-type SPRTs can easily 

be adapted for use in immersion-type cells, provided that the ID of the thermowell is adequate. The inverse 

statement is not true for long-stem SPRTs, for which the use is limited to immersion-type cells only. Given 

the requirement for making direct comparisons of all four cells used in this study, we exclusively used 

capsule-type SPRTs.  

The capsule SPRTs were adapted for use in the immersion thermowells via borosilicate glass adapter 

tubes as described elsewhere [28], [29]. Of the capsule SPRTs listed in Table 5, the first three are more 

traditional in design, with a limiting OD of about 8.5 mm. This necessitates using glass adapter tubes of 

11 mm OD, and this limits their use to the immersion cell s/n 1202 with a 12 mm diameter thermowell. The 

last two capsule SPRTs in Table 5 are of a newer design with a limiting diameter of only about 5.6 mm, so 

in this case, the glass adapter tubes are smaller, with an OD of 7.5 mm, allowing their use in the 8 mm 

thermowell of the immersion cell s/n 801. It should be noted that the immersion characteristics of our 

11 mm adapter tubes are somewhat inferior to that of conventional long-stem SPRTs, while the 

characteristics of the 7.5 mm tubes are comparable to those of long-stem SPRTs. 

All SPRTs were calibrated on subrange 4 (83.8 K to 273.16 K) of the ITS-90 from realizations of the 

Hg TP, Ar TP, and water triple point (WTP) at NIST [28], [30]. The temperatures T90 were obtained via 

measurement of the resistance ratio W(T90) = R(T90)/R(Twtp), where Twtp is the WTP temperature (273.16 K), 

and the ITS-90 subrange 4 interpolation is defined by the deviation equation, 

 

∆𝑊 = 𝑊(𝑇90) −𝑊ref = 𝑎4(𝑊 − 1) + 𝑏4(𝑊 − 1) ln(𝑊).   (4) 

 

The 1 mA calibration data for these SPRTs are shown in Table 5. The interpolation characteristics of 

four of the SPRTs listed in the table were studied by Meyer and Tew [31]. Some additional calibration 

history for 1774092 and 1842385 is provided in the NIST SP250-91 calibration document [28].  

 
Table 5. Summary of SPRTs used with the SF6 cells at a current of 1 mA. 

 

SPRT s/n SF6 cells W(Ar TP) W(Hg TP) a4 b4 

1774092 1202, 401 0.21587763 0.84414790 3.590×10−5 1.773×10̶ 5 

1774096 302, 401 0.21585420 0.84414047 1.099×10−5 2.550×10−6 

1842385 1202 0.21589819 0.84415016 ̶ 5.194×10−5 ̶ 1.905×10−6 

162D3363 801 0.21618024 0.84420321 ̶ 3.901×10−4 1.228×10̶ 5 

56860103 801, 401 0.21596604 0.84416306 1.343×10−4 8.506×10−7 

 

The measured resistances were all approximately 20.4  at 223.555 K. The SPRT resistances were 

measured using a digital substitution bridge (DSB) [32] at 1 mA using a 25  reference resistor or, in the 

case of the 2016 data, a 100  reference resistor. The self-heating was occasionally checked at 2 mA, but 

all temperatures were derived from the 1 mA data. 

 

3.5 Experimental Setup for Adiabatic Cells  

 

The adiabatic cells 302 and 401 were installed inside a 63.5 mm diameter cylindrical vacuum chamber 

configured as a simplified calorimeter, as shown in Fig. 7. The chamber was then immersed into a 

refrigerated ethanol bath with single-shaft, dual-impeller-driven stirring and precision temperature control. 

The ethanol bath was a customized version of a standard commercial model with a larger working volume 

depth that can accommodate cells of larger vertical dimensions than standard versions. The vertical 

dimension of the vacuum chamber was approximately 0.5 m, including various service and access fittings 

on the top flange (ISO-63). 
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The cells were suspended inside the chamber by a 250 m diameter nickel-chrome alloy wire, and all 

lead wires going into the chamber were thermally anchored to the top flange interior surface. The 

calorimeter was designed to balance small external heat leaks by controlling the temperature of an internal 

stage directly above the cell that was weakly coupled to the bath. In practice, this was not achievable, since 

external heat leaks were found to be too large to keep the internal stage temperature sufficiently stable. 

Consequently, all of the melts performed with the s/n 302 cell (March 2016) showed irreproducible 

behavior above melted fractions of F = 75 % (see Sec. 4.1). These effects were mitigated by wiring 

modifications in August 2017, which allowed better balance of residual heat leaks and a closer 

approximation to adiabatic conditions for the series of melts using cell s/n 401. 

All TP realizations using the adiabatic-type cells were performed in step-melting mode. The procedure 

for obtaining melting data began with freezing the SF6 by filling the vacuum can with a small pressure of 

heat exchange gas (either N2 or He) and lowering the bath temperature to approximately 52 °C. 

Supercooling was normally observed prior to freezing by amounts varying from 0.1 °C to 0.25 °C. On 

one occasion, prior to a slow freeze cycle using cell s/n 302, a supercooling of 1.15°C was observed.  

Once the cell temperature reequilibrated to the bath temperature, indicating isothermal solidification 

was complete, the heat exchange gas was evacuated, and the cell reequilibrated to some variable initial 

condition, typically between 0.5 °C and 0.1 °C below the melting point. The initial state for each melt 

varied depending on the bath temperature set point, the degree of heat-leak-induced drift in the cell 

temperature, and the initial amount of heat added to the cell. The bath temperature was adjusted to 

empirically balance the calorimeter to minimize the inferred heat leak to/from the cell. This was done by 

fitting the observed cell temperature drift rates below and above the melting temperature and extrapolating 

the linear fit to the nominal TP temperature. This usually resulted in a bath temperature between 0.1 °C 

and 0.05 °C below the nominal TP temperature. A calibrated check SPRT (shown as ‘B’ in Fig. 7), chosen 

from the set listed in Table 5, was always used to measure the bath temperature. The spatial uniformity in 

the interior regions of the bath was found to be within ± 1 mK for small displacements. 

Step melting was initiated according to an automated sequence of regular heat pulses Qi applied via the 

cell heater. The melted fraction F at a given point within a melt was calculated as the ratio of the 

cumulative applied heat to the cell enthalpy of fusion or F = ΣQi/Hf. For all of the adiabatic cell melts 

reported here, the heater power was fixed during a given experimental melt at either 0.5 W or 1 W, with 

pulse dwell times set to a fixed value between 30 s and 50 s. These settings yielded fixed heat pulse values 

in the range 15 ≤ Qi/J ≤ 50. The pulse period (time between pulses) was set to 5600 s or higher in all but 

one case. In this way, most melts were divided into approximately 10 segments or in some cases 16 

segments. The total number of applied heat pulses was set to a limit between 15 and 26, allowing some 

heating to occur in the all-liquid phase after the melting was completed. Depending on the exact chosen 

melting parameters, a melt sequence took place over a period of 15 h to 30 h. Once the sample was 

completely melted, a new freeze was initiated by repeating that process. 
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Fig. 7. Experimental setup for adiabatic-type SF6 TP cells shown as a cross-sectional diagram of cell s/n 401: (A) capsule-type SPRT 

to measure the cell temperature; (B) capsule-type SPRT to measure the bath temperature; (C) borosilicate glass adapter tube; (D) 

nylon gas-tight fittings/header; (E) 50 L ethanol bath volume; (F) condensed (shown in green) portion of SF6 (shown as bulk liquid 
phase); (G) pressure wall of cell volume; (H) welded fill-line pinch-off; (J) internal block and thermowells (one of three shown); (K) 

electrical feedthrough; (L) vacuum line; (M) vacuum chamber; (N) ISO-63 C-clamp-style vacuum flange with fluorosilicone O-ring 

seal; (P) internal control stage (copper); (R) wire suspension; (S) control stage SPRT; and (T) wiring heat sink (one of two shown). 
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3.6 Experimental Setup for Immersion Cells 

 

The immersion cells, serial numbers 1202 and 801, were maintained inside the same refrigerated 

ethanol bath as already described in Sec. 3.5. These cells were also installed inside vacuum chambers of 

similar dimensions to those used for the adiabatic cells. In this case, however, the chambers were filled 

with either nitrogen or argon gas at pressures of (10 to 20) kPa to provide a moderate degree of heat 

exchange with the bath. The setup is shown in Fig. 8. 

As in the case of the adiabatic cells, all TP realizations were performed in melting mode. The same 

basic procedure was used for freezing the SF6, utilizing a small partial pressure of heat exchange gas (either 

N2, Ar, or He) and lowering the bath temperature to approximately 52 °C. Some supercooling was 

normally observed prior to freezing, varying from 0.1 °C to 0.2 °C. 

Once freezing was completed, the heat exchange gas was pumped out and replaced with argon by 

pumping and flushing the chamber. In a few cases, the heat exchange gas was nitrogen or helium and was 

allowed to remain during the melt phase. Prior to the melt cycle, a ‘pre-melt’ phase was initiated by raising 

the bath temperature to approximately 0.1 °C below the TP temperature for several hours until the cell 

reached equilibrium with the bath. In the same manner as described above for the adiabatic set up, a 

calibrated SPRT (shown as ‘B’ in Fig. 8) was used to measure the bath temperature. 

We then raised the temperature of the bath again to a positive bath-cell differential in order to initiate 

the melt. We always utilized a calibrated capsule-type SPRT immersed in the bath to an equivalent depth to 

the cell SPRT to determine the bath-cell differential. Once the cell temperature approached the initial 

plateau value, we initiated an inner melt. The inner melt was created using an immersion heater set to a 

power of 2 W, removing the cell SPRT, and slowly inserting the immersion heater into the thermowell. The 

immersion heater was left in place for a period of approximately 30 min, creating a liquid zone surrounding 

the thermowell, normally reaching a nominal 20 % initial melted fraction. In a few cases, some inner melts 

were performed for shorter and longer durations, yielding initial melted fractions as low as 10 % and as 

high as 30 %. Once the inner melt was created at the target initial melted fraction, the immersion heater was 

switched off and removed. The cell SPRT was then taken from a temporary location within the bath, 

reinserted into the cell, and allowed to reequilibrate. 

In our initial experiments, a continuous melting mode was attempted with very limited success. In 

these experiments, the procedure was to continuously melt the sample by raising the bath temperature from 

+0.04 K to +0.10 K above the nominal SF6 melting point (223.555 K) and log data continuously. The 

nominal heating rates under these conditions were estimated to be between 10 mW and 25 mW for cell s/n 

1202, and slightly lower for cell s/n 801. Under continuous melting conditions, even these relatively low 

heating rates did not produce stable plateaus for melted fractions above approximately 25 %. The observed 

instabilities on the melting plateaus occurred earlier in the melt (lower F) when higher heating rates were 

applied. 

After our initial trials, we established a new experimental procedure for the immersion cells that was 

similar to the adiabatic approach described in Sec. 3.5. This procedure approximated a step melting 

approach by alternating between a continuous-melt mode and a quasi-adiabatic mode. The continuous-melt 

mode was 16 h to 20 h (usually overnight) with nominally fixed heating rates for a given melt. The normal 

bath heating rates were about 10 mW. The immersion heater was always used to create inner melts of 

between 10 % and 30 % melted fractions initiating each melt cycle. 

The melting rate was then decreased by factors between 10 and 100 by decreasing the bath set point 

temperature to within 1 mK to 5 mK above the nominal SF6 melting point (223.555 K). This procedure was 

sufficient to establish a quasi-adiabatic condition where the estimated residual heat leak into or out of the 

cell was approximately 200 W ±100 W. Under these conditions, a negligible increment (i.e., F < 

0.02 %) of melting would occur in a 4 h interval. Within these quasi-adiabatic conditions, the plateaus 

remained stable and immune to small changes in the bath temperature with the thermometer at full 

https://doi.org/10.6028/jres.123.013
https://doi.org/10.6028/jres.123.013


 Volume 123, Article No. 12013 (2018) https://doi.org/10.6028/jres.123.013  

 Journal of Research of the National Institute of Standards and Technology 

 

 

 18 https://doi.org/10.6028/jres.123.013  

immersion and F < 80 %. All of the data for the immersion cells reported here were obtained under these 

conditions. Figure 9 illustrates the effect of switching between continuous melting and quasi-adiabatic 

mode when melting the 1202 cell. 

 

 
Fig. 8. Experimental setup for immersion-type SF6 TP cells shown as a cross-sectional diagram: (A) capsule-type SPRT to measure 

the cell temperature; (B) capsule-type SPRT to measure the bath temperature; (C) borosilicate glass adapter tubes; (D) nylon gas-tight 
fittings/headers; (E) 50 L ethanol bath volume; (F) condensed (shown in green) portion of SF6 (shown as bulk liquid phase); (G) 

pressure wall of cell volume; (H) SF6 fill line; (J) central thermowell; (K) bellows valve; (L) pressure gauge; (M) vacuum chamber; 

and (N) ISO-63 chain-clamp-style vacuum flange with aluminum gasket. 
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Fig. 9. Effect of switching between continuous melt and quasi-adiabatic modes. The estimated melting line (assuming a linear model 

in F) was fitted using data within the range 30 % < F < 80 %. 

 

Figure 9 has a small, step increase in the temperature around 42 % of melted fraction. Similar abrupt 

changes were seen in previous melts at even lower melted fractions, depending on the heating rate and the 

initial melted fraction. Before this spontaneous step increase, the measurements made with both continuous 

and adiabatic modes agreed well, while after the step, the differences between the measurements performed 

with the two modes increased with the melted fraction. This suggests that the step was due to a sudden 

degradation in the immersion conditions, leading to an increasing heat leak along the thermowell. Our 

hypothesis for this effect is the partial disintegration of the solid mantle as it melted, causing portions of the 

solid mantle to collapse and fall to the bottom of the cell.  

 

3.6.1 Immersion Profiles 

 

The immersion characteristics of the cells and thermometers taken together were observed in the 

customary way by obtaining an immersion profile of temperature changes T versus elevation of the 

thermometer above the full immersion point by axial displacements z. This was initiated by elevating the 

thermometer by 7 cm above the full insertion depth and then lowering the thermometer in 1 cm steps, 

allowing equilibration at every step. The time required for equilibration within 0.1 mK was about 30 min. 

The first profile with the 1202 cell was obtained with the top of the reentrant well outside the bath fluid 

and with the bath set to a temperature about 50 mK above the SF6 TP. These conditions caused a poor 

immersion profile, with the temperature at higher positions about 1 mK to 5 mK hotter than the expected 

immersion line, evidencing a significant heat leak through the thermowell. The cell was then repositioned 

to allow the bath fluid to completely cover the cell, and the test was repeated, with better results, even 

though some heat leak was noticeable. 
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As discussed previously in Sec. 3.6, the quasi-adiabatic mode, with the bath’s set point about 1 mK to 

5 mK above the TP, reduced the heat leaks to a minimum level. Therefore, all the subsequent immersion 

profiles were performed under quasi-adiabatic conditions. Figure 10 illustrates the results of the immersion 

profiles under three conditions and compares them with the theoretical line [11].  

 

 
Fig. 10. Results of immersion profiles under different conditions. 

 

4. Results 
 

4.1 TP Realizations Using Adiabatic Cells 

 

Our first realizations of the SF6 TP were with cell s/n 302 in March 2016. Five melts were performed 

under a range of bath settings yielding relatively poor adiabatic conditions. The main problem was from 

ambient heat leaks, Pe, due to inadequate immersion of the vacuum chamber. We attempted to compensate 

for these heat leaks by setting the bath well below the nominal plateau temperature. This led to net 

negative, but variable, heat leaks in the range 150 W  Pe  420 W during these melts. The data from 

the first of those melts were unusable, but melts 2 through 5 yielded acceptable results for F < ≈ 75 % and 

are included in the analysis in Sec. 4.3.  

After working exclusively on the immersion cells, we turned to the adiabatic setup in August 2017 to 

perform a short series of TP realizations using cell s/n 401. The improved experimental configuration of the 

vacuum chamber allowed full immersion for this series of realizations, and concurrent improvements to the 

wiring reduced the parasitic joule heating inside of the chamber. These changes resulted in a much closer 

approximation to adiabatic conditions, in some cases achieving heat leaks │Pe│≤ 20 W. Melts 1 to 4 all 

yielded highly reproducible temperatures over the entire extent of the melt plateau, even above 75 %. Melt 

5 was slightly distorted at the higher melted fractions, however, due to an accidental imbalance in the bath 

set-point temperature, which resulted in Pe ≈ 200 W. The results from all five melts are included in the 

analysis in Sec. 4.3. 
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4.2 TP Realizations Using Immersion Cells 

 

The initial trials starting in April of 2016 were all performed in a continuous melting mode. As already 

mentioned in Sec. 3.6, we observed spontaneous instabilities in the melt plateau temperature in the 

continuous heating mode using immersion cells. These instabilities manifested as relatively abrupt step 

increases in the cell temperature, on the order of 1 mK or larger, depending on the heating rate and the 

fraction melted. These instabilities precluded obtaining any reproducible data much above F ≈ 25 %. 

Similar instabilities have been reported by Dedyulin [33], [34] in SF6 TP realizations at the National 

Research Council of Canada. 

The step melting approach as described in Sec. 3.6 was initiated later in April of 2017 and yielded 

reproducible plateau temperatures provided that the heat transfer coefficient, as mediated by the heat-

exchange gas, was reasonably constant during the course of a given melt. When this assumption was 

satisfied, the amount of heat absorbed by the cell was proportional to the cell-bath temperature difference 

and the duration of a heating step. This allowed us to calculate the fraction melted as a function of time 

during the melt process. Data taken during a quasi-adiabatic interval between the melt steps were then 

assigned to that value of F.  

The heat-transfer coefficient between the cell and the bath is primarily determined by the heat-

exchange gas inside the vacuum chamber. The composition of this gas was nominally either pure argon or 

pure nitrogen as supplied by regulated gas cylinders. Some contamination of the exchange gas would occur 

when leaks were present, and this was often a problem during use of the immersion cells due to ineffective 

elastomer seals. The 6.35 mm ID O-ring seals in the fittings that sealed the fill-line tubing to the ISO-63 

vacuum flange would always leak to some extent, allowing a combination of ethanol, water, and air to enter 

the vacuum chamber and mix with the otherwise pure exchange gas. The vapor pressures of both ethanol 

and water at 49.6 °C are sufficiently low that those contaminants make a negligible contribution to the 

gas-phase heat exchange. Any air leaks, however, would have increased the effective thermal conductivity 

of the heat-exchange gas when argon was used as the prime constituent. These effects increase the 

uncertainty in our knowledge of F for most of the immersion cell melts. 

Table 6 summarizes all of the immersion cell melts, including those used for the final data compilation 

presented in Sec. 4.3. Two melts were made using cell s/n 801, and nine melts were made using cell s/n 

1202 under varying experimental conditions. However, only some of those melts were made using the step 

melting approach, and not all melts included immersion profiles. For the purposes of making accurate 

pressure head corrections, only those melts where immersion profiles were performed under quasi-adiabatic 

conditions or otherwise low melted fractions (i.e., stable plateaus) at a known F value are included in the 

final data compilation.  

 
Table 6. Immersion cell melt data summary. Those immersion profiles included in the determination of the pressure head coefficient 

are shown as underlined. 
 

Cell Melt No. Dates Immersion Profiles, F (%) Exchange Gas 

1202 1 31-Mar-17 to 4-Apr-17 35.9 Air 

1202 2 7-Apr-17 to 10-Apr-17 none Air 

1202 3 14-Apr-17 to 18-Apr-17 38.6 Ar 

1202 4 19-Apr-17 to 25-Apr-17 11.7; 16.2; 31.9; 37.0 Ar 

1202 5 26-Apr-17 to 27-Apr-17 none He 

1202 6 28-Apr-17 to 2-May-17 22.2; 35.2; 54.5 Ar 

1202 7 3-May-17 to 4-May-17 none Ar 

1202 8 4-May-17 to 8-May-17 40.4; 54.3 Ar 

1202 9 9-May-17 to 12-May-17 14.8; 35.7; 55.9; 75.1;  Ar 

801 1 26-Jun-17 to 18-Jul-17 

18.9; 21.3; 23.3; 25.4; 27.4; 36.1; 

41.6; 44.0; 46.0; 54.8; 57.0; 59.2; 

65.1; 74.0; 86.6 

N2 

801 2 20-Jul-17 to 1-Aug-17 
21.4; 32.0; 39.4; 45.1; 51.8; 57.1; 

79.6; 85.3 
Ar 
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4.2.1 Determination of the pressure head correction coefficient 

 

In order to test the assumptions described in Sec. 2.3, as well as to evaluate the heat-flux effect while 

measuring the two immersion cells, both were subjected to immersion testing. The tests consisted of 

measuring the SPRT while inserting it into the cells’ thermometric well in 1 cm steps, starting from 7 cm 

above the full insertion depth (i.e bottom of thermowell) and moving downward, all while keeping the cell 

on a stable portion of the melt plateau under quasi-adiabatic conditions. These measurements were used to 

estimate the pressure head correction coefficient for the SF6. 

As discussed in Sec. 2.3, the temperature of the SF6 TP is linearly dependent on the immersion depth 

due to the static pressure effect. Thus, the measured data on each test were used to estimate the line (slope) 

that best described the temperature/depth relation dT/dz. A slope selection criterion was developed to treat 

the effects of heat-flux distortions as illustrated in Fig. 11.  

 

 

Fig. 11. Example of an immersion profile measurement with a moderate degree of distortion. Each different line was obtained from a 

different number of points. Data set was deliberately selected to illustrate the heat-flux effect at higher positions.  

 

For each immersion profile measurement, up to 11 straight lines were fitted using least-squares, 

employing a different number of points, starting from the bottom and also from 1 cm above it, in such a 

way that all lines fitted from three to eight points, ensuring at least one degree of freedom. 

To select the best estimate of the slope, we considered two major effects that contribute to the 

misalignment of the data: (1) imperfect vertical positioning, and (2) heat flux, especially at high melted 

fractions (as described in Sec. 3.6). Both effects may produce errors, but the latter is primarily a systematic 

effect (as shown in Fig. 11). For the selection of the best slope mi, we chose a statistical criterion that is a 

compromise between a minimum variance and maximal degrees of freedom for all linear fits within these 

particular profile data. We chose the slopes mi that maximized the ratio 
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for each profile data set i, where i and i are the uncertainty of the slope mi and the number of degrees of 

freedom of the fitted line, respectively. (Throughout this paper, we report the statistical, standard 

uncertainty corresponding to a 68 % confidence level.) This choice favored somewhat larger i (i.e., larger 

zmax cutoffs) in the data, allowing the inclusion of longer vertical excursions in the immersion data sets 

than would otherwise be included by a simple minimal variance criterion. All fittings provided triplets {mi; 

i; i}, which were used to determine the best result for a particular profile. The profile measurements were 

performed with both immersion cells (s/n 1202 and s/n 801), and the results were restricted to those 

between 30 % and 80 % of melted fraction, amounting to 20 independent immersion profile data sets. 

Figure 12 illustrates the distribution of a restricted set of experimental slopes (hereafter referred to as 

“pressure head coefficients”) over the range of melted fraction F. 

 

 
Fig. 12. Immersion profile results showing the restricted set of pressure head coefficients for 30 % ≤ F ≤ 80 % with uncertainties i. 

The weighted average pressure head coefficient is shown by the solid green line, and its uncertainty limits are shown by the dashed 
green lines. 

 

For averaging the results, the values of degrees of freedom were taken as weights instead of wi. The 

resulting weighted average value of the pressure head coefficient was dT/dz = 0.116(17) mK/cm (the 

value in parentheses is the standard uncertainty for the last two digits). This agreement with the value 

calculated in Sec. 2.3 is entirely fortuitous given the 15 % uncertainty of the measurements. We 

investigated other weighting schemes, such as using wi to combine the data. However, in that case, the 

resulting distributions were highly skewed due to the disproportionate influence of a small number of low-

uncertainty results.  
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As a systematic check, we also evaluated the slope data for each cell separately, again using the same 

weighted averaging procedure. This resulted in different values of dT/dz = 0.102(14) mK/cm for cell s/n 

1202 and dT/dz = 0.125(12) mK/cm for cell s/n 801. Both individual cell coefficients are within the 15 % 

(k = 1) bounds for uncertainty associated with the weighted mean of 0.116(17) mK/cm for the combined 

cell distribution.  

 

4.3 Determination of the SF6 Triple-Point Temperature 

 

The TP temperatures, Ttp(F), were derived for each cell as a function of F. In the case of the two 

immersion-type cells, a static pressure head correction Tz was applied according to  

 

𝑇tp = 𝑇m(0) = 𝑇m(𝑧eff) + ∆𝑇𝑧 = 𝑇m(𝑧eff) +
𝑑𝑇

𝑑𝑧
] ∆𝑧eff  ,   (6) 

 

where Tm(zeff) is the temperature of a point on the melting line at a pressure ptp+ gzeff, and zeff is a 

displacement below the free surface at zeff = 0 (see Sec. 2.3). We used the value dT/dz = 0.116 mK/cm for 

the static head coefficient (Sec. 2.3) and the values for zeff given in Table 3. No correction was applied for 

Ttp using the adiabatic cells, since zeff ≈ 0 cm for those cells, but a related uncertainty is still applicable 

(see Sec. 4.4.5). 

The values of zeff for the two immersion cells were calculated based on the known interior cell 

dimensions, the measured net mass of SF6, and the liquid-phase density. A correction to the calculated 

liquid column hSF6 was then applied to account for the volume contraction of the solid using the factor 

 
1
3

sol liq liq sol 0.9315h h    . The assumption here is that the inner melt creates a column of liquid along the 

exterior of the thermowell that is the same height as that of the solid. 

In total, 17 separate melts distributed among the four cells were analyzed for the range 2.3 % ≤ F ≤ 

97.0 %. The combined results are shown in Fig. 13 on a linear F scale. The observed plateau for melt 

temperatures has three distinct regions. For F ≤ 30 %, there is a steep portion of the melting plateau where 

the temperatures are noticeably depressed. In the midsection of the plateau, 30 % ≤ F ≤ 80 %, the F 

dependence becomes significantly weaker and is approximately linear. The fitted linear slopes (“fit A”) for 

each cell’s combined data in this region vary between 0.35 mK and 0.6 mK over that F = 50 % wide 

range. The linear fits as shown in Fig. 13 all agree at F = 50 % to within <0.2 mK. The third region of the 

plateau for F > 80 % is observed to be much less reproducible where the presumed effects of heat leaks 

become more pronounced and produce scatter in the data. The fit A extrapolations to F = 1 agree to within 

<0.22 mK; however, we do not assign any physical significance to extrapolations that are linear in F . 
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Fig. 13. The combined results for all melts using all four SF6 cells, including immersion corrections. Random uncertainties in 

temperature are <~0.1 mK, so error bars have been omitted for clarity. The linear fits (fit A) for the combined results of each cell were 

derived from the restricted range 30 % ≤ F ≤ 80 % but are shown extrapolated beyond those limits. 

 

These same data are aggregated for each of the four cells and plotted versus a log scale in F−1 in Fig. 

14. A new set of fits is shown for the four cells (“fit B”) that are linear in F−1. The log scale induces an 

apparent curvature. The use of F−1 as the independent variable is preferable to F for three reasons. First, it 

allows a better representation of the melt curve at low melted fractions, and the series ‘B’ fits in F−1 are 

thus extended below the F = 30 % limit of the series A fits. Second, there is a physico-chemical basis for 

1/F dependence in melting curves from the standpoint of liquid-phase impurities [34]. Third, the fit B 

statistical uncertainties for the F = 1 extrapolated temperatures are all lower than those from fit A, and the 

agreement between the four cells is within 0.23 mK.  
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Fig. 14. The combined results for all melts for each of the four SF6 cells, including pressure head corrections, plotted versus the 

reciprocal of the melted fraction F−1. Random uncertainties in temperature are <~0.1 mK, so again error bars have been omitted for 

clarity. The four linear fits in F1 (fit B) for each cell were derived from restricted ranges between lower limits of F = 0.1(s/n 302 and 

s/n 401), F = 0.22 (s/n 801), and F = 0.15 (s/n 1202) and in all cases an upper limit of F ≤ 0.8 but are all shown extrapolated to F = 1. 

 

Other functional forms for T(F) are also possible, some of which can yield lower statistical fitting 

uncertainties as well as better agreement in the liquidus point T(1) between the four samples. A more 

general form is T(F) = T0 + cFy, where 0 ≤ y ≤ 1. Such melting curves would be consistent with effects due 

to impurities soluble in the solid phase with solid/liquid distribution coefficients 1 ≥ ks,l ≥ 0, where y = 

ks,l 1 [35]. We investigated fitting functions of this form (“fit C”) and found that fits with 0.5 ≤ y ≤ 0.8 do 

yield slightly better fit statistics than those of fit B (the special case of y = 1). In particular, y = 0.8 also 

results in lower dispersion in the liquidus points for three out of the four cells. The liquidus temperature for 

cell s/n 401 is not as well aligned with the other three cells unless a lower value exponent (i.e., y = 0.6) is 

chosen for that fit C curve. The fit C curves for all four cells are shown in Fig. 15 in a plot that is otherwise 

identical to Fig. 14. The fitting ranges in F for the fit B and fit C curves are the same, and the fit parameters 

are listed in Table 7 for all four cells. The fit statistic S = [Σ(Ti T(Fi))2/(n 2)]1/2 is listed for each of the 

eight curves. 

 
Table 7. Summary of fit B (y = 1) and fit C parameters (and standard statistical uncertainties), for the four cells. 

 

Cell T0, fit B (K) c, fit B (K) S, fit B (mK) T0, fit C (K) c, fit C (K) S, fit C (mK) y, fit C 

302 223.556199(43) 1.80(12)×104 0.118 223.556363(47) 3.00(18)×104 0.106 0.8 

401 223.556069(31) 1.54(5)×104 0.094 223.556443(37) 4.52(13)×104 0.080 0.6 

801 223.556330(22) 1.89(9)×104 0.032 223.556447(26) 2.86(12)×104 0.030 0.8 

1202 223.556252(37) 2.33(10)×104 0.084 223.556466(39) 3.88(14)×104 0.062 0.8 
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Fig. 15. The combined results for all melts for each of the four SF6 cells, as duplicated in Fig. 14, and fit C curves plotted versus the 

reciprocal of the melted fraction F−1. The four fits (fit C) are proportional to Fy (see Table 7) and are derived from the same restricted 

ranges between lower limits of F = 0.1 (s/n 302 and s/n 401), F = 0.22 (s/n 801) and F = 0.15 (s/n 1202) and in all cases an upper limit 

of F ≤ 0.8 but are all shown as extrapolated to F = 1. 

 

In Table 8, we have listed the TP temperatures for each of the four cells as determined by all three sets 

of fits at F = 50 % and as extrapolated to F = 100 % (liquidus point) for fits B and C, with their respective 

statistical uncertainties. These temperatures are tabulated with the statistical uncertainties as calculated 

according to the conventional least-squares methods.  

We combined these TP temperatures and uncertainties for all four cells to yield weighted mean values 

tpT as shown in the bottom row of Table 8. The weighted mean values for fit B and fit C differ by only 

0.031 mK. We used the fit C (linear in Fy) weighted mean temperatures as shown in Table 8 for our best 

estimated triple-point temperatures, Ttp(0.5) = 223.55587(1) K and Ttp(1.0) = 223.55607(1) K. The 

uncertainties quoted here are purely statistical and unrealistically small, since the dispersion in the 

temperatures among the four cells is much larger (the fit C values for Ttp(0.5) differ by 0.19 mK across all 

four cells). The fit C uncertainties for the adiabatic cells were combined to yield sad(0.5) = 0.016 mK and 

sad(1) = 0.024 mK. Similarly, we have sim(0.5) = 0.014 mK and sim(1) = 0.021 mK for the immersion cells. 

The normal least-squares standard error calculations assume all the data are Gaussian. In contrast, the 

distribution of the cell’s triple-point temperatures is dominated by systematic effects and is not Gaussian. In 

Sec. 4.4, we calculate several type-B uncertainty components that are 10 to 20 times larger than these 

statistical uncertainties. 
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Table 8. Summary of TP realization temperatures (and statistical uncertainties), in kelvin. The realization temperatures are shown for 
F = 50 % and F = 100 % as determined by a linear fit in F (fit A), and a linear fit in F−1 (fit B). 

 

Cell Ttp(0.5), fit A 

(K) 

Ttp(0.5), fit B  

(K) 

Ttp(1), fit B 

(K) 

Ttp(0.5), fit C 

(K) 

Ttp(1), fit C 

(K) 

302 223.55579(2) 223.55584(3) 223.55602(3) 223.55584(2) 223.55606(3) 

401 223.55573(1) 223.55576(1) 223.55591(2) 223.55576(1) 223.55599(1) 

801 223.55592(1) 223.55595(1) 223.55614(1) 223.55595(1) 223.55616(1) 

1202 223.55576(1) 223.55579(2) 223.55602(3) 223.55579(2) 223.55608(3) 

tpT  223.55582(1) 223.55589(1) 223.55604(1) 223.55587(1) 223.55607(1) 

 

4.4 Uncertainties 

 

We independently evaluated all known sources of uncertainty that were not purely statistical in origin 

(i.e., “type B”) following the general principles outlined in the Guide to (the Expression of) Uncertainty in 

Measurement (GUM) [36]. The uncertainties are summarized in Table 9. The estimated standard 

uncertainties were separately evaluated for adiabatic and immersion-type realizations and, in some cases, 

further divided for F = 0.5 and F = 1.0 melted fractions. The statistical uncertainties were taken from the 

type C fits (sad(F) and sim(F) ) as described in the previous section. All other uncertainties in Table 9 are 

estimates of systematic effects, otherwise known as “type B” uncertainties. These type B uncertainties are 

labeled ui for i = 1 to 10 according to the subsection in which they are described below. 

 
Table 9. Summary of standard uncertainties for the realization of the TP temperatures using adiabatic and immersion-type cells, in 
units of mK. 

 

 Adiabatic Immersion Distribution Notes 

Component F = 0.5 F = 1.0  F = 0.5 F = 1.0   

Statistical 0.016 0.024 0.014 0.021 Gaussian 4.3 

Chemical impurities 0.138 0.138 Rectangular 4.4.1 

Plateau specification 0.003 0.002 0.021 0.011 Combination 4.4.2 

Heat leaks 0.065 ̶ Rectangular 4.4.3 

Immersion errors ̶ 0.050 Gaussian 4.4.4 

Head correction 0.11 0.12 Combination 4.4.5 

Extrapolation error ̶ 0.106 ̶ 0.106 Gaussian 4.4.6 

ITS-90 realization 0.25 0.25 Combination 4.4.7 

WTP propagation 0.078 0.078 Gaussian 4.4.8 

SPRT self-heating  0.058 0.058 Rectangular 4.4.9 

Bridge uncertainty 0.032 0.032 Gaussian 4.4.10 

Total combined 0.33 0.35 0.33 0.35   

 

4.4.1 Chemical Impurities 

 

Our source of SF6 as described in Sec. 3.3 has a known air impurity content of 3.3×10−6 by volume, 

which we assume is equivalent to a mole fraction impurity. We expect that the O2 component is completely 

removed by our gas purifier, but the N2 content is not removed. Assuming the composition ratios are those 

of the sea-level atmosphere, the only remaining volatile impurity of any consequence is N2 in the amount 

fraction of N2 ≈ 2.6×10−6. In Raoult’s law approximation (i.e., fit B), this would depress the melting point 

at F = 1 by an amount N2 A−1 = 0.2 mK and would also produce a slope to the melting curve, expressed as 

temperature change over the final F = 50 % (i.e., T(1)T(0.5) ) melted fraction of 0.2 mK when plotted 

against 1/F. However, this is a simplification that ignores partitioning of the impurity between the vapor 

and liquid phases. 
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In practice, we expect the amount of N2 dissolved in the liquid phase to be lower than the total amount 

present in a given cell due to the finite value of the vapor-liquid distribution coefficient, kv,l(Ttp) = N2v/N2l 

= 35, as calculated in Sec. 2.4 and expressed as a mole fraction ratio. Given the total molar N2 impurity 

content of a cell nN2 = N2nSF6 and nN2 = nN2v+ nN2l , it is straightforward to show that the mole fraction N2l 

of dissolved N2 is given by 

 
1

N2 SF6v v

N2l v,l

SF6l SF6l l

1
n V

k
n V








 
  

 

,     (7) 

 

where the volumes VSF6v and VSF6l refer to the vapor and liquid phases of the SF6 solvent, the densities v 

and l refer to the vapor and liquid phases, and nSF6l is the moles of liquid SF6. Equation (7) predicts a 

variable liquid-phase impurity fraction at the liquidus condition for each cell depending on the volume ratio 

of vapor to liquid SF6 present. The actual dissolved N2 fraction will always be lower than N2 due to the 

partitioning of the impurity between the vapor and liquid phases as long as some vapor is present. The 

predicted slopes in Raoult’s law approximation are thus lower than those calculated above when 

partitioning was ignored. The cell-specific vapor-liquid parameters and Raoult-predicted slopes TR for our 

four cells are listed in Table 10 based on Eq. (7), the cell data from Table 3, the assumed total impurity 

mole fraction N2 ≈ 2.6×10−6 , and the known GW EoS densities shown in Fig. 3. The observed slopes TB 

= T(1) T(0.5) for the fit B melting curves are larger than these predictions by factors of 1.2 to 2.4 with no 

obvious correlation to the N2l values. 

There are, however, other nonideal behaviors that alter the shape of the melting curve, but physical 

interpretations of the melting curves can be ambiguous [35]. In particular, N2 is known to form eutectic 

mixtures in binary combinations with Ar, O2, and CH4 [33], [37]. The net effect of a possible associated 

solid solution of SF6 and N2 would be to increase the effective sensitivity of the melting curve to the 

impurity in the dilute limit. If the N2 impurities were soluble in the solid phase of SF6, we could expect 

finite solid-liquid distribution coefficients ks,l ≡ N2s/N2l ≠ 0. Our fit C analysis is an attempt to make 

allowances for effects of solid-phase impurities, and an exponent of y = 0.8 implies a distribution 

coefficient of ks,l = 0.2. In this case we can’t necessarily make an ab initio prediction for the extent of the 

temperature depressions, but we note that the slopes, TC = T(1) T(0.5) = 0.74c, range from 0.21 mK to 

0.29 mK (see Table 10) given the fit parameters in Table 7. The fit C slopes are also uncorrelated with the 

N2l values. A comparison of fit B and fit C extrapolations to the liquidus point yields differences less than 

0.06 mK for three of the four cells and less than 0.08 mK for cell s/n 401. The fact that the s/n 401 cell 

sample is more consistent with a distribution coefficient of ks,l = 0.4 (i.e., y = 0.6, and TC = 0.52c) 

suggests that an impurity other than N2 may be present in that case. Problems that occurred during the arc-

welding operation to seal off this cell make argon contamination a plausible explanation. Other known 

volatile impurities such as CF4 could, in principle, also have some influence on all of the samples, but the 

nominal CF4 mole fraction (Table 4) is a factor of ten lower than that of N2. 

 
Table 10. SF6 TP cell vapor-liquid parameters as used for N2 impurity calculations. 

 

Cell  Total  
nSF6 

Liquid 
 nSF6l 

Vapor  
nSF6v 

Total N2, 
nN2 

 N2 in Liquid, 
XN2l 

N2 in Vapor, 
XN2v 

Predicted Slope, 

TR 

Slope, 

TB 

Slope, 

TC 

s/n (mol) (mol) (mol) mol) mol·mol−1) mol·mol−1) (mK) (mK) (mK) 

302 0.088 0.0836 0.0047 0.233 0.935 32.7 0.074 0.18 0.22 

401 0.062 0.0611 0.0012 0.164 1.58 55.3 0.124 0.15 0.23 

801 4.04 4.004 0.035 10.7 2.04 71.3 0.160 0.19 0.21 

1202 3.22 3.178 0.040 8.50 1.86 65.0 0.146 0.23 0.29 
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The problem of determining the actual value of the overall N2 impurity content N2 in a given cell is 

further complicated by the impurity partitioning that should take place in the SF6 source cylinder at 300 K. 

Equation (7) should still govern the equilibrium partitioning of impurities, but in this case, the 300 K value 

of kv,l = 43 would apply, and the effects are enhanced, since the vapor-liquid density ratio is nearly 16 %, 

compared to the 1 % value at the TP. The cells are filled from the SF6 in vapor phase, which has a much 

higher mole fraction of the volatile N2 impurities. However, transferring the gas is a dynamical process that 

removes the impurity-rich vapor from the cylinder at first, while it is continuously replaced by impurity-

depleted vapor boiling out of the liquid phase. The lower partial pressure of the N2 gas will eventually drive 

more N2 out of solution and into the vapor to reequilibrate the partitioning, but this diffusion-limited 

process may not be able to occur as fast as required during a cell transfer. Moreover, cells that are filled 

from a full cylinder may contain higher N2 impurities compared to cells that are filled later when the 

cylinder has less SF6. Our data do exhibit some degree of correlation with filling order, in the sense that 

temperatures derived from the cell s/n 801 (having been the last one to be filled) were slightly higher with a 

somewhat flatter plateau than the others.  

Given these complications, and without cell-specific chemical assays, we are unable to make reliable 

estimates of the actual N2 impurity content inside of any given cell. We make an estimate here based on 

only the simplest assumptions consistent with some nominal assumed N2 impurity and an observed average 

melting curve slope of TC = 0.24 mK as determined via fit C. We estimate the standard uncertainty from 

this impurity as u1 = TC /31/2, which is basically equivalent to the method of overall maximum estimate 

[35]. This yields u1 = 0.138 mK, which we assign to all cells. We recognize the fact that the actual N2 

impurity fractions are very likely somewhat different across the four cells, but we do not have enough 

information to take this into account in any meaningful way. 

 

4.4.2 Plateau Specification 

 

We specified our TP temperatures at both F = 0.5 and F = 1.0, but these F values were experimentally 

determined with an F-dependent uncertainty uF(F). In addition, the observed slope in the plateaus dT/dF 

will produce a corresponding uncertainty in temperature given by u2(F) = uF(F)dT/dF. For the F−1 

representation, dT/dF = T1,0.5 at F = 1 and dT/dF = 4T1,0.5 at F = 0.5, where T1,0.5 ≡ T(1) T(0.5) ≈ 

0.2 mK. 

For the adiabatic cells, the step melting approach results in precise measures of both the step heat 

inputs and the total heat input. In addition, the effects of the heat leaks on the calorimetry are known, and 

corrections are straightforward. We estimated our standard uncertainty in F to be uF(F = 0.5) = 0.005 (i.e., 

0.5 %) and uF(F = 1) = 0.01 (i.e., 1 %) for the adiabatic setup as described in Sec. 3.5. This results in the 

estimated uncertainties of u2(0.5) = 0.003 mK and u2(1) = 0.002 mK, which are completely negligible. 

In contrast, for the immersion-type cells, the step melting approach is only crudely implemented via 

the bath set-point temperature and an assumed constant for the heat-transfer coefficient (see related 

discussions in Sec. 3.6 and Sec. 4.2). Therefore, the corresponding uncertainties for uF(F) are much larger 

in this case. We estimated our standard uncertainty in F to be uF(F = 0.5) = 0.025 (i.e., 2.5 %) and uF(F = 1) 

= 0.05 (i.e., 5 %) for the immersion-type cell setup. This results in the estimated uncertainties of u2(0.5) = 

0.022 mK and u2(1) = 0.011 mK for the immersion cells. 

 

4.4.3 Heat Leaks 

 

The heat-leak uncertainty category is specific to adiabatic realizations and represents the distortions 

and offsets in the plateaus resulting from imperfect adiabatic conditions. Heat-leak errors may be modeled 

according to static Tstat and dynamic Tdyn temperature measurement error parameterizations [38]. The 

internal thermal resistance Rcs was estimated for the two adiabatic type cells for F ≈ 50 % based on the 

observed changes in equilibrium temperatures under known variable heat leaks Pe. We estimated Rcs ≈ 
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0.2 K/W for cell s/n 302 and Rcs ≈ 0.6 K/W for cell s/n 401 for F ≈ 50 % . This resulted in predicted  

offsets in the plateau temperatures in the range 0.085 mK ≤ Tstat ≤ 0.030 mK for cell s/n 302. There  

is only a weak correlation between these estimates and the observed variation in plateau temperatures  

over the four melts, numbers 2 through 5. The range of predicted offsets for cell s/n 401 is 

0.120 mK ≤ Tstat ≤ 0.008 mK, and these values are strongly correlated with the observed variations in 

plateau temperatures for that cell’s melt numbers 1 through 5. The effect of averaging the various melts 

yields mean static error estimates of Tstat ≈ 0.065 mK and Tstat ≈ 0.06 mK for the two adiabatic cells, 

respectively.  

The dynamic errors are caused by incomplete equilibration after an applied heat pulse. Typical 

overheating of 10 mK to 15 mK was observed during heating of these cells for F ≈ 50 %, and these values 

were about ten times higher for F ≈> 85 %. To a first approximation, the cell thermal relaxation time is RC 

= CcellRcs, where Ccell is the heat capacity of the cell at the triple-point temperature. We measured the heat 

capacities of the two adiabatic type cells and found C302 ≈ 300 J/K and C401 ≈ 100 J/K, so we estimate RC = 

60 s for both cells for F ≈ 50 %. Therefore, a wait interval of 5600 s corresponds to about 93 time 

constants, which would reduce any residual equilibration error to a negligible level for these conditions. In 

practice, more complex relaxation mechanisms are likely present, but we found no evidence that resolvable 

changes (i.e., <≈ 0.01 mK) would take place for wait times beyond 5000 s for F < 85 %. Given that the 

static errors are dominant, we estimate an uncertainty due to heat leaks of u3 = 0.065 mK. 

 

4.4.4 Immersion Errors 

 

The immersion error uncertainty category is specific to the immersion-type cell realizations and is 

analogous to the heat-leak category for the adiabatic cells. This uncertainty represents the influence of 

ambient temperature on the plateaus resulting from imperfect immersion of SPRTs. The effects are mainly 

due to a loss of effective immersion depth at high melted fractions as measured by the immersion profiles. 

The profiles are distorted when an excess amount of heat is leaking into the thermowell. As long as the 

entire cell remains completely submerged in the ethanol bath, the primary source of those heat leaks into 

the thermowell is the conducted heat from the copper alloy lead wires inside the SPRT adapter tubes. The 

effective immersion depth is determined by a number of factors, not least of which is the height of the 

column of solid SF6 coaxial with the thermowell. Our observations of immersion profiles are consistent 

with the gradual and/or abrupt disintegration of this solid mantle as the melt proceeds.  

We estimated the magnitude of these errors by analyzing our immersion profile data using the dT/dz 

value as calculated from GW [7] density and the Harvey [20] melting line (see Sec. 4.2). We determined a 

dispersion of the data for each immersion test performed with the cells s/n 1202 and s/n 801 within the 

range 30 % ≤ F ≤ 80 %. The dispersion was obtained using immersion data between 0 cm and 5 cm from 

the bottom of the thermowells, in comparison to the theoretical line (Eq. (3) and Eq. (6)), by 
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 ,    (8) 

 

where T0 and Ti are the temperatures measured at the bottom of the cell (z0 = 0) and at the position zi. The 

rightmost term inside the brackets refers to the theoretical line. The dispersion was calculated for 17 of the 

20 immersion tests performed to estimate the dT/dz in Sec. 4.2, which kept an approximately linear 

behavior at higher positions (up to 5 cm). The data for this estimated uncertainty are shown in Fig. 16. We 

calculated an average (without weights) value for the immersion error uncertainty component u4 = uimm = 

0.05 mK. 
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Fig. 16. Results for the 17 immersion profiles included in the immersion error uncertainty estimate. 

 

4.4.5 Pressure Head Corrections 

 

The pressure head corrections were applied to the immersion cells only, and these carried a finite 

uncertainty due to both uncertainties in the head coefficient and in the effective immersion depth, zeff. The 

adiabatic cells were not corrected but were still subject to a smaller uncertainty due to an uncertainty in the 

effective depth, which is nominally 0 cm. In both cases, we assigned u2(zeff) = (lPt)2/12 + u2(hSF6), where lPt 

= 3 cm is the active length of the SPRT platinum sensing coil, and u(hSF6) = 0.5 cm is the uncertainty in 

height of the free surface of condensed SF6. Starting from Eq. (6), it is straightforward to show that 

 

  

1/2
22

5 eff eff

dT dT
u u z u z

dz dz

     
         

      

, (9) 

  

where dT/dz = 0.116 mK/cm, u(dT/dz) = 0.017 mK/cm, and zeff are given in Table 3. Given these values, 

we calculated: u5 = 0.116 mK for the adiabatic cells; u5 = 0.25 mK for cell 1202; and 0.30 mK for cell 801. 

These uncertainties would be the dominant contributions overall, which is due to the unusually large head 

correction and the 15 % relative uncertainty in its experimental value.  

If instead we assume that Eq. (2) and Eq. (3) are both correct and applicable to our cells within the 

melting range (0.3 ≤ F ≤ 0.8), then according to GW [7] and Harvey [20], the relative standard uncertainties 

in l and dp/dT are 0.01 % and 1.6 %, respectively. The relative uncertainty from the calculated value of 

dT/dz would then be only about 1.6 %, or u(dT/dz) = 0.00186 mK/cm. In this case, we obtain u5 = 

0.118 mK for cell 1202, and 0.120 mK for cell 801. We therefore used the recommended GW EoS and 

Harvey melting line uncertainties for evaluating u5.  
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4.4.6 Extrapolation Error 

 

There is uncertainty for the F = 1 extrapolation, and possibly the F = 0.5 interpolation, due to 

uncertainty in the functional form of the fit. We chose the F−y models to fit the data with y = 0.8 and y = 

0.6, but the range of statistically reasonable values of the exponent would be 0.5 ≤ y ≤ 1. Given the quality 

of our data, it is not possible to rule out other values of y over the limited melting range of 0.2 < F < 0.8. 

We made a comparison between our linear F−1 fits (y = 1, fit B) and another series of fits where y = 0.5. 

The results of this fit comparison yielded only small changes in the Ttp(F = 0.5) interpolated values that are 

well within the statistical uncertainties for the F−y model fits. The fit comparisons for the F = 1 

extrapolations, however, did yield significant differences, with an average difference of 0.106 mK. In 

contrast, the differences in the F = 1 extrapolations between the fit B and fit C curves are less than half of 

that. We therefore estimate u6(1) = 0.106 mK for all four of the SF6 cells. 

 

4.4.7 ITS-90 Realization 

 

The uncertainty in the ITS-90 realization via the SPRTs is dominated by the uncertainty contributions 

of the two fixed points, Ar TP and Hg TP, defining the subrange. The two fixed-point uncertainties were 

propagated over the subrange 4 according to the deviation equation, Eq. (4). For the capsule-type SPRTs 

used here, we assigned u(Ar TP) = 0.093 mK and u(Hg TP) = 0.2 mK. Figure 17 illustrates how these 

uncertainties were propagated to T90 = 223.555 K and combined as an uncorrelated quadrature summation 

(i.e., root-sum-squared); the result is u90(223.555 K) = 0.245 mK. Other contributions to the total 

uncertainty in ITS-90 are from type-3 nonuniqueness [39], where uNU-3(223.555 K) = 0.053 mK. The 

combined uncertainty for realization of the ITS-90 is then u7 = 0.251 mK.  

We made both direct and indirect comparisons at the SF6 TP temperature between our five SPRTs to 

support our ITS-90 uncertainty estimate. As shown in Table 5, realizations using the two immersion cells 

were performed using two SPRTs each. One was primarily used in the cell, while the other was primarily 

used to determine the bath temperature. Each pair of SPRTs were also occasionally interchanged under 

otherwise static conditions to compare their interpolated temperatures. In these indirect comparisons, 

indicated temperature differences of approximately 0.2 mK were observed. In the case of the adiabatic cell 

s/n 401, a direct comparison among three SPRTs was possible during the realizations, and again differences 

as large as 0.2 mK were observed. In the case of two specific SPRTs, 1774092 and 56860103, however, the 

relative agreement was much better, with differences less than 0.04 mK. Given our Hg TP uncertainty 

estimates here, we find these differences in interpolated temperature to be unremarkable. 
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Fig. 17. The ITS-90 fixed-point uncertainties and non-uniqueness uncertainties as propagated over the subrange 4 from 273.16 K to 

83.8058 K. The various components are combined as a root-sum-square (RSS) uncertainty to form the black curve as shown. 

 

4.4.8 Water Triple Point Propagated Uncertainty 

 

The WTP is treated separately from the other ITS-90-specific uncertainty components. Like the other 

fixed-point uncertainties, its realization uncertainty propagates over the subrange according to a particular 

functional form. Unlike the other fixed points, however, the exact form of the uncertainty propagation 

depends on certain details of how the WTP data are utilized in the course of SPRT interpolations [40]. In 

the case of the capsule SPRTs utilized in our laboratory, the SPRT calibration data were generated at earlier 

times, often with different measurement systems or within other facilities [28] at NIST. We made regular 

checks of the WTP resistances for our SPRTs during the course of these SF6 TP realizations, and all the 

thermometers exhibited stability <0.1 mK. In only one case, we made a small adjustment in the WTP 

resistance value for SPRT 56860103 as used for interpolation. Given this situation, the WTP uncertainty 

propagation most closely corresponds to the “case 1” example as detailed in the article by Meyer and 

Ripple [40]. When the linear form of the propagated uncertainty is evaluated at 223.555 K, the result is a 

factor of 0.8 times the WTP realization uncertainty. The WTP uncertainty for routine calibration purposes 

in our laboratory is 0.097 mK [28], so its uncertainty contribution when propagated to 223.555 K is 

u8 = 0.8×0.097 mK = 0.078 mK. 

 

4.4.9 Self-Heating Effects 

 

The SPRTs were calibrated using constant current data with i = 1 mA from the Hg TP, Ar TP, and 

WTP. The quiescent power dissipation at the SF6 TP is P ≈ 20.4 W for an SPRT. Consequently, we used 

the SPRTs at an excitation current of 1 mA to measure the SF6 TP temperatures. This practice works well 

when the interpolation temperature and the fixed-point calibration temperature are reasonably close and the 
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external self-heating is small [28]. As a systematic check, we also made occasional measurements of the 

SPRT self-heating while on the melt plateaus. The observed self-heating Tosh was a combination of 

external, Tesh = extP , and internal, Tish = intP, contributions, each with its own coefficient ,such that 

Tosh = Tish + Tesh. The internal self-heating coefficient int (a property of the capsule SPRT), as 

mediated by helium exchange gas, will scale with temperature  T0.67 [41], so that the ratio of self-heating 

coefficients would be int (SF6 TP)/int (Hg TP) = 1.032. However, the observed internal self-heating was 

Tsh(T) = inti2R(T), so that the ratio of self-heating will be Tsh(SF6 TP)/Tsh(Hg TP) ≈ 1.032×{Wref(SF6 

TP)/Wref(Hg TP)} ≈ 0.979. So neglecting external self-heating contributions, the expected error in assuming 

a constant self-heating between the Hg TP and SF6 TP will be approximately 2 % of the observed self-

heating at the Hg TP.  

Since the internal self-heating errors are small, the dominant source of error is that produced when the 

external self-heating in the Hg TP cell is different from that in a given SF6 TP cell. It is more difficult to 

estimate the external self-heating, however, since this is installation dependent and less reproducible. For 

four out of the five SPRTs in this study, Tosh ≈ 0.5 mK at the SF6 TP for 1 mA. Our experience using these 

capsules indicates that Tesh ≈ 0.1 mK, and that this would never exceed 0.2 mK when properly installed. 

We therefore assigned a rectangular distribution of half-width 0.1 mK (i.e., 20 % of Tosh) to the self-

heating error uncertainty so that u9 = 0.058 mK. 

 

4.4.10   Resistance Measurement Uncertainties 

 

The SPRT resistance measurements were performed using the DSB [32] and one of two external 

resistance standards with nominal values of 100  and 25 . This particular model of DSB has a ratio 

uncertainty specification of 0.07 /and the random noise component is comparable to this 

specification. Experience at NIST [42] using many DSBs with Hamon-type resistance calibrators [43] has 

confirmed this basic performance specification. In practice, we used this same bridge and same two 

reference resistors for both the SF6 measurements and the WTP measurements, so the absolute calibration 

in ohms does not enter into the uncertainty budget. The short-term stability (i.e., ≤1 month) of the reference 

resistors does contribute, but this was usually below 0.05 /For the purposes of this work, we assumed 

a combined uncertainty for the resistance measurements of 0.1 /which corresponds to an equivalent 

temperature uncertainty of u10 = 0.032 mK. 

 

4.4.11   Total Combined Standard Uncertainty 

 

As shown in Table 9, the combined total standard uncertainties for the adiabatic and immersion cells 

are comparable, ranging from uc = 0.33 mK for adiabatic cells at F = 0.5 to uc = 0.35 mK for immersion 

cells at F = 1. We assume any correlations between the various uncertainty components are negligible, so 

the combined uncertainties are simply a root-sum-square calculation.  

 

5. Discussion 

 

Our results may be compared with other published realizations of the SF6 TP, but now with more detail 

than that already presented in Sec. 2. We limit a detailed comparison to those results published from 1993 

forward, omitting those earlier results where apparently unknown chemical impurities were dominant. The 

comparison is summarized in Table 11 for TP temperatures and the reported standard uncertainties. 
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Table 11. A summary of modern realizations of the SF6 TP. 
 

Year Citation Ttp (K) Notes 

1993 Blanke et al. [8] 223.555(5)  

2001 Funke et al. [9] 223.555(3)  

2016 Rourke [10] 223.555 23(49) F = 1, 1 adiabatic cell 

2017 This work 223.556 07(35) F = 1, weighted avg. of 4 cells 

 

Our results are generally consistent with these and other contemporary results [44] for the SF6 TP, 

given that the differences are all within twice the combined uncertainties. In particular, our results differ 

from those of Rourke [10] by 0.84 mK, which is 1.4 times the combined standard uncertainty of 0.60 mK. 

The source of SF6 as used by Rourke was from the same commercial supplier as used in this work, but it 

was from a different batch with higher chemical impurities than that of our SF6. The sample used by 

Rourke was reported to contain an impurity fraction of 9×10−6 of air, and it was not subjected to any 

additional purification steps. The higher impurity fractions would be expected to produce a lower TP 

temperature, as observed.  

The question of achieving sufficient chemical purity is complicated. From a simple Raoult’s law 

approximation, the observed melting range of 0.2 mK over a 50 % span of melted fraction would 

correspond to an impurity concentration of 2.6 mol/mol, which happens to be the same nominal fraction 

of N2 impurity one would expect to be present based on the chemical assay from our supplier (Table 4). 

Our analysis of the impurity partitioning effects described in Sec. 4.1.1 casts some doubt on this simplified 

explanation. On the one hand, the partitioning that takes place between vapor and liquid phases within a 

cell would have the effect of decreasing the dissolved N2 in the liquid phase. On the other hand, the 

partitioning that takes place inside the SF6 source cylinder during the gas transfer process would have the 

effect of enhancing the overall N2 impurities, at least initially. In addition, our experience with extensive 

vacuum degassing of one cell (s/n 1202) did not lead to any significant difference in the melting plateau for 

that cell compared to other cells that were not subjected to degassing. This implies that the presence of 

volatile N2 impurities has a negligible influence on the observed plateaus, and/or the N2 is partially 

dissolved and or trapped in the solid SF6. While our melting curves are consistent with finite distribution 

coefficients in the range 0.2 ≤ ks,l ≤ 0.4, there are ambiguities associated with such interpretations of 

melting data [36]. We are unaware of any publications reporting on solid solutions of SF6 and N2. 

Other less volatile impurities, such as CF4, are present in our samples, but at much lower 

concentrations (e.g., 0.3 mol·mol−1; Table 4). Any effect large enough to produce the melting ranges 

observed here, if due only to the CF4 impurities, would imply the existence of partial solid solutions and 

one or more eutectic or peritectic points. We are unaware of any publications reporting on solid solutions of 

SF6 and CF4. 

Our source cylinder of SF6 is probably some of the highest purity commercial product available today, 

but some further improvement should be possible through the use of both active chemical getters and other 

differential degassing methods [45]. The chemical effects can be assessed via direct sample-to-sample 

thermometric comparisons of samples derived from different source gases of comparable purity. Cells with 

nominally identical source material, but with different vapor to liquid volume ratios, could also be 

compared and analyzed relative to the predictions of Eq. (7). Such comparisons will be presented in a later 

publication. 

The dominant uncertainty in our experimental value for the SF6 TP temperature is from the ITS-90 

realization. This in turn is almost entirely due to uncertainty propagated from the Hg TP. While it is 

possible to achieve realizations of the Hg TP with lower uncertainties [28] than those (u(Hg TP) = 0.2 mK) 

assigned to our capsule SPRTs, such low-uncertainty calibration data were not available for these 

thermometers prior to this work.  

The static pressure head correction is also a significant source of uncertainty. This is because the head 

correction coefficient is unusually large, which itself is a consequence of a relatively high mass density and 

a relatively low initial slope of the melting line in SF6. Our measurements of the pressure head coefficient 
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are, to our knowledge, the first ever published for SF6. Despite a relatively poor statistical uncertainty (i.e., 

15 %) in the experimental value of the coefficient, the correction values as applied here to our immersion-

type cells are likely correct to within 10 %. Moreover, there is no evidence of a systematic effect related to 

the head correction. This is due to the close agreement between the small adiabatic-type cells with no 

correction applied and the immersion-type cells where corrections of 1.55 mK (s/n 1202) and 1.98 mK (s/n 

801) were applied. The largest disagreement between an adiabatic cell (s/n 401) and an immersion cell (s/n 

801) was only 0.19 mK (i.e., 9.6 % of the head correction) as interpolated at F = 50 %, and only 0.05 mK 

in the case of s/n 302 and s/n 1202. The fact that we used a value for the coefficient calculated from a 

melting-line equation [20], itself derived from other melting data, is not a limitation in and of itself. It is 

worth noting that the pressure head coefficients as used in the ITS-90 are prescribed by the scale 

definitions, and therefore they are used universally without assigning an uncertainty. This is despite the fact 

that, in some cases, the ITS-90 values are not completely consistent with contemporary melting-line 

formulations.2 

We relied on a calculated value for the static pressure head coefficient, assuming that Eq. (3) and Eq. 

(6) are valid. Our use of the liquid density in Eq. (3) is customary for fixed-point cell usage in the ITS-90, 

since it is the weight of the fluid column that creates the pressure head. However, the actual immersion 

depth zeff in Eq. (6) is calculated from the cell dimensions and in the liquidus limit where F = 1. The 

correction of  
1
3

sol liq liq sol 0.9315h h     is an attempt to gauge the actual height of the liquid column as it is 

formed from the solid during the initial inner melt. This assumption may be too simplified, since the 

annular solid volume is unable to shrink the inner radius at the thermowell, which could in turn distort the 

axial (vertical) dimensions. Furthermore, at high melted fractions, the actual pressure head could become 

elevated beyond the initial height. In this case, the effective pressure head would start to increase with 

further increases in F, but our data lack the reproducibility at high F to resolve the difference between F−1 

and F dependence.  

The lack of reproducibility for F > 80 % requires some greater efforts to address. In the case of 

adiabatic cells, there are heat-leak errors, and improvements are required in the calorimetry. This in turn 

requires a greater degree of isolation to minimize the heat leaks. In the case of the immersion-type cells, the 

problems are subtler and are related to the conditions necessary for adequate immersion within the cell. 

These in turn depend on the spatial distribution of the solid-liquid interface remaining fully intact as a 

coaxial column in close contact with the outer side of the thermowell. Our observations of various melts 

under continuous melting are consistent with the disintegration of the solid mantle at high melted fractions. 

Presumably, the cohesion of the solid is insufficient to support its own weight under those conditions. To 

address this, we designed a second generation of immersion cells that contain horizonal baffles in the 

condensed region of the interior cell volume to serve as both radial heat shunts and structural reinforcement 

for the solid. We expect that these new designs will prevent portions of the solid from falling off of the 

mantle, allowing a higher heat-flux stability threshold under continuous melting and better reproducibility 

at high F conditions. The results for those cells will be presented in a later publication. 

Our main objective for this work was to demonstrate that the SF6 TP can serve as a “drop-in-

replacement” for Hg TP cells. This objective has been achieved, to a certain extent, using only these first-

generation cells and their prototype design. It was achieved to the extent that our SF6 TP realization 

uncertainty is mostly limited by realization of the Hg TP itself. It is not yet achieved, however, to the extent 

that the ease of realization is comparable to that when using Hg TP cells. The Hg TP can be easily realized 

using a continuous melting mode, which is convenient and simple to set up in the laboratory. In contrast, 

our SF6 immersion-type cells require a more complicated experimental realization with step melting and 

quasi-adiabatic conditions. With future refinements in technique and some degree of automation, however, 

                                                           

2 For example, the pressure head coefficient for the Ar TP is 3.3 mK/m according the ITS-90 [1], but it is 3.48 mK/m according to 

contemporary melting line and density EoS [46]. 
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a step melting approach should not present a significant limitation to adopting SF6 or some other nonmetal 

to replace the Hg TP. In addition, further work is needed to verify our results using the much more common 

long-stem-type SPRTs 

 

6. Conclusions 
 

We have presented our first results for the realization of the SF6 TP using four TP cells of novel and 

varied design. Two immersion-type cells and two small adiabatic-type cells were used to test the 

reproducibility of the realizations subject to varied conditions and corrections. These first-generation cell 

designs yield TP temperatures that are both self-consistent and in agreement with the most recent and 

lowest uncertainty values reported in the literature. The maximum disagreement between any two cells is 

0.19 mK at F = 0.5 and 0.17 mK as extrapolated to the liquidus point (F = 1). Nitrogen impurities of less 

than 3 mol·mol−1 appear to be the dominant factor in determining the shape of the melting curves, with a 

possible argon contamination in one case. While the data are consistent with possible solid/liquid 

distribution coefficients in the range 0.2 ≤ ks.l ≤ 0.4, the nature of melting curves does not permit a strict 

interpretation for impurity distributions. Our mean TP temperature is 223.55607(35) K extrapolated to the 

liquidus point, and our uncertainty of 0.35 mK is primarily limited by the realization of the ITS-90 itself. 

We have made the first published experimental determination of the static pressure head coefficient for 

SF6, and our value of 0.116(17) mK/cm agrees with the calculated value of 0.116(2) as derived from the 

GW [7] density EoS and the melting line slope of 1.556(25) MPa/K from Harvey [20]. We have found that 

immersion-type cells must be operated using step melting in a quasi-adiabatic mode in order to obtain 

reproducible results that are comparable to the smaller adiabatic-type cells. This is in contrast to the 

continuous melting techniques commonly used for metal fixed-point immersion cells, and in particular 

those used for realization of the Hg TP. Our results have demonstrated that SF6 has the potential to replace 

the Hg TP as the fixed point for the calibration of SPRTs on the ITS-90, with some qualifications. Some 

further improvements to lower the SF6 TP realization uncertainties are possible using immersion cells with 

horizontal baffles, which serve to support the solid mantle at higher melted fractions. Improvements in the 

adiabatic techniques would also allow better reproducibility at higher melted fractions. The uncertainty for 

the ITS-90 temperature, however, could only be further improved by lowering the realization uncertainty of 

the Hg TP. 
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