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In preparation for the redefinition of the International System of Units (SI), five different electronic measurements of the Boltzmann 
constant have been performed using different Johnson noise thermometry (JNT) systems over the past seven years. In this paper, we 
describe in detail the JNT system and uncertainty components associated with the most recent National Institute of Standards and 
Technology (NIST) determination of the Boltzmann constant: k = 1.380642 9(69) × 10−23 J/K, with a relative standard uncertainty of 
5.0 × 10−6 and relative offset of −4.05 × 10−6 from the Committee on Data for Science and Technology (CODATA) 2014 
recommended value. We discuss the input circuits and the approach we used to match the frequency response of two noise sources. 
We present new measurements of the correlated noise of the 4 K on-chip resistors in the quantum-accurate, pseudorandom, voltage-
noise source, which we used to estimate the correlated, frequency-dependent, nonthermal noise in our system. Finally, we contrast our 
system with those used in other measurements and speculate on future improvements. 
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1. Introduction 

 
For the forthcoming redefinition of the kelvin in the International System of Units (SI), an exact 

numerical value for the Boltzmann constant k in units of joules per kelvin will be selected to relate the 
thermodynamic temperature T to energy E using the relation 𝐸𝐸 = 𝑘𝑘𝑘𝑘. The fixed value of the Boltzmann 
constant will be established from low-uncertainty measurements of k relative to the current SI definition of 
the kelvin based on the intrinsic definition of the triple point of water. The Consultative Committee for 
Thermometry (CCT) of the International Committee for Weights and Measures (CIPM) required that the 
value of k should be fixed only if the Boltzmann constant has been determined by at least one measurement 
technique with a relative uncertainty less than 1 × 10−6, and at least one additional measurement technique 
with uncertainty less than 3 × 10−6 [1]. The most precise measurements of the Boltzmann constant k are 
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based on the acoustic properties of gases with less than 1 × 10−6 relative uncertainty [2, 3]. An alternative 
technique using dielectric constant gas thermometry [4, 5] recently produced a value for k with a relative 
uncertainty of 1.9 × 10−6 [6]. The combination of these two techniques meets the CCT requirement for 
redefinition. 

In contrast to techniques based on atomic gases, Johnson noise thermometry (JNT) is based on the 
properties of a free electron gas in a conductor [7, 8, 9]. As predicted by the fluctuation-dissipation theorem 
[10, 11], the thermal motion of electrons results in voltage and current noise as described by Nyquist’s 
equation as mean-square noise voltage 〈𝑉𝑉𝑅𝑅2〉, which is proportional to resistance R for temperature T and 
bandwidth 𝛥𝛥𝛥𝛥: 
 
 〈𝑉𝑉𝑅𝑅2〉 = 4𝑘𝑘𝑘𝑘𝑘𝑘𝛥𝛥𝛥𝛥. (1) 

 
This approximation to the Nyquist equation is accurate to better than 5 × 10−9 at frequencies below 

100 MHz and 𝑘𝑘 > 25 K, where quantum corrections are small. In this regime, the Johnson noise is 
“white”; that is, the power spectral density is independent of frequency for fixed temperature, resistance, 
and bandwidth. The generality of the link between voltage fluctuations and resistance allows Johnson noise 
to be used as a primary thermometer. 

Johnson noise thermometry has an extensive history [12–15], but precision applications were made 
possible only more recently by NIST’s development of a superconducting, quantum-accurate, 
pseudorandom, voltage-noise source (QVNS) as an exact synthetic noise reference. The QVNS generates 
an accurate synthetic pseudorandom noise signal with mean-square voltage 〈𝑉𝑉Q2〉 = |𝑣𝑣JJ|2/𝐾𝐾J2, where JJ 
indicates the Josephson junction, |𝑣𝑣JJ| is a noise power spectral density that is calculable from QVNS 
implementation details, and 𝐾𝐾J is the conventional value for the Josephson constant. When the resistance of 
the thermal noise source is expressed in terms of the conventional value of the von Klitzing constant RK-90, 
the measured ratio 〈𝑉𝑉𝑅𝑅2〉/〈𝑉𝑉JJ2〉 will be proportional to 𝑘𝑘/ℎ, the ratio of the Boltzmann constant to the Planck 
constant. The relative uncertainty in the value of the Planck constant, 1.2 × 10−8, is less than 2 % of the 
smallest relative uncertainties in the Boltzmann constant, 5.7 × 10−7 [16]; therefore, we can assume a fixed 
Planck constant of h = 6.626070040 × 10−34 J s with negligible effect on the uncertainty of our measured 
value of k. 

The small magnitude of Johnson noise, only 0.123 nV Ω−1/2 Hz−1/2 at 273.16 K, poses a challenge for 
accurate measurement. However, JNT has progressively improved through the implementation of 
techniques such as switched cross-correlators [13], accurate QVNS references [17], and others [18–33]. 
The National Institute of Standards and Technology (NIST) has been developing precision QVNS-JNT 
systems since 1999 in cooperation with the Measurement Standards Laboratory of New Zealand [18–30], 
and since 2009 in collaboration with the National Institute of Metrology (NIM) of China [31–33]. Different 
iterations of QVNS-JNT systems at NIST and NIM have produced independent measurements of k in 
2011–2017 [34–36], with the most recent NIM measurement determining k to a relative uncertainty of 2.7 
× 10−6, meeting CCT’s 3.0 × 10−6 threshold [1]. The most recent NIST determination of k was reported with 
a relative uncertainty of 5.0 × 10−6 [37]. Finally, the National Metrology Institute of Japan (NMIJ) 
developed a similar system in which the room-temperature pulse generator used in other QVNSs is 
replaced by an on-chip, superconducting, integrated pseudorandom number generator [38]. NMIJ 
determined a value for k with a relative uncertainty of 1 × 10−5 [39]. 

This article discusses in detail the implementation of the NIST JNT system, and it is intended as a 
companion to the recent NIST report [37] focused on determining a value for k. Necessarily, this more 
detailed document will revisit some of the same material, but it will also provide deeper information and 
discussion on the measurement circuits and analysis techniques used in Ref. [37]. Emphasis will be placed 
on modifications incorporated since our earlier 2015 determination of k [34]. Major differences include an 
increase in the thermal noise resistance from 100 Ω to 200 Ω, attempts to match the frequency response of 
the measurement channels using trim resistors and capacitors, separate shielding of the twisted pairs of 
wires to reduce interchannel cross-talk, and selection of noise ratio spectra models with an automated 
cross-validation method developed by Coakley et al. [40]. 

The instrumentation used in Ref. [37] will be discussed in Sec. 2, covering the two noise sources (Sec. 
2.1–2), measurement electronics (Sec. 2.3–4), and shielding (Sec. 2.5). Section 3 describes the use of the 
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complex ratio of the measured noise sources in the context of a measurement of the undesired correlated 
noise in the JNT system, such as possible current noise from the amplifiers that could cause frequency-
dependence in the measured Johnson noise signal. The details of the measurement of the Boltzmann 
constant in Ref. [37] are discussed in Sec. 4, including the matching of measurement channels with 
trimming capacitors (Sec. 4.1). Section 5 similarly explores the uncertainty budget in greater detail than in 
Ref. [37] and includes some discussion of the ways in which the statistical uncertainty may be estimated 
from experimental parameters (Sec. 5.2). Section 6 compares measurement hardware among several JNT 
experiments at NIST and other laboratories. 

 
2. QVNS-JNT Apparatus at NIST 

 
In this section, we describe the components of the JNT system at NIST (Fig. 1) used to make the 

Boltzmann constant determination in Ref. [37]. Two voltage sources are measured alternately and 
compared: (1) the sense resistor is thermally coupled to a realization of the triple point of water (TPW), and 
generates the thermal mean-square noise voltage 〈𝑉𝑉𝑅𝑅2〉, described in Sec. 2.1, and (2) the QVNS uses 
Josephson junctions to generate synthetic pseudorandom noise voltage with a known magnitude 〈𝑉𝑉Q2〉, 
described in Sec. 2.2 [29, 41, 42]. 

To accurately determine the ratio 〈𝑉𝑉𝑅𝑅2〉/〈𝑉𝑉Q2〉  ∝  𝑘𝑘 𝑘𝑘, the two voltages 𝑉𝑉𝑅𝑅 and 𝑉𝑉Q must be measured 
using nearly identical data acquisition hardware. In Sec. 2.3, we describe how this is accomplished by 
measuring both voltages with the same chain of amplifiers and the same digitizers by switching between 
voltage sources every 100 s using mechanical relays on a custom circuit board. 

Since the magnitude of the Johnson noise is similar to that of typical amplifiers, two separate channels 
of amplifiers, low-pass anti-aliasing filters, and digitizers are used (discussed in Sec. 2.4), and a cross-
correlation measurement is performed to reduce the effect of amplifier noise [43, 44]. Any cross-talk 
between the channels or electromagnetic interference (EMI) picked up by both channels is 
indistinguishable in the cross-correlated data from Johnson noise. Therefore, we have made a large effort 
both to reduce cross-talk between the channels, as discussed throughout Sec. 2, and to implement careful 
shielding and grounding, discussed in Sec. 2.5. Earlier JNT measurements at NIST were limited by EMI; 
the EMI in Ref. [37] was drastically reduced by operating the system in a shielded room. 

 

 
 
Fig. 1. Johnson noise thermometer schematic diagram. The 200 Ω sense resistor is composed of two series resistors 𝑘𝑘𝑇𝑇 = 100 Ω. The 
cryogenic QVNS is composed of two pairs of resistors 𝑘𝑘𝑄𝑄 ≈ 100 Ω and two arrays with 𝑁𝑁JJ = 20 Josephson junctions, 10 per array. 
The QVNS lines have additional trim resistors 𝑘𝑘𝑚𝑚 ≈ 1 Ω and trim capacitors 𝐶𝐶𝑚𝑚 = 5 pF to 60 pF used to match the response of the 
measurement channels. A custom switch board is used to determine which noise source is connected to the two signal-processing 
channels (Ch A and Ch B). The amplifiers (Amp) are stabilized using a combination of common-mode ferrite chokes (light gray 
boxes) and resistors 𝑘𝑘amp. The center of each source is grounded (green lines) at the amplifier input, and that ground is used to shield 
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each differential twisted pair. After the custom high-gain low-noise amplifier, there is a steep 11th-order 850 kHz low-pass filter 
(LPF) and an ac-coupled, 16 bit, 2.083 × 106 samples/s digitizer (ADC). There is an additional grounded shield surrounding the entire 
system (gray boxes), and the entire system is also in an electromagnetically shielded room. The switchboard and ADCs are optically 
controlled by a personal computer (PC) outside of the shielded room. 
 
2.1 Thermal Noise Source 

 
In the recent NIST measurement [37], the Johnson-noise-generating sense resistance coupled to the 

TPW (top left of Fig. 1) was chosen to be 200 Ω, which increased the signal-to-noise ratio relative to earlier 
100 Ω JNT experiments [34]. This increase in resistance did not significantly change the measurement 
bandwidth of our system because the effective RC cutoff frequency associated with the measurement 
circuit is larger than the sampling frequency. 

The sense resistor is formed by a series of two closely matched 100 Ω custom-made nickel-chrome-
alloy foil resistors bonded onto alumina chip substrates. Nickel-chrome foil resistors are commonly used in 
resistance metrology and are chosen here for their stability and low temperature coefficient of resistance. 
The foil resistors are approximately 25 μm thick serpentine patterns within a 1.2 mm square boundary and 
are part of a set of four such resistors mounted inside a hermetically sealed leadless chip carrier (LCC) that 
is approximately 8.9 mm × 8.9 mm in size. The temperature coefficients of resistance (TCR) of the 
resistors are within the limits of ±5 μΩ/Ω K and are laser-trimmed to a relative match of 0.01 % and an 
absolute tolerance of 0.1 % of nominal. The LCC package (Fig. 2) has 10 external connection points to 
internal gold wire interconnections that provide the two-terminal-pair definition points at internal junctions 
within on-chip wire-bonding pads. A common connection point is located along the centerline of the 
package and provides the circuit ground point between all the resistors (see Fig. 2, showing two of the four 
resistors with five connection points). This “two-resistor five-point” configuration provides a symmetric 
thermal noise source for the two amplifier channels [27] in the absolute-measurement mode. The LCC 
package also allows for a separate connection configuration using all four of the foil resistors connected 
together as a four-wire short in the null-measurement mode for evaluation of EMI [45] (see Sec. 5.3). 

 

 
 

Fig. 2. Photographs of the resistor package used as Johnson noise source: (a) mounted in an 8.9 mm LCC at the end of the R-probe, 
and (b) inside the LCC, two 100 Ω serpentine foil resistors (200 Ω total) and a central grounding pad. Each resistor structure is 
contained in a 1.2 mm × 1.2 mm square region. 
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The LCC is soldered onto an alumina printed circuit board (PCB) with gold-printed solder pads to 
provide the connections to Teflon-insulated twisted-pair leads.1 This alumina PCB is fastened onto the flat 
surface of an internal copper heat sink (a 64 mm long, 10 mm diameter split cylinder) inside of the 
resistance probe (R-probe). The R-probe is made from a 400 mm long, thin-wall, 6.35 mm diameter 
stainless-steel sheath that contains a pair of 1.4 mm diameter stainless-steel shielding tubes. These internal 
shielding tubes are isolated from the external sheath and are connected to the resistor’s circuit ground point 
at the bottom of the probe, near the LCC package. The twisted-pair lead wiring is contained within the 
internal shielding tubes to reduce differential cross-talk to less than −80 dB by decoupling the signal path 
along the length of the R-probe and keeping the wiring mechanically stable. Earlier versions of this system 
used unshielded twisted pairs, while the recent NIM system used a pair of coaxial lines per channel. The 
bottommost 10 cm section of the R-probe is formed from a 12 mm diameter removable copper sheath that 
allows access to the internal copper heat sink, the alumina PCB, and wiring connections. The copper sheath 
is mechanically fastened to the R-probe body and sealed with a pair of silicone O-rings. To keep the 
internal volume of the probe free of excess humidity, the R-probe is internally pressurized with dry 
nitrogen gas to approximately 7 kPa above ambient pressure. 

The R-probe used here, designated “JT4B,” is of a similar design to those used at NIST in the past [26] 
and was rebuilt in 2014 to provide better immersion characteristics. The probe is immersed in the 
thermowell of a “B-type” borosilicate-glass TPW cell. While other approaches to stabilizing the sense 
resistor temperature would have been possible, such as an electronically temperature controlled 
environment, we chose to use triple-point cells for their convenience, since the sense resistor was easily 
conformed to an immersion probe configuration. The TPW cell’s thermowell is 13 mm in diameter and 
270 mm in total immersion depth and is filled with ethanol to serve as a heat-transfer fluid. The TPW cell is 
maintained inside a thermoelectrically cooled dry-well maintenance system, which was specifically 
designed to maintain ice mantles for this type of cell. We refer to this TPW cell, serial number 1302, as the 
“working cell,” which has always remained within NIST, Boulder, Colorado. The working cell has been 
directly compared with other TPW transfer cells that have been transported between NIST’s Boulder, 
Colorado, and Gaithersburg, Maryland, campuses. We describe these comparisons as well as the R-probe 
immersion tests in Sec. 4.4 and Sec. 5.8. 

The 200 Ω sense resistor is calibrated every 3 to 7 d versus a Tegam SR102 100 Ω standard resistor, 
identification number 1202T, which also serves as a portable transfer standard between NIST’s Boulder 
and Gaithersburg campuses and provides traceability to the NIST ohm, maintained with the quantum Hall 
effect (QHE) [46]. The standard resistor has a history of QHE calibrations dating back to 2007 and 
exhibited an average drift rate of +0.068 μΩ/Ω per year between 2007 and 2011. More recent 
measurements made in 2015 indicate a lower drift rate of +0.020(7) μΩ/Ω per year. The sense resistor is 
much less stable than this and requires relatively frequent recalibration. When maintained at a constant 
temperature inside of the TPW cell, the sense resistor will usually drift on the order of −0.1 μΩ/Ω per day. 
Transient drift can occur at higher levels when the resistor is thermally cycled or otherwise perturbed; we 
avoided making noise measurements under these conditions (see discussion in Sec. 4.5). 

The sense resistor calibrations are performed with either of two resistance bridges. The first resistance 
bridge is an automatic direct current comparator (DCC) with a specified uncertainty of 0.1 μΩ/Ω [47]. The 
second bridge is an automatic ac digital substitution bridge (DSB), also with a specified uncertainty of 
0.1 μΩ/Ω [48]. Both bridges are used with the 1202T 100 Ω standard as the reference and hence cannot be 
operated simultaneously. The DCC bridge is operated at reversal time of 60 s, whereas the DSB operates 
with a 6 Hz square wave excitation. In both cases, the sense resistor is calibrated at an excitation current of 
0.25 mA, which is a compromise between sensitivity of the measurement and self-heating effects. We 
describe the resistance measurements in greater detail in Sec. 4.5. 
  

                                                           
1 Certain commercial materials, devices, and instruments are identified to specify the experimental study adequately. Such 
identification does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it 
imply that the materials, devices, and instruments are necessarily the best available for the purpose. 
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2.2 Quantized Voltage Noise Source 
 
The QVNS superconducting-integrated circuit was fabricated at NIST (see Fig. 3) and consists of a 

total of 20 Josephson junctions. The Josephson junctions use Nb electrodes with Nb-Si barriers and behave 
like superconductor-normal metal-superconductor (SNS) junctions [49, 50]. The critical current of the 
Josephson junctions is about 𝐼𝐼c = 10 mA, and the normal resistance is about 𝑘𝑘n = 4 mΩ, corresponding to 
a characteristic frequency of 20 GHz. As described in Sec. 5.7, precise QVNS output is possible because 
this characteristic frequency is much higher than the highest frequencies generated in the pseudorandom 
noise signal. The chip is indium-soldered to a copper block that both serves as the heat sink for the chip and 
fixes the location of the chip relative to a low-loss circuit board, which is bolted to the copper block [51]. 
The copper block is surrounded by a 3.8 cm diameter Cryoperm magnetic shield to protect the JJ arrays 
from stray magnetic fields. The entire package is immersed in liquid helium at the bottom of a 100 L 
storage Dewar. 

The 20 JJs are divided into two arrays of 10 Josephson junctions each. Each array is separately pulse-
biased via an AC-coupled coplanar waveguide (CPW) by current pulses from a fast pulse generator (inputs 
to the chip in the top-right and bottom-left of Fig. 3). We attempted to match the transfer function of the 
low-frequency voltage connection leads of the QVNS circuit (top-left and bottom-right of Fig. 3) with that 
of the connection leads and sense resistors of the Johnson noise source. Since the output impedance of the 
Johnson noise source at dc is equal to the 200 Ω resistance of the sense resistor, while the inherent output 
impedance of the QVNS JJ arrays at dc is 0 Ω, we achieve matching at dc by adding a 100 Ω on-chip 
resistor to each lead of the QVNS, for a total of 200 Ω per channel [52]. This necessarily adds additional 
Johnson noise to the measurement, but we use separate resistors on each pair of output leads so that the 4 K 
Johnson noise measured by each amplifier is uncorrelated and does not contribute to the cross-correlation. 

The detailed configurations of the QVNS on-chip ground and output leads were also designed to match 
the configuration of the sense resistor probe (as shown in Fig. 1). To reduce cross-talk, the twisted-pair 
wiring in the QVNS probe is shielded in the same way as the wiring in the resistor probe. As described in 
Sec. 4.1, detailed tuning of the QVNS transfer function is accomplished by use of tuning capacitors and 
resistors on the relay board. 

The QVNS uses the arrays of JJs to create a repeating sequence of voltage pulses. The time integral of 
each voltage pulse from each JJ is quantized and equal to 𝐾𝐾J−1 = ℎ/2𝑒𝑒 per JJ [29]. These pulses are fast 
with a width < 50 ps; therefore, the low-frequency, < 10 MHz components of the waveform are precisely 
calculable. The sequence of pulses in the repeating pattern is determined using a delta-sigma modulator 
algorithm, and is a repeating pseudorandom noise-like time-dependent voltage waveform that, in the 
frequency domain, is a frequency comb of odd harmonics 𝛥𝛥0, 3𝛥𝛥0, 5𝛥𝛥0, . . ., with equal amplitude and random 
phase. In Ref. [37], the frequency comb extended up to 4 MHz and used 𝛥𝛥0 = 79 Hz. The amplitude of the 
comb is designed so that the average power spectral density of the comb, over the < 2 MHz measurement 
system bandwidth, matches the 1.74 nV/√Hz power spectral density of the thermal noise of the 200 Ω sense 
resistor at the TPW. 

However, the delta-sigma modulator algorithm is not guaranteed to produce the designed waveform 
with precision to 10−6. We therefore directly calculate the spectrum of the QVNS using the pulse sequence 
𝑝𝑝[𝑚𝑚], where at each time step 𝑚𝑚, there is either a positive pulse 𝑝𝑝 = 1, a negative pulse 𝑝𝑝 = −1, or no 
pulse 𝑝𝑝 = 0. We take the fast Fourier transform (FFT) of the actual pulse sequence to determine the 
magnitude of each tooth of the frequency comb �𝑣𝑣JJ(𝛥𝛥)� = 𝑁𝑁JJ𝛥𝛥Sℱ�𝑝𝑝[𝑚𝑚]�, where 𝑁𝑁JJ is the number of 
Josephson junctions, and 𝛥𝛥S is the number of steps in the pulse sequence per second. We choose these units, 
where 𝑣𝑣JJ𝐾𝐾J−1 has units of volts, to simplify the relationship between the JNT measurement and 
fundamental constants. 

We use a Sympuls pulse generator to apply fast current bias pulses to each JJ array. Because current 
passing through the JJs at the comb frequencies can create an inductive voltage error, we pass the bias 
pulses through three analog high-pass filters and also employ a “zero-compensation” scheme to further 
reduce the current at frequencies < 10 MHz [33]. The component chain from the Sympuls generator to the 
chip starts with a K251 bias tee from Anritsu, followed by a 1 dB attenuator, a DCB-3510-MF-SMA-02 
inner-only dc block, a 2 dB attenuator, a DCB-3511-MF-SMA-02 inner/outer dc block, a 1 dB attenuator, a 
feedthrough into the shielded room, another DCB-3511-MF-SMA-02 inner/outer dc block, a 1 dB 
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attenuator, and a feedthrough into the QVNS probe, which is inserted into a 100 L liquid-helium Cryomag 
CMSH-100 Dewar. Inside the QVNS probe, we use CobraFlex cables to reach the chip package, which is 
immersed in liquid helium. An SMA adapter connects the cable to a coplanar transmission line on the 
circuit board. The transmission line is wire-bonded to the chip, followed by an on-chip inside-outside 
block, the JJ array, and finally the large on-chip ground plane. 

This is the first time we have employed on-chip dc blocks on the QVNS chip. They serve two purposes. 
First, the combination of off-chip attenuators and dc blocks forms three single-pole high-pass filters, each 
with a 6 dB point of around 5 MHz (assuming a 50 Ω environment). The on-chip block contributes another 
single-pole high-pass filter with a 6 dB point near 20 MHz (again assuming a 50 Ω environment). This 
filtering reduces the inductive error from pulse-bias signals at 2 MHz by 50 dB. Second, the inner/outer dc 
blocks separate the pulse generator ground from the shielded room and from the system ground, avoiding 
ground loops. The grounding configuration will be discussed in more detail in Sec. 2.5. 

 To further reduce the inductive error, we also use a zero-compensation pulse scheme [33] in which 
each current-bias pulse from the pulse generator is surrounded by two half-magnitude pulses of the 
opposite polarity. Because of the nonlinearity of the JJs, and with appropriate amplitudes, this composite 
bias will still induce each JJ to create a single quantized output voltage pulse with the same sign as the 
central current pulse. Most importantly, the low-frequency current created by this composite bias is reduced 
because the average current of the composite bias is zero. In practice, we have measured the magnitude of 
the low-frequency bias by digitizing the output of the low-frequency port of the bias-tee, and we have 
observed a power reduction of > 30 dB. However, the zero-compensation waveforms created by the 
Sympuls pulse generator are unipolar; that is, they only create output pulses of a single polarity (it produces 
only two voltage levels). The QVNS output voltages for these patterns therefore have a calculable dc 
voltage offset of about 6 μV. 

 

 
 

Fig. 3. QVNS chip and cryogenic package (composite photo courtesy of Dan Schmidt, NIST). For scale, the silicon chip (blue) is 
1 cm square. 
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2.3 Relays Connect Voltage Sources to Amplifiers 
 
We use a set of latching relays on two identical custom circuit boards to switch between the two 

voltage sources (Fig. 1). The circuit board is designed to minimize the capacitive load, cross-talk, and 
leakage/loss through the circuit board by keeping the traces short and physically separated. An ATMEGA-
8535L-8AU-1551A microprocessor on each circuit board controls the six dual-coil latching signal relays. 
Each microprocessor is powered by its own battery and is linked to the main controller (a Linux computer) 
via an optical cable. During noise measurements, the microprocessor is put into a power-down sleep mode, 
where all clocks in the microprocessor are stopped, which prevents any EMI close to the sensitive amplifier 
inputs. When switching sources, the noise measurement is paused, and the microprocessor is activated by 
an optical signal. 

In the recent NIST measurement [37], a signal relay circuit board (represented by black relays in Fig. 
1) was used to switch the voltage source signal every 100 s. A second, identical ground relay circuit board 
(represented by green relays in Fig. 1) was used to switch the ground connection; earlier measurements did 
not use this second circuit-board and instead tied all the ground wires together in a static manner [34]. In 
Ref. [37], we used two different configurations for the ground connection. In the earlier configuration, the 
ground relay circuit board completely separated the two voltage sources, so that the voltage source that was 
not being measured was completely floating. In the later configuration, the ground relay circuit board still 
sent the grounds of the source being measured to the amplifiers, but it also shorted the grounds of the other 
source to the shielding enclosure, which was connected to the system ground. In both configurations, we 
waited 5 s after switching for transients to settle before starting to collect noise data from the digitizers. 

The QVNS input to the signal relay circuit board also includes trimming capacitors and resistors to 
match the QVNS-to-amplifier connections to the R-probe-to-amplifier connections. Each QVNS input has 
its own trim resistors in series with the input leads and both a ~100 pF fixed surface mount capacitor and a 
tunable capacitor (5 to 57 pF) in parallel. See Sec. 4.1 for a description of the procedure used in Ref. [37] to 
match the voltage sources. 

Finally, in Ref. [37] we used common-mode ferrite chokes and resistors to stabilize the amplifiers. The 
ferrites are cylindrical rings with damping above ~1 MHz (Fair-Rite part number 2643021801). Common-
mode coupling between the field-effect transistor (FET) differential amplifiers on each channel can cause 
Colpitts oscillations and amplifier saturation. This saturation does not occur when the amplifiers are 
connected to the QVNS for two reasons. First, the connection between the positive terminal of one 
amplifier and the positive terminal of the other amplifier has an impedance of 200 Ω at dc (Fig. 1) and 
similarly for the connection between the negative terminals. This resistance is sufficient to damp the 
oscillations. Second, the JJ array acts as a low-inductance short, which further decouples the amplifiers. 

However, when the amplifiers are connected to the Johnson noise source, there is a low-ohmic 
connection between the terminals of the two amplifiers (Fig. 1), and in that configuration, amplifier 
saturation occurs. We therefore use two different configurations of ferrite chokes and resistors to damp the 
Colpitts oscillation and avoid amplifier saturation. This change in configuration was made at the same time 
as the change in the ground relay circuit board discussed above. 

In the earlier configuration, we added a common-mode ferrite choke around each twisted pair input 
from the Johnson noise voltage source immediately before the signal relay circuit board and added 𝑘𝑘amp =
10 Ω between the circuit board and each terminal of the amplifier. In the later configuration, we removed 
the common-mode ferrite chokes and increased the resistance on each amplifier lead to 𝑘𝑘amp = 21.1 Ω. 
We experimentally determined that, without ferrite-core inductors, the amplifiers saturated with a 
resistance of 10 Ω per lead, but not with 20 Ω or 21.1 Ω per lead. 

This change in configuration simplified the electrical circuit and addressed concerns that the presence 
of ferrites could introduce nonlinearity that would increase at lower frequencies. Moreover, the differential-
mode leakage inductance for the choke may also introduce frequency dependence. This change also slightly 
increases the effective amplifier noise. 

Other measurements used similar common-mode ferrite chokes between the amplifier and relay circuit 
boards [34, 53]. Some earlier experiments also used high-resistance nichrome wire in series with the sense 
resistor twisted-pair cable. 
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2.4 Amplifiers, Analog-Digital Converters, and Signal Processing 
 
The measurement electronics must fulfill several conditions to meet the requirements for a precision 

measurement of the Boltzmann constant:  
● very low voltage noise referred to the input of the amplifier: At the TPW temperature, the Johnson 

noise voltage across the sense resistor is only 0.123 nV Ω−1/2 Hz−1/2, resulting in a noise voltage of 
1.74 nV Hz−1/2 for a 200 Ω sense resistor, as used in these measurements;  

● a two-channel design for cross-correlation measurement to reduce the influence of EMI and 
amplifier noise; 

● relay-operated switching between pseudorandom noise source and the sense resistor;  
● very high input impedance and no feedback into the input circuit to prevent currents through the 

sense resistor; 
● very high linearity to avoid mixing into the passband of the electronics, which would show up as 

an enhanced temperature; 
● differential amplification, at least in the input stage, to reduce the effects of EMI;   
● heavy shielding of the environment and between the system channels; 
● wide bandwidth, high amplification, and flat transfer characteristics in the passband of the 

amplifiers; for a transmission bandwidth of 1 MHz, the root-mean-square Johnson noise voltage 
would increase to 1.74 μV; and 

● battery operation and digital output to optical transmission lines to isolate the system electrically. 
 
The design of the amplifier is based on a version used in earlier JNT experiments at NIST. The 

differential input stage (Fig. 4) and the main amplifier were extensively simulated and tested, leading to an 
improved new amplifier design with lower noise and wider bandwidth, as described below. 

 
 

Fig. 4. Differential junction field effect transistor (JFET) input stage of the amplifier. 
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As the input stage, a differential junction field effect transistor (JFET) amplifier was designed with 
JFET constant-current source and cascaded outputs into 200 Ω. The amplifier allows adjustment of the sum 
of the drain-source currents of the JFETs to about 10 mA. The JFET gates can be dc-coupled to the sense 
resistor and the QVNS. A JFET-pair, the SNJ903L42, specially selected and packaged by InterFET 
Corporation, was used and houses two matched IF9030 JFETs in one package. Each FET has an equivalent 
short circuit input noise of 0.5 nV Hz−1/2 at 1 kHz, an input capacitance of 60 pF at 1 MHz, and a forward 
transconductance of 80 mS. The gate resistance is of the order of 1010 Ω. The bandwidth of the input stage 
with the input being dc-coupled is 10 MHz at −0.5 dB and 30 MHz at −3 dB. For high-linearity operation, 
the peak-to-peak output voltage should not exceed 2 V. 

Since no feedback to the gates of the JFETs is allowed, a cascode arrangement of the input stage is 
used that keeps the voltage at the JFET drain constant and thus prevents feedback via the drain-gate 
capacitance [54, 55]. Any feedback into the input circuit would result in current flow through the sense 
resistor. Without feedback, temperature affects the operating point of the JFETs, resulting in small changes 
to the gain. Since the power ratio between two noise-voltage sources is measured, long-period gain drift 
can be compensated by frequent switching between the two sources, such that their outputs are measured in 
similar amplifier conditions. However, sudden temperature changes need to be prevented, since short time 
drifts can be only partially compensated. 

To avoid changes in the operating points of the JFETs caused by changes in the supply voltage, and to 
minimize addition of noise from the power supply, a voltage of ±10 V is supplied to the input stage from a 
precision and very-low-noise cascaded regulator, receiving its input from four lithium-ion batteries. This 
precision power supply is based on a circuit suggestion of Analog Devices for a single 10 V power supply, 
based on an AD587KR voltage reference. This circuit was modified and extended to a ±10 V power supply. 
It is capable of supplying more than 20 mA to the input stage at a noise voltage of about 1 nV Hz−1/2. 
AD8675 operational amplifiers were used because of the possibility of rail-to-rail operation and their low 
noise and excellent stability. 

The differential JFET input stage with a 200 Ω differential output resistance is ac-coupled to a low-
noise, low-distortion, wide-bandwidth amplifier. The coupling capacitor is voltage overrated to reduce 
nonlinearities due to voltage-dependent changes in the dielectric constant. The amplifier design is similar to 
a classic instrumentation amplifier based on AD797 operational amplifiers of Analog Devices (see Fig. 5). 
Its 0.5 dB bandwidth is 1 MHz, and the 3 dB bandwidth is 2 MHz. For stability and gain flatness, some 
phase compensation is added. The gain of this amplifier is typically 51 dB. 

 

 
 

Fig. 5. Second stage of differential amplifier. 
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To allow dc-coupling without dc offset voltages at the output of the instrumentation amplifier, an 
automatic offset compensation has been added. The dc component of the output is amplified in an AD8675 
operational amplifier used as an integrator and fed back to the noninverting input of the last stage of the 
differential amplifier. To drive subsequent 50 Ω filters, a dc-coupled high-linearity buffer was added to the 
output of the amplifier, typically used with a gain of one into a 50 Ω load. 

The full amplifier has a gain of about 70 dB, a common-mode rejection of up to 100 dB at 100 kHz, 
low differential input voltage noise of around 1.2 nV Hz−1/2, high linearity, high input resistance, and low 
dc-output offset. 

Earlier measurements used an amplifier design with an input ac-coupling via a 0.1 µF ceramic 
capacitor and 20 MΩ resistance to ground. Compared to the earlier ac-coupled design, the amplifier 
described here allows for dc-coupling, thus preventing possible nonlinear effects due to coupling capacitors 
and dramatically increasing the input resistance. 

The amplifier is followed by a low-pass filter, which determines the actual bandwidth of each channel. 
The filters are 11-pole passive Butterworth filters with a passband between dc and an upper corner 
frequency with a steep roll-off. Filters with different upper corner frequencies are available; for these 
measurements, a corner frequency (3 dB point) of 850 kHz is used, which significantly reduces aliasing in 
the subsequent analog-to-digital converter. However, for an accurate measurement, signals aliased from the 
second Nyquist zone are non-negligible, even with aggressive filtering. The contribution of aliased signals 
is characterized and minimized following a procedure described in Sec. 4.2. 

For further data processing, the signals at the output of the two amplifier channels are digitized, 
transferred to a main computer, Fourier transformed, and then auto- or cross-correlated. The analog-digital 
converter (ADC) must convert the analog input with a sufficiently high sampling rate and resolution to 
keep up with the linearity and signal-to-noise ratio of the analog channels. The NIST-designed ADC is built 
around AD7625 by Analog Devices. This is an ADC with 16 bit resolution and a maximum sampling rate 
of 5 × 106 samples/s (5 MSPS), thus effectively converting the equivalent of 0.3 × 1012 1 bit samples/s. In 
this application, a sampling rate of only 2 MSPS is used, since the filter-limited bandwidth is less than 
1 MHz. The input of the analog-digital circuit board is single-ended 50 Ω and needs to be adapted to the 
differential input of the ADC via an operational amplifier, which also does some additional signal filtering. 
The signals for the start of the conversion and the conversion clock are generated in an external field-
programmable gate array (FPGA) and transmitted to the ADC via optical cable. The internal oscillator in 
the FPGA is locked to a 10 MHz standard rubidium source. After the conversion, each 16 bit data point is 
read serially. For simplicity, the main computer supplies an additional optical readout clock that converts 
the serial 16 bit data back to 16 bit words, where we assume a constant delay in the data transfer between 
the ADC board and the main computer. The readout clock in the main computer can be shifted relative to 
the data stream so that the data content can be sensed in the middle of a transferred signal. 

The 16 bit data words received by the main computer are stored in its memory via direct memory 
access (DMA). For each measurement, data are collected for 1 s. Each 1 s sequence of data, sampled at 
2 MSPS, is Fourier transformed using a FFT algorithm and stored on a hard disk drive for further 
processing and for documentation. Groups of 100 consecutive transforms (100 s total data), known as 
"chops," are averaged from a single noise source and form the basis for further analysis. 

The switchboards, the amplifiers, and the ADC boards are mounted in different compartments 
machined from a single block of aluminum for shielding and to supply a well-grounded environment. In 
addition, the whole block can be inserted in a high-permeability shield to suppress low-frequency EMI. 
This additional shielding was not used in the actual measurements in the shielded room. 

The whole system in the electronics block is battery operated. Well-shielded battery boxes, each with 
two sets of lithium-ion batteries, are used to guarantee continuous operation of the electronics. While one 
battery set is charged from an ac-power supply or from an automobile battery, the second set is connected 
to the measurement electronics. The charging and switching are organized by a microprocessor in the 
battery box that is controlled by the main computer via an optical link. Like the microprocessor on the 
switchboard, this microprocessor remains in “sleep mode” during the measurement, and it is “woken up” 
for the switching and housekeeping operations. 
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2.5 Grounding and Shielding 
 
Any signal within the analysis bandwidth of the system that appears in both channels or at the output 

because of the finite common-mode rejection of the amplifier chain is interpreted as correlated noise energy 
and thus influences the apparent temperature of the sense resistor. Shielding and elaborate grounding are 
very important to achieve the required accuracy for the determination of k. For a long time, only limited 
shielding was available for the project in the NIST laboratories in Boulder. Beginning in 2017, the system 
was placed in a magnetically and electrically shielded room (similar to Vacuumschmelze type AK 3a/b), 
which was originally designed and dedicated to biomagnetic measurements in the 10−15 T magnetic field 
regime. It shields static and low-frequency magnetic fields by use of layers of high-permeability Mu-metal 
with a relative permeability of up to 2.5 × 105. Higher frequencies are shielded with thick Al layers and are 
attenuated by 100 dB or better at frequencies of 1 MHz and above (Fig. 6). 

 

 
 

Fig. 6. Shielding factor of the shielded room as a function of frequency measured by Vacuumschmelze. 
 

To prevent coupling of EMI into the room via electrical connections, the measurement system is 
battery operated and connected to the external environment primarily via optical links. Only the microwave 
inputs to the QVNS and the Peltier cooler of the TPW cell are directly connected via cables to electronic 
devices outside of the room (see Fig. 7). This arrangement is not optimal, but, in practice, no additional 
EMI was detected. 

All electronic devices that were not needed inside the shielded room were located close to the outside 
walls of the shielded room to minimize connection length and coupling to outside noise sources. The Linux 
computer used for control and data collection, the rubidium clock, and the FPGA used to generate clock 
signals for the ADC are powered from a single ac-power subcircuit. These instruments are optically 
connected to the inside of the shielded room. 

The Sympuls pulse generator, the 10 GHz clock generator that synchronizes the Sympuls pulse 
generator, the digitizer used to optimize the zero-compensation, and the TPW maintenance system 
controller are powered from a single ac-power subcircuit. A separate computer connected to a different ac-
power subcircuit controls the pulse generator and the digitizer via optical interconnections. 
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Fig. 7. (Top) Illustration of the star configuration used to ground and shield the experiment. (Bottom) JNT system inside a shielded 
room, including shielded electronics box, liquid helium Dewar with QVNS, and TPW maintenance cell with TPW and resistance 
probe. The electronics box cover is partly removed; during normal operation, the electronics box is fully enclosed. 
 

The TPW maintenance system uses a superinsulated vacuum Dewar and a Peltier cooler that actively 
cools the dry-well chamber for the TPW cell by controlling a core heat exchanger to a set point temperature 
of approximately −0.25 °C. This maintenance system is designed to maintain a single TPW mantle for 
more than a month, but the digital control circuitry can add additional EMI. We therefore rebuilt the system 
with all of the electronics except for the actual Peltier element and thermometer outside of the shielded 
room. These connections are all differential and require a total of three twisted pairs of wires formed into a 
shielded, multiple-conductor cable, which is passed multiple times through a ferrite ring. The vacuum 
Dewar that holds the TPW is floating relative to the control electronics, though we chose to ground the 
portion of the cable shield that was inside the shielded room to the vacuum Dewar. The Peltier cooler also 
required a small fan that we powered from an isolated battery inside the battery box. 

 The ac-power subcircuit that powers the pulse generator also provides the ground for the electronics 
inside the shielded room. We use a star-configuration for the grounding (see Fig. 7), with three ground lines 
radiating from that central location: one to the TPW maintenance system vacuum Dewar, one to the battery 
box, and one to the top of the QVNS cryoprobe. From the top of the QVNS cryoprobe, there is a 
connection to the liquid helium Dewar. There is also a connection through the shield of the signal cables to 
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the electronics box, and from the electronics chassis (containing the relay board, amplifiers, and ADCs see 
Sec. 2.4) to the R-probe, again through the shield of the signal cables. This creates a continuous ground that 
entirely surrounds all of the voltage-noise signal sources and measurement electronics. 

 The cabling between the voltage sources and the electronics chassis continues the approach used 
within each probe of individually shielding each twisted pair. Each twisted pair and shield are fed through 
the top of the probe and connected using a three-pin LEMO connector (two connectors per probe). On the 
outside of the probe, the shield is connected to a metallic braid that surrounds the twisted pair. Both sets of 
shielded twisted pairs are contained within another ground shield, but isolated from the ground shield and 
each other. This outer ground shield is connected to the outside of the probe through the outer shield of the 
LEMO connectors. This process is reversed using similar three-pin LEMO connectors at the electronics 
chassis, and each twisted pair is connected to one relay board inside the chassis, while the shields are 
connected to the other relay board (see Sec. 2.3). In contrast, earlier versions of the measurement used a 
single 12-wire connector, which could potentially allow for cross-talk between the measurement channels. 

The outer ground shield is connected to the measurement chain at the input to each amplifier. There is 
an explicit connection between the center pin of each amplifier and the surrounding, grounded electronics 
chassis. This connection, using a relay board, grounds the center of the measured voltage source, while the 
unmeasured voltage source remains floating, or is connected to the electronics chassis, depending on 
configuration (as discussed in Sec. 2.3). 

 The shielded room itself is left floating relative to our system. There did appear to be a < 100 kΩ 
leakage path between the shielded room and the system ground. We also measured large EMI when the 
shielded room was grounded to the center of the star ground discussed earlier, independent of whether the 
center of the star ground was connected to the ground of the ac-power subcircuit used by the pulse 
generator. This EMI took ~10 min to damp when the shielded room was floated. We hypothesize that this is 
because of the magnetic nature of the Mu-metal shielding. 

 During the measurement in Ref. [37], the temperature of the shielded room also was not stable. Before 
this problem was understood, when we stopped collecting noise data and opened the door of the shielded 
room to measure the resistance of the sense resistor, change batteries, and change liquid helium Dewars, the 
temperature inside the room would increase, and the gain of the amplifiers would drop by > 1 %. Then, 
when we closed the door and started taking data, the temperature would slowly drop, and the gain would 
slowly rise to the previous equilibrium, which caused our measurement to predominantly include data 
where the gain was increasing over time. After this problem was understood, we were able to equilibrate 
the inside and outside of the room so that opening the door had minimal effect. In this state, the room 
temperature drifted by ~0.5 °C, corresponding to gain drift of ~0.1 %. In the end, we took noise data at 
temperatures between 16.4 °C and 24.4 °C, we ignored data with a gain drift > 0.3%, we corrected the 
measurement of the resistance of the sense resistor based on the room temperature (see Sec. 4.5), and we 
averaged the remaining data to remove small variations caused by asymmetric gain drift (see Sec. 4.3). 

 
3. JNT System Model for Measuring Temperature and Correlated Noise 

 
Recent precision JNT measurements using a QVNS reference have concentrated on determining the 

value of the Boltzmann constant by measuring the voltage-noise power spectral density of a resistor at the 
TPW. This has led to a data analysis procedure that concentrates on comparing (1) the ratio of the real part 
of the measured cross-correlation of the sense resistor ℜ[𝐶𝐶𝑅𝑅] = 𝑆𝑆𝑅𝑅 to the real part of the measured cross-
correlation of the QVNS source ℜ[𝐶𝐶Q] = 𝑆𝑆Q to (2) the ratio of the calculated power spectral densities 
𝑆𝑆𝑅𝑅,calc = 4𝑘𝑘𝑘𝑘𝑘𝑘 and 𝑆𝑆Q,calc = �𝑣𝑣JJ(𝛥𝛥)�2𝐾𝐾J−2/𝛥𝛥𝛥𝛥 . 

In the typical JNT analysis, an even-order polynomial as a function of frequency 𝑎𝑎0 + 𝑎𝑎2𝛥𝛥2+. .. is fit to 
the measured ratio 𝑆𝑆𝑅𝑅/𝑆𝑆Q, where this general model is based on the lumped element nature of the circuit 
elements and assumptions about circuit symmetry. The estimate of 𝑎𝑎0 is compared to the calculated value 
𝑎𝑎0,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝑆𝑆𝑅𝑅,calc/𝑆𝑆Q,calc to determine the consistency between the assumed value of the Boltzmann constant 
𝑘𝑘 and the measured value; that is, when 𝑎𝑎0 − 𝑎𝑎0,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 0, then the measured value of the Boltzmann 
constant is equal to the assumed value. 
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In this section, we present a mildly modified version of this analysis, which concentrates on 
transferring the magnitude and phase of the voltage sources through the entire measurement chain, which is 
assumed to be linear. First, we motivate the use of a complex ratio and the fitting of ℜ[𝐶𝐶𝑅𝑅/𝐶𝐶Q] to an even-
order polynomial, though in our most recent measurement [37], there is less than a 0.4 % difference in the 
relative offset and uncertainty using the different types of ratios. Second, we express the frequency-
dependent ratio as the quantum-calibrated noise temperature of the resistor, with units of Kelvin. We then 
apply this approach to measure the temperature of a sense resistor that is collocated with the JJ arrays on 
the QVNS chip and use the symmetry of the measurement channels to directly determine the undesired 
correlated noise in our JNT system, which is not related to Johnson noise. 

 
3.1 Measurement Model 

 
To restate the JNT data analysis procedure, we start by defining complex, frequency-dependent voltage 

transfer functions 𝐻𝐻A,𝑅𝑅(𝛥𝛥) and 𝐻𝐻B,𝑅𝑅(𝛥𝛥) between the Johnson noise voltage source 𝑉𝑉𝑅𝑅 and the input to the 
amplifier on channel A and channel B, respectively (see Fig. 1), and we similarly define voltage transfer 
functions 𝐻𝐻A,Q(𝛥𝛥) and 𝐻𝐻B,Q(𝛥𝛥) between the QVNS voltage source 𝑉𝑉Q and the input to the amplifiers. We 
also define another pair of complex, frequency-dependent voltage transfer functions 𝐺𝐺A(𝛥𝛥) and 𝐺𝐺B(𝛥𝛥) 
between the input to the amplifiers and the data stored on the computer in the form of a time-stream of 16 
bit integers proportional to voltage; because the same amplifiers and subsequent measurement hardware are 
used for both the QVNS and Johnson noise measurements, these transfer functions are the same for both 
voltage sources. The cross-correlation is performed on the computer after fast Fourier transforming about 1 
s of data from each channel, resulting in measured cross-correlations between channels A and B for the two 
voltage sources: 

 
 𝐶𝐶𝑅𝑅(𝛥𝛥) = �𝑉𝑉𝑅𝑅𝐻𝐻A,𝑅𝑅 + 𝑉𝑉A,n,𝑅𝑅�𝐺𝐺A �𝑉𝑉𝑅𝑅𝐻𝐻B,𝑅𝑅 + 𝑉𝑉B,n,𝑅𝑅�𝐺𝐺B  = �|𝑉𝑉𝑅𝑅(𝛥𝛥)|2𝐻𝐻A,𝑅𝑅𝐻𝐻B,𝑅𝑅

∗ + 𝐶𝐶n,𝑅𝑅�𝐺𝐺A𝐺𝐺B∗ , (2) 
and 
 𝐶𝐶Q(𝛥𝛥) = 𝑉𝑉Q𝐻𝐻A,Q𝐺𝐺A 𝑉𝑉Q𝐻𝐻B,Q𝐺𝐺B = ��𝑉𝑉Q(𝛥𝛥)�2𝐻𝐻A,Q𝐻𝐻B,Q

∗ �  𝐺𝐺A𝐺𝐺B∗ , (3) 
 

where in Eq. (2), we have also added the possibility of undesired correlated noise, 𝐶𝐶n,𝑅𝑅 = 𝑉𝑉A,n,𝑅𝑅𝑉𝑉B,n,𝑅𝑅
∗ , due 

to some voltage noise source at the input to the amplifiers that is not related to, or correlated with, the 
Johnson noise. 𝐶𝐶n,𝑅𝑅 can be both complex and frequency-dependent. For example, this term would include 
current noise from one amplifier creating voltage noise in the other amplifier, but it would not include 
cross-coupling between the digitizers. Cross-coupling and other sources of correlated noise that occur 
between the input to the amplifiers and the data being stored on the computer are tested as part of the EMI 
test (Sec. 5.3) and are negligible. It is also possible to include a similar term, 𝐶𝐶n,Q, in the QVNS cross-
correlation measurement, but we assume 𝐶𝐶n,Q = 0 because the JJ array acts as a low-inductance short that 
isolates the two measurement channels; removing this assumption results in more complicated equations 
but does not significantly change the conclusions herein. 

It is also implicitly assumed that the evaluation frequencies for these equations are limited to those of 
the frequency comb (𝛥𝛥0, 3𝛥𝛥0, 5𝛥𝛥0, . ..). In the case of the QVNS source, there is no information about the 
QVNS tones in the gaps between the tones, and therefore the bandwidth of evaluation is a single frequency 
bin. Nonlinearities can introduce pattern-dependent effects at even multiples of 𝛥𝛥0, but this analysis 
assumes linearity, and this assumption is explicitly checked in Sec. 5.4. For the Johnson noise source, we 
sum the measured cross-correlation across a bandwidth 𝛥𝛥𝛥𝛥 surrounding the frequency combs. It is our 
observation that 𝛥𝛥𝛥𝛥 is small enough that the transfer functions are frequency-independent, within statistical 
error, over that bandwidth. In practice, we choose 𝛥𝛥𝛥𝛥 ≈ 2𝛥𝛥0 to maximize the bandwidth while keeping the 
measurement at each frequency independent. 

Using these quantities, we take the complex ratio and assume that the extra correlated noise terms are 
small, 
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 . (4) 

 
The typical JNT analysis assumes an approximately ideal case where channels A and B are the same 

between the sources and the input to the amplifiers; under this assumption, 𝐻𝐻A,𝑅𝑅 = 𝐻𝐻B,𝑅𝑅 = 𝐻𝐻𝑅𝑅  and 𝐻𝐻A,Q =
𝐻𝐻B,Q = 𝐻𝐻Q, and the complex ratio simplifies to  

 

  and . (5) 

 
For comparison, if we take the real part of each measured cross-correlation (as is done in the typical JNT 
analysis) and additionally assume that the two measurement channels are the same between the input to the 
amplifier and the computer (including the amplifiers, filters, and digitizers), where 𝐺𝐺A = 𝐺𝐺B, then we end 
up with the same result: 
 
ℜ[𝐶𝐶𝑅𝑅]
ℜ�𝐶𝐶Q�

≈
|𝑉𝑉𝑅𝑅(𝛥𝛥)|2ℜ�𝐻𝐻A,𝑅𝑅𝐻𝐻B,𝑅𝑅

∗ 𝐺𝐺A𝐺𝐺B∗�

�𝑉𝑉Q(𝛥𝛥)�2ℜ�𝐻𝐻A,Q𝐻𝐻B,Q
∗ 𝐺𝐺A𝐺𝐺B∗�

+
ℜ�𝐶𝐶n,𝑅𝑅𝐺𝐺A𝐺𝐺B∗�

�𝑉𝑉Q(𝛥𝛥)�2ℜ�𝐻𝐻A,Q𝐻𝐻B,Q
∗ 𝐺𝐺A𝐺𝐺B∗�

≈
|𝑉𝑉𝑅𝑅(𝛥𝛥)|2|𝐻𝐻𝑅𝑅|2

�𝑉𝑉Q(𝛥𝛥)�2�𝐻𝐻Q�
2 +

ℜ�𝐶𝐶n,𝑅𝑅�

�𝑉𝑉Q(𝛥𝛥)�2�𝐻𝐻Q�
2. 

  (6) 
 
A circuit composed of linear lumped elements has |𝐻𝐻|2 = ℎ0 + ℎ2𝛥𝛥2 + ℎ4𝛥𝛥4+. . ., and most sources of 

correlated noise can also be modeled as having an even-order frequency dependence with negligible 
magnitude at dc for similar reasons. Therefore, the typical JNT analysis fits the real ratio to an even-order 
polynomial 𝑎𝑎0 + 𝑎𝑎2𝛥𝛥2+. .. , where 𝑎𝑎0 is the term of interest that is proportional to temperature and the 
Boltzmann constant, while the higher-order terms are caused by correlated noise and imperfect matching 
between the transfer functions of the voltage sources 𝐻𝐻R and 𝐻𝐻Q. 

However, in a real system, no two channels are perfectly matched. A lack of phase-matching can 
introduce errors where the two voltage sources have different phase shifts and where the imaginary part of 
the cross-correlated noise affects the real part of the measured ratio. This error is typically frequency-
dependent because phase-matching is excellent at low frequencies but gets progressively more difficult as 
the frequency increases. Notably, the complex ratio does not depend on differences between the amplifiers, 
multi-pole alias filters, and digitizers; these active and complicated elements are particularly difficult to 
phase-match. On the other hand, if these components are not phase-matched, then taking the ratio of the 
real parts of the cross-correlators could allow some of the imaginary 𝐶𝐶n,𝑅𝑅 to leak into the ratio. 

In our recent measurement [37], there is negligible difference between the ℜ[𝐶𝐶𝑅𝑅/𝐶𝐶Q] approach and the 
ℜ[𝐶𝐶𝑅𝑅]/ℜ[𝐶𝐶Q] approach. When the same cross-validation model selection and bandwidth selection 
procedures [40] are applied to both cases, the resulting relative offsets agree to better than 0.4 %, and their 
associated uncertainties agree to better than 0.2 %. This is expected, since the imaginary parts of the both 
𝐶𝐶𝑅𝑅 and 𝐶𝐶Q are small compared to the real parts, but this choice of ratio technique may become more 
important at higher frequencies, where phase matching is more difficult. Looking forward, calculating the 
ratio of real parts (Eq. 6) has the disadvantage that the mismatch between 𝐺𝐺A and 𝐺𝐺B can cause the 
imaginary component of the undesired correlated noise to impact the ratio of the real parts of the cross-
correlators, whereas calculating the real part of the complex ratio (Eq. 5) is insensitive to this effect. Rather 
than emphasizing one specific approach, in the future it will be important to apply both techniques and 
understand the source of any differences in the results. 

 
3.2 Measuring Correlated Noise and Temperature at 4 K 

 
In Eq. (4), either an imperfect match, where 𝐻𝐻A,𝑅𝑅𝐻𝐻B,𝑅𝑅

∗ ≠ 𝐻𝐻A,Q𝐻𝐻B,Q
∗ , or correlated noise 𝐶𝐶n,𝑅𝑅 can lead to 

the ratio 𝐶𝐶𝑅𝑅/𝐶𝐶Q having frequency-dependence or an imaginary component. This ambiguity made it difficult 
to experimentally determine the quality of the match and the magnitude of the correlated noise during our 
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recent Boltzmann constant measurement [37]. Correlated noise due to amplifiers has been considered in 
studies such as Refs. [56, 57]. 

To directly measure the presence of correlated noise, we modified the NIST JNT system to measure 
Johnson noise at 4 K from resistors collocated with the QVNS source (see Fig. 8). We simultaneously 
measure the QVNS frequency tones and the cryogenic Johnson noise using the same physical hardware, so 
𝐻𝐻A,𝑅𝑅 = 𝐻𝐻A,Q = 𝐻𝐻A and 𝐻𝐻B,𝑅𝑅 = 𝐻𝐻B,Q = 𝐻𝐻B, though 𝐻𝐻A ≠ 𝐻𝐻B. We also expect that, because of this system 
modification, these transfer functions differ from the transfer functions during the Boltzmann constant 
measurement. Specifically, the stray capacitance increases relative to both the previous sense resistor and 
QVNS measurements, because the sense resistor is now in the Dewar with the longer lines, and because the 
QVNS no longer shorts the effect of one measurement channel relative to the other, so the stray capacitance 
approximately doubles. 

 

 
 

Fig. 8. Johnson noise thermometer schematic diagram with cryogenic Johnson noise sense resistors 𝑘𝑘Q located on the QVNS chip. 
 
Because the two voltage sources are simultaneously present in the measured cross-correlator, the 

complex ratio that is equivalent to the typical JNT ratio, that is, Eq. (4), requires subtraction of the 
measured Johnson noise 𝐶𝐶𝑅𝑅 from the measured cross-correlator at the QVNS tone frequencies 𝐶𝐶Q before 
taking the ratio 

 

 , (7) 

 
where the term that includes the ratio of voltage sources is not affected by any transfer functions and should 
therefore be frequency-independent. This has two important effects: First, any frequency dependence in the 
real part of the ratio is due to correlated noise; second, any imaginary component to the ratio is also due to 
correlated noise. However, since the correlated noise is scaled by the transfer functions 𝐻𝐻A𝐻𝐻B∗ , we still need 
additional assumptions to directly extract the real and imaginary parts of the correlated noise. 

To use more relevant units and easily extract the temperature of the sense resistor, we also define a 
calibration constant 𝑘𝑘cal(𝛥𝛥) as a function of frequency so that the quantity 𝑘𝑘cal𝐶𝐶𝑅𝑅/(𝐶𝐶Q − 𝐶𝐶𝑅𝑅) has units of 
kelvin. 

 
 𝑘𝑘cal = |𝑣𝑣JJ(𝛥𝛥)|2𝐾𝐾J−2/(4𝑘𝑘𝑘𝑘 𝛥𝛥𝛥𝛥). (8) 
 

This calibration constant is closely related to 𝑎𝑎0,calc, with 𝑎𝑎0,calc ≈ 𝑘𝑘cal/𝑘𝑘. 
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In Fig. 9, we plot the real and imaginary parts of the measured ratio 𝑘𝑘cal𝐶𝐶𝑅𝑅/(𝐶𝐶Q − 𝐶𝐶𝑅𝑅) as functions of 
frequency. We observe correlated noise, where ℜ�𝐶𝐶n,𝑅𝑅/𝐻𝐻A𝐻𝐻B∗� has approximately 𝛥𝛥2dependence, and 
ℑ�𝐶𝐶n,𝑅𝑅/𝐻𝐻A𝐻𝐻B∗� has approximately f-linear dependence on frequency up to 600 kHz. The magnitude of the 
noise is significant; we expect that this is a lower bound on the correlated noise present during the 
Boltzmann constant measurements, because the additional capacitance in this measurement configuration 
would tend to reduce the magnitude of the correlated noise. Therefore, at 1 MHz, we would expect at least 
a 3 % effect in the real part of the ratio in the TPW measurement. We also measure an average temperature 
of 𝑘𝑘0 = 4.15 K in a pressurized liquid helium Dewar by fitting to 𝑘𝑘0 + 𝑘𝑘2𝛥𝛥2 from 5 kHz to 600 kHz, 
though it is expected that the temperature drifts as a function of pressure and liquid helium level. 

 

 
 
Fig. 9. Measured ratio of cryogenic Johnson noise to QVNS in units of kelvin (blue) with fit (red); the real part of the ratio is plotted 
on the left, and the imaginary part is on the right, with residuals of the fit shown below (magenta line over the fit bandwidth). 

 
One possible source for this correlated noise component, with a real part quadratic in frequency and an 

imaginary part linear in frequency, is current noise in the input stage of the FET amplifier [55] (shown in 
Fig. 4). In this type of FET amplifier, the primary source of current noise is thermal fluctuations in the FET 
channel and any other resistive loads on the drain. This causes a white-noise current 𝐼𝐼nd to flow through the 
drain of each FET on our two differential amplifiers. 𝐼𝐼nd causes equivalent voltage noise 𝐼𝐼nd/𝐺𝐺 on the gate 
electrode of each FET with transconductance 𝐺𝐺. It also causes a fluctuating voltage 𝐼𝐼nd𝑘𝑘d on the drain with 
resistive load 𝑘𝑘d. This drain voltage couples to the gate through the gate-drain capacitance 𝐶𝐶gd and causes 
noise current 𝐼𝐼(𝜔𝜔)  =  𝑗𝑗𝜔𝜔𝐶𝐶gd𝑘𝑘d𝐼𝐼nd to flow out of the gate and into the sense resistor. 

In the JNT system, the measured voltage noise source is connected to the gate electrode of a total of 
four FETs (see Fig. 4 and Fig. 8). Each senses its own transconductance-coupled voltage noise, and the 
noise due to all four FET gate currents flows through the JJ arrays and the thermal noise source resistance 
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𝑘𝑘T. The impedance of the JJ arrays is negligible compared to 𝑘𝑘T; therefore, the voltage on differential 
amplifier #1 from FET noise currents will be 

 
 𝑉𝑉1  =  (𝐼𝐼nd1+ − 𝐼𝐼nd1−)/𝐺𝐺 +  𝑗𝑗𝜔𝜔𝐶𝐶gd𝑘𝑘d(𝐼𝐼nd1+ − 𝐼𝐼nd1− + 𝐼𝐼nd2+ − 𝐼𝐼nd2−), (9) 

 
and likewise for amplifier #2. The cross-correlation of the two voltage channels will then be 

 
 ⟨𝑉𝑉1𝑉𝑉2†⟩  =  −𝜔𝜔2𝐶𝐶gd2𝑘𝑘d2𝑘𝑘T2�⟨𝐼𝐼nd1+2⟩ + ⟨𝐼𝐼nd1−2⟩ + ⟨𝐼𝐼nd2+2⟩ + ⟨𝐼𝐼nd2−2⟩�  
 + 𝑗𝑗(𝜔𝜔𝐶𝐶gd𝑘𝑘d𝑘𝑘T/𝐺𝐺)�−⟨𝐼𝐼nd1+2⟩ − ⟨𝐼𝐼nd1−2⟩ + ⟨𝐼𝐼nd2+2⟩ + ⟨𝐼𝐼nd2−2⟩� . (10) 

 
The real part of this contribution to the correlated noise is negative and quadratic in frequency, 

whereas the imaginary part is linear in frequency, which is consistent with the results of Fig. 9. If each 
distribution of drain current noise 𝐼𝐼nd(1.2)± is equal, then the imaginary component should vanish. The 
observed linear dependence of the imaginary component on frequency is therefore caused by a combination 
of unequal current noise powers ⟨𝐼𝐼nd(1.2)±

2⟩ or by imperfect matching of transfer functions between the two 
channels ℜ[𝐻𝐻A𝐻𝐻B∗] ≠ 0. Note that the previous section described the possibility that the imaginary part of 
the undesired correlated noise could modify the ratio ℜ[𝐶𝐶𝑅𝑅]/ℜ[𝐶𝐶Q] in a frequency-dependent way. When 
the imaginary correlated noise is small, as in this case, the leakage into the real ratio is negligible, and 
ℜ[𝐶𝐶𝑅𝑅]/ℜ[𝐶𝐶Q]  ≅  ℜ[𝐶𝐶𝑅𝑅/𝐶𝐶Q]. Assuming equal drain noise currents on each FET, then the real part of Eq. 
(10) becomes 

 
 ℜ�⟨𝑉𝑉1𝑉𝑉2†⟩�  =  −4𝜔𝜔2𝐶𝐶gd2𝑘𝑘d2𝑘𝑘T2⟨𝐼𝐼nd2⟩  =  −4𝐼𝐼(𝜔𝜔)2𝑘𝑘T2 . (11) 

 
Applied to the measured quadratic dependence on frequency in Fig. 9, this equation reveals that 

𝐼𝐼(2𝜋𝜋𝛥𝛥) = 7.8 × 10−19 A/Hz3/2 × 𝛥𝛥 Hz. At 𝛥𝛥 = 600 kHz, for example, the current noise of each FET driven 
through the sense resistor will be 0.47 pA/√Hz; this small value is typical of JFETs. In summary, the real 
component of the measured correlated noise scales negatively with frequency squared, and its magnitude 
implies plausible FET gate currents, whereas the imaginary part is linear in frequency and small, as 
expected for well-matched transistors with approximately equal drain current noise. We conclude that the 
correlated noise is consistent with FET noise currents. 

Future work may include direct measurements of JFET current noise, to more explicitly confirm that 
this unintended correlated noise is indeed current noise through the input transistor. If current noise does 
appear to be a dominant source of unintended correlated noise, future preamplifier designs may seek to 
lower current noise through the sense resistor by using FETs with lower gate-drain capacitance. Typically, 
FETs with low noise voltage have high capacitance, and vice versa, so this would be a non-trivial 
optimization problem. 

 
4. Boltzmann Constant Measurement 

 
We recently reported [37] a measurement of the Boltzmann constant 𝑘𝑘 = 1.380642 9(69) × 10−23 J/K, 

with a relative standard uncertainty of 5.9 × 10−6 and relative offset of −5.47 × 10−6 from the Committee on 
Data for Science and Technology (CODATA) 2014 recommended value [16]. In this section, we present 
details of the measurement that were not included in [37], and in the next section, we describe certain parts 
of the uncertainty budget in more detail. 

We start by describing the procedure we used to attempt to optimize the matching between the 
measurement channels. We then briefly discuss the effects of aliasing on the measurement and how we 
compensated for some of those effects, as well as detailing the averaging procedure used in processing the 
data. Finally, we describe our measurements of the triple point of water temperature realization and the 
resistance of the Johnson noise sense resistor. 
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4.1 Tuning the Electrical Circuit 
 
Ideally, all the voltage transfer functions 𝐻𝐻A,𝑅𝑅, 𝐻𝐻B,𝑅𝑅, 𝐻𝐻A,Q, and 𝐻𝐻B,Q would be exactly equal. In 

practice, the inherent differences in the output impedance of the JJ arrays in the QVNS (which are purely 
inductive) and the Johnson noise source (which is purely resistive and 200 Ω in this experiment) and the 
required physical locations at cryogenic temperatures and in a TPW cell, respectively, make matching the 
transfer functions difficult. 

 The first step in our matching procedure, as used in Ref. [37], is to fabricate resistors on the QVNS 
chip to partly match the output impedance of the 200 Ω Johnson noise resistor. However, exactly matching 
the output impedance of the noise resistor by adding a 200 Ω resistor directly in series with the JJ array also 
adds 4 K Johnson noise to the QVNS signal. We addressed this by fabricating separate 100 Ω resistors on 
each output lead, for a total of 200 Ω per channel. Since different resistors are used on each channel, the 
4 K Johnson noise measured by each channel is uncorrelated and does not contribute to the measured 
QVNS cross-correlation 𝐶𝐶Q. 

The resistance of the on-chip QVNS resistors is slightly smaller than the Johnson noise resistor. In Ref. 
[37], we measured the dc resistance at the input to the relay board between the differential inputs of each 
channel of both the QVNS and Johnson noise and added 2 Ω series tuning resistors at the input of the relay 
board to all the QVNS leads. After matching, the dc resistance of the two QVNS channels was 201.80 Ω 
and 201.60 Ω, while the resistance of the two Johnson noise channels was 201.75 Ω and 201.79 Ω. 

We then tuned the parallel matching capacitors on the QVNS leads. Each QVNS lead has a ~100 pF 
fixed surface-mount capacitor between the differential leads as well as a 5−57 pF trimmer capacitor (part 
number BFC280908003 from Vishay BC Components), which uses a polytetrafluoroethylene dielectric and 
has excellent long-term stability. We must then add extra parallel capacitance to the QVNS circuit, even 
though the individual QVNS cables must reach the bottom of a liquid helium Dewar and are therefore 
longer than the individual Johnson noise cables, because the JJ array on the QVNS acts as a low-inductance 
short. This isolates the two sides of the QVNS circuit, so that the parallel capacitance of the two channels is 
independent. However, for the Johnson noise circuit, the parallel capacitance of the cable and amplifier for 
channel 2 also capacitively loads channel 1 (and vice versa). Therefore, we must add additional capacitance 
to each QVNS circuit to match these additional loads. 

In the recent Boltzmann constant measurement [37], we averaged data across multiple tuning capacitor 
configurations and modified the tuning capacitors based on the shape of the measured ratio 𝐶𝐶𝑅𝑅/𝐶𝐶Q as a 
function of frequency. Ideally, the imaginary part of the ratio ℑ�𝐶𝐶𝑅𝑅/𝐶𝐶Q� would be equal to zero, and the real 
part ℜ�𝐶𝐶𝑅𝑅/𝐶𝐶Q� would be independent of frequency. In practice, the imaginary part of the ratio is linearly 
dependent on frequency, and the slope can be tuned by making differential changes to the tuning capacitors 
(for example, increasing the value of one trim capacitor while decreasing the value of the other trim 
capacitor). This can be thought of as matching one arm of the QVNS to the other arm of the QVNS. 

In practice, the real part of the ratio ℜ�𝐶𝐶𝑅𝑅/𝐶𝐶Q� is largely dependent on common changes to the tuning 
capacitors (for example, increasing both trim capacitors), which can be thought of as matching the QVNS 
arms to the Johnson noise arms. The frequency dependence of the real part of the ratio is more complicated 
than that of the imaginary part; we have observed both monotonically increasing and monotonically 
decreasing data, and when we try to minimize the frequency dependence, then we typically see 
nonmonotonic behavior. We assume that this is due to the detailed differences between the different 
circuits and the presence of undesired correlated noise 𝐶𝐶n,𝑅𝑅. This behavior can be roughly reproduced by 
circuit models. 

During the measurement in [37], we tried to optimize the trim capacitors to meet the conflicting goals 
of making the frequency dependence of the ratio both small and monotonic. Having ratio data that are 
monotonic in frequency is favorable because they have a greater likelihood of being fit by a low-order 
polynomial. However, this approach assumes that any undesired correlated noise 𝐶𝐶n,𝑅𝑅 that is not associated 
with Johnson noise is small; as shown in Sec. 3.2, this is not necessarily the case. Therefore, during this 
measurement [37], we were likely tuning the trim capacitors away from the best match to compensate for 
the undesired correlated noise, which resulted in data best fit by a higher-order polynomial. 
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In the end, we averaged over a range of different trim capacitor settings, as well as two different 
configurations for the amplifier input and grounding (with and without common-mode ferrite chokes, as 
described in Sec. 2.3). The stray capacitance also changed whenever we thermally cycled the QVNS probe 
after consuming most of the liquid helium in the storage Dewar. In Fig. 10, we plot the average of the real 
and imaginary parts of the ratio, separated into traces with different stray capacitance (colors) and with 
different configuration for the amplifier input and grounding (left and right plots). For more details on how 
the use of different transfer functions impacts the data analysis, see Sec. 5.1. 

The recent paper from NIM [36] used a slightly different approach, where the dc resistances of the 
QVNS channels were chosen to be twice the Johnson noise resistor channels. This design was intended to 
compensate for the difference in parallel capacitance and provide the same effective RC time constant to 
both noise sources. NIM did not add any additional parallel capacitance to tune the match and instead 
aimed for identical cable lengths. 

 

 
 
Fig. 10. Real (top) and imaginary (bottom) parts of the complex ratio with the two different amplifier configurations. The earlier 
configuration with common-mode ferrite chokes is on the left, and the later configuration without ferrite chokes but increased 
resistance is on the right. 
 
4.2 Compensation for Aliasing 

 
One additional complication in evaluating the frequency dependence of the ratio 𝐶𝐶R/𝐶𝐶Q in our recent 

data set is the frequency of the anti-alias filter relative to the ADC sampling frequency. We use a passive 
800 kHz 11-pole Butterworth anti-alias filter, while the Nyquist frequency 𝛥𝛥nyq of the ADC is 1.04 MHz. 
Because the filter only imperfectly rejects signals at frequencies > 𝛥𝛥𝑛𝑛𝑛𝑛𝑛𝑛, the resistor noise as measured by 
the ADC 𝐶𝐶′R has a small component from the second Nyquist zone: 
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 𝐶𝐶′𝑅𝑅(𝛥𝛥) = 𝐶𝐶𝑅𝑅(𝛥𝛥)  + 𝐶𝐶𝑅𝑅∗(2𝛥𝛥nyq − 𝛥𝛥). (12) 
 
However, the peaks in the frequency comb of the QVNS at frequencies above 𝛥𝛥𝑛𝑛𝑛𝑛𝑛𝑛 do not overlap with 

the peaks below 𝛥𝛥nyq; therefore, unlike with the Johnson noise, we separately measure the contributions 
from the first Nyquist zone and second Nyquist zone. To compensate for the aliasing in the Johnson noise 
measurement, we modify the QVNS term used in the ratio to 𝐶𝐶′Q(𝛥𝛥), where 

 

 . (13) 

 
The frequencies 2𝛥𝛥nyq − 𝛥𝛥 are not quite the same as the QVNS tone frequencies, so we use two 

different interpolation methods to determine 𝐶𝐶Q∗(2𝛥𝛥nyq − 𝛥𝛥). At frequencies near the Nyquist frequency, 
where the signal-to-noise ratio is very high, we use a linear interpolation between the measured data points. 
At above 1200 kHz, that is, more than 200 kHz above the Nyquist frequency, we interpolate the effect of 
the low-pass anti-aliasing filter using a logarithmic fit. 

Ideally, we would include this aliasing in the fit to the even-order polynomials as a function of 
frequency. However, in practice, we restrict our analysis to frequencies where the aliasing is small. In Fig. 
11, we plot �𝐶𝐶Q(2𝛥𝛥nyq − 𝛥𝛥)/𝐶𝐶′Q(𝛥𝛥)� as a function of frequency 𝛥𝛥 for 2 d of typical data and see that at 
frequencies 𝛥𝛥 below 700 kHz, the fractional contribution of the second Nyquist zone to the measured data 
is less than 4 × 10−6. 

 

 
 
Fig. 11. Typical fractional contribution of noise in the second Nyquist zone to the total measured noise. The transition in interpolation 
techniques occurs at 850 kHz. 
 
4.3 Details of the Averaging Procedure 

 
Our raw cross-correlation data are saved as an average of 100 complex spectra with a frequency 

resolution of ~1 Hz at a sampling rate of 2.083 × 106 samples/s. We further average the data in both 
frequency and time before calculating the ratio 𝐶𝐶𝑅𝑅/𝐶𝐶Q. First, the Johnson noise data are averaged into 
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maximally nonoverlapping bins centered on the frequencies of the QVNS comb. If the number of 
frequency points between QVNS comb frequencies is odd, then all the data are included; otherwise, a 
single frequency point between combs is dropped. In our recent measurement [37], a QVNS tone spacing 
of 159 Hz with 160 frequency points between QVNS tones results in a Johnson noise measurement 
bandwidth of 158 Hz per bin, that is, per QVNS tone. 

After this first round of averaging, we further divide the data into sets that are 𝑁𝑁 chops (N 100 s units) 
long in time and 𝑃𝑃 comb frequency points long in frequency. The Johnson noise data 𝐶𝐶𝑅𝑅 are averaged over 
the full 𝑁𝑁 × 𝑃𝑃, but the QVNS data 𝐶𝐶Q are only averaged over the (𝑁𝑁 − 1) × 𝑃𝑃 set centered in time on the 
Johnson noise data. Since the QVNS data and the Johnson noise data are not taken simultaneously, this 
procedure will remove the effect of net gain drift over the 𝑁𝑁 chops used in the average. In our earlier 
analysis [37], we used 𝑁𝑁 = 11 and 𝑃𝑃 = 35, so that each ratio value was derived from an average over 
~1100 s and a bandwidth of 2.52 kHz. These averaging procedures were applied before the data were sent 
to the cross-validation routine (Sec. 5.1). 

This averaging has two goals: First, we want to compensate explicitly for drift over time as early in the 
analysis process as possible. Second, we want to increase the signal-to-noise and reduce the size of the data 
set without losing relevant information about changes in the data as a function of frequency or time. 
Reducing the size of the stored data by a factor of approximately 𝑁𝑁 × 𝑃𝑃 = 385 satisfies this goal, and we 
did not detect any structure in the data at frequency scales of 5 kHz or time scales of 30 min. 

 
4.4 Triple Point of Water Realization 

 
The working cell used in [37] provided a direct realization of the SI kelvin, but checks are required to 

verify the estimated realization uncertainties (see Sec. 5). This section describes the auxiliary testing and 
cell comparisons used to support the uncertainties. 

The R-probe was designed to achieve adequate immersion into a standard type B TPW cell with a 13 
mm bore. This was verified by using a diagnostic thermistor sensor, which was embedded in a copper heat 
sink near the position of the LCC package inside of the probe. The thermistor has a sensitivity of 
1.66 Ω/mK and, when used with a digital substitution bridge, can resolve 20 μK changes. An immersion 
profile for the probe may be generated by determining the change in equilibrium temperature with varying 
immersion depth. At the uppermost portion of the immersion coordinate, an exponential warming trend 
normally occurs, and in the lowermost portions, a linear trend should be consistent with the hydrostatic 
head effect, exhibiting a slope of −0.0073 mK/cm, where the sign indicates colder temperatures with 
increasing immersion depth. The immersion profile for the JT4B probe as used inside the working cell is 
shown in Fig. 12. These results are consistent with adequate immersion for immersion coordinates below 
8 cm. 

The results of TPW cell comparisons carried out in 2015 and 2017 are shown in Table 1. The 
comparisons were performed with a 25.5 Ω standard platinum resistance thermometer (SPRT) and the DSB 
in Boulder, Colorado, and with other bridges of similar specifications in Gaithersburg, Maryland. Cells 
with serial numbers starting with “Q” are made from fused quartz glass. The observed temperature 
difference between cells 1302 and Q1454 was larger than typical cell comparisons, but is still not a large 
contribution to the combined error analysis presented in Sec. 5. 

 
Table 1. Summary of TPW cell comparison results involving the working cell, 1302, and other transfer cells as used in both NIST 
facilities in Gaithersburg and Boulder. 
 

Date Location Cell 1 Cell 2 T(1) − T(2)/mK u(DT)/mK 

2015 Gaithersburg Q1454 Q5009 0.010 0.03 

2015 Boulder 1302 Q1454 −0.061 0.027 

2017 Boulder 1302 Q1454 −0.205 0.20 

2017 Gaithersburg Q1454 Q1034 −0.024 0.023 

2017 Gaithersburg 1302 Q1454 −0.15 0.05 
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Fig. 12. The immersion profile for the R-probe JT4B inside the working cell. The immersion coordinate is a relative height for the 
probe, where 0 is taken when the probe is sitting at the bottom of the thermowell. An exponential warming characteristic is observed 
for the probe height of 8 cm and greater. Inset: For probe heights less than 8 cm, the observed temperature changes are linear (solid 
blue line is a linear fit) and consistent with the expected linear trend as predicted by the known hydrostatic head effect (red dashed 
line) of −7.3 nK/cm of depth. 

 
4.5 Resistance Measurements 

 
In Ref. [37], the two-terminal pair resistance measurements were made for the R-probe 200 Ω series 

combination resistors at intervals of 2 to 7 d using the DCC bridge from 1 March 2017 to 7 April 2017. 
Starting on 7 April, measurements were switched to exclusive use of the DSB at intervals of 1 to 3 d. In 
both cases, an excitation current of 0.25 mA was used to limit the power dissipation to 6.25 μW in each of 
the two 100 Ω resistors and a total of 12.5 μW inside of the LCC package. The effective power coefficient 
for the series combined 200 Ω resistors inside the LCC was 0.005(3) μΩ/Ω∙μW−1. Measurements made 
using both bridges on 7 April agreed to within 0.08 μΩ/Ω difference. 

The 100 Ω resistance standard, 1202T, is located inside the shielded room and passively equilibrates 
with that room’s ambient temperature. The resistance value for the standard R1202T(T) has a mild quadratic 
temperature dependence, with a relative maximum near T = 24.5 °C. Since all measurements are performed 
at ambient temperatures below that point, we apply corrections to the calibration value based on either 
direct or indirect temperature measurements. The direct temperature measurements are based on an SPRT 
(s/n 3368) as installed in the measurement thermowell of the 1202T standard starting from 19 April 2017. 
Those measurements have variable statistical uncertainties anywhere between 2 mK and 65 mK, depending 
on the ambient stability during the measurement. Prior to 19 April, the indirect temperature measurements 
are based on inferred values from thermostat controls, preamplifier gain, and the observed drift rate of the 
R-probe resistors. Those inferred values are highly uncertain and are assigned a 0.25 K standard 
uncertainty. Temperature-dependent corrections to the standard resistance may have been larger than 
optimal because the room’s temperature was much colder than the standard resistor's ideal operating 
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temperature. The largest correction was 1.1 μΩ/Ω, which was made when the room reached its coldest 
point of 16.4 °C on 26 April 2017. 

The metal foil resistors used for sense resistors in this and our other previous works are susceptible to 
thermally induced stress relaxation effects, as are all resistors. These effects manifest as a small negative 
drift in the measured resistance, having variable rates with time. Once a stress is applied and removed, the 
subsequent drift will exhibit weak exponential or stretched-exponential characteristics. When monitored for 
longer time scales, the drift will appear approximately linear with a constant rate until some subsequent 
thermal perturbation is applied, usually by a finite temperature excursion. These perturbations are avoided 
by always keeping the R-probe near 0 °C. The drift is shown in Fig. 13 and is fit by a simple exponential 
characteristic. 

 

 
 

Fig. 13. The 100 d record of resistance measurements made on the R-probe combined 200 Ω resistance using the DCC and DSB. The 
DCC data taken prior to 29 March have higher uncertainty. The weighted data are fit to a simple exponential relaxation. The fitted 
relative drift rates over the entire 100 d record vary between −0.038 × 10−6 d−1 and −0.016 × 10−6 d−1.  

 
5. Uncertainty Analysis and Discussion 

 
In this section, we add additional details to the description of the uncertainty budget from Ref. [37]. 

The uncertainties are organized into four primary categories of factors that determine the value of k. The 
first category concerns the determination of the parameter a0 from the measured ratio of noise powers, and 
it is the dominant source of uncertainty. This category includes: the statistical uncertainty estimates and 
model selection uncertainty estimates, which are determined using a cross-validation analysis, EMI, 
nonlinearity, and spectral aberrations. We also supplement the cross-validation analysis by estimating the 
expected statistical uncertainty based on a simple frequency-independent noise model. 

The second category is specific to the QVNS synthesis and noise waveform realization, and it has 
negligible effect on the total uncertainty. The third category is specific to the realization of the kelvin via 
the TPW, and the fourth category concerns the resistance measurements and traceability to the QHE 
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realization. The tabulated uncertainties are listed at the end of Sec. 5, in Table 3, expressed as relative 
uncertainties in parts per million. 

 
5.1 Cross-Validation Method 

 
In Ref. [37], we followed the typical JNT cross-validation analysis [35, 36, 40] and modeled the ratio 

of the real parts of the expected cross-correlators 〈ℜ[𝐶𝐶𝑅𝑅]〉/〈ℜ[𝐶𝐶Q]〉 as a dth order even polynomial function 
of frequency as follows:  

 

 , (14) 

 
where 𝑑𝑑 = 2𝑖𝑖max, 𝛥𝛥0 is a reference frequency, and 𝑎𝑎0 − 𝑎𝑎0,calc gives the consistency between our 
measurement and the value of the Boltzmann constant used to calculate 𝑎𝑎0,calc. 

When determining 𝑎𝑎0 from experimental data, the assumed order 𝑑𝑑 (complexity) of the polynomial 
model and the maximum frequency analyzed (fitting bandwidth or 𝛥𝛥max for short) dramatically affect 
results. For each fitting bandwidth, we independently select the complexity of the model by a cross-
validation method similar to that in Refs. [35, 36, 40]. 

In our analysis, for any frequency of interest, we acquire multiple measurements of 𝐶𝐶𝑅𝑅 and 𝐶𝐶Q. Data 
acquisition times are the same for each measurement. From these multiple measurements, we estimate 
〈ℜ[𝐶𝐶𝑅𝑅]〉/〈ℜ[𝐶𝐶Q]〉 as the ratio of the average of all the 𝐶𝐶𝑅𝑅 measurements to the average of all the 𝐶𝐶Q 
measurements. In contrast, if we had calculated the average of the ratio 𝐶𝐶𝑅𝑅/𝐶𝐶Q from each observation, we 
would have introduced unnecessary systematic error due to the nonzero variance of the denominator term 
𝐶𝐶Q. It is difficult to estimate this variance accurately; instead, our method of averaging observations of 𝐶𝐶Q 
makes both the variance of the denominator term and the associated systematic error negligible. For more 
discussion of this point, see Ref. [24]. 

In our recent measurement [37], we averaged over several different transfer functions 𝐻𝐻A,Q𝐻𝐻B,Q
∗  (see 

Fig. 10, which shows the data separated by approximate transfer function). This averaging approach is still 
reasonable because each of these transfer functions is an even-order polynomial, so the sum is also an even-
order polynomial, and the deterministic change in the transfer functions will not affect the signal-to-noise 
ratio of the average. However, at higher frequencies, there will effectively be a slightly different weight 
applied to the data with different transfer functions because the expected value of the different transfer 
functions is different. In Ref. [37], the difference in weight was less than 0.5 % at 1 MHz. Even though this 
is a small effect, we still applied the cross-validation analyses described below to a subset of the total data 
using both ℜ[𝐶𝐶𝑅𝑅]/ℜ[𝐶𝐶Q] and its inverse, ℜ[𝐶𝐶Q]/ℜ[𝐶𝐶𝑅𝑅]. The results in these two cases were similar, and, 
because the effective weighting has the opposite effect in these two cases, this confirms that the effect of 
the weighting is negligible. 

In the cross-validation analysis, we consider candidate polynomial models with orders ranging from 
d = 2 to d = 14. We randomly split observed spectral data from 2025 subsets of experimental data into 45 
equally sized subsets. Data from each run appear in just one of the 45 subsets. Each of these 45 subsets is 
then assigned to one of five subsets. From the five subsets, we construct training and validation data for a 
fivefold cross-validation study, where we select the model determined from training data that is most 
consistent with validation data according to a mean-square deviation criterion. Based on 20 000 random 
splits of the 45 subsets, we determine model selection fractions. Given that a dth order model is valid, and d 
is known, asymptotic theory predicts a sampling distribution for the estimate of 𝑎𝑎0. The standard deviation 
of this sampling distribution is the statistical uncertainty, 𝜎𝜎stat, of the estimate. The asymptotic distribution 
of parameter estimates determined by the method of ordinary least squares is well known and discussed in 
many textbooks, such as [58]. To account for the effect of imperfect knowledge of the model on results, we 
form a mixture of the sampling distributions from the candidate models weighted by their associated model 
selection fractions determined by cross-validation. We estimate the uncertainty of estimated 𝑎𝑎0 as the total 
standard deviation of the mixture model distribution 𝜎𝜎�tot, where 
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 , (15) 

 
 , (16) 

and 
 . (17) 

 
Above, 𝑎𝑎�0(𝑑𝑑) is the estimate of 𝑎𝑎0 associated with a dth order model, 𝜎𝜎�𝑐𝑐�(𝑑𝑑),ran

2  is the predicted variance of 
the estimate according to asymptotic theory, �̂�𝑝(𝑑𝑑) is the estimated model selection fraction for the dth order 
model, and �̄�𝑎�0 = ∑ 𝑎𝑎�0(𝑑𝑑)�̂�𝑝(𝑑𝑑)𝑑𝑑 . 

We stress that both 𝜎𝜎�𝛼𝛼 and 𝜎𝜎�𝛽𝛽 are affected by imperfect knowledge of the ratio spectrum model. 
Instead of reporting 𝜎𝜎�𝛼𝛼 and 𝜎𝜎�𝛽𝛽, we report 𝜎𝜎�stat, which is defined as the statistical uncertainty associated 
with the selected model, assuming the model is valid. Then, the additional uncertainty associated with 
model ambiguity, that is, imperfect knowledge of the polynomial order 𝑑𝑑 of the ratio spectrum model, is 
defined as 𝜎𝜎�model = �𝜎𝜎�tot2 − 𝜎𝜎�stat2 , with the assumption 𝜎𝜎tot ≥ 𝜎𝜎stat [36]. 

We select 𝛥𝛥max by minimizing 𝜎𝜎�tot on a grid in frequency space from 20 kHz to 700 kHz with a 
resolution of 25 kHz. We restrict our search to 𝛥𝛥max values no larger than 700 kHz to keep a sufficient 
distance from the corner frequency of the low-pass filters. Since the uncertainty estimates are realizations 
of random variables, the selected 𝛥𝛥max is a realization of a random variable. Hence, following arguments in 
Refs. [36] and [40], we determine an additional component of uncertainty 𝜎𝜎�𝑓𝑓max that accounts for 
uncertainty associated with imperfect performance of our selection method due to random effects, as well 
as possible systematic effects, including frequency-dependent physical effects. We set this component to 
the estimated standard deviation of the estimates that correspond to fitting bandwidths that yield the five 
lowest values of 𝜎𝜎�𝑡𝑡𝑡𝑡𝑡𝑡 for 𝛥𝛥max no larger than 700 kHz. 

We emphasize that, in our cross-validation analysis, we select the order of the ratio spectrum model 
(where d ranges from 2 to 14) and determine 𝜎𝜎tot (Eq. 15) for each of many candidate values of 𝛥𝛥max on a 
grid ranging from 200 kHz to 700 kHz. We select the 𝛥𝛥max that yields the lowest value of 𝜎𝜎tot on this grid. 
In Table 3, we report the statistical uncertainty corresponding to the selected model at the selected fitting 
bandwidth, and components of uncertainty due to model ambiguity and bandwidth ambiguity. We stress 
that the selected values of 𝛥𝛥max, d, and the above-mentioned components of uncertainty are determined by 
data-driven empirical methods. That is, the fitting bandwidth selection approach is not based on a specific 
circuit model of frequency dependence. A rigorous study of the possible dependence of the selected fitting 
bandwidth, selected model complexity, and reported components of uncertainty on choices of various 
experimental parameters is worthwhile, but beyond the scope of this paper. 

In Ref. [37], the constrained grid search yields a minimum 𝜎𝜎�tot = 4.55 × 10−6 at 𝛥𝛥max = 350 kHz and 
𝑑𝑑 = 4, with 𝜎𝜎�stat = 4.25 × 10−6 and 𝜎𝜎�model = 1.63 × 10−6; the additional component of uncertainty is 
𝜎𝜎�𝑓𝑓max = 1.31 × 10−6. The estimate of the Boltzmann constant from the ratio of the power spectral densities 
𝑆𝑆R/𝑆𝑆Q is 𝑘𝑘 = 1.380 642 9 × 10−23 J/K, with a relative offset of −4.05 × 10−6 from the CODATA 2014 
recommended value and a combined relative standard uncertainty of 4.97 × 10−6 due to the combined effect 
of random measurement errors, model selection ambiguity, and fitting bandwidth ambiguity. 

 
5.2 Estimation of Statistical Uncertainty 

 
To better understand our measurement uncertainties, we can make a simple estimate of the expected 

statistical uncertainty similar to that in Ref. [34]. We start from the Dicke radiometer equation [14], 
expressed using mean-squared voltage 〈𝑉𝑉2〉 ∝ 𝑃𝑃 instead of power,  

 
 �Var[𝑉𝑉2]/〈𝑉𝑉2〉 = 1/√𝐵𝐵 𝜏𝜏, (18) 
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which relates the relative uncertainty in the measured mean-squared voltage noise to the bandwidth 𝐵𝐵 of 
the measurement and the measurement time 𝜏𝜏. This equation applies directly to the autocorrelation 
measurements that measure the total noise 𝑉𝑉2, which is the sum of the amplifier noise 𝑉𝑉a2 and the sense 
resistor noise 〈𝑉𝑉R2〉 ∝ 𝑘𝑘𝑘𝑘, using the temperature 𝑘𝑘 and resistance 𝑘𝑘 of the sense resistor: 

 
 �𝐵𝐵 𝜏𝜏 Var[𝑉𝑉2]/〈𝑉𝑉𝑅𝑅2〉 = 1 + 〈𝑉𝑉a2〉/〈𝑉𝑉𝑅𝑅2〉 = 1 + 𝛤𝛤a/(𝑘𝑘 𝑘𝑘), (19) 

 
where we express the amplifier noise as 𝛤𝛤a in units of ohms-kelvin. In our case, 𝛤𝛤a ≈ 27 000 Ω K; that is, 
the amplifier noise is about half the 𝑘𝑘 = 200 Ω sense resistor Johnson noise at the TPW. 

This estimate for an autocorrelation measurement can be made more relevant to the JNT system by 
accounting for three effects: first, that we are making a ratio measurement; second, that we are measuring 
the two parts of the ratio sequentially instead of simultaneously; and third, that we are making a cross-
correlation measurement.  

The ratio measurement has two effects. First, the ratio 𝑃𝑃𝑅𝑅/𝑃𝑃Q has a relative variance that is the sum of 
the relative variances of 𝑃𝑃𝑅𝑅 ∝ 𝑉𝑉𝑅𝑅2 and 𝑃𝑃Q ∝ 𝑉𝑉Q2, where the variable 𝑃𝑃 denotes the power spectral density of 
the autocorrelation. Because the system is designed so that the magnitude of the QVNS synthesized signal 
is close to the magnitude of the thermal noise, the relative variances are approximately equal, and the 
uncertainty in the ratio is about √2 times the uncertainty in the measurement of a single source. Second, the 
sequential nature of the measurement means that the measurement time per source is only 𝜏𝜏/2, where 𝜏𝜏 is 
the total time spent collecting data. This results in another √2 increase in the uncertainty, based on the 
definition of 𝜏𝜏: 

 
 �𝐵𝐵 𝜏𝜏 Var[𝑃𝑃𝑅𝑅/𝑃𝑃Q]/�〈𝑃𝑃𝑅𝑅〉/〈𝑃𝑃Q〉� = 2�𝐵𝐵 𝜏𝜏 Var[𝑉𝑉2]/〈𝑉𝑉𝑅𝑅2〉 = 2 + 2 𝛤𝛤a/(𝑘𝑘 𝑘𝑘). (20) 

 
Finally, the cross-correlation measurement reduces the effect of amplifier noise. To determine the 

magnitude of reduction, we calculate the variance in the product of the FFTs of the measured Johnson noise 
voltages in two cases: the autocorrelation measurement for a single channel, A or B; and the cross-
correlation measurement between channels A and B. Again, the voltages are composed of two parts: 
thermal noise and amplifier noise. We assume that the thermal noise and amplifier noise signals are 
uncorrelated and Gaussian, with 𝐸𝐸[𝑉𝑉] = 0, 𝐸𝐸[𝑉𝑉2] = 𝜎𝜎V2, and 𝐸𝐸[𝑉𝑉4] = 3𝜎𝜎V4 for the thermal voltage noise 𝑉𝑉𝑅𝑅 
with uncertainty 𝜎𝜎V𝑅𝑅 and amplifier noise voltages on channels A and B with equal uncertainties 𝜎𝜎Va. We 
also assume that the two amplifier noises are uncorrelated when computing the variance of the cross-
correlation. Using these simplifications, the autocorrelation measurements have a variance 

 
 Var[𝑉𝑉A2] = Var[𝑉𝑉B2] = 2(𝜎𝜎𝑉𝑉𝑅𝑅2 + 𝜎𝜎𝑉𝑉a2 )2 = 2𝜎𝜎𝑉𝑉4, (21) 
 

and the cross-correlation measurement has a variance 
 

 Var[𝑉𝑉A𝑉𝑉B] = 2(𝜎𝜎𝑉𝑉𝑅𝑅2 + 𝜎𝜎𝑉𝑉a2 )2 − 𝜎𝜎𝑉𝑉a2 (2𝜎𝜎𝑉𝑉𝑅𝑅2 + 𝜎𝜎𝑉𝑉a2 ). (22) 
 
We therefore estimate the relative uncertainty in the cross-correlation measurement by scaling Eq. (20) 

by the ratio of the variances in Eq. (21) and Eq. (22): 
 

 �𝐵𝐵 𝜏𝜏 Var[𝐶𝐶𝑅𝑅/𝐶𝐶Q]/�〈𝐶𝐶𝑅𝑅〉/〈𝐶𝐶Q〉� = �𝐵𝐵 𝜏𝜏 Var[𝑃𝑃𝑅𝑅/𝑃𝑃Q]/�〈𝑃𝑃𝑅𝑅〉/〈𝑃𝑃Q〉� × �Var[𝑉𝑉A𝑉𝑉B]/Var[𝑉𝑉A2], (23) 
 

using the ratios  
 
 𝜎𝜎𝑉𝑉𝑅𝑅2 /𝜎𝜎𝑉𝑉2 = 𝑘𝑘 𝑘𝑘/(𝛤𝛤a + 𝑘𝑘𝑘𝑘) = 1/(1 + 𝛾𝛾) and 𝜎𝜎𝑉𝑉a2 /𝜎𝜎𝑉𝑉2 = 𝛤𝛤a/(𝛤𝛤a + 𝑘𝑘𝑘𝑘) = 𝛾𝛾/(1 + 𝛾𝛾), (24) 
 

where 𝛾𝛾 = 𝛤𝛤a/(𝑘𝑘𝑘𝑘). Here, 𝛾𝛾 ∼ 0.49 for our sense resistor and amplifiers. The relative uncertainty is 
approximately 
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 �Var[𝐶𝐶𝑅𝑅/𝐶𝐶Q]/�〈𝐶𝐶𝑅𝑅〉/〈𝐶𝐶Q〉� ∼ �4 + 4 𝛾𝛾 + 2 𝛾𝛾2/√𝐵𝐵𝜏𝜏. (25) 
 
However, the use of the Dicke radiometer equation in Eq. (18), which leads to Eq. (25), assumes that 

the ratio data ℜ[〈𝐶𝐶𝑅𝑅〉/〈𝐶𝐶Q〉] are frequency-independent, so that it is appropriate to simply average over the 
bandwidth 𝐵𝐵; that is, it assumes that the measurement channels are sufficiently matched 𝐻𝐻A,𝑅𝑅𝐻𝐻𝐵𝐵,𝑅𝑅

∗ =
𝐻𝐻A,Q𝐻𝐻B,Q

∗  with minimal undesired correlated noise 𝐶𝐶n,𝑅𝑅 = 0. Since these assumptions represent the ideal 
JNT system, Eq. (25) is a lower bound on the statistical uncertainty. If the ratio data require a fit to a 
higher-order polynomial 𝑑𝑑 > 0, then we would expect a larger uncertainty. 

As an aside, Eq. (25) can be used to quantify how much of our statistical uncertainty is associated with 
amplifier noise, as opposed to the inherent randomness of the Johnson noise signal. In our experiment, 𝛾𝛾 =
𝛤𝛤a/(𝑘𝑘𝑘𝑘)  ≈  0.49, and the numerator of Eq. (25) is �4 + 4 𝛾𝛾 + 2 𝛾𝛾2 ≈  2.54, while in an experiment with 
ideal noiseless amplifiers, 𝛾𝛾 = 0, and �4 + 4 𝛾𝛾 + 2 𝛾𝛾2 = 2. Therefore, we predict that 0.54/2.54 ≈  21 % 
of our estimated statistical uncertainty is caused by amplifier noise. In other words, further amplifier 
optimization could reduce the statistical uncertainty of this experiment by a maximum of 21 %; realistic 
improvements would probably offer uncertainty reduction much less than 21 %. The remaining 79 % of the 
expected statistical uncertainty could only be reduced by increasing bandwidth, increasing integration time, 
or improving other experimental factors not considered by this simple uncertainty estimation. 

Applying the analysis of this section and Eq. (25) to our recent 50 d measurement [37], and assuming 
that the bandwidth of the system is equal to the alias filter bandwidth of 800 kHz, we estimate a lower 
bound to the relative statistical uncertainty of about 1.5 × 10−6. However, the cross-validation method 
indicates an optimal bandwidth of only 350 kHz and a higher even-order polynomial model with 𝑑𝑑 = 4. 
This reduced bandwidth would imply a lower bound of about 2.2 × 10−6. Furthermore, since a 𝑑𝑑 = 4 model 
was required, we realized only a relative statistical uncertainty of 4.25 × 10−6 in Ref. [37]. The statistical 
uncertainties of a few recent measurements are compared in Table 2. 
 
Table 2. Statistical uncertainty, integration time, and characteristics of the even-order polynomial fit used to determine the statistical 
uncertainty, for a number of different Boltzmann measurements. 
 

Measurement Statistical uncertainty Integration time Polynomial fit order Polynomial fit bandwidth 
NIST 2011 [34] 11.6 × 10−6 a 10 d 2 10 kHz to 650 kHz 
NIM 2015 [35] 3.2 × 10−6 33 d 4 1.8 kHz to 575 kHz 
NIM 2017 [36] 2.37 × 10−6 100 d 2 10 kHz to 369 kHz 
NIST 2017 [37] 4.25 × 10−6 50 d 4 5 kHz to 350 kHz 
NMIJ 2017 [39] 9.85 × 10−6 5 d 2 40 kHz to 380 kHz 

aUnlike other measurements, the NIST 2011 [34] measurement included a dominant “spectral aberrations” term of 10.4 × 10−6 in the 
uncertainty budget along with a “statistics” term of 5.2 × 10−6; more recent measurements do not use the “spectral aberrations” term 
(see Sec. 5.5 below). In this table, we have combined the two terms and assigned a statistical uncertainty of 11.6 × 10−6 to the [34] 
measurement. 

 
5.3 Electromagnetic Interference 

 
We look for the effects of EMI in two different ways. First, we use a modified resistance probe where 

the configuration of resistors is the same as in the QVNS probe (see Fig. 1), that is, so that each 
measurement channel sees different resistors. In this configuration, only common-mode EMI will show up 
in the cross-correlation spectrum. This is the “null-measurement” mode, and it is necessary to uncover 
possible EMI that would ordinarily be hidden under the white noise spectrum of the sense resistor [45, 59]. 
However, this type of EMI measurement requires a long averaging time and cannot be performed at the 
same time as the typical JNT measurement. 

Therefore, we also use a second technique where we average the complex QVNS cross-correlation 
spectrum and look at the frequencies between QVNS tones; this uses the same data analysis techniques as 
we used in Sec. 3.2 to measure the cryogenic sense resistor and find undesired correlated noise, but it is 
applied to the typical QVNS probe, which has different resistors on the two measurement channels. This is 
a sensitive way of looking for EMI that is picked up by the amplifier chain, relay board, or the QVNS itself. 
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However, this is not sensitive to any EMI that is coupled only to the R-probe (for example, the R-probe 
may be more sensitive to noise from the TPW maintenance system). 

As in the previous section, we can estimate the expected uncertainty in both EMI measurement 
techniques. The calculation is the same until the estimation of the cross-validation variance. In the EMI 
measurement, there are two separate sense resistors with uncorrelated Johnson noise as well as uncorrelated 
amplifier noise. Therefore, 𝑉𝑉A and 𝑉𝑉B are also uncorrelated, and the variance of the cross-correlation is 

 
 Var[𝑉𝑉A𝑉𝑉B] = Var[𝑉𝑉A]Var[𝑉𝑉B] = (𝜎𝜎𝑉𝑉𝑅𝑅2 + 𝜎𝜎𝑉𝑉a2 )2. (26) 
 

Using this variance as in the previous sections, the relative uncertainty in the EMI ratio measurement is 
approximately 

 
 �Var[𝐶𝐶𝑅𝑅/𝐶𝐶Q]/(𝐶𝐶𝑅𝑅/𝐶𝐶Q) ∼ √2(1 + 𝛾𝛾)/√𝐵𝐵𝜏𝜏. (27) 

 
In the case of minimal EMI, the ratio 𝐶𝐶𝑅𝑅/𝐶𝐶Q = 0, independent of frequency. When using the first 

technique, that is, a modified resistance probe, Eq. (27) can be applied directly. In the case of the second 
technique, there is an additional scale factor because we are measuring 4 K resistors, but we are interested 
in the relative contribution to a measurement at the TPW. This means that 𝛾𝛾 in Eq. (27) should be evaluated 
at 𝑘𝑘cryo = 4 K, but the relative uncertainty is scaled by a factor of 𝑘𝑘cryo/𝑘𝑘TPW. Since the sense resistor 
noise at cryogenic temperatures is much less than the amplifier noise, Eq. (27) can be simplified to 

 
 �Var[𝐶𝐶𝑅𝑅/𝐶𝐶Q]/(𝐶𝐶𝑅𝑅/𝐶𝐶Q) ∼ √2 × 𝛤𝛤a/(𝑘𝑘 𝑘𝑘TPW√𝐵𝐵𝜏𝜏) (28) 
 

because, as defined in Sec. 5.2, the amplifier noise temperature is approximately equal to the TPW. 
During our recent measurement of the Boltzmann constant [37], we interrupted the main measurement 

for 10 h to measure EMI using a modified resistance probe. From Eq. (28) and a measurement bandwidth 
that matches the 𝛥𝛥max chosen by the cross-validation method 𝐵𝐵 = 350 kHz, we would expect an 
uncertainty of 19 × 10−6. The real and imaginary parts of the complex ratio 𝐶𝐶R/𝐶𝐶Q for this EMI 
measurement are shown in Fig. 14, and we obtain a relative offset of −2/+8 × 10−6 with a relative 
uncertainty of 14/13 × 10−6 in the real and imaginary parts of the ratio, respectively. These offsets are 
consistent with no EMI, but to reduce the uncertainty in the measurement to 1 × 10−6, we would have to 
average for approximately two orders of magnitude longer, that is, about 50 d. 

 

 
 

Fig. 14. Measured EMI using modified resistance probe averaged over 10 h. 
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The long averaging time required when using the modified resistance probe motivated the use of the 
second technique and the QVNS data. In Fig. 15, we plot the results of the EMI test using the QVNS 
measurement over the entire 50 d of collected data. From Eq. (25) and a measurement bandwidth that 
matches the 𝛥𝛥max chosen by our uncertainty minimization method (Sec. 5.1), 𝐵𝐵 = 350 kHz, we would 
expect an uncertainty of 0.6 × 10−6; we observe a relative offset of −1.3/+1.3 × 10−6 with a relative 
uncertainty of 0.5/0.4 × 10−6 in the real and imaginary parts of the ratio, respectively. 

From these measurements, we assign an uncertainty of 1 × 10−6 to the EMI contribution. However, in 
the lower noise QVNS data (Fig. 15), we observe a structure with a magnitude of ~15 × 10−6 near 700 kHz. 
This structure is outside of our current measurement bandwidth, but future experiments will need to deal 
with this possibility more carefully. 

 

 
 

Fig. 15. Measured EMI using QVNS probe noise averaged over 50 d. 
5.4 Nonlinearity 

 
Two differences between the QVNS voltage and the Johnson noise voltage, in combination with 

measurement nonlinearities, can create errors in the results of the k measurement: differences in the dc 
voltage and differences in the ac magnitude of the signals [60]. The QVNS pattern includes an inherent dc 
voltage offset as a side effect of the properties of the pulse generator and the zero-compensation technique, 
which force the QVNS output to be either entirely positive or entirely negative. For comparison, the 
average dc voltage of the Johnson noise is zero. This difference between the dc voltages of the two sources 
has negligible effect on the JNT measurement because the amplifiers are ac-coupled after the first input 
stage, and thus the digitizer is ac-coupled. In general, the amplifiers are more linear than the digitizers. 

Any differences in the magnitudes of the QVNS waveform and the Johnson noise can also create 
measurement errors through the nonlinearities of both the amplifiers and digitizers. We therefore attempt to 
match the magnitude of the QVNS to the magnitude of the Johnson noise within the bandwidth of the ADC 
and anti-alias filter. This matching can take a number of forms, including matching the magnitude of the 
average autocorrelation of each channel and matching the magnitude of the cross-correlation. In past 
experiments, additional small resistors were added to the various channels of the various sources to 
improve this matching. 

In our recent measurement [37], we matched the dc resistance of all the channels. We then chose a 
QVNS pattern that matched the magnitude of the QVNS cross-correlation to that of the sense resistor. 
However, this match was not exact and did not explicitly match the magnitude of the autocorrelation 
measurements, so we tested the sensitivity of the system by scaling the magnitude of the QVNS pattern by 
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a factor 𝛼𝛼 and extracting the relative change in the magnitude of the measured QVNS peaks 𝛽𝛽; this quantity 
was also divided by the measured sense resistor noise to remove the effect of amplifier gain drift: 

 
 𝛽𝛽(𝛼𝛼) = 𝐶𝐶Q/(�𝑣𝑣JJ(𝛼𝛼)�2𝐶𝐶𝑅𝑅). (29) 
 

Because we did not change the system parameters during this measurement, the relative change in the peak 
magnitudes 𝛽𝛽(𝛼𝛼)/𝛽𝛽(1) is sensitive only to nonlinear effects and is not sensitive to the linear transfer 
functions of the system. 

In Fig. 16, we plot 𝛽𝛽(𝛼𝛼)/𝛽𝛽(1) for 𝛼𝛼 = 0.92 and 𝛼𝛼 = 1.08 averaged over frequencies between 5 kHz to 
850 kHz. Assuming a linear dependence for small changes in QVNS magnitude, we observe a slope of 
0.33 × 10−6 change in the measured QVNS tones per percent change in the QVNS magnitude with an 
uncertainty of 0.22 × 10−6. We also plot the ratio of the total power in the QVNS autocorrelation 
measurements relative to the source resistor measurements as a function of 𝛼𝛼. We see that a perfect match 
in total power would result in a shift in 𝛼𝛼 of 1 %, which would, based on the measured nonlinearity, change 
𝑀𝑀JJ by < 0.5 × 10−6. Thus, we conservatively assign an uncertainty due to nonlinearity of 0.5 × 10−6. 

In the future, new pulse generators will let us drastically decrease the tone spacing to < 10 Hz by 
increasing the length of the pattern. In that case, a better nonlinearity test would include changing the 
magnitude and frequency spacing of the tones while keeping the power in the comb constant, as well as 
changing the relative phase of the tones. 

 

 
 

Fig. 16. (Top) For QVNS patterns where the calculated magnitude differs from the typical magnitude (x-axis), we plot the measured 
QVNS magnitude normalized by both the calculated magnitude for that pattern and the measured magnitude of the typical pattern. 
System nonlinearities would offset the normalized magnitude from 1. (Bottom) We plot the ratio of the measured power from the 
QVNS source and the Johnson noise source (y-axis) for the channel A autocorrelation (blue dots and solid blue line), channel B 
autocorrelation (red dots and dashed red line), and cross-correlation (green dots and solid green line). We highlight the QVNS source 
magnitude at which the QVNS and Johnson noise source powers would match with a yellow square (black dot) for the channel A (B) 
autocorrelation and a yellow dot for the cross-correlation. 
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5.5 Spectral Aberrations 
 
In our previous publications [34], an uncertainty component, referred to as “spectral aberrations,” was 

included to account for sources of frequency dependence that could not be modelled by the simple second-
order filter-response functions 𝑎𝑎0 + 𝑎𝑎2𝛥𝛥2. The scope of this uncertainty category has narrowed in the last 
few years as more sophisticated statistical analysis has become available [40]. Prior to the development of 
the spectral model selection methods described in Sec. 4.2, the simple statistical uncertainty estimates used 
for JNT depended on the combined effects of random measurement errors and spectral anomalies, and did 
not distinguish the two. This had the effect of introducing strong model and bandwidth dependence in the 
results, which had to be accounted for in a less rigorous manner. In our new statistical analysis, we quantify 
two components of uncertainty produced by spectral aberrations; one component accounts for model 
ambiguity and the other accounts for bandwidth ambiguity. In general, we expect our new statistical 
analysis methods to yield a better understanding of spectral aberration effects in similar JNT experiments. 
Consequently, the spectral aberrations category has been removed from this and other [36] uncertainty 
budgets for contemporary JNT results. We have retained the entry in Table 3 only in reference to the 
previous work [34]. 

 
5.6 Dielectric Loss 

 
The potentially most significant source of low-frequency aberrations has been and remains stray shunt 

capacitance that has appreciable loss, expressed as the frequency-dependent loss tangent tan(φ(f)). For any 
such complex shunt capacitance 𝐶𝐶S ≈  𝐶𝐶S′(1 − 𝑗𝑗 tan(𝜑𝜑(𝛥𝛥)) ) coupled to a resistance R, there will be two 
quasi-linear frequency-dependent error terms. We refer to this type of dependence as “quasi-linear” since 
the extra terms will enter into the expansions for HR and HJJ as terms proportional to RC f tan(φ(f)), where 
the frequency dependence of tan(φ(f)) is usually weak. By superposition, one term will be the lossy 
capacitance filtering of the Johnson noise from R, and the other term will be the thermal noise from the 
dissipative part of the capacitance as attenuated by a noiseless R. When the system is connected to the 
QVNS, the array will decouple the two channels such that the capacitance noise will be uncorrelated and 
average to zero. When coupled to the R-probe, however, the capacitance noise will be correlated and 
remain in the correlated noise spectra.  

The possible existence of small quasi-linear frequency dependence in the noise spectra presents a 
problem from a statistical standpoint. It is not useful to try to extract a small linear term a1 as a fitting 
parameter in the presence of competing random noise. First, such attempts can easily result in fitted values 
for a linear coefficient that are simply unphysical in magnitude and/or sign when compared to the realistic 
upper limits set by equivalent circuit models and knowledge of the characteristics of the input circuit 
impedances. Second, there will be a significant covariance between a0 and a1, which will have the effect of 
expanding the uncertainty in a0 much more than it would by simply adding another fitting parameter of 
even order. Hence, ab initio estimates using lumped-parameter equivalent circuit models are necessary to 
estimate the uncertainty due to these particular aberrations. 

We consider two specific potential sources: (1) the lossy capacitance CFR4 associated with the FR4 
fiberglass composite [61] that makes up our printed circuit switchboard (coupling to both R- and Q- 
probes); and (2) the small stray capacitance CLCC associated with certain lossy ceramic materials [62] used 
in the construction of the LCC package inside of the R-probe (which only couples to the R-probe resistors). 
We use a simple equivalent circuit representation to predict an ab initio value for an effective quasi-linear 
error term a1−Est approximated by 

 
 𝑎𝑎1−Est ≈ 2𝜋𝜋��2𝑘𝑘Q − (2 − 𝑘𝑘FR4/𝑘𝑘)2𝑘𝑘T�𝐶𝐶FR4 tan�𝜑𝜑FR4(𝛥𝛥)� − (2 − 𝑘𝑘LCC/𝑘𝑘 )2𝑘𝑘T𝐶𝐶LCC tan�𝜑𝜑LCC(𝛥𝛥)��. (30) 

 
There are five distinct terms in Eq. (30). The first two terms are essentially filtering effects due to the 

lossy FR4 capacitance coupling to either the QVNS terminating resistors RQ or the R-probe resistors RT. 
The next term proportional to the temperature TFR4 ≈ 290 K is the correlated capacitance noise from the 
FR4 dielectric coupled to the R-probe resistance RT. The fourth term is another filtering term specific to the 
LCC insulator capacitances, and the final term is the correlated noise from those capacitances coupled to 
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the R-probe resistors for which TLCC = T = 273.16 K. In this work, we constrain the system with an 
impedance matching condition such that RQ = RT ≡ R = 100 Ω, which is the single-ended resistance as 
shown in Fig. 1. In this special case, there is some significant cancellation in Eq. (30), which then 
simplifies to 

 
 𝑎𝑎1−Est ≈ 4𝜋𝜋𝑘𝑘�0.062𝐶𝐶FR4 tan�𝜑𝜑FR4(𝛥𝛥)� − 𝐶𝐶LCC tan�𝜑𝜑LCC(𝛥𝛥)��. (31) 
 
We estimate 𝐶𝐶FR4 tan(𝜑𝜑𝐹𝐹𝑅𝑅4) ≈ 0.12(4) pF and 𝐶𝐶LCC tan(𝜑𝜑𝐿𝐿𝐿𝐿𝐿𝐿) ≈ 0.004(1) pF, which yields a1−Est ≈ 

4.3 × 10−9 kHz−1. This is approximately a factor of 0.53 times our estimate for a1−Est made in our previous 
work [34]. In that work, we separated the empirical spectral aberration uncertainty from the strictly ab 
initio dielectric loss uncertainty (then listed as a “Correction Model” uncertainty), and the latter estimate 
was 2 × 10−6.  

Based on these simple assumptions and rough calculations, we estimate an uncertainty due to spectral 
aberrations to be 1 × 10−6. It should also be noted that this smaller estimated uncertainty has been achieved 
in part by constraining the system to be impedance matched first, and then tuning the time constants 
separately with lossless trim capacitors. As discussed in Sec. 3, this is different from the RQ = 2RT matching 
strategy employed in our previous work. 

 
5.7 QVNS Waveform Synthesis 

 
The QVNS produces a waveform using quantized pulses produced by Josephson junctions [29, 41, 42]. 

Therefore, at frequencies much less than the inverse width of the quantized pulse, the waveform is exactly 
proportional to the Josephson constant 𝐾𝐾J and the pulse generator clock. The width of the JJ pulses is less 
than 50 ps (corresponding to the 20 GHz characteristic frequency of the JJs), and since the 2 MHz 
frequency of interest is four orders of magnitude smaller than the characteristic frequency, the effect of the 
JJ pulse width is negligible. The relative uncertainty in 𝐾𝐾J, which is 6.1 × 10−9 [16], is also negligible 
compared to the statistical uncertainty in this measurement. Finally, we use a Stanford Research Systems 
FS725 rubidium frequency standard to provide a 10 MHz clock for the JNT system. This standard has been 
compared to a NIST maser frequency standard and agrees to better than 0.01 × 10−6, which makes the clock 
a negligible source of error. 

 
5.8 Temperature 

 
All TPW cells are subject to uncertainties of both thermophysical and chemical origin. The TPW 

working cell used here is subject to additional uncertainties due to the use of the dry-well maintenance 
system. 

 
5.8.1 Chemical Impurities 

 
Chemical impurities, both dissolved gases and metals, may exist in the liquid phase and would depress 

the melting point temperature. Most modern TPW cells can be produced where the initial impurity levels 
are low enough to be almost undetectable by temperature alone. Over time, these impurities may slowly 
increase as the cell ages, so occasional comparisons with newer cells and or cells made from inert quartz 
glass can provide upper limits on the extent of the chemical aging [63]. The cell comparisons described in 
Sec. 4.4 suggest that an uncertainty of 0.05 mK, or 0.18 μK/K, is sufficient to account for the combined 
effects of air and dissolved metals in the water of the working cell.  

 
5.8.2 Pressure Head Correction 

 
The pressure from the column of water, or hydrostatic head, over the effective immersion depth will 

lower the temperature of the sense resistor as it equilibrates with the nearby region of solid-liquid interface 
that exists at slightly elevated pressure. Based on the dimensions of the thermowell and the heat sink within 
the JT4B probe, we estimate an effective immersion depth of 24 cm. We then apply a correction of 
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−0.0073 mK/cm [64], which yields a correction of −0.18 mK for a realization temperature of 273.159 82 K. 
We assign an uncertainty of 10 % for the head correction coefficient plus 2 cm uncertainty in effective 
depth, which yields an uncertainty of 0.023 mK, or 0.084 μK/K. 

 
5.8.3 Immersion Errors 

 
Immersion errors can occur for a temperature probe in any immersion-type fixed point cell when either 

the axial heat flux within the probe is too large, or the radial heat transfer away from the probe is too low. 
The ratio of these two heat-exchange rates determines a characteristic length dim, which in turn governs the 
degree of equilibrium achieved with increasing immersion depth z via an exponential characteristic 
~ exp(z/dim) [65]. Once sufficient immersion has been achieved, it is possible to obtain the linear pressure-
induced effect with increasing immersion depth as described in Sec. 4.3 and Sec. 5.7.2. A well-designed 
probe and cell combination may achieve this condition if the wall temperature of the thermowell is also 
sufficiently uniform, as is usually achieved when there is a full length of solid ice mantle to provide a 
liquid-solid interface near the exterior thermowell wall. In this condition, the immersion error is considered 
negligible, but departures from this condition imply that a finite immersion error will exist, and this error 
will depend on ambient or otherwise external temperatures.  

Figure 12 illustrates the degree of immersion achievable using our JT4B probe in the working cell with 
a full-length ice mantle. Under these “best-case scenario” conditions, we would assign an uncertainty of 
0.05 mK due to any remaining immersion error, or 0.18 μK/K. Some loss of effective cooling in the dry-
well cooler maintenance system created accelerated melting rates for some of the absolute measurement 
runs in May. In those less than ideal cases, partial melting of the ice mantle will produce larger immersion 
errors, and the uncertainty must be expanded up to as high as 0.3 mK (1.1 μK/K) for run index numbers 
between 61 and 80. The uncertainty of 0.65 μK/K as shown in Table 3 is derived from a pooled variance of 
variable immersion error uncertainties between these two limits. 

 
5.8.4 Isotopic Variations 

 
The mise en pratique for the kelvin [66] specifies that the water inside of a TPW cell must be of a 

certain isotopic composition, equivalent to Vienna Standard Mean Ocean Water (VSMOW) [67]. The water 
inside the working cell used in this work does not have any certification or other equivalent traceability to 
establish this composition. However, it has been compared with at least one other cell that does have that 
certified isotopic traceability. As shown in Table 1, our November 2015 comparison of the working cell 
temperature differs with that of the quartz glass transfer cell Q1454 by −0.061(27) mK. The cell Q1454 was 
a new cell in 2014 that had recently been compared to other NIST quartz glass cells with traceable isotopic 
certifications. The certificate for Q1454 states that the isotopic variation for that cell will correspond to 
temperature variations within ±0.02 mK. However, the apparent relative depression in the working cell is 
most likely due to a combination of both chemical and isotopic effects, both of which will normally lower 
the temperature. Based on these results, and given that we have already assigned a standard uncertainty of 
0.05 mK for the effects of chemical impurities in the working cell, we assign a standard uncertainty 
component of 0.03 mK (0.1 μK/K) due to an unknown isotopic variation in the working cell. 

 
5.8.5 Thermal Equilibrium 

 
Ideally, the sense resistors within the LCC package should equilibrate with the solid-liquid interface of 

the water within the TPW cell. A series of thermal impedances exist over various other interfacial surfaces 
between those regions and create thermal time constants that govern the approach to equilibrium. We have 
used the diagnostic thermistor inside of the R-probe to study transient behavior and departures from 
equilibrium. In the absence of any external heat flux, equilibration takes place within 600 s following minor 
perturbations associated with adjustments in the R-probe or the cell from their normal positions. However, 
some small static stray heat flux through portions of the normal thermal path can remain. In practice, any 
such departure from ideal equilibrium would be indistinguishable from an immersion error. Our lower limit 
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of 0.05 mK for the minimum possible remaining immersion error as already given above is sufficient to 
account for these ordinary heat leaks.  

The R-probe is wetted by alcohol contained within the thermowell of the TPW cell, which allows for 
effective heat transfer between those surfaces. In contrast, the TPW cell itself is by design installed inside 
of a so-called “dry-well” of the thermoelectrically cooled maintenance system. In this case, only air gaps of 
variable dimensions provide the heat transfer to the external glass surfaces, and the larger thermal 
impedance can result in larger thermal gradients and stray heat flux across portions of the cell’s interior. 
The influence of these gradients on the as-realized equilibrium temperature will depend on the condition of 
the ice mantle as well as on the system controller set point. We assign an additional uncertainty of 0.05 mK 
or 0.18 × 10−6 to account for this cell-dry well-system interaction. This contribution remains unchanged 
from our 2011 uncertainty budget [34]. 

 
5.9 Resistance 

 
The goal of the resistance measurements is to establish values for the R-probe resistance in units of 

Ω90, which are traceable to realization of the QHE. The calibration of the 1202T standard achieves this 
traceability with calibration uncertainties that are below 0.01 μΩ/Ω [46], but our comparisons of the R-
probe resistance to the standard are not capable of approaching that level of uncertainty. Here, we describe 
the limiting sources of uncertainty in both resistance measurements and in the underlying assumptions 
behind the methods. 

 
5.9.1 Bridge Statistics 

 
Both the DCC and the DSB are capable of measuring resistance ratios using signals of 50 mV with 

statistical uncertainties of 0.1 μΩ/Ω, with only a few exceptions. Those exceptions occurred when the DCC 
was used in a quick-measurement mode, but this did not impact most of the R-probe resistance data. A 50 
mV signal was produced by biasing the 200 Ω probe resistance at 250 μA, which was shown to cause 
negligible probe heating in a test where resistance was measured at multiple currents. In principle, both 
bridges are also subject to ratio-dependent systematic errors. Our experience is that these errors are much 
smaller than the statistics when using these bridges with the modest signal levels of 50 mV, and so we 
assign 0.1 μΩ/Ω uncertainty for all of the bridge-specific ratio measurements. 

 
5.9.2 Standard Resistor Calibration Stability 

 
The 1202T standard resistor has a finite stability with time and is known to exhibit a small positive 

drift rate. It has been hand-carried between NIST’s Gaithersburg and Boulder facilities on several occasions 
with no indication of transit-induced shifts. Resistance standards of the type (SR102) are also known to 
improve with age in the sense that the initial drift rate will slowly diminish. The most recent calibration was 
in August of 2015 via a 100 Ω resistor bank of five 100 Ω standards that are maintained at the NIST 
Quantum Measurement Division’s facilities in Gaithersburg. That bank of standards is regularly compared 
against the QHE Ohm and is also capable of achieving uncertainties below 0.01 μΩ/Ω [68]. At that time, 
the apparent drift rate of 1202T was estimated to be 0.02 μΩ/Ω per year. At approximately 1.67 years later, 
on April 20, 2017, this would amount to an incremental increase of only 0.033 μΩ/Ω. Even if this drift rate 
were uncertain at 30 %, the impact on the extrapolated calibration uncertainty would still be only 
0.01 μΩ/Ω, which is negligible. 

Some additional checks were performed in Boulder in November of 2015 by comparing the 1202T 
standard with a recently calibrated 200 Ω reference resistor, and those checks were consistent at the 
0.1 μΩ/Ω level using the DCC bridge. In the absence of any other independent information, we assign an 
uncertainty of 0.1 μΩ/Ω to account for a possible unknown instability in the transfer standard since its last 
calibration. 
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5.9.3 Standard Resistor Temperature 
 
As already discussed in Sec. 4.5, the 1202T standard was subject to corrections as large as 1.1 μΩ/Ω 

due to the fact it was used at temperatures as much as 6.6 °C colder than its normal 23.0 °C calibration 
temperature. For data obtained prior to 19 April 2017, this produced relatively large uncertainties due to the 
large (i.e., 1 K) uncertainties in the actual temperature under use. Once the calibrated SPRT was installed 
inside the 1202T thermowell on 19 April, this uncertainty became negligible, since accurate corrections to 
the standard resistance could be determined from the simultaneously measured temperature. In Fig. 13, 
these additional uncertainties are reflected in the larger error bars for most of the data as shown prior to 19 
April. These additional uncertainty components were variable, depending on the ambient temperature in the 
room during each measurement, but they were typically about equal to the statistical uncertainties, or 
~0.1 μΩ/Ω. 

 
5.9.4 Sense Resistor Relaxation and Stability 

 
As already discussed in Sec. 4.4, the sense resistors are subject to thermally induced stress relaxation 

effects. These relaxation effects are to a certain degree predictable, since the relaxation exhibits an 
exponential relaxation in time. The instabilities produce some additional uncertainties, which vary from a 
lower limit of 0.031 μΩ/Ω to as large as 0.38 μΩ/Ω in the special case of data taken prior to 29 March (see 
Fig. 13). The uncertainty of 0.11 μK/K as shown in Table 3 is derived from a pooled variance of weighted 
uncertainties. 

 
5.9.5 Frequency Dependence 

 
A basic underlying assumption in spectral ratio noise thermometry is that a low-frequency 

measurement of the sense resistance is sufficient to predict the effective dissipation (and hence the 
fluctuations) at much higher frequencies. This is a valid assumption if whatever frequency dependence 
happens to be exhibited by the sense resistor is indistinguishable from frequency dependence that is already 
incorporated into the model. In the lumped-parameter approximation, any simple impedance-based time 
constants such as RC or (LC)–1/2 that are specific to the sense resistor will effectively attenuate or filter the 
Johnson noise in the same way that the transmission line does, and so there is no practical way to 
distinguish the two effects.  

Given a sense resistor with a frequency-dependent impedance Z(f) = R0 + jX, the dissipative component 
that produces the fluctuations is ℜ[Z(f)], but the low-frequency bridge measurements simply measure R0. 
This means that errors could be produced if there is any frequency dependence in ΔZ = ℜ[Z(f) − R0] that 
does not take the same general form as the transfer function ratio as shown in Eq. (14). There are three 
known mechanisms that, in principle, could produce this type of anomalous frequency dependence. The 
first two mechanisms are discussed in this section, while the third, more subtle effect is discussed 
separately in the next section below. 

The first anomalous frequency-dependent mechanism is due to lossy dielectrics that couple to sense 
resistor resistance, and would produce error terms proportional to the product of the lossy capacitance Cl 
and the loss tangent tan(𝛿𝛿) associated with just the sense resistor. These errors would be equivalent to those 
already discussed in Sec. 5.3 above in the case of lossy shunt capacitance Cs, except that the resistance 
measurements would be limited to very low frequencies.  

The second mechanism is due to the well-known “skin effect,” where dependence on the frequency f 
arises via the characteristic skin depth δs = (ρ/𝜋𝜋fμ)1/2, for a conductor of resistivity ρ and permeability μ. 
The nickel-chrome-based alloy used in the construction of our foil resistors is known to have high 
resistivity, typically ρ ≈ 100 μΩ∙cm or higher. This has the effect of creating relatively large skin depths; 
even at a frequency of f = 1 MHz, we expect to have δs = 0.5 mm. The metal foil resistors have thickness t 
≈ 0.025 mm or less, so that t/δs << 1 within our bandwidth. In this limit, the expected skin-effect frequency 
dependence of a foil resistor is very weak, and the first real nonvanishing term in an expansion in powers of 
t/δs would be of order (t/2δs)4, which is proportional to f 2. Again, we would expect that the skin-effect 

https://doi.org/10.6028/jres.122.046
https://doi.org/10.6028/jres.122.046


 Volume 122, Article No. 46 (2017) https://doi.org/10.6028/jres.122.046  
 Journal of Research of the National Institute of Standards and Technology 
 
 
 

 38 https://doi.org/10.6028/jres.122.046  

 

contributions to the observed frequency dependence in the ratio spectrum are small and indistinguishable 
from larger terms already accounted for in the model.  

 
5.9.6 Second-Order Thermoelectric Effects 

 
The third mechanism that could result in anomalous frequency dependence is sometimes referred to as 

a Peltier effect in dc measurements of resistors [69]. While ordinary thermal voltages will cancel upon 
current reversal in a resistance measurement, this second-order effect is polarity independent and is additive 
under current reversal. In this case, there is actually an error in the dc measurement of R0 itself, and this is 
associated with a complex frequency dependence that is manifested only at low frequencies. This is purely 
a thermal effect and is of second order in the Seebeck coefficient S associated with junctions of dissimilar 
metals used in the resistor construction. In this case, the frequency dependence enters via a thermal skin 
depth δT = (𝛼𝛼/𝜋𝜋f)½ and produces maximal errors in the dc limit of relative magnitude S2T/𝜆𝜆𝜆𝜆 for thermal 
diffusivity 𝛼𝛼 and thermal conductivity 𝜆𝜆. For four-terminal junctions of gold bonding wire and Ni-Cr base 
metal, we estimate S ≈ 18 μV/K, so that an idealized upper limit on the size of the effect is approximately 
0.5 %. In practice, the effect in greatly attenuated by lateral (transverse to the current density) heat transport 
through the alumina substrates, and we are unaware of any examples of Peltier errors greater than 1 μΩ/Ω 
in similar foil resistor constructions. The actual error for our particular LCC package can be bounded by 
comparing the results of bridge measurements with different operating frequencies. Our experience with 
these foil resistors using bridges operating at both 30 Hz and 90 Hz sine wave and 6 Hz square wave 
excitation agrees with the results of bipolar dc measurement systems at the 0.1 μΩ/Ω level. We assign an 
uncertainty of 0.1 μΩ/Ω to account for any otherwise undetected resistance errors due to this effect. 

 
Table 3. Uncertainty budget summary expressed in relative dimensionless units × 10−6 (parts per million). 

 
Category Component NIST 2011 NIST 2017 

 
 
 
Ratio of the power 
spectral densities 

Statistical 
Model ambiguity 

Bandwidth ambiguity 
Spectral aberrations 

Dielectric loss 
EMI 

Nonlinearity and offsets 

5.2 
See Sec. 5.5 

— 
10.4 

2 
2.0 
1.0 

4.25 
1.63 
1.31 
— 
1 
1 

0.5 
Total Ratio 12.0 4.97 

 
QVNS waveform 

Frequency reference 
Quantization effects 

< 0.001 
< 0.5 

< 0.01 
< 0.1 

Total QVNS  <0.1 
 
 
 
TPW temperature 
realization 

Chemical impurities 
Pressure head correction 

Immersion error 
Isotopic variation 

Thermal equilibrium 

0.18 
0.18 
0.73 
0.26 
0.18 

0.18 
0.08 
0.65 
0.1 

0.18 
Total Temperature 0.84 0.71 

 
 
 
 
Resistance 

Bridge statistics 
Standard resistor calibration stability 

Standard resistor temperature 
Sense resistor relaxation/stability  

Frequency dependence  
Second-order thermoelectric effects  

0.4 
0.15 
— 

0.50 
0.10 
0.10 

0.1 
0.1 

0.05 
0.11 
0.05 
0.1 

Total Resistance 0.67 0.22 
Total Combined Uncertainty 12.1 5.0 

 
 

6. JNT System Hardware 
 
The QVNS approach to JNT has been utilized for previous determinations of the Boltzmann constant 

starting in 2011 (see Table 4). The present work and these previous works have some core aspects in 
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common, but they are also different in many details, as the technology has continuously improved and 
methods have evolved. 

 
Table 4. Comparison of methods, parameters, and technologies used in recent QVNS Boltzmann constant determinations. 

 
Feature (section) NIST 2011 [34] NIM 2015 [35] NIM 2017 [36] NIST 2017 [37] NMIJ 2017 [39] 

Location  NIST Boulder NIM Beijing NIM Beijing NIST Boulder  NMIJ Tsukuba 
TPW (2.1) Dry-well 

maintenance 
system 

Ice bath Ice bath Dry-well 
maintenance 
system 

Ice bath 

Sense resistance R 
total (2.1) 

100 Ω 200 Ω 100 Ω 200 Ω 100 Ω 

QVNS chip number 
(2.2) 

71218-32 (7a2) 71218-54 (7A1) 71218-54 (7A1) 150519-44 (JNT 
9c) 

Not applicable 

On-chip resistance 
2RQ (2.2) 

200 Ω 200 Ω 200 Ω 200 Ω 200 Ω 

Junction count (2.2) 8 20 20 20 8 SQUIDs 
(output stage)a 

QVNS CPW 
coupling (2.2) 

Direct coupling Direct coupling Direct coupling On-chip ac 
coupling 

Inductive coupling 
to SQUIDSb 

QVNS pulse bias 
type (2.2) 

Two-level Three-level 
Zero-comp 

Three-level 
Zero-comp 

Three-level  
Zero-comp 

Two-level 

Grounding 
approach (2.5) 

Through QVNS 
semirigid coax and 
pulse bias generator 

Through QVNS 
semirigid coax and 
pulse bias generator 

Through QVNS 
semirigid coax and 
pulse bias generator 

Through Dewar in 
star config. with 
TPW maintenance 
and batteries 

Through amplifier 
enclosure 

Matching method 
(2.3) 

Trim R and coax 
lengths 

Trim R and C Coax lengths Trim R and C Trim R and coax 
lengths 

Decoupling ferrites 
(2.3) 

Ferrites between 
amps and relay 
board 

Unknown Ferrites on all cable 
pairs 

Ferrites on R-
probe or removed 

Ferrites on all 
cable pairs 

Connectors (2.3) 
 

One 12 pin 
connector 

Two pairs of 3 pin 
LEMO connectors 

Two pairs of 3 pin 
LEMO connectors 

Two pairs of 3 pin 
LEMO connectors 

Two pairs of 3 pin 
LEMO connectors 

Cabling (2.3) Twisted pair Twisted pair (Micro) Coax Twisted pair with 
shield 

Twisted pair 

Facility (2.5) Unshielded room Shielded room Shielded room Shielded room Unshielded room 
aTotal of 1131 junctions, including the code generator. 

bOn-chip high-frequency signals transmitted with rapid single flux quantum microstrip, not CPWs. 
 

Table 4 lists, for comparison, the various features, components, and conditions for the present work 
(NIST 2017) and three other preceding QVNS-JNT measurements that have produced determinations of k. 
Certain major differences in hardware configurations (e.g., matching approach, ferrites, and cabling) are 
noted, which combine to create a unique configuration to each determination. The experimental feature 
under comparison is listed under the first (leftmost) column of the table along with the section of the text 
with the relevant descriptions. 

 
7. Conclusion 

 
In this article, we have described in detail the hardware, analysis, and individual components of the 

uncertainty budget for our recent Boltzmann constant determination. The most important limiting factor in 
the NIST measurements was the need to perform the measurements in a high-quality, EMI-shielded 
environment. NIST attempted measurements in five different locations: three in Boulder, Colorado, and 
two in Gaithersburg, Maryland, before the final measurements were completed in a shielded room in 
Boulder in the spring of 2017. After this measurement, which was stringently time-limited by the CIPM 
deadline of July 1, 2017, we used a modified QVNS probe to measure the undesired correlated noise in the 
system, that is, correlated noise that is not related to the Johnson noise of the sense resistor. This new 
measurement suggests that a number of the matching conditions used in our Boltzmann constant 
measurement [37] were not optimal, which limited our relative uncertainty, but this knowledge will also 
enable us to improve the matching conditions in future measurements. More generally, we hope that the 
details, observations, and insights that we provided here will assist metrologists and technologists in further 
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advancing Johnson noise thermometry to new applications, and perhaps even to develop practical, 
quantum-based, programmable primary thermometers for disseminating temperature and the kelvin. 
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