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      In a model of network communication based on a random walk in an undirected graph, what subset of nodes (subject to constraints 
on the set size), enables the fastest spread of information? The dynamics of spread is described by a process dual to the movement 
from informed to uninformed nodes. In this setting, an optimal set A minimizes the sum of the expected first hitting times F(A), of 
random walks that start at nodes outside the set. Identifying such a set is a problem in combinatorial optimization that is probably NP 
hard. F has been shown to be a supermodular and non-increasing set function and fortunately some results on optimization of such 
functions exist, e.g., in the work of Ilev. 
      In this paper, the problem is reformulated so that the search for solutions to the problem is restricted to a class of optimal and 
“near” optimal subsets of the graph. We introduce a submodular, non-decreasing rank function ρ, that permits some comparison 
between the solution obtained by the classical greedy algorithm and one obtained by our methods. The supermodularity and non-
increasing properties of F are used to show that the rank of our solution is at least 1(1 )e−  times the rank of the optimal set. When the 
solution has a higher rank than the greedy solution this. constant can be improved to (1 + χ) 1(1 )e−  where χ > 0 is determined a 
posteriori. The method requires the evaluation of F for sets of some fixed cardinality m, where m is much smaller than the cardinality 
of the optimal set. Given =ν ρ A( ) , a class of examples is presented that illustrate the tradeoff between m and solution quality ν . 
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1. Introduction

The study of information spread (or dually consensus) in complex networks has been the subject of
intense research in the past decade [1-5] where the role of distinguished subsets of nodes, such as “leaders” 
in consensus models and “influential spreaders” in models of information spread, is studied. In particular 
the research reported in references [3-5] developed methods for obtaining optimal spreaders –as determined 
by some measure of subset performance. A substantial body of related work is concerned with the 
construction and performance analysis of algorithms for efficient information spread for example the so-
called push/pull algorithms [6], the independent cascade model [5], a random averaging scheme [7] and the 
GOSSIP model of Ref. [8]. In this paper, our focus will be on the identification of optimal spreaders in a 
network. We will use a random walk communication model and an objective function associated with this 
process. Results of this research are relevant to the design of algorithms for routing in wireless 
communication systems when location information is not available [2, 9], identification of influential 
individuals in a social network [3] and in sensor placements for efficiently detecting intrusions in water 
networks [10]. 
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      Given a connected graph = ( , )G V E  with N  vertices V  and edges E , information spreads through 
the network by a process that is dual to the direction of the random walk (see Ref. [11]). An optimal 
spreader in our setting is defined in terms of a set function F  where for a subset A V⊂ , ( )F A  is the sum 
of mean first arrival times to A by random walkers that start at nodes outside of A. If A is an effective target 
set for the random walks (dually an effective spreader) then ( )F A  is small. Thus, the optimal set (subject 
to a cardinality constraint K ) minimizes ( )F A   subject to | |A K≤ , 
 
              

, | |
( ).min

A V A K
F A

⊂ ≤
     (1) 

 
Recall that a random walker situated at a node i V∈ , moves to a neighboring node j V∈  in a single 
discrete time step with probability, 
 
    { } = { ( , ) > 0, ( , ) , ( , ) = 0, ( , ) }Prob i j p i j if i j E p i j if i j E→ ∈ ∉   (2) 
 
NOTE: In this paper ( , ) = 1/ ( )p i j deg i  where ( )deg i  is the degree of node i . However, any probabilities 
for which the resulting Markov chain is ergodic can be used. 
      The matrix , =1= ( )ij i j Np



  is the transition matrix of a Markov chain which in our choice or any choice 
of transition probabilities, is assumed to be irreducible and aperiodic [12]. Starting at any node outside of 
A , a random walker first reaches the set A at a hitting time = min{ > 0 : }A nT n X A∈ , where nX  is the 
node occupied by the walker at time n .The expected hitting time is [ ]AT . If the walker starts at a fixed 
i A∉ , then the expected hitting time is the conditional expectation 0[ | = ] = [ ]A i AT X i T  . Writing 

( , ) = [ ]i Ah i A T , the value of F  at A is expressed as 
 
           ( ) = ( , ).

i A
F A h i A

∉∑      (3) 
 
Given A , ( )F A  can be evaluated by solving a suitable linear equation. Indeed a standard result in Markov 
chain theory [12] tells us that ( , )h i A  is the ith component of the vector H , which is the solution of the 
linear equation, 
 
               H = H,A+1       (4) 
 
where 1  is a column vector of | |N A−  ones and A  is the matrix that results from crossing out the rows 
and columns of   corresponding to the nodes of A . The value ( )F A  is then the sum of the components of 
H . 
      Borkar, Nair and Sanketh, [13] showed that for subsets A B V⊆ ⊆  and j V∈ , ( ) ( { })F A F A j− ∪ ≥

( ) ( { })F B F B j− ∪ , that is, F  is a supermodular function. Thus F−  is submodular so if it is bounded our 
problem is an instance of submodular maximization, a classic problem in combinatorial optimization. In 
1987, Nemhauser, Wolsey and Fisher [14] showed for a bounded submodular function that a set 
constructed by the greedy algorithm has an approximation ratio of (1 1/ )e− . More recently, Borgs, 
Brautbar, Chayes and Lucier [5] and Sviridenko, Vondrak, and Ward [15], showed that approximations of 
comparable quality could be obtained very efficiently using different methods. To minimize the 
convergence rate to consensus of a leader-follower network, Clark, Bushnell and Poovendran [16] 
considered a supermodular function closely related to ours and showed that the greedy algorithm produces 
an approximation that is within (1 1/ )e−  of optimal. 
      In this paper we will discuss a method that obtains an exact or approximate solution to Eq. (1) by 
introducing additional constraints in the problem. These constraints are based on properties of the 
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underlying graph. Recall that a vertex cover is a set of vertices that cover every edge of the graph. That is, 
every edge of the graph is incident to vertex in this set. Observing that a vertex cover of the graph with C  
vertices is an optimal set for =K C , sets of cardinality C  or less can be assigned a ranking relative to it. 
Using the rank (introduced in Sec. 2.2), we define a class of optimal and near optimal sets ,CLν , where ν  is 
the minimum rank of sets in the class. Here we consider ν  as a measure of the quality of the 
approximation. To solve the problem for <K C , we choose a collection of sets ,CLν⊂S . Each set in S  
has cardinality m  where m  is the minimum cardinality of sets in ,CLν . Note that the exact solution is in 

,CLν  for <m K C≤ . The output of this method is the best set that results from a greedy extension of each 
set in S , to a set of cardinality K . The method requires the determination of sets of cardinality m  each of 
pre-determined quality ν  and the computational effort involved as discussed in Sec. 4 is 3( )mO N + . We 
assume that m K  so a natural question is given m  what quality ν  can be expected? Conversely given a 
required solution quality ν , what m  is needed? 
      The plan of the paper is as follows: Sec. 1 contains a definition and discussion of optimal and near 
optimal sets ranked relative to a vertex cover of the graph G  of cardinality C . In Sec. 2.2 we demonstrate 
how the method is applied to a graph using a collection of sets S  that are subsets of the vertex cover. If 
every vertex cover contained optimal sets as subsets, it would make sense to use this choice consistently. 
Unfortunately, optimality of a set is generally not preserved by the addition or deletion of elements, 
otherwise the greedy algorithm would always yield exact solutions. We remedy this situation in part by 
selecting a group S  of m  element sets in ,,CLν  that contain a class of subsets satisfying certain properties 
(see Sec. 3) for all sets up to cardinality m . By adjoining all supersets of S , to S  itself and these subsets, 
one obtains a greedoid [17] as discussed in Sec. 3. Its feasible sets are closed under the addition and 
deletion of certain elements. Moreover all feasible sets of cardinality >n m  are in ,CLν  and are therefore 
optimal or near optimal. In general, the greedoid is not unique and it may or may not contain optimal sets 
of required cardinality K . However, any offered solution of our method that is feasible will be near 
optimal with some pre-defined quality. Sufficient conditions for the existence of S  are stated in Sec. 3 but 
the details of the greedoid construction can be found in [18]. 
      In Sec. 3 we demonstrate the method on a second graph where S  is chosen to be a group of feasible 
sets of a greedoid. Since we do not as yet have sufficient conditions that guarantee the optimal solution is a 
greedy extension of S , a complete proof of the effectiveness of this approach will require further research. 
In Sec. 4, the quality of the approximation is evaluated in terms of the ranking function ρ  introduced in 
Sec. 2.2. After normalizing F , we obtain ρ , a bounded submodular set function with ρ (0/ ) = 0 . We can 
apply the results in Ref. [14], to show that the ratio of the rank of our approximation to that of the optimal 
set is at least 1(1 )e− . Moreover, the approximation can be compared to the other solutions obtained by the 
greedy extension of sets of cardinality less than m  including the classic greedy method that starts with a 
one element set. In particular, if the rank of a greedy solution is less than ν , or if the greedy solution at 
stage m  is in S , then the solution *S  obtained by our method satisfies an inequality that improves the 

1(1 )e−  bound, 
 

    * 1( ) (1 )(1 ) ( )KS
e

ρ χ ρ≥ + −      (5) 

 
where > 0χ  is a constant determined a posteriori and K  is an optimal solution of Eq. (1). Finally in Sec. 
5, a probabilistic representation of the increment ( { }) ( )F S u F S∪ −  is given in terms of first hitting times 
of the respective sets. It is not directly used in the rest of the paper but it is of independent interest. 
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2.  Finding and Approximating Optimal Sets 
 
2.1  Maximal Matches 
 
      The optimization problem as posed in Eq. (1) assumes no advance knowledge about the optimal set or 
any other possibly related sets. We first consider a process of obtaining optimal sets by using subsets of 
existing ones. Let A be a vertex cover (not necessarily a minimal one). Since every edge is incident to an 
element of A, a random walker starting at a vertex i  outside of A must hit A at the first step. That is 

( , ) = 1h i A . Now Eq. (4) implies that ( , ) 1h i A ≥  so it follows that A must be an optimal set for its own 
cardinality. Thus a solution for =| |C A  is obtained by constructing a vertex cover. Fortunately, a maximal 
match can be constructed by a simple greedy algorithm and its vertices are a vertex cover with cardinality 

2*( )C ≤   where   is the cardinality of a minimum vertex cover [19]. Therefore, without loss of 
generality we turn our attention to the solution of Eq. (1) for K C≤ . 
 
2.2  Optimal and Near Optimal Sets 
 
      We introduced a measure of the spread effectiveness of sets in Eq. (3). It will be convenient to convert 
this to a rank defined on subsets of V . In particular, suppose there exists a vertex cover with C  vertices. 
We will order all non-empty subsets A V⊆  such that | |A C≤  with a ranking function ( )Aρ  defined as, 
 

         
( )

( ) = max

max min

F F A
A

F F
ρ

−
−

     (6) 

 
where 0 ,| |= ( )max A V A CmaxF F A/ ≠ ⊆ ≤ , and minF  is the corresponding minimum. minF  can be calculated by 
computing F  for a vertex cover of cardinality C  whose elements we assume are the endpoints of a 
maximal match. We define maxF  to be the maximum value of F  among all one element subsets. We 
assume that max minF F≠ . If this were not the case, ( )F A  would be have the same value for any non-empty 
subset A with | |A C≤ . Thus any A with | |A K≤  would be a solution of the problem. 
      If A is optimal and | |=A C  then ( ) = 1Aρ . Conversely, the worst performing set has value 0 . For a 
constant (0 < 1ν ν ≤ ) and C , the non-empty set 
 
    , = { : ,| | , ( ) }CL A A V A C Aν ρ ν⊆ ≤ ≥    (7) 
 
defines a set of optimal and near optimal subsets, with the degree of near optimality depending on ν . Let 
m  be the smallest cardinality of sets in ,CLν . Starting with a collection of sets ,CLν⊂S  of size m , our 
method is to seek a solution to the optimization problem as posed in Eq. (1) by greedily augmenting each 
set until it reaches the desired size K . The offered approximation is the best (has the lowest F  value) of 
these extended sets. We can always find a ν  and C  so that ,CLν  contains the optimal set of cardinality K , 
but we do not have a proof that the approximation generated by subsets of a vertex cover is optimal. 
However, since our solution is a superset of sets in ,CLν , it is also in ,CLν  and, therefore, has minimum rank 
ν . We illustrate the method with an example. 
      Figures 2 through 6 show a graph with = 9N  vertices along with the vertices of optimal sets for = 1K  
through 5 . To solve the problem for = 4K , we note that the class of optimal and near optimal sets based 
on = 8C  and = 0.90ν  has minimum set size = 2m . The set = {1,3,5,6,7,8}  is a vertex cover 
(calculated from the maximal match algorithm).We define S  to be the two element subsets of   that are 
in .90,8L . The first column of Fig. 1 lists these sets and subsequent columns show the results of one element 
extensions of S  until = 5K . Optimal sets are shown in red. In this example the offered approximation is 
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optimal. This is also the case for extensions up to = 5K . In this case we see that the method identifies 
optimal sets that are subsets of   as well as others that are not, e.g., {2,3,4,6,8} , underlining the fact 
that the method finds sets that are reachable by greedy extension of subsets of  . The offered 
approximation for this method is guaranteed to be in .90,8L . This is a consequence of Proposition 1 which is 
discussed and proved in Sec. 3. 
 

 
 

Fig. 1. Optimal sets of the graph in Fig. 2 for K=4 and 5 obtained by greedy extension of S, subsets of a vertex cover. 
 
 

 
 

Fig. 2. Graph with N=9 vertices, showing optimal set for K=1. 
 
 

 
 

Fig. 3. Optimal set K=2 for graph in Fig. 2. 
 
 

 
 

Fig. 4. Optimal set K=3 for graph in Fig. 2. The set {3,6,8} is also optimal by symmetry. 
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Fig. 5. Optimal set K=4 for graph in Fig. 2. 
 
 

 
 

Fig. 6. Optimal set K=5 for graph in Fig. 2. 
 
 
3.  Closure Property of Optimal and Near Optimal Sets 
 
      In Sec. 2.2, we demonstrated our method for approximating a solution of optimization problem in Eq. 
(1) based on greedy extensions of subsets of a vertex cover that are optimal or near optimal. Unfortunately, 
a vertex cover can fail to have such subsets other than the vertex cover itself (see an example in Ref. [18]). 
This is the motivation for finding other classes of optimal and near optimal sets that permit the addition and 
deletion of elements. We conjecture that greedy extension of such sets will have the largest likelihood of 
success. The structure we seek is conveniently described in terms of a generalization of the matroid, known 
as a greedoid [17, 20]. 
 
Definition 1  Let E  be a set and let   be a collection of subsets of E . The pair ( , )E   is called a 
greedoid if   satisfies 
    • :G1  0/ ∈    
    • :G2  For A∈  non-empty, there exists an a A∈  such that \{ }A a ∈    
    • :G3  Given X , Y  ∈  with | |>| |X Y , there exists an \x X Y∈ , such that { }Y x∪ ∈    
 
A set in   is called feasible. Note that G2  implies that a single element can be removed from a feasible 
set X  so that the reduced set is still feasible. By repeating this process, the empty set eventually is reached. 
Conversely starting from the empty set, X  can be built up in steps through repeated use of G3 . 
      We now show that ,c KL  satisfies condition G3  of the definition for any 0 < 1c ≤ , 0 K N≤ ≤  
(Proposition 1). The proof depends on the following lemma and uses an adaptation of an argument in Clark 
et al. [16]. 
 
Lemma 1  Let S V⊆ , \u V S∈ . Then ( ) ( { })F S F S u≥ ∪ .  
 
Proof:  Suppose S -a set of nodes, is a target set for a random walk. Let ( )l

ijE S  be the event, ( ) =l
ijE S  

0{ = , = \ , , 0 }l rX i V X j V S X S r l∈ ∈ ∉ ≤ ≤ . Thus, paths of the random walk in this event start at i  and 
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arrive at j  without visiting S  during the interval [0, ]l . Also define the event ( , ) =l
ijF S u  

=0
( ) { ( ) = }ll

ij m
E S X m u∩



 where u S∉ . Paths in this event also start at i  and arrive at j  without visiting 

S , but must visit the element u  at some time during the interval [0, ]l . Since a path either visits u  in the 
time interval [0, ]l  or it does not, it follows that:  
 
    ( ) = ( { }) ( , )l l l

ij ij ijE S E S u F S u∪ ∪     (8) 
 
We have ( { }) ( , ) = 0l l

ij ijE S u F S u∪ /


. This implies that, 
 
        

( ) ( { }) ( , )
=l l lE S E S u F S uij ij ij∪

+1 1 1     (9) 

 
and therefore:  
              

( ) ( { }l lE S E S uij ij ∪
≥1 1      (10) 

 
Here A1  is the usual indicator function of the set A, i.e., the function : {0,1}A Ω→1 . Recalling that ST  is 
the hitting time for set S , the following relation comes from taking the expectation of 

( )lE Sij
1  on the left 

hand side of Eq. (10) summing over all \j V S∈ . Here   denotes expectation.  
 

          0 ( )
\

{ > | = } =S lE Sijj V S
T l X i

∈

 
 
 
∑Prob 1     (11) 

 
A similar result is obtained for { }S uT ∪  from taking the expectation of 

( { })lE S uij ∪
1  on the right hand side of Eq. 

(10) and summing over \j V S∈ . Summing once again over all 1l ≥  results in the inequality,  
 
          ( , ) ( , { })h i S h i S u≥ ∪      (12) 
 
Proposition 1  For 0 < 1c ≤  and 0 < K N≤ , let ,c KL  be the class of sets defined in Eq. (7). Then ,c KL  
satisfies condition G3 .  
 
Proof:  The conclusion follows from the definition of ,c KL  and Lemma 1. 


  

 
The proposition establishes that ,c KL  satisfies the G3  property for greedoids. However, G2  does not hold. 
For example if the set A has cardinality m  where m  is the size of the smallest set in ,c KL  then \{ }A a  
cannot be in ,c KL  for any element a A∈ . Conversely, let | |= ( )max X nnc Xρ≤ . If 1>m mc c c −≥  then m  is 
the size of the smallest set in ,c KL . Define nG  to be all sets in ,c KL  of cardinality n . To create a class of 
sets with the G2  property, one constructs subsets of mG  of size n m≤  that are “augmentable,” i.e., that 
satisfy G3 . Sets nG  for >n m  are culled so the remaining sets are supersets of the “augmentable” sets 
and, therefore, satisfy G2 . The greedoid will then consist of selected subsets and supersets of mG . 
Conditions for the existence of “augmentable” subsets of mG  and proof of the validity of the resulting 
greedoid construction can be found in Ref. [18]. Rather than repeat the details of these arguments here, we 
close this section with an example showing the greedoid of a graph (Fig. 7) and its use in the solution of 
Eq. (1).The minimum cardinality of a set in the class of optimal and near optimal sets .85,7L  is = 3m . 
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These sets are used to create the greedoid depicted in Fig. 8. Note that G1 - G3  are satisfied. Assume the 
optimal set for = 4K  is unknown. Then our method in this case is to take S  to be the three element sets in 

.85,7L  that are feasible sets of the greedoid and perform a greedy extension of each set. In Fig. 8, a line is 
drawn between a set and its greedy extension. We have also drawn greedy extensions of sets of cardinality 

<n m  as well. The optimal sets are shown in red and so they are in the greedoid. The offered 
approximations are in fact exact. 
 

 
 

Fig. 7. Graph with N=8, vertices. Vertices of optimal set K=4 shown as squares. 
 
 

 
 

Fig. 8. Greedoid constructed from optimal and near optimal sets L.85,7 of graph in Fig. 7. Empty set not shown. 
 
 
4.  Quality of the Approximation 
 
4.1  Comparison with the Optimal Solution and Greedy Solution 
 
      Following Ilev [21], F  can be defined for the empty set as, 
 
           

=0, ,
0 (0) = ( ) ( ) ( ) <max

X Y X Y V
F F X F Y F X Y

∩ / ⊆
≤ / + − ∪ ∞    (13) 
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Thus, by the definition of ρ , (0)(0) = max

max min

F F
F Fρ − /

−/ . This means the normalized function defined on sets ,A  

( ) = ( ) (0)A Aρ ρ ρ− /  is bounded, submodular, non-decreasing. For the empty set we have (0) = 0ρ / . 
      Our offered solution is the result of a greedy extension of a group of m  element sets S . Using ρ  it can 
be compared to an m  element set that is the result of greedily adding single elements m  times. Call this set 

gS . We first suppose that gS ∈S . 
 
Lemma 2  Suppose ,g CS Lν∈ ⊆S . Let ( )K

gS  be the K element set obtained from the greedy extension. If *S  
is the offered solution, then 
 
     * ( )( ) ( )K

gF S F S≤      (14) 
 
Proof: *( )F S  is the minimum value of all the values obtained by the greedy K m−  extension of elements 
in S . 


 

 
The set ( )K

gS  is also the result of greedily adding single elements K  times. Thus, we may use Sec. 4 in Ref. 
[14] and the definition of ρ  to conclude that: 
 
Corollary 1  If *S  is the solution constructed by the method described in Secs. 2.2 and 3 above, then  
 

               * *1( ) (1 ) ( )KS
e

ρ ρ≥ −      (15) 

 
where *

K  is the optimal solution of optimization problem in Eq. (1).  
 
Once *( )F S  and ( )( )K

gF S  have been computed we can determine χ  such that * ( )( ) = (1 ) ( )K
gS Sρ χ ρ+ . 

Therefore, if * ( )( ) < ( )K
gF S F S  then the bound in Corollary 1 can be strengthened. 

 
Proposition 2  When * ( )( ) < ( )K

gF S F S , so > 0χ , then  
  

     * *1( ) (1 )(1 ) ( )KS
e

ρ χ ρ≥ + −      (16) 

 
If gS ∉S , the conclusion of Proposition 2 is still valid when the greedy extension to a K  element set ( )K

gS  

that satisfies ( )( ) <K
gSρ ν . Indeed by the closure property of ,CLν  (Proposition 1), *( )Sρ ν≥  and thus 

> 0χ . This bound is also valid for solutions obtained using the greedy extension of sets of cardinality less 
than m  for which lower bounds of the type 1(1 )e−  have been established. A lower bound of 1(1 )e−  was 

established by Borkar et al. [13]. Specifically, it is a lower bound on the ratio of ( ) ({ })gF S F a−  to 
*( ) ({ })kF F a− , where gS  is the result of the greedy algorithm starting with singleton a . 
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4.2  Computational Effort and Tradeoff with Quality 
 
      A rough estimate of the complexity of the method follows from realizing that the collection ∈S  ,CLν , 
has at most ( )N

m , m  element sets. To determine whether or not a particular set is near optimal, Eq. (4) must 
be solved and this involves 3( )O N  operations. Thus S  is determined in 3( )mO N +  operations. The greedy 
extension of an m  element to a K  element set involves 2(( )( )) = ( )O K m N m O N− −  so that the extension 
of every set in S  involves 2( )mO N +  operations. Overall then, the method requires 

3 2 3( ) ( ) = ( )m m mO N O N O N+ + ++  operations. Thus, it is desirable to make m  as small as possible. In fact we 
assume m K . However, the size of m  affects the accuracy. Taking ν  to be a measure of the quality of 
the approximation, we want to know given m ,what ν  can be expected? Conversely given a desired quality 
ν , what m  is required? We will employ the elemental curvature of the rank function (see Eq. (6)). 
Elemental curvature was used by Wang, Moran, Wang, and Pan [22] in their treatment of the problem of 
maximizing a monotone non-decreasing submodular function subject to a matroid constraint. Recall from 
Sec. 4.1, that ρ  is a submodular, monotone and non-decreasing set function that vanishes on the empty set. 
      The elemental curvature of ρ  is defined over ,CLν  in terms of the marginal increase in the rank of a set 
when a single element is added to it. First let A  be a set and i A∉ ,  
 
    ( ) = ( ) ( )i A A i Aρ ρ ρ∪ −      (17) 
 
and then for a fixed ,CA Lν∈  set,  
 

        
( )

( ) = .
( )

i
ij

i

A j
k A

A
ρ
ρ

∪
     (18) 

 
The curvature is defined then as, 
 
   ,= max{ ( ) : , , , }.ij Ck A A L i j i j Aνκ ⊂ ≠ ∉     (19) 
 
      Since ρ  is submodular 1κ ≤ . This can be also be deduced from the increment formula (Eq. (25)). Now 
suppose ,CS T Lν⊂ ⊂ . Given ν , we want to determine the minimum size of S  for which ( )Sρ ν≥ . If 

1\ = { , }rT S j j  , we have (see Eq. (2) in Ref. [22]), 
 

        1 1
=1

( ) ( ) = ( ) ( ) = ( { , }).
r

j tt
t

T S T S S j jρ ρ ρ ρ ρ −− − ∪∑     (20) 

 
Therefore, 
 
             1

1 2
( ) ( ) ( ) ( ) ( ).t

j j jr
T S S S Sρ ρ ρ κρ κ ρ−− ≤ + +    (21) 

 
Suppose ( ) = 1Tρ , for example if T  is a vertex cover. Define γ  to be = max{ ( ) : , = 1 }jt

S S T t rγ ρ ⊂  . 

We can get a lower bound on the rank of S  using Eq. (21) and the inequality 0 ( )j Sρ γ≤ ≤ . First assume 
γ  is known. We know that if 0S ≠ / , then < 1γ . Then, 
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                1

=1
( ) 1 .

r
t

t
Sρ γ κ −≥ − ∑     (22) 

Let us now suppose that: 
 

     1

=1
(1 ) ,

r
t

t
γ κ ν−− ≥∑     (23) 

 
and | |S m≥ . If an approximation of quality ν  is required, and ( )r ν  is the largest value of r  such that 
inequality (Eq. (23)) holds, then ( )r r ν≤ . Now =K C r−  is the cardinality of S  so that ( )C r C rν− ≤ − . 
Thus, the smallest possible value of | |S  is,  
 
                  ( ) = ( ).m C rν ν−      (24) 
 
In particular any m  must satisfy ( )m m ν≥ . Conversely, given m , the quality of the approximation 
depends on γ  and =r C m− . More precisely, the largest value of ν  and thus the largest guaranteed 
quality of an approximation obtained by our method, has an upper bound given by the left hand side of 
inequality (Eq. (23)). 
 
 
5.  A Formula for the Increment in F 
 
      This section contains a derivation of the increment ( ) ( { })F S F S u− ∪  in terms of the first hitting time 
to S  and to u . It provides some intuitive insight into the non-increasing and supermodular properties of  
F . Our approach is inspired by the analysis of consensus models [16]. It is very convenient to use the 
variables Aτ , the first time a random walker visits the set A V⊂  and i

Aτ , the time a random walker starting 
at i V∈  , visits A  for the first time. The main result is a representation of the decrease in F  due to adding 
an element u  to the set S . 
 
Theorem 1  If S V⊂ , and u S∉  is adjoined to S , the decrease in F  is  
 
           

{ }
( ) ( { }) = [ ] [ < ] [ ].u S i u S u S

i S u
F S F S u τ τ τ τ

∉ ∪

− ∪ + ⋅∑      (25) 

 
This result is a direct consequence of Theorem 2 stated at the end of the section. We now state a series of 
short lemmas that lead to its proof. Given Ω , the sample space of the Markov chain defining the random 
walk, we can describe the statistics of the first hitting times in terms of an element ω∈Ω . Each such ω  is 
associated with a sample path of the Markov chain. 
 
Definition 2  Let S V⊆  and suppose ,i j  and u  are nodes in \V S . The subsets ( ), ( , )l l

ij ijE S F S u ⊂ Ω  are 
defined as   
    • 0( ) = { | ( ) = , ( ) ,0 , ( ) = \ }l

ij r lE S X i X S r l X j V Sω ω ω ω∉ ≤ ≤ ∈ .  
    • 

=0
( , ) = ( ) { | ( ) = }ll l i

ij ij um
F S u E S mω τ ω∩



.  
 
REMARK: The definition of ( , )l

ijF S u  given here uses first hitting times rather than regular times as in 
Sec. 3. Nevertheless, the sets are identical. It is not hard to show that these sets have the following 
properties:  

http://dx.doi.org/10.6028/jres.121.008
http://dx.doi.org/10.6028/jres.121.008


 Volume 121 (2016) http://dx.doi.org/10.6028/jres.121.008 
 Journal of Research of the National Institute of Standards and Technology 
 
 
 

 191 http://dx.doi.org/10.6028/jres.121.008 

 

Lemma 3  Let S V⊂  and suppose ,i j  and u  are nodes that are not in S . Then  
 
    • ( ) = ( { }) ( , )l l l

ij ij ijE S E S u F S u∪ ∪   
    • ( { })l

ijE S u∪  and ( , )l
ijF S u  are disjoint  

 
Proof:  By definition ( )l

ijE Sω∈  if and only if ( )rX Sω ∉  during the time interval 0 r l≤ ≤ . If the random 

walk visits u  during [0, ]l  then i
u lτ ≤ . Thus ( , )l

ijF S uω∈ . If the walk does not visit u  then 

( { })l
ijE S uω∈ ∪ . Thus ( ) ( { }) ( , )l l l

ij ij ijE S E S u F S u⊆ ∪ ∪ . On the other hand the definition implies 

( , ) ( )l l
ij ijF S u E S⊆  and ( { }) ( )l l

ij ijE S u E S∪ ⊆ . Therefore ( ) ( { }) ( , )l l l
ij ij ijE S E S u F S u⊇ ∪ ∪ , establishing the 

first property. Any ( )l
ijE Sω∈  corresponds to a path that either visits u  during [0, ]l  or it does not. Thus 

the sets ( , )l
ijF S u  and ( { })l

ijE S u∪  are disjoint. 


 
 
For a subset W ⊂ Ω , denote its indicator function by W1 . We have the following consequence of Lemma 
3. 
 
Lemma 4  The indicator function of the sets in Lemma 3 satisfy  
 
            

( ) ( { }) ( , )
= .l l lE S E S u F S uij ij ij∪

+1 1 1     (26) 

 
Proof:  Since the sets corresponding to the right hand side of Eq. (26) are disjoint (Lemma 3), we have 

( { }) ( , ) ( { }) ( , )
=l l l lE S u F S u E S u F S uij ij ij ij∪ ∪ ∪

+1 1 1 . Thus the value of the right hand side of Eq. (26) is either 0  or 1 . The 

left hand side of Eq. (26) is the characteristic function of the set l
ijE  while the right hand side is the 

characteristic function of the set union ( { }) ( , )l l
ij ijE S u F S u∪ ∪ . Thus by Lemma 3, the left hand side of Eq. 

(26) is 1  if and only if the right hand side is 1 . 


 
 
By summing the left hand side and right hand side of Eq. (26) over all j S∉  and then summing over all 

0l ≥ , one obtains for each fixed ,i u S∉ , an expression for the difference { }[ ] [ ]i S i S uτ τ ∪−  . Here i u≠ . 

The representation of ( ) ( { })F S F S u− ∪  then follows by summing over i S∉ . That is the substance of the 
exposition below. 
 
Lemma 5  Let S V⊂  and i , j , and u  are nodes in \V S , with i j≠ , and ,u i j≠ . Then  
 

            
( )

=0 \
[ ] = [ ]i S lE Sijl j V S
τ

∞

∈
∑ ∑ 1     (27) 

 
Proof:  Beginning with the fact that 

\ \( ) ( )
[ ] = [ ]l lj V S j V SE S E Sij ij∈ ∈∑ ∑1 1  , let us next observe that 

( )
[ ] = [ ,0 , = ]l i r lE Sij

X S r l X j∉ ≤ ≤1  . Thus, 

 
           

( )
\

[ ] = [ > ] = [ 1].l i S i SE Sijj V S
l lτ τ

∈

≥ +∑ 1      (28) 

 
After summing both sides of Eq. (28) over 0l ≥ , we find that the left hand side is [ ]i Sτ . 


. 
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NOTE: Since we have a finite irreducible Markov chain, [ ]i Sτ  is finite so the infinite series in l  
converges. 
 
Lemma 6  

=0 \ =0 =0( , )
[ ] = [ = , > ]l

l i u Sl j V S l kF S uij
k lτ τ∞ ∞

∈∑ ∑ ∑ ∑1    

 
Proof:  As in lemma 5, 

\ \( , ) ( , )
[ ] = [ ]l lj V S j V SF S u F S uij ij∈ ∈∑ ∑1 1  . Now, 

    
( , )

[ ] = [ ( , )]l
l i ijF S uij

F S u1   

 
Thus, 
 

               
( , )

\ =0
[ ] = [ = , > ].

l

l i u SF S uijj V S k
k lτ τ

∈
∑ ∑1      (29) 

 
After summing both sides of Eq. (29) over 0l ≥ , one obtains 
 

          
( , )

=0 \ =0 =0
[ )] = [ = , > ].

l

l i u SF S uijl j V S l k
k lτ τ

∞ ∞

∈
∑ ∑ ∑∑1     (30) 

 


. 
Let us next make the observation: 
 
Lemma 7  Let = { | ( ) > , ( ) = }i i

S ul kω τ ω τ ω  and = { | ( ) > , ( ) = , < ( )}i i i
S u Sl k kω τ ω τ ω τ ω . If l k≥ , then 

=  , with probability one.  
 
Proof:  Clearly ⊆  . Conversely, if l k≥  and ω∈  then ⊆  . 


 

 
The conclusion of the following proposition and Lemma 5 applied to the sets S  and { }S u∪  will allow us 
to write down a representation of the difference { }[ ] [ ]i S i S uτ τ ∪−   
 
Proposition 3 
 

    
( , )

=0 \
[ ] = [ < ] [ ]l i u S u SF S uijl j V S

τ τ τ
∞

∈
∑ ∑ 1      (31) 

 
Proof:  Beginning with the right hand side of Lemma 6, we can interchange the order of summation to 
rewrite it as 

=0 =
[ = , > ]i u Sk l k

k lτ τ∞ ∞∑ ∑  . We then have, 
 

               
=0 = =0 = =0 = 1

[ = , > ] = [ = , > , < ] = [ = , , < ].i i
i u S i u S S i u S S

k l k k l k k l k
k l k l k k l kτ τ τ τ τ τ τ τ

∞ ∞ ∞ ∞ ∞ ∞

+

≥∑∑ ∑∑ ∑∑    

 
Here we used Lemma 7. Next we will apply the Strong Markov property [23] to the last expression, 
 

    
=0 = 1 =0 = 1

[ = , , < ] = [ | = , < ] [ = , < ]i i i i
i u S S i S u S u S

k l k k l k
k l k l k k k kτ τ τ τ τ τ τ τ

∞ ∞ ∞ ∞

+ +

≥ ≥ ⋅∑∑ ∑∑    
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which is equal to 
 

    
=0 = 1 =0 =1

= [ ] [ = , < ] = [ > ] [ = , < ].i i i i
u S u S u S u S

k l k k l
l k k k l k kτ τ τ τ τ τ

∞ ∞ ∞ ∞

+

≥ − ⋅ ⋅∑∑ ∑∑      (32) 

 
On rewriting the right hand side of Eq. (32), we obtain  
 

         
=0 =1 =1 =0

[ > ] [ = , < ] = [ ] [ = , < ].i i i i
u S u S u S u S

k l l k
l k k l k kτ τ τ τ τ τ

∞ ∞ ∞ ∞ 
⋅ ≥ ⋅ 

 
∑∑ ∑ ∑      (33) 

 
Thus the right hand side of Eq. (33) becomes 
 
     [ ] [ < ].u S i u Sτ τ τ⋅      (34) 
 
  
 
      This finally brings us to the formula for the difference in expectations. 
 
Theorem 2  Let S V⊂  and further let i , u  be nodes not in S . The relation between the expected hit times 

{ }
i
S uτ ∪  and i

Sτ  is:  
 
    { }[ ] = [ ] [ < ] [ ].S i S u i u S u Sτ τ τ τ τ∪ + ⋅       (35) 
 
Proof:  The steps in the proof of Lemma 5 can be applied to { }S u∪  to prove that { }[ ] =i S uτ ∪

=0 \ ( )
[ ]ll j V S E Sij

∞

∈∑ ∑ 1 . Using Lemma 4, Eq. (26), and the convergence of the resulting infinite series we 

have, 
 

              
( ) ( ) ( , )

=0 \ =0 \ =0 \
= .i l l lE S E S F S uij ij ijl j V S l j V S l j V S

∞ ∞ ∞

∈ ∈ ∈

     
+     

     
∑ ∑ ∑ ∑ ∑ ∑1 1 1     (36) 

 
The conclusion of the theorem now follows from Proposition 3 and Lemma 5. 


. 

 
 
6.  Conclusion 
 
      We posed the problem of identifying the subset of nodes in a network that will enable the fastest spread 
of information in a decentralized communication environment. In a model of communication based on a 
random walk on an undirected graph = ( , )G V E , the optimal set of nodes are found by minimizing the sum 
of the mean times of first arrival to the set by walkers who start at nodes outside the set. Since the objective 
function for this problem is supermodular, the greedy algorithm has been a principal method for 
constructing approximations to optimal sets. References [16] and [13] obtain results guaranteeing that these 
sets are in some sense within (1 1/ )e−  of optimality. 
      In this work we took a different approach. Rather than consider the problem in Eq. (1) over all subsets 
of cardinality up to K , we restricted the search for an optimizing set to classes of optimal and near optimal 
sets that are closed under the addition and deletion of elements. A ranking function ρ  is used to rank 
subsets of V  relative to a vertex cover of the graph whose cardinality C , satisfies >C K . For a constant 
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> 0ν  the class ,CLν  of near optimal and optimal sets have rank greater than or equal to ν . Let m  be the 
minimum cardinality of sets in this class. Our method consists of first selecting a collection of sets S  of 
cardinality m . The offered approximation is then the best set that results from the greedy extension of each 
set in S  to a set of cardinality K . We discuss two choices for S . The first is based on the observation that 
a vertex cover is an optimal set for its cardinality and often contains optimal subsets. Figure 2 shows a 
graph with = 9N  vertices and Fig. 1 displays the results of applying the method to a vertex cover. We 
note that the method also finds optimal solutions which are not subsets of the cover. A second approach 
does not use a vertex cover. Indeed, there are vertex covers that contain no optimal sets as proper subsets. 
In this situation one can construct a class of sets that are closed under addition and deletion of certain 
elements because they are the feasible sets of a greedoid (see Sec. 3). In this situation S  is the set of 
feasible sets of cardinality m , and they are in ,CLν , moreover, all supersets and thus all greedy extensions 
of S  are also in ,CLν . Our offered approximation is guaranteed in both approaches to be optimal or near 
optimal. Somewhat more can be said. If the rank of the solution obtained by the classic greedy method is 
less than ν  or if the solution at stage m  is in S , then *S , the solution obtained by our method satisfies, 

* *1( ) (1 )(1 ) ( )KS
e

ρ χ ρ≥ + −   where *
K  is an optimal solution of problem as posed in Eq. (1) and > 0χ  is 

a constant that can be computed once the ranks of *S  and the greedy solution are known. The work of Ref. 
[14] shows that the greedy solution satisfies this inequality for the value = 0χ . In this sense our solution is 
guaranteed to be at least as good as the greedy solution and will often be better as illustrated by the results 
of the method for the graph in Fig. 2 where exact solutions are obtained while the greedy solutions are 
approximate. Our method has computational complexity 3( )mO N +  and in Sec. 4.2 we discuss the tradeoff 
between computational effort as measured by m  and solution quality ν . The identification of classes of 
graphs for which m  is small and where information about χ  can be obtained in advance is an important 
area for future research. 
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