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Transportable 10 k() standard resistors have
become fairly widespread in industrial,
university, and government standards labo-
ratories because of their low temperature
coefficient of resistance, ease of transporta-
tion, and convenicnt value, The values of
these resistors, however, tend 1o drift with
time, requiring periodic recalibration
against an invariant standard such as the
quantized Hall resistance. The availability
of a simple, inexpensive measurement sys-
tem for calibrating 10 k{} resistors

against such an invariant standard would be
of great benefit to primary standards lab-
oratories. This paper describes a simple au-
tomated measurement system that uses a
single, high accuracy, commercially avail-
able digital voltmeter (DVM) to compare
the voltages developed across a 10 k{} stan-
dard resistor and a quantized Hall resistor

when the same current is passed through
the two devices. From these measure-
ments, the value of the 10 k€ standard re-
sistor is determined. The sources of un-
certainty in this system are analyzed in
detail and it is shown that it is possible

to perform calibrations with relative com-
bined standard uncertainties less than
1X107 (0.1 ppm).

Key words: digital voltmeter; DVM
method; electrical metrology; electrical ref-
erence standards; quantized Hall resis-
tance; quantum Hall effect; resistance cali-
bration.

Accepted: March 3, 1994

1. Introduction

Resistors composed of coils of wire wound around
suitable forms have been used as standards of resistance
for many years [1]. Such devices are ¢ven today widely
used as working standards of resistance by primary and
secondary standards laboratorics in industry, university,
and government. Due to aging of the wire and other
effects, however, the values of these resistors tend to
drift with time, requiring periodic recalibration against
a known standard. Because wire-wound resistors drift
with time, many national standards laboratorics have
adopted a standard of resistance based on the quantum
Hall effect [2]. When a sample containing a thin, two
dimensional conducting layer known as a two-dimen-
sional electron gas (2 DEG) is cooled to liquid helium

227

temperatures in the presence of a very strong magnetic
ficld, the resistance of the device becomes quantized,
assuming well defined values given by

Va(i) _ h

Ruy == =5=7F (n

where Vj; is the voltage across the Hall device, / is the
current through the device, / is the Planck constant, ¢ is
the elementary charge, i is an integer, and R, the von
Klitzing constant, has been defincd by international
agreement to be exactly 25 812.807 () for the purposes
of practical electrical metrology [3]. The resistance is
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time invariant, and is, under appropriate conditions of
measurement, independent of the measurement condi-
tions, such as current, temperature, and magnetic field.
Because of these properties, the quantized Hall resis-
tance, by international agreement, has been used since
January 1, 1990 as a practical representation of the ohm.

The measurement systems in use at national standards
laboratories are quite complex and are capable of
achieving relative combined standard uncertainties [4]
of 1X10* (or 0.01 ppm where 1 ppm = 1X10 ®) or less
[5]- Many government and industrial standards laborato-
ries do not need such small uncertainties in their work.
Indeed, the uncertainty required by many laboratories is
sufficiently large that the drifts in the values of wire-
wound artifact standards are less than their measure-
ment resolution and are therefore ignored. Such labora-
tories are well served by wire-wound artifacts which can
be sent periodically to national standards laboratories to
be calibrated or to participants in NIST’s Measurement
Assurance Program, or MAP. Generally, the relative
combined uncertainty achieved in the MAP is about 0.1
ppm to 0.2 ppm.

Some laboratories, however, require smaller uncer-
tainties. At such levels, drifts of the values of wire-
wound artifacts require that they be frequently recali-
brated. For these laboratories, the availability of a
simple and inexpensive invariant standard of resistance
would be of great benefit. The fairly recent introduction
of high accuracy commercial digital voltmeters (DVMs)
with 8 1/2 digit resolution has made it possible to con-
ceive of a simple and fairly inexpensive measurement
system [6] that would enable government and industrial
standards laboratories to perform calibrations of their
wire-wound resistors directly against a quantized Hall
resistor with uncertainties of 0.1 ppm or less.

Such a calibration system has three distinct parts to it:
a quantized Hall resistance device, a cryogenic system in
which a superconducting solenoid and the Hall device
are cooled to liquid helium temperatures, and a mea-
surement system for comparing the standard resistor to
this quantized Hall resistor. While the sclection of the
sample and cryogenic system are beyond the scope of
this paper, a few words must be said about them, for
they affect the design of the measurement system [7].
The sample and the cryogenic system must be such that
the conditions for accurate measurement of the Hall
resistance are met [8]. The conditions pertinent to this
discussion are that the plateaus in the Hall voltage cx-
tend over as broad a range of magnetic field as possible,
and that the voltage drop along the sample in the direc-
tion of the current flow, V., be as small as possible under
the conditions of measurement.
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While in theory any Hall plateau [any value of i in
Eq. (1)] can be used for resistance calibration, in
practice, the plateaus corresponding to higher valucs of
i (i > 4) tend, except in unusual cases, to have values of
V, which are unacceptably large for precision resistance
calibrations [9]. In general, the plateaus corresponding
to lower values of i (i=4,2,1) occur at higher magnetic
fields, are broader, and have values of V, that are small
enough to permit accurate resistance calibrations. The
value of magnetic field at which any given plateau oc-
curs is a function of the electron concentration in the 2
DEG, which in turn is a function of the design of the
sample: samples can be designed to exhibit the i=4
plateau, for example, at very low fields of only a few
tesla, or very high fields of 10 T or more. In choosing
a sample design, one must balance several factors: if the
plateau occurs at lower field, it will be more accessible
with an inexpensive magnet and cryogenic system, but it
will be narrower, and possibly V, may be too large; on
the other hand, if the plateau occurs at a high magnetic
field, the plateau will be broader, V, will be smaller, but
the cryogenic system and magnet will have to be much
larger, and consequently more expensive. It is the opin-
ion of the authors that the optimum sample exhibits the
i=4 plateau [Ry(4)=6 453.201 75 (1] in a magnetic field
range of 4.5 T to 6.5 T, and the i=2 plateau between 9.0
T and 13.0 T. These fields are easily attainable with
commercially available superconducting magnets. The
discussion of the measurement system in this paper
therefore assumes that the resistance of the Hall device,
Ryu(i), will be 6453.20175 1, 129064035 £, or
25 812.807 £}, corresponding to the i=4, 2, or 1 plateau.

2. Description of Measurement System

This measurement system is shown schematically in
Fig. 1. The standard resistor to be calibrated (Rs) is
placed in series with the Hall device (Ry). A constant
current is passed through both resistors, and the poten-
tial difference across cach resistor is measured with the
DVM. All measurements of resistance are four-terminal
measurements. The current source and DVM are con-
nected to the resistors using switches, so that the direc-
tion of current flow can be easily reversed, and the meter
can be connected to either of the resistors. The measure-
ments are performed in the order described by Marullo-
Reedtz and Cage [5]. The potential drop Vi across the
standard resistor Rs is first measured with the current
flowing in the “*positive’” direction. The current dircc-
tion is then reversed, and the potential drop across the
standard resistor is measured again. These two
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Fig. 1. DVM-based measurement system for comparing wirc-wound standard resistors (R;) with a quantized
Hall resistor (Ry). Ry, and Ry, are the net leakage resistances to ground of the cables, current source, resistors, and
the rest of the measurement system, The contact resistances are denoted by Fepn - - - o ey The voltage across each
resistor is measured with the digital voltmeter (DVM), The thermal voltages generated at the connections between
the DVM and the resistors are denoted by e, and ely.. Z is the internal impedance of the DVM and Y, is the Norton

equivalent admittance of the current source.

measurements are repeated in the reverse order, to give
a set of four values:

Ve(+1), Ve(=1), Vr(=I}, VR(+]). 2

The DVM is then connected to the Hall device, and
this same scquence of four measurements is made on it
twice. Finally, the standard resistor is measured again,
The entire sequence of measurements is:

() Vo@D, Vr(-D), Va(-1), Va(+D) = (V&)  (3a)
@) Vu(+D), Va(-D), Vu(-D), Vu(+]) = (Vi) (3b)
) Va1, Vu=D), Vu(-D), Vu(+D) = (Vi) (3¢)
(@) VRGD, Ve(-D), Ve(-1), Vr(+) = (Vr))  (3d)

In all, a group of sixteen measurements is taken. The
four individual values of each of these sets is averaged
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to yield a group of four values shown at the right. It will
be shown later that this eliminates the effects of thermal
voltages that are either constant or vary linearly with
time. Finally, the two voltage drops across the standard
resistor, (Vri) and (Vrs) are averaged, as are the two
measurements of the voltage drop across the Hall resis-
tor, (V}-u) and (Vug):

(Vo)) + (V)

(ViF) = SRS (42)

(Vﬁm)aw . (4b)

The above measurement scquence is then repeatcd with
the positions of the Hall resistor and the standard resistor
interchanged: i.e., the Hall resistor is connected in the
top position of the circuit in Fig. 1, and the standard
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resistor is placed in the bottom position. The average
voltages in Egs. (4a) and (4b) are then computed for this
interchanged position, yielding (Vi°") and (V{’").

In theory, if the current through the two resistors is
constant,

(V&™) _ (V& _Rs
(VB ~ (VB "Ru "

&)

In practice, the situation is complicated greatly by a
large number of factors, including thermally generated
voltages, leakage resistances, contact resistances, insta-
bilities in the current source, noise in the voltmeter, etc.
It is shown in Sec. 3 that by application of the measure-
ment procedure outlined above, the effects of several of
these factors can be eliminated or minimized. Other
factors cannot be eliminated by design of the measure-
ment system, and their effects must be independently
minimized. Some of these factors contribute to the cr-
ror of the determination of the value of the standard
resistor. At this point it should be noted that the value of
the standard resistor R is usually expressed as a deviation
from its nominal value, denoted R5™™:

(Rng"m)= Rs |

RS™ J RE™

This ratio can be expressed in terms of the voltage ratios

in Eq. (5) as:

R _
RE™

@Rﬂl

I=wwyre= 1

As a result, the correction factors and uncertainties in
the ratio of the voltages in Eq. (5) must be divided by the
R

Ru
uncertainties in the deviation of the resistor from its
nominal value.

In this paper, relationships between the magnitudes of
the various effects and the resulting crror in the value of
the standard resistor are determined. It is shown in Sec.
3 that if certain limits are placed on the magnitudes of
the various systematic effects, the magnitudes of the
factors required to correct for their effect on the value of
the standard resistor are significantly less than the uncer-
tainty in the value of the standard resistor due to random
effects, and the corrections can be neglected while still
maintaining a relative combined standard uncertainty of

ratio in order to obtain the correction factors and
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0.1 ppm. In Sec. 4, the uncertainties due to random
effects, such as nonlinear drifts in the output of the
current source and in the gain and offset of the DVM,
etc., are cstimated. Limits are derived for the maximum
values of these factors to ensure that the relative com-
bined standard uncertainty in the value of the standard
resistor 1s of the order of 0.1 ppm. It is shown that an
uncertainty of 0.1 ppm or less can be obtained when
calibrating resistors with Ry as much as a factor of 4
different from the quantized Hall resistance, Ru(i) [this
holds true whether the i = 1, 2, or 4 plateau is used for
Ru(i), i.e., whether the value of Ru(i) is 25 812.807 (3,
12 406.403 5 (, or 6 453.201 75 ().

3. Corrections Arising From Systematic

Effects

Systematic effects that can contribute significantly to
the error of the determination of the value of the stan-
dard resistor arc associated with four main parts of the
measurement system. These are:

i) the wires, cables, and switches used to connect the
Hall resistor and the standard resistor;

i1) the Hall device and standard resistor;

iii) the current source used to supply the current
through the resistors; and

iv) the DVM used to measure the voltages across the
two resistors.

The magnitudes of the errors arising from each of
these parts of the measurement system are estimated in
this section.

3.1. Measurement System

In the measurement system shown in Fig, 1, the Hall
resistor and the standard resistor to be calibrated are
connected in series, and are connected, by means of
cables and switches, to a current source. In principle, the
same current flows through each resistor, so the ratio of
the voltage measured by the DVM across the standard
resistor and the Hall resistor should equal the ratio of the
values of the resistors. In practice, however, there are
thermally generated voltages in the wires, switch
contacts, and various connections in the circuit which
causc the measured voltages to differ from the actual
voltage drops across the resistors. It is shown in Sec,
3.1.1 that the averaging technique described in Eq. (3)
above eliminates the effect of thermal voltages that are
either constant or vary linearly with time. Variable
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contact resistances in the switches connecting the resis-
tors to the current source can cause variations in the
current supplied by the current source. In Sec. 3.1.2, an
upper limit is derived for the magnitude of the permissi-
ble variations in the contact resistances. Leakage cur-
rents in the cables, switches, and other components of
the system can also result in errors in the measurements
of the voltages. The errors due to the lcakage resistances
can be corrected for, as described in Sec. 3.1.3.

3.1.1 Thermal Electromotive Forces Thermally
generated voltages in the switch contacts, the wires, and
the connections to the DVM result in erroneous deter-
minations of the voltage drops across the resistors in the
circuit. These thermal voltages are denoted by e, and e,
in Fig, 1, and arise when there are temperature varia-
tions between various parts of the circuit and when there
are junctions between dissimilar materials, such as in
switches or at solder connections. Thermal voltages are
therefore generated at the connections between the cur-
rent source and each resistor, and at the connections
between the DVM and each resistor. The thermal
voltages generated in the contacts to the current source
add to the current produced by the current source. As is
shown in the next section, if the equivalent admittance of
the current source (Y, in Fig. 1) is low enough, the
current source will adjust its output to maintain a con-
stant current through the circuit, and these thermal
voltages have no effect on the measurement. Thermally
generated voltages in the contacts to the DVM, on the
other hand, are significant, and must be corrected for.
Since the thermal voltages are a function of the temper-
ature differences in the circuit, they do not change sign
when the current is reversed. Thus, if one averages the
voltage across one of the resistors measured with the
current in one direction and the voltage across the same
resistor obtained with the current in the opposite direc-
tion, the thermal voltage does not contribute to the aver-
age. Specifically, if the Hall resistor is in the BOTTOM
position of the circuit of Fig.1, the voltage drop across
it with the current flowing in one direction (which will
be denoted as the **positive’’ direction) is

+I

Vr'im(#)-m

+e:h9

(6)

where Gi,=1/Ry, is the leakage conductance in parallel
with the Hall resistor (described in more detail in Sec.
3.1.3) and Gy =1/Ry is the Hall conductance. With the
current flowing in the opposite direction (denoted as the
*‘negative’” direction) on¢ obtains
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VT (1) = N

_— &b
G'—z + G“

The average value of the voltage across the Hall resistor
is then independent of the thermal voltage:

vy =3 [vim o -vier | - 5L

G, +Gy’ @

b=

It has been assumed that the magnitudes of the ther-
mal voltages are the same and independent of the current
direction. Practically, the current is reversed using
switches, but the connections between the resistor and
the DVM are not broken when the dircction of the
current is changed. Thus, the thermal voltages in the
DVM contacts should not change when the current is
reversed, and the assumption that the thermal voltages
remain constant or vary linearly with time during the
measurcments should be a good one. It is also important
to note that it was assumed that the current does not drift
with time. This is discussed in more detail in Sec. 3.2.

3.1.2 Contact Resistances Contact resistances
occur at all of the junctions in the system, including
solder connections, switches, and other connectors in
the circuit. In addition, the ohmic contacts to the 2 DEG
in the quantized Hall device also exhibit contact resis-
tance. Voltages develop across only those contacts that
have current flowing through them. The effects of the
resistances of the contacts between the resistors and the
DVM are therefore minimized by making 4-terminal
measurements of the voltages across each resistor, i.e.,
the voltage across a resistor is measured between two
terminals that are separate from the terminals that carry
the currcnt.

The contact resistances r, - . ., r,, between the resis-
tors and the current source shown in Fig. | change the
total resistance of the circuit, but if they are constant and
reproducible, as would be the resistances at solder con-
nections, then it is apparent that they have no effect on
the measurement. The resistances of the contacts in the
switches connecting the resistors to the current source
may change, however, for the switch contacts are con-
stantly being opencd and closed. If these contact resis-
tances are reproducible, then they also have no effect on
the total measurement. To see this, consider the case
where the total contact resistance for one current direc-
tion always differs by an amount 8Z from that for the
opposite current dircction. If the equivalent admittance
of the current source is zero, then obviously this has no
effect. In practice, however, the admittance of the
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current source is nonzero, and this difference in contact
resistance changes the total load impedance, and slightly
affects the current through the resistors by an amount
8. In this case, the average in Eq. (8) is multiplied by

the factor
(1+5)-

where /1 is the current through the resistors. If the differ-
ence 8Z in the contact resistances is reproducible, then
the averages of both the voltages across the Hall resistor
and the standard resistor are multiplied by this same
factor, and it cancels when ratios of the voltages are
taken (as described in Sec. 2, and in more detail in Secc.
3.1.3).

If the contact resistances of the switches vary in a
random, uncorrelated, and irreproducible manner every
time they are opened and closed, each voltage has a
different correction factor of the form given by Eq. (9).
These correction factors do not cancel when voltage
ratios arc taken. As aresult, it is necessary to keep 8/I,.
of the order of 107 or less to assure uncertainties of 1
part in 107 in the determination of the value of the
standard resistor. This requirement places a limit on the
variation in contact resistance 8Z which depends on the
admittance of the current source: the smaller the admit-
tance, the larger the permissible variations in 8Z.
Specifically, if the admittance of the current source is Y.,
it can be shown that [10]'

3l

o0 ®

8l ~Y.6Z

T, T N+Ra+RY (19

If the admittance of the current source is about 50 pS,
Ru(i=4) = 6 453.201 75 {2, and Rs=10 k{},

S,

L

=27 X 107 8z,

and 6Z must be less than 0.36 m{} for 8I.//_ to be less
than 107*. If a low admittance current source is used, 52
can be larger, but in general, the contact resistances in
the switches and contacts of the circuit should be kept
very small, and should be reproducible to within a few
tenths of a milliohm, in order for them not to affect the
accuracy of the measurement. This should not be diffi-
cult if care is taken to ensure that all of the contact
surfaces are very clean and not covered with a thin oxide
or a layer of organic contaminant.

' The current source is represented by its Norton equivalent, i.c., an
ideal current source Iy in parallel with an equivalent internal admit-
tance ¥,. See Ref. [10] for more information.
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The problem posed by the resistances of the contacts
to the quantized Hall device is a vastly more subtle one.
As described above, the difference between the resis-
tances of the current carrying contacts to the 2 DEG
with forward and reverse directions of current must be
less than a few tenths of a milliohm. It is very difficult
to produce contacts to the 2 DEG with such small con-
tact resistances [11], but fortunately, the actual contact
resistances need not be this low: the important point is
that the contact resistances must be independent of the
direction (and magnitude) of the current. Nevertheless, it
is necessary that the current carrying contacts have con-
tact resistances of less than 10 m{), or they generate
substantial amounts of noise which prevents accurate
resistance comparisons. One would think that the resis-
tance of the contacts used to measure the Hall potential
are unimportant, for no current flows through them.
These contact resistances, however, must also be in the
range of a few milliohms, for reasons which are beyond
the scope of this paper [7, 12].

3.1.3 Leakage Resistances Leakage resistances
arise from the noninfinite resistance of the electrical
insulations used in constructing the system. As a result,
the leakage resistance is distributed throughout the sys-
tem: there are contributions from the current source, the
cables, the DVM, and even the standard resistor and the
wires leading to the quantized Hall resistor. The leakage
resistances from the high terminal of the current source,
the current reversal switch, the cables, the standard resis-
tor, and the DVM have been combined in the idealized
“*leakage resistance’” Ry, shown in Fig. 1. The leakage
resistances from the low terminal of the current source,
cables, ctc., and the quantum Hall resistor have been
combined in the idealized ‘*leakage resistance’’ Ry,. The
circuit is grounded between the Hall resistor and the
standard resistor to minimize the effects of the leakage
resistance between the low terminal of the DVM and
ground: the low terminal of the DVM is always con-
nected to this point throughout the entire measurement
sequence. The high terminal is alternatcly connected to
point A in Fig. 1 to measure the standard resistor, or
point B to measure the Hall resistor. If it can be assumed
that the leakage resistances Ry, and R,, remain constant
throughout the measurement cycle, and that the Hall
resistor and the standard resistor have nominally the
same values, it can be shown that the error due to leak-
age resistance is eliminated by avcraging the ratio of the
voltage across the standard resistor to the voltage across
the Hall resistor with the resistors in the standard config-
uration shown in Fig. 1 and the same ratio obtained
when the positions of the resistors in the measurement
circuit are interchanged. With the resistors connected as
shown in Fig. 1 (the standard position), the average
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voltages across the resistors [as determined from Eq.
(8)] are:

VI = e (11a)
(vEm =ﬁ, (11b)

where G =1/R for each of the resistors in Fig. 1. The
ratio of these two voltages is then

(V&) Gu, + Gu

(;H S_GL1+GS

1+ Q“l
_ Gy Gu _ Gn (l G, G ) 12)
Gs 1 G, Gs Gu Gs /-~
+
Gs

If it 1s assumed that the leakage resistances are inde-
pendent of the positions of the resistors, the positions of
the Hall resistor and the standard resistor can be usefully
interchanged. In this case, the Hall resistor is in parallel
with Ry, and the standard resistor is in parallel with Ry,.
The ratio of Eq. (12) is then

(V2o _ G, +Gy ~
Vi) G, + Gs

Gy _Gy

Gu
(1 Gn ~ G. (13)

Gs

Averaging Eqgs (12) and (13) yields:

{65

WD, v

(Vi)

)

(}'1_,14'(;]_,2 _ GL, + (;1,Z )
26, 2Gs /)

(14)

(1

If the standard resistor has exactly the same value as
the Hall resistor, then the last two terms on the right side
of Eq. (14) cancel, and the lcakage resistances have no
effect. If the resistors are not ¢qual in value, then there
is a small correction factor. If the leakage resistances
change when the current is reversed or the resistors arc
interchanged, then the above analysis does not hold.
Even in this case, however, the error in the determina-
tion of the value of the standard resistor caused by the
leakage resistances will be of the order of the ratio of the
leakage conductance G =G\ +G, to the conductance of
the larger of the two resistances Ry or Rs. Typically,
cables insulated with PTFE Teflon, and carefully
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constructed current sources will have leakage resis-
tances greater than about 10'2 ) (G, < 107" S). If R =
10 k€, and Ry = 6 453.201 75  or 12 906.403 5 (), the
correction to the value of the standard resistor will be of
the order of 0.003 ppm, which is more than an order of
magnitude less than the uncertainty due to random ef-
fects, and can therefore be neglected. For resistance
ratios of 4 or more, as would result from the comparison
of a 6 453.201 75 ) and a 25 812.807 ) resistor, how-
ever, the correction to the value of the standard resistor
can be as large as 0.02 ppm, which is comparable to the
uncertainty due to random cffects and cannot be ne-
glected. In this case, a correction factor can be ¢stimated
by measuring the lcakage resistance between the point C
in Fig. | and earth which will be approximately equal to
1/(Gr,+G.,) (in Fig. 1 point C is connected to earth, but
for this leakage resistance measurement this connection
must be removed).

The uncertainty associated with the assessment of
this leakage resistance, however, will be quite large,
possibly as large as the correction factor itself, so one
can treat this correction factor as a component in the
assessment of the combined uncertainty. If lower uncer-
tainties are requircd, however, it will be necessary to
incrcase the leakage resistance of the system another
order of magnitude, something which is quite difficult
to do.

3.2. Current Source

Several factors determine the optimum current for
these measurements. The higher the current, the larger
the voltages across the resistors, and the smaller the
averaging time required to obtain voltage measurements
with a given experimental standard deviation of the
mean. Too large a current, on the other hand, can cause
self-heating of the standard resistor, which will change
its value and, more importantly, can cause breakdown of
the dissipationless current flow in the Hall device, ren-
dering it unusable for resistance calibrations [13]. Typi-
cally, currents between 10 pA and 50 pA satisfy these
conditions. It should be noted that when performing
calibrations of 10 k{2 resistors against a quantized Hall
resistor, it is the maximum current that the quantized
Hall device can sustain without breaking down that lim-
its the maximum current at which measurements can be
performed. Generally, this critical current is far below
the current at which even a typical 10 k{} resistor would
start to show self-heating effects.

Tt should be recognized, however, that a reduction in
averaging time duc to a higher current is only realized if
the primary factor limiting the accuracy of the voltage
measurement is the signal-to-noise ratio and rnor the
resolution of thc meter. If the primary limiting factor is
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the resolution of the meter, then the benefits of increas-
ing the current are somewhat limited. For example, if
the resolution of the meter is 10 nV on the 100 mV
range, then one bencfits from choosing a current that
produces a voltage near the top of this range, as in this
case the voltage measurement has the minimum relative
uncertainty. Increasing the current so that the voltage is
so large that the meter must use the next range, e.g., the
1 V range, however, may not resulit in any benefits if the
resolution of the 1 V range is 100 nV. In this case, the
relative uncertainty of the voltage measurement will be
the same or worse than at the lower current. In practice,
some benefit may be obtained by using the 1 V range in
this example, for the internal DVM noise is often less on
the higher voltage ranges than on the 100 mV range, so
lower uncertainties in the measurement of the voltage
can be achieved with shorter measurement times, even
though the resolution of the meter is poorer on the 1 V
range.

The method for determining the ratio of the value of
the standard resistor to the Hall resistance described in
Sec. 2 assumes that the current through the resistors is
constant during the time that the voltage measurements
are made. Any variations in the current, such as drifts or
noise, will appear as drifts or noise in the voltages
across the resistors and will affect the accuracy of the
calibration of the standard resistor. In order to obtain a
relative combined standard uncertainty in the calibration
of 107, it is necessary to keep the noise in the current
source and nonlinear deviations in the current below
0.01 ppm; for currents between 10 pA and 50 pA, this
dictates that the current variations be less than 0.1 pA to
0.5 pA. Such low noise levels are rather difficult to
achieve with active current sources containing opera-
tional amplifiers, transistors, or other solid state compo-
nents which usually have noise levels of the order of a
few ppm, and are therefore generally unacceptable for
use with this method. Current sources made using mer-
cury batteries and current-limiting wire-wound resistors
are capable of meeting these stringent requirements,
even though the output of these current sources tends to
decrease with time in a predictable, linear manner,

Fortunately, such stable linear drifts in current do not
affect the measurements if the measurement sequence
described in Sec. 2 is used. If the current decreases at a
constant rate B, and the current at the beginning of the
first measurement is /, then the current at a time ¢ after
the first measurement was begun is

I(t)=1- Bt. (15)

If each individual voltage measurement described in

Sec. 2 takes a time Az, then the current at the start of
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each voltage measurement in the group is given by the
expression in column 2 of Table 1. As described above
in Sec. 2, the first four voltage measurements (of the
standard resistor with positive and negative current) are
averaged to eliminate thermal voltages, yielding the
value shown in the third column of Table 1. The average
voltages across the standard resistor are then averaged,
as are the average voltages across the Hall device, as
described in Sec. 2, Eq. (4a), to give

(Vi ) + (Vro)

vieny = Ll

o (20)]

(16a)

iy - i i [ (250

(16b)

The effective current is the same in both of these
equations, and is eliminated when the ratio of Vy to Vg
is taken. Note that the effective current in both of these
equations is the current at the exact mid-point of the
measurement cycle.

3.3 Digital Voltmeter (DVM)

The quality of the digital voltmeter used to measure
the voltages across the resistors is the ultimate factor
limiting the accuracy of this technique. In order to ob-
tain resistance calibrations with relative combined stan-
dard uncertainties of 107, the DVM must be capable of
measuring voltages with uncertainties about a factor of
5-10 less than this. If a 20 pA current is used, the
voltages across the resistors will be of the order of 200
mV, and the DVM must be capable of resolving voltages
of the order of 0.2X107 V, or 20 nV [14]. Commer-
cial DVMs are now available from several manufactur-
ers that have such a high resolution. In
addition to the high resolution, however, the DVM must
have very high accuracy, a high degree of linearity, a
high input impedance, high stability, and very low noise.
Commercial 8 1/2 digit multimeters from several manu-
facturers are on the market that meet these specifica-
tions. In this section, various systematic effects
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Table 1.  Assuming a constant rate of change in the current produced
by the current source and that each voltage measurement takes a time
At, the current is calculated at the beginning of each voltage measure-
ment on the standard resistor (Rs) and and the Hall resistor (Ry). Each
set of four measurements on a resistor is averaged to eliminate thermal
voltages and other constant offsets, resulting in the average voltages
shown in column 3.

Resistor I Mean voltage
Rs(+) +1y

Rs(-) =(I-B At) 3

Rs() vau-zam)} RS[’T(E)B A‘]
Rs(+) +(—3BAD

Ru(+) +U—~4BAr)

Ru(-) ~U-5BA) RH[,T(H)B A,]
Ru(-) —(I—6BAN 2

Ru(+) +(I—7B Ar)

Ru(+) +(I—8BAr)

Ru(-) —(I—9BAr) [ ( Q) ]
Ru(=) —(19-103;1:)} Ra| I 7 B A
Rul+) +(I—11BAn)

Rs(+) 12 BA?) 27

Rs(-) —(I~13 BA) Rs[!o—(T)BAJ]
Rs(-) —(I-14 BAD

Rs(+) +{l—15 BAp)

associated with the DVM that contribute to the total
uncertainty ar¢ analyzed. In Sec. 3.3.1, a correction
term accounting for offsets and nonlinearities in the
response of the DVM to applied voltages is derived. In
Sec. 3.3.2, the effect of the small current source between
the input terminals of the DVM is considered. The ef-
fect of noninfinite input impedance is considered in
Sec. 3.3.3.

While this measurement system is quite similar to
potentiometric measurement systems achieving smaller
ultimate uncertainties [5], the accuracy, range, resolu-
tion, and linearity requirements on the DVM used with
this system are greater. In the potentiometric measure-
ment systems, a potentiometer is used to cancel the Hall
voltage, so the detector is only used to mcasure very
small differences between the Hall voltage and the
voltage drop across the standard resistor being cali-
brated. Therefore, the detector need not have a very
great range, but must have very low noise, high resolu-
tion, and high accuracy. Furthermore, since the detector
is only measuring small deviations from zero, the lincar-
ity of the detector over large ranges is not crucial. In the
measurement system described in this paper, the DVM
is used to measure voltages that differ widely from zero,
and that are both positive and negative. This requires the
DVM to have a very high degree of lincarity.
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Offsets and nonlinear responses of the DVM can be
determined by calibrating the DVM against a Josephson
array. The Josephson array produces a time-invariant
voltage that is related to fundamental constants, and, by
international agreement, provides a practical metrologi-
cal representation of the volt. If the Josephson array
produces a defined voltage V', the voltage indicated by
the DVM will be:

Vovm=A + g7 + N(V), (17
where A is the offset, g is the gain of the DVM, and
N(V) is a nonlinear correction. For most modern high
quality meters,

g=1+8§, (18)
where S is a small number. The values of A, g, and N
should be determined by measuring Vpvam with applied
array voltages in the neighborhood of the values ex-
pected to be encountered in the resistance measure-
ments. A least-squares fitting procedure should be used
to determine the gain, offset, and nonlinear corrections
for both positive and negative voltages.

If the offset voltage A is the same for both positive
and negative voltages, then the same averaging proce-
dure that eliminates the thermal voltages will eliminate
the offset voltage: the offset will cancel when V(+I) and
V(-I) are subtracted, as in Eq. (8). In practice, however,
neither A nor g need be the same for positive and nega-
tive voltages.

As described in Sec. 2, the ratio of the resistor values
is determined from the arithmetic mean of the ratios of
the averaged voltages across each resistor in the standard
and interchanged position, as in Eq. (14). Each voltage
in Eq. (14) must be corrected for the offset, nonunity
gain, and nonlinearities in thc DVM before the ratios are
taken. A factor taking all of these corrections into ac-
count can be derived for Eq. (14) as follows: the voltage
indicated by the DVM when it is connected to the Hall
resistor in the bottom position in the circuit of Fig. 1,
with positive current, is given by (neglecting thermal
voltages)

VET(+I) = A" + g VBT + N(‘V.}'ﬂf), (19)

where VE" is the “‘true’” voltage across the Hall resistor
in the bottom position in the circuit of Fig. 1. Likewise,
with the current reversed,

e T i) NECS
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Avcraging as in Eq. (8) gives:

VB = a+ y VT + SNETT, (21a)
where a= A ;A_ , @1b)
y- 1L, @1e)
and
v () - ()
5 NEOT _ 21d)

If leakage resistances and other systematic effects are
ignored, the ratio of the “‘true’’ voltages across the
resistors is equal to the ratio of the resistors, i.c.,

L (> ‘V‘”’) Gu _Rs
3 (T + e ) - G- - @22
Inverting Eq. (21a) above gives

YBOT (;'M; SNy . (23)

Y

Repeating the calculation for each of the voltages and
substituting into the left-hand side of Eq. (22) yiclds

|

((Vﬁm) —t; —SNR" )

((VHTOP) —c; —&NL‘”")

e

((an ) —a —BNﬁ'm)
Y
Generally, the corrections @ and 6N are very much
smaller than the values of the voltages (V), so that the
ratio of a+8N to (V) is of such small magnitude that

terms of second order in this quantity can be neglected.
Equation (24) can then be simplified to

-5 (G + i)
a + SN

1| (9) (- "

R
Ra’

(29

Rs
Ru

a + SNEF

(V&™)

)+
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() (== ) |

The first term on the right side of Eq. (25) is the ratio
of the voltages across each resistor [averaged as in Eq.
(3)], while the second term on the right side of Eq. (25)
is the correction factor that must be applied to correct for
nonzero offsets and nonlinearities in the DVM. This
expression can be considerably simplified by noting that
both & and 8N are very much smaller than the voltages
{V), so the denominators can be replaced by their nom-
inal values. In addition, the 8N are the differences
between the nonlinearity corrections for positive and
negative voltages, and since the magnitudes of the
voltages across a given resistor are all essentially the
same, little error will be incurred by making the approx-
imation that 8V is a constant for each resistor. Thus,
with the approximations

(VR) = (V&) = (V)
(VR = (Vi) = (V)

BN = SNR" =~ 8Ny

(25)

(26)

W‘:aN-IIPPZ&VH

(VR®) _Rs
(VH = RH ’

the correction term in Eq. (25) can be written

z‘i;ﬂ—) (27)

(gﬁ (ct + 8Nw) — (o + SNR)).

It is important to remember that « is the difference
between the offscts for positive and negative voltages, as
given by Eq. (21) above. Usually, the offsets are negli-
gibly small and are the same for positive and negative
voltages, so that « in the above equation can be ne-
glected. In this case, Eq. (27) can be written

i i 8- ).

(28)
The quantity 8N in the above cquation is the difference
between the nonlinearity correction for positive voltage
and for negative voltage. This need not be zcro and must
be determined by calibrating the meter against a Joseph-
son array. It should be noted that if both resistors have
nominally the same value, then even though 8Nz and
8Ny may not be zero, they will have cssentially the same
value, and the correction term in Eq. (28) will vanish.
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Corrections for the nonlinearity of the meter therefore
need only be made in the case that the resistors being
compared have nominally different values. In the case
that the ratio of the resistances is 4, this correction term
can be quite significant. Using the DVM calibration
data in Fig. 2 of Cage et al. [6], and assuming
Rg=25 812.807 () and Ry=6 453.201 75 (), the correc-
tion term of Eq. (28) would be 0.40 ppm * 0.28 ppm.
It is important to note that the correction to the value of
the resistor Rs, expressed as a relative deviation from its
nominal value, (R—R$*™/R¥™, due to nonlinearitics in
the DVM is obtained by dividing Eq. (28) by the ratio
R$"™/Ry (see Sec. 2), which in the case of this example
is 4. The correction to the value of (R—R¥™)/RY™™ due to
the DVM nonlinearity is therefore only 0.1 ppm * 0.07
ppm in this example.

Since the nonlinearity correction term above may
change with time, the DVM should be calibrated before
each resistance calibration is performed. It should be
noted that if either the offsets or the gain vary randomly
with time, they will not cancel in the above equations,
and will give rise to an uncertainty in the final determi-
nation of the value of the standard resistor as discussed
in Sec. 4,

3.3.2 Internal Current Source Modern digital
voltmeters inject a small current into the circuit to which
their input terminals are attached. This current is often
very small: for a Hewlett Packard 3458A DVM? it was
measured to be 10'* A (with no bias applied to the
meler input terminals) by connecting a Keithley 602
electrometer directly across the input terminals. If this
current does not change sign or magnitude with varying
applied bias, it should have no effect on the average
voltage measurements, as any offset produced by it
would cancel when the voltages measured with positive
and negative current are averaged. If it changes sign and
magnitude with changing applied bias, but generally
retains a magnitude in the range of 107 A, and if the
measurement current is in the range of 10 pA to 50 pA,
this small current would result in an error in the ratio of
the resistors of only 0.0002 ppm to 0.0010 ppm.

3.3.3 Input Impedance Whenever a DVM with
finite input impedance is connected across one of the
resistors, some current will be shunted through the
DVM. If the input impedance of the DVM is Zpym=
1/Gpvm, and if the admittance of the current source is
negligibly small (that is, the current source is assumed to

? Certain commercial equipment, instruments, or materials arc identi-
fied in this paper in order to adequately specify the experimental
procedure. Such identification does not imply recommendation or
endorsement by the National Institute of Standards and Technology,
nor does it imply that the materials or equipment identified are neces-
sarily the best available for the purpose.
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be ideal), then the correction to the resistance ratio with
the resistors in the standard position will be:

, Gowu _ Gouw
Gu  Gr

).

In the cvent that the two resistors being compared are
of nominally equal value, the correction factor in Eq.
(29) will vanish. If however, the resistors have different
nominal values, the factor must be evaluated, and can be
quite appreciable, particularly if the input impedance of
the DVM is less than 102 €, In this case, if
Rg=Ry(i=1)=25 812,807 ) and Ry(i=4)=6 453.201 75
£} (a 4-to-1 resistance ratio) the correction to the value
of Rs will be as much as 0.019 ppm. In practice, the
input impedances of modern DVMs are somewhat
higher than 102 Q. The input impedances of two
Hewlett Packard 3458A DVMs were measured using a
method described by Cage et al. [6]. The impedances,
mcasured at 22 °C with a relative humidity of 43%,
were 5.9X10"” Q for one DVM and 3.6X10 Q) for
the other DVM. Such input impedances would lead to
only a 0.001 ppm correction to the resistance ratio
when  calibrating a 10 k{ resistor against
Ry(i=4)=6 453.201 75 (), and a 0.005 ppm correction to
the resistance ratio when calibrating a 10 k{} resistor
against Ru(i=1)= 25 812.807 Q).

)-

R (29)

Ry — Rs
Ry (l+—

ZDVM

4. Uncertainties Arising from Random
Effects

The discussions in the previous sections have con-
cerncd only errors and sources of uncertainty in the
determination of the value of the standard resistor due to
systematic ¢ffects. As can be seen from the summary in
Table 2, the errors associated with most of these system-
atic effects can be reduced to the level of 0.01 ppm by
appropriate design of the measurement system. Ran-
dom variations in the various parts of the measurement
system, such as nonlinear drifts in the current, thermal
voltages, contact resistances, and even the offset and
gain of the DVM can also contribute to the uncertainty
in the determination of the value of the standard resistor.
Many of these have been discussed in Sec. 3 and their
effects are summarized in Table 3. Appropriate design
and construction of the measurement system, as noted in
Sec. 3, gencrally results in contributions to the com-
bined standard uncertainty from these effects of a few
parts in 10°, External noise picked up by the cables in
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the measurement system, and circulating currents aris-
ing from multiple ground connections in the circuit
{(commonly referred to as ‘*ground loops’’) can also
contribute to the combined standard uncertainty. Fortu-
nately, the influence of these effects on the measure-
ment can be greatly reduced by adequately shielding the
measurement cables and equipment, preferably with two
layers of shiclding, and checking the circuit to ensure
that there is only a single connection to ground (sce Ref.
[5]). Often this latter task is complicated considerably
by the fact that some instruments have various internal
connections to ground that are not obvious, so that while

Table 2. Systematic effects that give rise to corrections (o the value
of the standard resistor determined using this method, If the value of
each effect is kept within the limits shown in the second column, the
value of the correction to the deviation of the value of Rs from its
nominal value, given by the quantity (Rs—Rs" VRs, will be shown in
the third column, The first value was calculated assuming that
Rs=10 k) and Ryu(i=4)=6 453.201 75 £); the second value was calcu-
lated assuming Rs=10 k{} and Ry=25 812.807 {}. Since the values of
these corrections are gencrally very small in comparison with the
uncertainty due to random effects, these correction factors are not
applied, but for simplicity arc included in the uncertainty of the final
result.

Absolute value Section in
of correction which
Effect Value to result calculated:
(in ppm)
Leakage resistance >107Q  0.004 to 0.016 3.1.3
DVM input impedance >10"Q <0.003 to 0.015 333
DVM nonlincarity <005 pV 010 <0.10£0.07 3.3.1

+0.01 pV

Table 3. Randomly varying effects that contribute to the uncertainty
in the determination of the value of the standard resistor. In the first
row, the first number in the third column was calculated assuming
Rs=10 k{ and Ry=6 453.201 75 (); the second number was calculated
assuming Ry=25 812.807 ().

Section In

Effect Value Standard
unceriainty which
(in ppm) calculated
Contact resistance
reproducibility <0,001 Q) 0.017 to 0.046 312
Nonlinear drifis in
current source <10"% A <0.005 32
DVM current
source <1077 A 0.000 to 0.001 33.2
Noise in DVM 5nV o 150V 0.015 to 0.046 4
for 30 s for single group of
measurcments measurements
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it may appear that the meter is isolated from ground, it
in fact is either connected internally to ground through
its power cable, or through the chassis, which may be
screwed to a rack, which its¢lf may be grounded.

Even if the effects of external noise, random drifts in
the system, etc., can be eliminated, the fundamental fac-
tor limiting the accuracy of this technique is the internal
noise and resolution of the DVM. Modern commercial
8 1/2 digit multimeters are available that have resolu-
tions as fine as 10 nV out of 1 V, as mentioned in Sec.
3.3, so the DVM resolution does not really limit the
accuracy of this technique. The internal noise in the
DVM, however, can have rms values as high as 0.04
ppm to 0.1 ppm. This, coupled with random, long-term
drifts in the gain, offset, and nonlinearity, are primarily
responsible for limiting the accuracy of this technique.

In order to minimize the effect of such noise on the
mcasurement, we must first examine the nature of the
noise and how it affects the measurement. What we
measure are the voltages across the resistors. These may
be regarded as fixed voltages, upon which are super-im-
posed noise voltages, which can have different frequen-
cies and amplitudes. Very high frequency noise, with a
mean period less than the time required for a single
measurement, will not greatly affect the measurement,
for it will average to zero during the measurement time.
Thus, the uncertainties in the voliage measurements in
Eq. (3) can be greatly reduced by averaging each voltage
measurement for a long time. This can be done by
making repeated measurements of each voltage over an
extended period of time and then averaging these mea-
surements to produce a mean voltage. The uncertainty
in this mean will be given by [see Ref. 14]

NN -1)

S (vi— (V)
= (30)

1t would appear from Eq. (30) that the more measure-
ments of each voltage are made, the smaller the uncer-
tainty in the mean. This, however, is not the case, for in
addition to the obvious high-frequency noise that gives
rise to scatter in the individual measurements (each of
which are assumed to be made over a short time interval
of a second or less), there are long term drifts in the
current, thermal voltages, and components of the mea-
surement system. These drifts can be considered to be
“‘noise’” with very low frequency. In addition, there
may be long-term, predictable drifts in the system: an
example of this would be the slow, linear decrease in
current produced by a mercury battery-powered current
source as the batteries get depleted. Averaging a voltage
measurement for longer periods of time will decrease
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the effects of higher frequency noise with periods less
than the measurement time, but if these long-term linear
drifts in current (for example) are present, there is some
measurement time beyond which the effects of short
term noise become negligible, and the primary contribu-
tion to the uncertainty given by Eq. (30) will be the
linear drift in measurement current. For a drift of about
0.2 ppm in 10 min, this time can be as short as 10 h or
as long as several days, depending on the magnitude of
the noise voltage.

For optimum results, the individual voltage measure-
ments indicated in Eq. (3) should be averaged for short
enough times that long term drifts do not contribute to
the uncertainty of the measurement at all. Then, as was
shown in Sec. 3.2, appropriate averaging of scts of such
measurements causes the effect of the long-term drifts
to vanish. With modern 8 1/2 digit DVMs, averaging
each of the voltage measurements in Eq. (3) for a period
of about a minute results in uncertainties in the determi-
nation of thc mean value of each voltage of between 5
nV and 15 nV, depending on the internal noise of the
DVM. This results in a relative standard uncertainty in
the determination of the resistance ratio from a single
group of measurements of between 0.015 ppm and
0.046 ppm.

It is important to understand that this estimate of the
uncertainty in the resistance ratio only considers the
contributions from the noise, and does nor include other
random effects, such as irreproducible contact resis-
tances, and various random drifts in the system. There-
fore, while the uncertainty due to noise may be quite
small, the actual value of the ratio may be considerably
different from the value determined from a single group
of measurements. In order to reduce the combined un-
certainty due to all random effects in the determination
of the resistance ratio, it is therefore nccessary to per-
form numerous groups of measurements, and then aver-
age the resistancc ratios r determined from cach group
to obtain a final average < r;>:

lN
<r>==2xr.

(3D
i=1

Because long-term drifts and other random cffects tend
to cause fairly large fluctuations in the values of the r;
determined from different groups (usually larger than
the uncertainty in each r; due to noise), the uncertainty
in the final resistance ratio determined from Eq. (31) is
determined from the set of group means <, >

1 X -
5= \/mzi (r; —<r>)* . (32)
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The uncertainty calculated from Eq. (32) includes the
cffects of noise, and of random variations in the system,
so there is no need to include these effects explicitly.
The magnitude of the uncertainty will depend on the
magnitudes of these various random effects. When the
intcrnal noise in the DVM is sufficiently low that each
voltage measurement has an uncertainty on the order of
5 nV to 7 nV, noise in the DVM will actually be only a
minor factor contributing to the final uncertainty; more
significant contributions will come from the irrepro-
ducibility of the contact resistances and other factors
shown in Table 3. If these random effects are kept within
the limits shown in Table 3, however, it is usually possi-
ble to obtain relative uncertainties (due to random ef-
fects) in the determination of the mean resistance ratio
[Eq. (31)] of less than 0.01 ppm after 20 groups of
measurements.

5. Conclusion

Standards laboratories requiring resistance calibra-
tions with relative combined standard uncertainties of
less than 0.1 ppm could benefit from a simple, inexpen-
sive, intrinsic resistance standard. While the quantum
Hall effect provides such a standard of resistance, the
measurement systems used at most national standards
laboratories are far too expensive, complex, and time
consuming to construct and use in government and in-
dustrial standards laboratories. This paper has analyzed
the sources of uncertainty arising from both systematic
and random effects in a simple quantized Hall resistance
measurement system that uses a modern commercially
available 8 1/2 digit digital voltmeter to compare the
voltages devcloped across a standard resistor placed in
series with a quantized Hall resistor. A measurement
sequence has been presented which minimizes the ef-
fects of thermal voltages and linear drifts in the current
on the final determination of the unknown resistance.
Criteria have also been presented for minimizing the
effects of the contact resistances and leakage resis-
tances.

Table 2 summarizes the systematic effects that cause
errors in the determination of the resistance using this
technique. Most of thesc errors are so small as to be
negligible in comparison with the uncertainty in the
final resistance ratio due to random effects, and these
corrections arc therefore neglected and for simplicity
are included in the uncertainty of the final result. In the
case of the nonlinearity of the DVM, however, the error
can be fairly large, and a correction factor [derived in
Eq. (25)] must be applied to the final result. Table 3
summarizes the permissible magnitudes of random vari-
ations and drifts in the various components of the mea-
surement system.
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The combined standard uncertainty in the value of the
standard resistor is the square root of the sum of the
squares of the standard uncertainties arising from both
random and systematic effects in the voltage measure-
ments. If the uncertainty from random effects is less
than 0.06 ppm (easily achievable with just a single group
of measurements), the relative combined standard un-
certainty in the determination of the resistance can be as
low as 0.06 ppm if the DVM nonlinearity correction in
Table 2 is negligible (including for simplicity the correc-
tion factors in Table 2 as sources of uncertainty). If the
DVM nonlinearity correction is as high as that shown in
Table 2, the combined uncertainty will be as high as
0.09 ppm.

If the uncertainty due to random effects is less than
0.01 ppm, which can be achieved by averaging up to 20
groups of data as described in Scc. 4, the relative com-
bined standard uncertainty in the value of the standard
resistor can be less than 0.03 ppm (again assuming the
DVM nonlinearity correction to be negligible, as would
be the case if the resistors being compared had the same
nominal value). This DVM-based measurement system
can, therefore, be used to compare wire-wound standard
reference resistors with quantum Hall resistors with a
relative combined uncertainty of less than 0.1 ppm, and
in the most favorable cases, with uncertainties less than
0.06 ppm. Since the quantized Hall resistance does not
drift with time, this measurement system can be used to
calibrate wire-wound resistors, the values of which tend
to drift with time.
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mination of electrolytic conductivity
based on dircct current and potentio-
mctric measurements is described. The
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electrodes are used in a four terminal
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1. Introduction

The measurement of conductivity is based on the
relation
k =1/p = G/R, m

where « is the electrolytic conductivity (specific
conductance) of an electrolyte solution; p is the
resistivity; G = I/A is the cell constant of a cell
having a length I between electrodes of area 4 ; and
R is the resistance. Of these three quantities, G is
predetermined, and R is readily measurable, so
that x of an unknown solution can be determined.
The determination of G is either by mechanical
means (absolute measurement of the physical
dimensions) or through an accurately and indepen-
dently known « (calibration measurement). When
the primary standards for aqueous electrolytic
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conductivity are determined absolutely, the prime
concern is accuracy; therefore an optimization of
the three quantities is necessary. From Eq. (1) it is
clear that when the « to be determined is large,
then either G needs to be large or R, the measured
resistance will be small. However, there is a limita-
tion on how large or how small either G or R can
be, because the accuracy of both G and R depends
upon the measuring instruments. Another practical
restriction for G is space (i.e., the size of the con-
trolled-temperature bath and the limit of the size
of the connector) which limits the variation in G to
a factor of about three (i.e., / greater than 30 cm
is impractical). Two methods can be chosen for de-
termining R: an ac bridge or a dc digital voltmeter
(DVM). For solutions of low conductivity where R
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is high, the ac method is preferred because of
lower experimental uncertainties. For solutions of
high conductivity (low R), the dc method offers
several advantages. Of these, the most obvious is
the avoidance of the complications due to capaci-
tance effects in the ac circuit. In addition, the lead
resistance in a high conductivity (low resistance)
ac measurement is a significant quantity, whereas
for a four terminal dc measurement, the lead resis-
tance is eliminated. The dc method was originated
at the National Office of Measures in Hungary and
was carried out at NIST,

The conductivities of a 1 demal' (D) solution and
a solution of potassium chloride having a molality®
of 1 mol/kg are relatively high (« > 10 S/m) and,
therefore, it is desirable to use the dc method to
determine the relatively lower R (R about 100 £}
for G =1000 m~'). The operating principle of the
direct current method is based on Ohm’s law
(E =IR). The potential difference of an IR drop
can be measured accurately to 1077 V to 107* V
with a calibrated voltmeter. It is important that
the current be kept relatively low to avoid heating
the solution (/°R) and to minimize electrolysis
(Faraday’s law). In addition, reversible electrodes
are required to eliminate polarization effects. For
KCl solutions, Ag, AgCl electrodes are suitable.

2. The Cell Design and the Assembly

For an absolute determination of conductivity
the cell constant needs to be determined with basic
standards, (e.g., length measurement). To accom-
plish this requirement, a precision bore pyrex tub-
ing was cut into three pieces, in order that the
center section of the cell could be removed and
that the internal diameter and length of this center
section could be measured accurately by physical
methods. The two ends of the center section were
polished to flatness, while the surfaces of the ends
of the other two pieces which will join with the
center section were ground to a roughness of about

! The demal (D) is a designation unique to electrolytic conduc-
tivity and is defined at only three points: a 1 D solution, as
adopted by OIML, is defined as 71.1352 g KCl per kg solution; a
0.1 D solution is defined as 7.41913 g KCI per kg solution; and a
0.01 D solution is defined as 0.745263 g KCI per kg solution.

2 Molality is a designation in common usage in physical chem-
istry and thermodynamics. The molality of solute B is the
amount of substance of solutc B in a solution divided by the
mass of the solvent. A solution of potassium chloride having a
molality of 1 mol/kg is prepared by dissolving 1 mole of KCl in 1
kg of H.O. *
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25 um. In this way, a slight gap was formed
between the joined ends of the tubing to effect a
miniscule flow of solution, when the sections are
rejoined using a nylon union. The other two ends
of the cut tubing are fused to pyrex tubing com-
prising the current compartments of the cell. A
U-shaped capillary separates the current-electrode
chamber from the connecting chamber to minimize
the effect of electrolysis products on the measure-
ment. A third tube is joined at each of the junc-
tions of the center section with the end sections
using a nylon-union tee. These compartments con-
tain the potential leads for the measurements. The
final assembly is shown schematically in Fig. 1.

|
!

N

(A7)
(YT
Ly

Fig. 1. Schematic representation of the dc conductance cell.
1—Pt or Ag-AgCl clectrode
2— Ag-AgCl or calomel electrode (double junction)
3—nylon union tee
4 —0O-ring

The length, I, and internal diameter, d, of the
center section were measured precisely at 25 °C by
the Fabrication and Technology Division at NIST.
Accordingly, at the 95 percent level of confidence,
they are:

I = (19.85000.0002) cm
d = (0.90010 = 0.00008) cm,
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whereupon,
A = (0.63631 + 0.00016) cm?, and
G =1/4 = (31.195 = 0.0053) cm %

The temperature effect on the cell constant is simi-
lar to that reported previously [1], i.e.,
dG/dt = —a* G, 2)
where o, the thermal expansion coefficient of
pyrex glass, is equal to 3.6 x 107%°C. Thus
G(t) = G(25°C)y+(dG/dr)(t —25°C) 3)

or

G(t) = 31.195 cm™' —0.000112 cm~}(t — 25 °C).

The effect is less than 0.01% in the range of tem-
perature of interest which is smaller than the
uncertainty of the mechanical measurements. The
value G(25°C)=31.195 cm™' is used throughout
the experiments without corrections,

3. Experimental
3.1 Apparatus

A high precision digital voltmeter (DVM), an ac-
curate standard resistor, and a constant current
supply are needed for the measurement of R. Both
the DVM and the standard resistor have been cali-
brated by the Electricity Division at NIST. The con-
stant current supply is capable of delivering current
from 25 pA to 250 mA. Its stability is better than
+0.005% over 24 h. A schematic diagram of the
operating circuit is shown in Fig. 2.

Fig. 2. Schematic drawing of the operating and switching
circuitry: a) The ccll with gaps A,A, b) DVM, c) constant cur-
rent supply, d) and c) double pole double throw switches; R,)
standard resistor.

With switch ““d” in the “2” position, and switch “e”
in the “3” position, the current flows through the
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standard resistor and the conductance cell, and the
IR drop across the standard resistor is measured by
the DVM as E;=IR;. I is thus determined. Moving
switch “d” to the ““1” position while switch “e” re-
mains in the “3” position effects the measurement
of the voltage between the potential electrodes in
the conductance cell with current flowing, i.e.,
E:.=IR.. (The subscripts s and c refer to the stan-
dard resistor and the conductance cell, respec-
tively.) Switching “e” to the “4” position reverses
the flow of current and the polarity of the current
electrodes. If there is any disparity between the
potential electrodes in the conductance cell, it will
manifest itself in the voltage measurement by
reversing the current. Therefore, the constancy of
the current is established. Hence, a data point at a
single current consisted of four measurements as
shown in Table 1.

Table 1. Measurement Sequence

Switch “d” Switch “e”

Measurement No.

2
1
1
2

B
L N FE L]

Two pairs of matched Ag, AgCl electrodes of the
type used in the emf/pH research effort at NIST
were used in the conductance cell, one pair for the
current electrodes, the other for the potential elec-
trodes. The preparation and calibration of these
electrodes have been described in conjunction with
the pH studies [1]. All four electrodes were within
+0.05 mV of each other. Ag, AgCl electrodes were
used instead of Pt electrodes, even for the current
electrodes, to minimize or eliminate the effects of
electrolysis and polarization.

Three types of constant temperature baths were
used in this study: oil, water, and ice. The oil bath
has been described elsewhere [2]. An old water
bath was modified to make more room for the
conductivity cell. Its temperature was controlled to
+0.001 °C to +0.002°C for temperatures above
0°C. At 0°C, an ice bath was used.

3.2 Materials

SRM 999 KCI was used to prepare the solutions.
Lt was ignited at 500 °C for 4 h and stored in a des-
iccator before use. Distilled and deionized water
with conductivity <0.2 uS/cm was employed. Solu-
tions were prepared by weight and buoyancy correc-
tions were made.
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3.3 Procedure

The glassware of all sections of the cell was
cleaned with chromic acid, then, HCI, rinsed with
water, and soaked in water overnight, After the
sections were dried, the cell was assembled. Solu-
tion was added and the electrodes were placed in
the appropriate chambers. The whole cell assembly
was put into the bath, and its temperature was
adjusted and controlled at the designated point.
Usually, the starting temperature was 25.000 °C,
and a steady state was reached after about 30 min.
The wiring to the electrodes was connected accord-
ing to the scheme shown in Fig. 2, and the measur-
ing sequence commenced. It took approximately
3 s for a reading. There were four readings for a
selected current, two each for each direction (E
and E.) as described above. Each data point was
taken as the mean of three different currents. At
each temperature, the current flowed through the

cell for approximately 30 s. Thus, the power dissi-
pated in the cell was less than 1 mW, and its effect
was much smaller than a millidegree per second
change for the solution. Therefore, there was no
significant heating effect.

3.4 Results

According to Eq. (1), the determination of the
conductivity of the solution requires the measure-
ment of resistance, R. For the dc method, R is de-
termined by Ohm’s law as E/I. The current, I, is
determined by means of a standard resistor, R,
where E, the potential difference (or voltage drop)
is read from a digital voltmeter, DVM. The results
for R and the electrolytic conductivity of a 1 D so-
lution and a solution of potassium chloride having
a molality of 1.0 mol/kg at various temperatures are
listed in Tables 2 and 3; the temperature coeffi-
cients are also given,

Table 2. Electrolytic conductivity values for a solution of potassium chloride having a molality of 1.0 mol/kg at temperatures from 0°C

to 50°C
x/(S/cm)
t/°C RIQ® Observed Smoothed® Dev. %°
0 491.32 0.063 493 0.063 487 0.009
5 433.17 0.072 016 0.072 030 —0.020
10 385.96 0.080 825 0.080 844 —0.023
15 347.06 0.089 884 0.089 900 -0.018
20 314.54 0.099 175 0.099 170 0.005
25 287.14 0.108 64 0.108 62 0.019
30 263.83 0.118 24 0.118 24 0.000
35 243.74 0.127 99 0.127 97 0.014
40 226.40 0.137 79 0.137 81 —-0.017
45 211.16 0.147 73 0.147 72 0.005
50 197.82 0.157 69 0.157 67 0.015

= Each R value is the mean of six values measured at different currents with a standard deviation of the mean no greater than 0.035%.
® Equation: «/(S/cm)=0.063 488 2+ 1.679 13 %1073 +6.007 81 x 10~% 4> —3.83702x 10742,

¢ Dev. % = 100 (K-Kumoothed )/ Kmoothed -

Table 3. Electrolytic conductivity values for 1 D KCI solution at temperatures from 0°C to 50°C

Kk/(S/cm)

t/°C R/Q® Observed Smoothed® Dev. %*

0 478.95 0.065 132 0.065 135 —0.0035

5 422.44 0.073 845 0.073 860 -0.021
10 376.43 0.082 870 0.082 871 —-0.002
15 338.56 0.092 140 0.092 136 0.005
18 318.95 0.097 805 0.097 804 0.001
20 306.97 0.101 62 0.101 62 0.001
25 280.28 0.111 30 0.111 30 —0.002
30 257.58 0.121 11 0.121 11 ~-0.002
35 238.10 0.131 02 0.131 05 —-0.026
40 221.18 0.14 104 0.141 08 -0.031
45 206.43 0.151 12 0.151 15 -0.022
50 193.40 0.161 29 0.161 24 0.033

a See footnote “a” to Table 2.

® Equation: x/(S/em)=0.065 135+ 1.714 X 1073 +6.414 1 X 10~ —4.502 8 x 10~%>,

< See footnote “c” to Table 2.
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4, Discussion

The values shown in Tables 2 and 3 are the
results of three series of measurements. In each
series the cell was disassembled, cleaned, dried and
reassembled. In each of the processes, the gaps
between the ends of the center tube and the end
tubes could be affected. This limits the reproduci-
bility to =0.01%.

Additional sources of uncertainty are derived
from (1) the cell constant, (2) the solution, and (3)
the electrical measurement. These sources are ex-
amined as follows:

4.1 The Cell Constant

There are three limitations that restrict the
improvement of accuracy, viz., the size of the preci-
sion bore tubing, the union-tee fitting that holds
the tubing together, and the accuracy of the mea-
suring instrument. For the latter, the uncertainty
(20 estimate) of the dimensional measurement at
the Fabrication and Tehnology Division at NIST is
1 pm. Therefore, a larger bore and longer tubing
would be needed to reduce the relative uncer-
tainty. However, at present, the largest commer-
cially available nylon union-tee limits the outside
diameter of the tubing to 1.25 cm. This alone limits
the reduction of the relative uncertainty for the
cell constant. In this study, the cell constant from
11 measurements was (31.195+0.0053) cm™!, at
the 95% level of confidence.

4.2 The 1 D KCl Solution and KCl Solution
Having a Molality of 1.0 mol/kg

The KCi and water have been proved to be ade-
quately pure [2]. The relative expanded uncertainty

(20 estimate) associated with the weighing was
0.002%; the balances were calibrated and checked
with NIST weights. Another source of uncertainty
was the evaporation of solution in the transferring
process and in rotating the cell to get rid of the
trapped air bubble(s). The relative expanded
uncertainty (2o estimate) associated with the
preparation of the solution is estimated to be
0.003%.

4.3 Electrical Measurements

In this category, there should only be negligible
uncertainties (2o estimate) from systematic effects
(0.001%), because the constant current source is
very stable (approximately 0.0005%), and the
DVM (uncertainty specified by the manufacturer
0.0005%) and the standard resistor have been
calibrated with primary standards, as discussed
above.

To sum up: the relative expanded uncertainty
at the 95% level of confidence is estimated to be
U =0.018%.

5. Conclusion

The electrolytic conductivity values for the 1D
solution and the solution of potassium chloride
having a molality of 1.0 mol/kg have been deter-
mined absolutely from 0 °C to 50 °C in intervals of
5 °C by the dc method.

These values are listed in Table 4, together with
the 1 D values recommended by the Organisation
Internationale de Metrologie Légale (OIML)
[4] and converted to ITS-90 [3]. They agree to
+0.02%, which is within the experimental uncer-
tainty.

Table 4. Recommended electrolytic conductivity values for solutions of potassium chloride having a molality of 1.0 mol/kg, and for 1 D

solutions
x/(S/cm)
HeC KCl solution KCl solution KClI solution
1.0 mol/kg 1D (present work) 1D (OIML (4))

0 0.063 487 0.065 135 0.065 144
5 0.072 030 0.073 860

10 0.080 844 0.082 871

15 0.089 900 0.092 136

18 0.097 804 0.097 82

20 0.099 170 0.101 62

25 (108 62 0.111 30 0.111 32

30 (L118 24 0.121 11

35 0.127 97 0.131 05

40 0.137 81 (0.141 08

45 0.147 72 0.15115

50 0.157 67 0.161 24
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Because of the improvement in accuracy, the en-
hancement of the temperature range from 0 °C to
50°C, and the inclusion of the molality scale, the
values listed in Table 4 are recommended as the
primary electrolytic conductivity standards.
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results, which arc determined assuming
a dipolc magnetic field, provide infor-
mation on the uncertainty associated
with measurements of magnetic fields
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Key words: appliance; coil probe; mag-
nctic ficld; measurement; measurement
unccrtainty; power frequency.

Accepted: April 13, 1994

1. Introduction

This paper reconsiders a problem related to the
measurement of power frequency magnetic fields
from electrical appliances using three-axis circular
coil probes. Specifically, it reexamines the differ-
ences between the average magnetic flux density as
determined using a magnetic field meter with a
three-axis circular coil probe and the magnetic flux
density at the center of the probe, By, assuming the
field is produced by a small loop of alternating cur-
rent, i.e., a magnetic dipole. The “average” arises
as a consequence of the averaging effects of the
coil probes over their cross sectional areas when
placed in a nonuniform magnetic field. The differ-
ences between the average magnetic field and By
can be regarded as measurement errors because
the center of the probe is normally considered the
measurement location. The magnetic dipole field is
chosen as the relevant field because its geometry
provides a good approximation of the magnetic
field produced by many electrical appliances [1].
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The average magnetic flux density measured by
a threc-axis magnetic field meter, B, is also re-
ferred to as the resultant magnetic field and is de-
fined as [2]

B.s=VBi+B;+Bj, (1)

where B), B;, and B; are average root-mean-square
(rms) magnetic field components determined by
each of three orthogonally oriented coil probes.
Differences between B,; and B, are calculated
as a function of r/a where r is the distance between
the magnetic dipole and the center of the probe,
and a is the radius of the three-axis probe. In addi-
tion, differences between B.: and By are examined
for different orientations of the magnetic dipole
and rotations of the three-axis probe. Because the
relative orientation of the dipole and three-axis
probe is not known during most measurement situ-
ations, there is a distribution of possible differ-
ences between B,; and By, and these differences
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collectively represent a source of measurement un-
certainty for a given r/a. What will be of interest in
this paper is the largest difference that occurs
between B.s and By as a function of r/a (for all
possible orientations of the dipole). This largest
difference is designated ABpaa.

This investigation extends an earlier treatment
of the problem which considered different orienta-
tions of the dipole, but not all possible orientations
of the three-axis probe [3]. The maximum differ-
ence between Bays and By, ABraa, 1s found by a nu-
merical search during which B, is determined by
numerical integration. The major advance over the
earlier study is the development of an expression
giving the average magnetic flux density for a circu-
lar coil probe for any position and orientation of
the probe in the dipole magnetic field. This devel-
opment allows the search for ABn.a to consider
“all” possible rotations of the three-axis probe.
The extended search is shown to leave unchanged
the values of ABnaa that were determined by the
earlier treatment.

2, Expression for Average Magnetic Field

In the derivation given below, it is assumed that
the cross sectional areas of the wire in the coil
probes and the opposing magnetic fields produced
by currents induced in the probes are negligible.
We also assume that the three orthogonally ori-
ented coils of the three-axis probe have circular
cross sections of equal area. These assumptions ei-
ther can be met in practice or can be taken into
account by a calibration process.

The average magnetic flux density, B.,, for a sin-
gle circular coil probe with cross sectional area A is

I J’.{ ’
av 1 »

where dA is an element of probe area, n is a unit
vector perpendicular to 4, and B is the magnetic
flux density. In spherical coordinates, the magnetic
flux density for a small current loop of radius b is

[4]

(2)

podb? . plb?

B= 2!'3 cosfu, + 4!'3 aiﬂ&la,

(€)

where uy is the permeability of vacuum, 7T is the
alternating current, and u, and u, are unit vectors
in the directions of increasing » and 6, respectively.
The assumption is made that b<r, and the sinu-

248

soidal time dependence of the field has been sup-
pressed. The value of By is given by the magnitude
of B [Eq. (3)]. Figure 1 shows the spherical coordi-
nates r and #, a small current loop at the origin of
the coordinate system, and a sketch of a three-axis
probe. The center of the probe coincides with the
origin of the prime coordinate systemx’,y’, andz’.
The coil probes are labelled P1, P2, and P3, have
unit normal vectors my, nz, and ns, respectively, and
are shown in Figure 1 (inset) for illustrative pur-
poses as being in the directions of prime coordi-
nates. The orientation of the magnetic dipole with
respect to the position of the probe is characterized
by the angle 6.

z
A
FA y'
% S
P3 - .,
\ % P2 X
_ >y
loop of
alternating £ r P1
current 0
y x!

N

Fig. 1. Three-axis magnetic field probe with its center at x =x,,
y=0, and z =z,. A small current loop producing a dipole mag-
netic field is located at the origin of the unprimed coordinate
system. The unit vectors i), 1z, and n; arce normal to the areas of
probes P1, P2, and P3, respectively. Changes in the angle 8 cor-
respond to varying the oricntation of the dipole with respect to
the probe.

For our purposes, it is convenient to express B in
terms of Cartesian coordinates. The magnetic flux
density is then [2]

2
B =222 30 il ), (4)
where r =[x*+y>+2z%'", i, j, and k are unit vectors
for the Cartesian coordinates, and C is the constant

palb?2.
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The goal is to develop an expression for B, at an
arbitrary point which can be evaluated for any ori-
entation of the coil probe. The value of B,z can
then be found by combining the rms values of B,
from three orthogonal directions according to Eq.
(1). The approach described below for obtaining
the desired expression for B, is to transform the
problem into the coordinate system of the coil
probe. In this coordinate system, the unit vector
normal to the plane of the coil coincides with the
“z-axis”, B is expressed in terms of the probe coor-
dinates, and the integration over the area of the
circular coil probe is carried out numerically in po-
lar coordinates.

We begin by considering, without loss of general-
ity, a three-axis coil probe with its center at x =x,
y=0, and z =z, where xy=rsin8 and z,=rcosé
(Fig. 1). We then focus on coil probe P1 and its
unit vector n, after it is rotated through angles a
and a; with respect to the prime coordinate system
as shown in Fig. 2. The unit vectors n, and n; will
also change in orientation to maintain their orthog-
onal relationship, but are not shown for purposes
of clarity. In the prime coordinate system, n; is
given by

m=isine cosa; +jsina;sina; +kcosa.

(5)
By examination,

n2=isin(a; +90°%)cosaz +jsin(a; + 90°)sina
+kcos{a; +90°)
=icosaicosa; +jcosa;sina: — ksinay. (6)

The remaining unit vector, ns, is given by

Ai=n;xXn:
—isina; +jcosa,

M
but it also can be determined by examination, i.e.,
a is replaced by 90° and a- is replaced by a2+ 90°
in Eq. (5). For this case, n: is constrained to lie in
the x’-y’ plane. Later this constraint is removed.

The coordinate system of the probe is reached by
the following transformations:

(i) translation of the origin to the origin of the
prime coordinates shown in Fig. 1,

(ii) rotation of the prime coordinates through
angle a» about the z’-axis, yielding the double-
prime coordinates x”, y”, z", as shown in Fig. 2, and

(iii) rotation of the double-prime coordinates
through angle a; about the y"-axis yielding the
triple-prime coordinates x™, y", 2" (Fig. 2). In the
triple-prime coordinate system, the normal vector,
ny, given by Eq. (5), is along the z™-axis as desired.
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A z\z"

A

Fig. 2. (a) Geometry of unit vector m, and coordinates after
rotation of the prime coordinates through angle @; about the
z'-axis and after rotation of double-prime coordinates through
angle a, about y"-axis.

Transformation (i) is given by

x=xp+x’
y=y'
z=z0+z". (8)

The first rotation of coordinates (ii) is given by

x'=x"cosa; —y"sina
y' =x"sino +y"cosas

z'=z", 9
and the second rotation (iii) is given by

2" =z"cosa —x"'sinm

x"=z"sina +x " cosay

y'=y" (10)

From Egs. {8)-(10), we have

x =xp+ (z"sina; +x " cosan )cosa; — y ' sinay

¥y =(z"sina; +x " cosa)sinar +y " cosa;

z=zy+z"cosay —x "sinay, (11)

which, when substituted into Eq. (4), expresses B in
terms of the probe coordinates. A simplification of
Eq. (11) is had by noting that the integration over
the area of the probe [Eq. (2)] occurs in the x™-y "
plane, i.e., z” =0. Contributions to B3 from each
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of the coil probes is found by using the appropriate
normal vector [Egs. (5)-(7)] during the integra-
tions. As noted above, the integration is carried out
numerically (using a double Simpson’s Rule) in po-
lar coordinates, i.e.,
x"=pcosy, O<sp=<a, 0s¢ <27
y"=psing,
d4d =dx"dy"” =p dp dy. (12)
The accuracy of the numerical integrations was
checked by increasing the number of divisions be-
tween the limits of integration for p and . The
results reported below were not affected by further
refinements of the intervals used during the inte-
grations,

In the search for AB.qa, it will be necessary to
perform rotations of the three-axis probe about the
z™-axis or n; direction (see Search Protocol below),
i.e., the unit vectors n; and ns for probes P2 and P3
are rotated about n,. This removes the constraint
noted earlier that n; lies in the x'-y’ plane. Because
the integrand for B, is in terms of the a angles,
relationships must be found between the angle of
rotation about the z"-axis, designated as ¢, and
the « values that appear in the integrands for P2
and P3. These relationships are found by examin-
ing the unit vectors for the probes n; and n; as they
rotate about the z"-axis or n, direction.

In Figs. 3 and 4, consider n, in a direction char-
acterized by the angles a)o and a, i.e.,

n=isinacosaxn +jsinansinan + kcosaw.  (13)

From Egs. (6) and (7), we have

ny=isin(an+ 90%)cosaz +jsin(aip + 90°)sinay
+kcos(aio+ 90°), (14)

and

n; =isin(90%)cos(az + 90°) +sin(90°)sin(ag + 90°)
+kcos(90°). (15)

The trigonometric expressions in Egs. (14) and
(15) are not simplified in order to aid the reader in
seeing the relationships between the three unit vec-
tors.

Following a counterclockwise rotation of ¢ de-
grees about the z"-axis, the ay’s will increase in
value and the a;’s will decrease in value in the ex-
pressions for n; and na. These changes also occur in
the expression for the magnetic flux density B.
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{radius c}

e3> N3(6=10)

Fig. 3. Geometry of coordinates and unit vectors after unit vec-
tor n, is rotated ¢ degrees about n, or z™-axis. The rotation of
na is not shown for purposes of clarity (sce Fig. 4).

Cy 1z (¢ =0)

- circle of
rotation
(radius c)

nz(¢=0)

Fig. 4. Geometry of coordinates and unit vectors after unit vec-
tors n; and n; arc rotated through angle ¢ about n, or z"-axis.
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After a rotation of ¢ degrees, a line along the
unit vector n; will intersect the circle of rotation in
the x™-y" plane at a point given by (Fig. 3)

x" =ccos¢
y" =csing
z"=0, (16)
where the radius for the rotation has been arbitrar-
ily taken to be some constant ¢. From Egs. (10)
and (16), the same point in the double prime coor-
dinate system is

Z"= —x"sinae= —ccos¢sinay
x"=x"cosay=ccos¢cosan
y'=y" =csing. 17
The increment to ax for unit vector n; after rota-
tion ¢, &, (Fig. 3), can be found from the expres-
sion for its tangent, i.e.,

x COSan
—tan-! ta_"'f’_)
8=tan (cosam . (18)

Prior to the rotation, the angle with respect to the
z'-axis for the unit vector n, is given by aio+ 90°
(Fig. 3). After the rotation, the corresponding an-
gle will be 8;;+ 90° where 8,2 < aj. The value of 5,
is found by noting that after the rotation ¢, the line
! from the origin to the projection of the circle of
rotation onto the x"-y" plane is given by

[=V &) +0"), (19)

and that the tangent for 8y, is just |z"/l] (Fig.3).
From Egs. (17) and (19),

cos¢sinaw
Vcos’ ¢ cos’ayg + sin’¢

=tan”'(

di2 =tan"|§l—” ) (20)

Thus, following a rotation of ¢ degrees about n,,
ax and app+90° will be replaced by an+ 8» and
912+ 90°, respectively, in the expressions for n; and
B during the calculation of B,, for probe P2.

The a values for n; can be determined with a
similar analysis. Following a rotation of ¢ degrees
about the z"-axis (Fig. 4), a line along the unit
vector n; will intersect the circle of rotation in the
x"-y" plane at the point

x"=—csing
y" =ccos¢
z"=0.

(21)
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From Egs. (10) and (21), the same point in the
double prime coordinate system is

z"=csindsinayy
x"= —csin¢cosay
y"=ccosd. (22)
Following rotation ¢, the angle ax+90° for ns
[Eq. (15)] will increase by an amount 8 as shown
in Fig. 4. The increment, &, can be found from the
expression for the absolute value of its tangent, i.e.,

tandy; =E

8x=tan"'(tandcosai).

= tan¢ Cosayy,

(23)

Prior to the rotation, the unit vector n; makes an
angle of 90° with respect to the z'-axis (Fig. 4).
After the rotation, this angle will decrease by an
amount ;3. The value of 813 is found by noting that
after the rotation ¢, the line m from the origin to
the projection of the circle of rotation onto the
x"-y" plane is given by

m= (xN)Z_l_(yu)Z,

and that the tangent for &y, is just z"/m (Fig. 4).
From Egs. (22) and (24) we have

(24

" singsi
tandz=— = — ¢'52 A >
m \/sin*¢cosia+ cos’d
_ singsinaig
5]3 =tan I( = ) 25
Vsin?¢cos’a + cosie (25)

Thus, following a rotation of ¢ degrees about n,
ax+90° and 90° are replaced by ax+90°+ 8 and
90°-813, respectively in the expressions for n; [Eq.
(15)] and B during calculation of B, for coil probe
P3.

3. Search Protocol

The search for the largest difference between
Bu and By, ABmaa, for a given distance r from the
dipole proceeds as follows:

(i) For a fixed distance r away from the dipole,
and with 6 = a;=a;=0, the three-axis probe is ro-
tated about the z"-axis or n; direction in 2° steps
(i.e., ¢ is incremented in 2° steps). Then B, for
each coil probe is evaluated and combined accord-
ing to Eq. (1) for each value of ¢ to obtain B.., Bas
is compared with By, and the largest difference is
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saved. Because of the symmetry of the problem, a
total rotation of 90° is required to cover all the
cases (with 2° increments).

(it} The angle & is advanced in 5° steps and the
above comparisons are repeated as the probe is ro-
tated about the z"-axis or n, direction. The maxi-
mum value of a, without duplication of results is
90°.

(iii) For each value of ay, a is incremented from
0° in steps of 5° and the above comparisons are
repeated. Because of symmetry arguments, a total
rotation of 180° is required to consider all the cases
without duplication.

(iv) Following the above calculations, different
orientations of the magnetic dipole are considered
by changing the angle 6 in 15° steps and repeating
steps (i) through (iii). The choices of increments
indicated above were found to provide adequate
sensitivity for determining AB,.s.

(v) Steps (i) through (iv) are repeated for differ-

ent values of r.
A diagram schematically indicating several posi-
tions for ny, and rotations about ni, as the above
protocol was carried out for a fixed value of r is
shown in Fig. 5.

Fig. 5. Trajectories of n, during search for AB,.xa. The unit vec-
tors n; and m3 are not shown but maintain their orthogonal rcla-
tionship with », throughout the search.

252

4., Results and Discussion

As already noted, an earlier search for ABpmax [3]
was not as comprehensive as the one described in
this paper. While the ratio r/z and 8 could be varied
without restriction, the rotations of the three-axis
probe were limited to simple rotations about the
x'-,y’-, orz'-axis. That is, it was not possible to con-
sider differences between B, and By for combina-
tions of rotations about two or three axes. This
problem has been overcome with a more general-
ized expression for B., compared to the ones used in
the earlier calculation. What is perhaps surprising,
however, is that the ABn.a values obtained with the
more comprehensive search protocol are the same
as previously calculated. That is, ABm.s is negative
and occurs for all r/a values when 8 =90°, as previ-
ously found, and correspond to the ABn.s values
determined earlier following simple rotations about
the y’-axis (referred to as “a rotations” in Ref. [3]).
Numerical values of ABpas are provided in Table 1
as a function of rfa.

Table 1. Values of AB_ .3 as a function of normalized distance
rfa from magnetic dipole

rla AB 3 %6 )
3 —19.6
4 —-10.8
5 —-6.9
6 —4.8
7 -35
8 -27
9 -21
10 —-1.7
11 —14
12 —-12
13 -1.0
14 —0.9
15 -08

5. Conclusions

The present calculations have determined the
largest differences between the resultant magnetic
field, B.s, and the field value at the center of the
probe By, assuming a dipole magnetic field. These
largest differences, designated ABma, are reported
in Table 1 as a function of normalized distance,
ria, from the center of the dipole and agree with
values previously found after a far less comprehen-
sive search [3]. The quantity, ABnaa, can be re-
garded as the largest error due to instrumental



Volume 99, Number 3, May-June 1994
Journal of Research of the National Institute of Standards and Technology

averaging effects. As noted earlier, because the rel-
ative orientations of the dipole and three-axis
probe are not known for a given r/a under typical
measurement conditions, there will be a range of
possible differences between B, and By. Thus, ide-
ally, it would be desirable to determine the distri-
bution of differences between B.s and By and treat
the problem using a statistical approach, but that
has been left to a future calculation,

Because the dipole field is a good approximation
of fields produced by many electrical appliances,
the information in Table 1 should be taken into
account when total uncertainties are being deter-
mined during measurements of magnetic fields
from appliances. For example, if the resultant mag-
netic field is to be measured at a distance r from an
appliance with a combined relative standard uncer-
tainty [5] of less than = 10%, magnetic field meters
with three-axis probes having radii 2 such that
r/a =3 should be considered unsuitable. Three-axis
probes having radii such that r/a =5 would conser-
vatively be considered suitable if the combined rel-
ative standard uncertainty from all other sources
(e.g., calibration process, frequency response)
amounted to about 3% or less, since 6.9% +
3.0% =9.9%, where 6.9% is taken from Table 1 for
ria =3.

Acknowledgments

The authors are pleased to acknowledge the as-
sistance of Edward Kelley in enhancing the speed
of the computer program used for the calculations.
Support was received from the Office of Energy
Management of the U.S. Department of Energy.

6. References

[1] D. L. Mader and S. B. Peralta, Residential Exposurc to 60-
Hz Magnetic Fields From Appliances, Bioelectromagnetics
13, 287-301 (1992).

[2] IEEE Magnetic Fields Task Force, A Protocol for Spot
Measurements of Residential Power Frequency Magnetic
Ficlds, IEEE Trans. Power Delivery 8, 1386-1394 (1993).

[3] M. Misakian, Coil Probe Dimensions and Uncertaintics
During Measurements of Nonuniform ELF Magnetic
Fields, J. Res. Natl. Inst. Stand. Technol, 98, 287-295
(1993).

[4] D. Corson and P. Lorrain, Introduction to Electromagnetic
Fields and Waves, W. H. Freeman, San Francisco, CA
(1962) p. 210.

[5] B. N. Taylor and C. E. Kuyatt, Guidelines for Evaluating
and Expressing the Uncertainty of NIST Measurement Re-
sults, NIST Technical Note 1297 (1993).

253

About the authors: M. Misakian is a physicist and C.
Fenimore is a mathematician in the Electricity Divi-
sion of NIST. The National Institute of Standards
and Technology is an agency of the Technology Ad-
ministration, U.S. Department of Commerce.



Volume 99, Number 3, May-Junc 1994

Journal of Research of the National Institute of Standards and Technology

{J. Res. Natl. Inst. Stand. Technol. 99, 255 (1994)]

Improved Automated Current Control
for Standard Lamps

Volume 99

Number 3

May-June 1994

James H. Walker and
Ambler Thompson

National Institute of Standards
and Technology,
Gaithersburg, MD 20899-0001

As radiometric lamp standards improve,
the need to set lamp current to specific
values becomes more important. Com-
mercially available power supplies typi-
cally provide 12 bit internal digital-
to-analog logic which permits current
control with a rclative expanded uncer-
tainty of about 1 part in 4096, corre-
sponding to an expanded uncertainty of
the current of about 2 mA at 8 A (in
this paper, expanded uncertaintics are
given as 2 standard deviations). For an
FEL-type standard spectral irradiance
lamp, this corresponds to a spectral ir-
radiance difference of 0.12% at 655
nm. We have developed a technique
using 16 bit digital-to-analog conversion
which permits currcnt control with a
relative expanded unccrtainty of about
1 part in 65536, corresponding to an

expanded uncertainty of the current of
about 0.1 mA at 8 A. This corresponds
to a spectral irradiance difference of
approximately 0.006% for an FEL lamp
at 655 nm. We describe the technique
used to achieve this improvement and
we show data from a lamp demonstrat-
ing the effect of the improvement. We
also describe the limitation provided by
the uncertainty of the resistance of the
current measuring shunt.
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irradiance; radiance; radiometry; stan-
dards.
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1. Introduction

Transfer standard lamps (tungsten and tungsten-
halogen) for the near ultraviolet, visible, and in-
frared spectral regions are approximately
Planckian thermal sources. This means that the
spectral distribution and brightness are functions
of the filament temperature and hence the electri-
cal current flowing through the filament. Current
changes effect short-wavelength radiation more
than long-wavelength radiation. A current change
that causes a 0.1% change in radiance at 800 nm
causes a 0.2% change at 400 nm. To specify the
spectral distribution, the NIST certification of
spectral radiance or irradiance of a standard lamp
is at a designated current. For radiometric mea-
surements of the highest accuracy it is imperative
that the lamp current be known accurately and
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match the current at which the spectral radiance or
irradiance was calibrated.

For spectral radiance and spectral irradiance in
the visible, an approximate relationship for deter-
mining the change in luminous flux from a lamp
due to a current change in the lamp is

b= (T/1)™

where ¢ and I are the changed luminous flux and
current, respectively, and ¢, and I, are the rated
values of luminous flux and current, respectively [1]
[2]. Using this approximate relationship, an in-
crease in current of 1 mA in a lamp operating at
8.000 A would give (8.001/8.000)**=1.00078 or a
change of about 0.078% in luminous flux. By way
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of comparison, measurements made on our FEL-
type standard spectral irradiance lamps operating
at 8.000 A give a value of about 0.06% per 1 mA in
irradiance at 655 nm. Further, measurements
made on standard spectral radiance lamps operat-
ing at 40.000 A give a value of about 0.012% per 1
mA in radiance at 655 nm. The approximate rela-
tionship gives a value (40.001/40.000)%*=1.00016
or a change of about 0.016% in luminous flux.

The current state of the art in spectroradiometry
is about one percent relative expanded uncertainty
[3] for spectral radiance and spectral irradiance for
standard sources in the visible. For tungsten ribbon
spectral radiance lamps the component of relative
expanded uncertainty attributed to lamp current
ranges from 0.01% to 0.14% for gas-filled lamps
and from 0.01% to 0.12% for vacuum lamps. For
spectral irradiance lamps the component of relative
expanded uncertainty attributed to lamp current
ranges from 0.01% to 0.08%. These uncertainties
would be even larger if the lamps were operated at
lower currents to achieve lower spectral radiance
and irradiance levels. Depending on the radiance
level, the current, and the wavelength being
observed, a 1 mA change in lamp current can cause
a change in spectral radiance of 0.012% to 0.7% or
more. These seemingly small uncertainties will
become significant when the overall expanded un-
certainty of spectral radiance and irradiance cali-
brations is reduced by a factor of three or more.
Therefore, accurate control of the lamp current is
required, especially for measurements in the ultra-
violet.

The requirement to control the current in a stan-
dard lamp to 1 mA necessitates power supplies with
a current stability of 0.01% or less. While many of
the currently available commercial power supplies
have the required current stability, most use twelve
bit digital-to-analog converters to program the cur-
rent and thus have a current settability of about 4
mA for the operating current of a typical lamp. This
fails to meet the requirement. To solve this prob-
lem, we have developed a computer-controlled
measurement and control system for a constant
current power supply. This system utilizes commer-
cially available components to set and maintain the
current at the 0.0010% level for both types of stan-
dard lamps. We report on the design of this system
and the results of spectral radiance measurements
using this system with a tungsten vacuum strip lamp.
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2. Description of Automated Current
Control System

Figure 1 shows our automated current control
system. It is a feedback control system which uses a
16 bit digital-to-analog converter (D-A) located on
a board in the computer to produce a control
voltage to a voltage controlled constant-current
power supply. The power supply current is propor-
tional to this voltage. The load consists of the stan-
dard lamp (V40) and a stable shunt resistor. The
voltage drop across the shunt resistor is measured
by a six-and-a-half-digit digital volt meter (DVM)
and the result is acquired by the computer. A data
acquisition and control program written in Basic
calibrates the circuits and then ramps the current
up or down for large current changes or adjusts the
control voltage in small amounts to provide accu-
rate constant current operation.

The measurement shunt is nominally rated at
0.01 €, 100 A. The shunt was calibrated by the elec-
tricity Division at NIST and has a resistance of
0.0099998 () with a relative expanded uncertainty of
0.0033% at 8 A. Lamp V40, used as the source for
all of the measurements described in this paper, is
from a group of specially-constructed, high-stability
vacuum lamps of the Quinn-Lee design [4]. This
lamp was used because of its extremely small radi-
ance drift rate, on the order of 0.1% per 500 h at
655 nm. The use of this stable lamp permits us to
distinguish the effect of small lamp current changes
on the spectral radiance. This lamp was calibrated
for spectral radiance at a current of 7.600 A in the
NIST Facility for Automated Spectroradiometric
Calibrations (FASCAL) [5].

A Burr-Brown' PCI-20001C general purpose
control board with a Burr-Brown PCI-2006M 16 bit
digital-to-analog module was used to produce an
output voltage for controlling the current setting of
the power supply. This D-A module possesses sev-
eral programmable output voltage ranges. We used
the 0 V to 10 V range. A Hewlett Packard 6030A
power supply (0 V to 200 V, 0 A to 17 A, 1000 W,
0.01% line and load regulation) operated in the
constant current mode with voltage programming
was used to supply the current for the lamp circuit.

! Certain commercial equipment, instruments, or materials are
identified in this paper to specify adequately the experimental
procedure. Such identification does not imply recommendation
or endorsement by the National Institute of Standards and Tech-
nology, nor does it imply that the materials or equipment identi-
fied are nccessarily the best available for the purpose.
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Since this power supply requires 0 V to 5 V of exter-
nal voltage control to provide 0 A to 17 A and the
operating lamp current was about 7.6 A, an appro-
priate scaling of voltage output from the D-A board
was required. This scaling also limits the voltage
output from the D-A board so that the maximum
current possible from the power supply does not
damage the lamp, and utilizes the full 16 bit pro-
grammability of the D-A converter. Initially, an in-
line 4/1 voltage divider was used to scale the output
voltage from the D-A converter. Later it was found
that the output could be scaled by bridging of
jumpers on the D-A board by a single appropriate
resistor. This is the method we used in our applica-
tions.

The D-A module is set to a fixed memory address
by DIP switches on the control board. A memory
address must be used which does not conflict with
other components of the computer. The fullscale
output range of the D-A converter is set by a
jumper on the D-A module. The voltage output of
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Schematic diagram of the lamp current feedback control system and a programming flowchart,

the D-A converter (0 to fullscale voltage) is con-
trolled by writing an integer from -—32768 to
+32768 to the module memory address using the
POKE command. When the computer is turned on,
the D-A memory data address is zero, and since this
would result in the power supply producing a cur-
rent of 4 A (half maximum current), we use the au-
toexec.bat file to run a small program which resets
the D-A board to zero voltage output when the
computer is turned on. Another subroutine cali-
brates the power supply current as a function of the
signal to the D-A converter with the power supply
output short circuited. This information is used by
a subroutine which ramps the current up or down to
the desired value, within 0.1 mA. The subroutine
performs the following steps:

1. The desired lamp current is set by the operator.

2. The present lamp current is read and the differ-
ence from the desired current is calculated.
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3. Ifthe difference is greater than 1 A, the current
is slowly ramped up (or down) to approximately
the desired setting by gradually changing the
setting of the digital-to-analog converter based
on the calibration factor determined for the cir-
cuit.

4. 1If the difference is less than 1 A, a calculation
is done using the calibration factor to deter-
mine the bit change needed to give the desired
current.

5. The lamp current is read again and a new dif-
ference is calculated.

6. If necessary, one bit at a time is changed to set
the current to within 0.1 mA.

The stability of the D-A output voltage is better
than the resolution of one part in 65536 (2'%) or
0.0015% which corresponds to 0.12 mA at 7.6 A.
The gain drift is 25 x 107°/°C or 0.19 mA/°C at 7.6
A. The D-A output voltage replaces the power sup-
ply internal program voltage which only has a reso-
lution one part in 4096 (2"), corresponding to 4.15
mA at 7.6 A. The use of an external, high-stability
shunt to monitor changes in the lamp current im-
proves the sensitivity of the current measurement.

3. Results

The radiance measurements described in this pa-
per (except for the calibration of lamp V40) were
performed in the NIST Low-Level Spectroradio-
metric Calibration Facility (LLR). The LLR spec-
troradiometer uses a 0.67 m McPherson scanning
monochromator (f/4.7) that is equipped with a
prism predisperser. Since the radiance levels to be
measured were relatively high, a silicon detector
with an integral amplifier was used to measure the
spectral radiance (the LLR normally uses a photo-
multiplier with a photon counting system). The out-
put of the silicon amplifier was measured by a
six-and-one-half-digit DVM. The target viewed by
the spectroradiometer for these radiance measure-
ments was 0.6 mm wide by 0.8 mm high, similar to
that used in FASCAL. The bandpass of the spectro-
radiometer was about 2 nm over the wavelength
range of 400 nm to 1000 nm.

Continuous measurements were made of the
spectral radiance at 900 nm of lamp V40 at 7.600 A
over a period of about 43 min. Before each
measurement, the lamp current was reset to within
0.1 mA of 7.600 A. Figure 2 shows a plot of the cur-
rent difference (in mA) and the radiance difference
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Fig. 2. Current and radiance stability as a function of time for lamp V40 operating
at 7.6 A. The current was reset to 7.6 A prior to cach radiance measurement. The
famp current is expressed as the difference from 7.6 A in milliamperes. The radiance
at 900 nm is expressed as the percent difference from the initial radiance measure-

ment,
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(in%) as a function of time (in minutes). The aver-
age current over this period was 7.59999 A with an
expanded uncertainty of 0.10 mA. The radiance sta-
bility relative expanded uncertainty was 0.012%
with no discernable drift over the observed interval.
The radiance differences plotted in Fig. 2 are rela-
tive to the initial radiance reading.

Additional measurements were carried out under
the same conditions as above, except the lamp cur-
rent was set only at the beginning and the radiance
and current were continuously monitored over the
observation period. Figure 3 shows the results of
these measurements as a plot of the current differ-
ence (in mA) and the radiance difference (in%) as
a function of time (in minutes). The current de-
creased 0.4 mA to 0.5 mA with respect to the initial
setting over the approximately 43 min time interval.
The radiance decreased 0.04% over this time inter-
val. From Fig. 3 it can be seen that a 1 mA change
in lamp current corresponds to about a 0.08%
change in radiance at 900 nm. The radiance drift
would be about twice as large at 400 nm to 500 nm.

To examine the wavelength dependence of radi-
ance as a function of lamp current, spectroradio-
metric scans were made from 400 nm to 1000 nm at
100 nm intervals. The measurement sequence for

0.2 — T v T

each wavelength consisted of taking initial measure-
ments at 7.600 A and then varying the lamp current
from 7.540 A to 7.660 A in steps of 10 mA and re-
peating the spectroradiometer scan at the new lamp
current setting. A plot of the measured radiance
difference (in %) as a function of the measured cur-
rent difference (in mA) for each of the measured
wavelengths is shown in Fig. 4. The two standard
deviation radiance repeatability for these measure-
ments was less than 0.01% from 600 nm to 1000 nm,
was 0.03% at 500 nm and was 1.30% at 400 nm. In
this current range the lamp radiance appears to be
directly proportional to the lamp current. A linear
fit was applied to the data for each wavelength to
determine the slope and these results are summa-
rized in Table 1. The results demonstrate that this
slope, which is the rate of change of the lamp radi-
ance with respect to the current, is approximately
inversely proportional to the wavelength. This be-
havior is predicted by the Planck equation. The last
column in Table 1 was calculated by taking the
slope at 1000 nm and predicting the slope at the
other measured wavelengths. The differences be-
tween the observed and predicted values for the
slope when analyzed in this manner are about 0.1%.
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Fig. 3. Current and radiance stability as a function of time for lamp V40 operating
at 7.6 A. The current was sct to 7.6 at the beginning of the time period and the current
value was monitored prior to each radiance mcasurement. The lamp current is ex-
pressed as the difference from 7.6 A in milliamperes. The radiance at 900 nm is ex-
pressed as the percent difference from the initial radiance measurement.
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Fig. 4. Lamp V40 radiance difference (in pcrcent) as a function of the current
difference {in mA from 7.6 A) and wavelength. Wavelengths mcasured were
(400, 500, 600, 700, 800, 900 and 1000) nm.

Table 1. The fitted slopc and its uncertainty from the data in
Fig. 4 and the predicted slope for lamp V40 operating at 7.6 A.
The Wicn approximation of the Planck equation predicts that
the slope is inversely proportional to wavelength. The predicted
slopes are based upon the observed slope at 1000 nm

Wavelength Fitted Standard uncertainty Predicted

slope of fitted slope slope

(nm) {%/mA) (%/mA) (%/mA)
400 0.15056 0.00323 0.14933
500 0.11934 0.00081 0.11946
600 0.09933 0.00052 0.09955
700 0.08510 0.00037 0.08533
800 0.07406 0.00035 0.07466
900 0.06588 0.00021 0.06637
1000 0.05973 0.00017 0.05973

4. Discussion

Table 1 shows that the spectral radiance level of
lamp V40 would be in error by 0.15% at 400 nm and
0.06% at 1000 nm if the current was in error by 1
mA. If this lamp was operated at 5.000 A, the radi-
ance differences for a 1 mA error would be signifi-
cantly larger. We have shown that, in order to keep
the relative expanded uncertainty in the radiance
due to the lamp current below 0.1%, it is necessary

fo control the current to a fraction of a milliampere.
This can be accomplished with our current control
technique. However, there is another component of
uncertainty that becomes significant when control is
done to a fraction of a milliampere. As was stated
earlier, the shunt calibration has a relative ex-
panded uncertainty of 0.0033%. For V40 at 7.600 A,
this would amount to a 0.25 mA expanded uncer-
tainty in the current setting and a relative expanded
uncertainty in the radiance level of 0.015% at 1000
nm and 0.038% at 400 nm. The uncertainty of the
shunt resistance is a conservative estimate by the
NIST Electricity Division and is due to variation in
room temperature causing small changes in the
shunt resistance. Since we use a shunt rated at 100
A and calibrate and use the shunt at 8 A, the
expected temperature changes due to power
dissipation in the shunt will be small, provided it
has a low temperature coefficient. For the man-
ganin type shunt we used, the typical temperature
coefficient is about 10 x 10~°/°C (or about 0.1 mA/
°C at 7.6 A). The expanded uncertainty of the shunt
calibration due to temperature fluctuations could
be reduced substantially by immersing the shunt in
a temperature controlled oil bath. It is also impor-
tant to use a DVM with sufficient resolution to
measure the voltage drop across the shunt. Since we
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are measuring 7.6 A across a (.01 £} shunt, the ex-
pected voltage reading is approximately 0.076 V, so
a six-and-a half-digit DVM is necessary to achieve
the required resolution.

In summary, we have employed an easy-to-use,
automated technique for setting and controlling
standard lamp current with significantly reduce un-
certainty. We have incorporated a 16 bit D-A con-
verter to provide us with the resolution we need to
set lamp current to within 0.1 mA and we have used
a high stability shunt and a six-and-a-half digit
DVM to monitor and feed back the current to the
control circuit. These improvements will be more
valuable as the expanded uncertainty of spectral ra-
diance and irradiance standards is reduced. In con-
clusion, it is important to point out that the
utilization of standard lamps is dependent on sev-
eral measurements: the calibration of the lamp for
spectral radiance or irradiance and the electrical
measurements of resistance and voltage.
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As part of a comprehensive program to
develop suitable methods of chemical
analysis for alternative refrigerants and
their products, we have compiled a
database of spectral, chromatographic,
and physical property data that can aid
in compound identification. As a small
part of this effort, we have measured
the refractive indices of a number of
such fluids for which data were unavail-
able, The measurements were per-
formed on a commercially available,

digital Abbe refractometer that was
modified for the relatively low tempera-
ture measurements (0 °C to 20 °C) that
arc sometimes required with these sam-
ples.
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1. Introduction

The threat of atmospheric ozone depletion has
lead to a great deal of research in many laborato-
ries worldwide to find suitable substitutes for the
fully halogenated fluids. These fluids have been
used for many years as refrigerants, propellants,
and blowing/foaming agents. Since the production
of many of the older fluids is being phased out by
law in most industrialized nations in the near fu-
ture, there is a pressing need to thoroughly charac-
terize the most promising substitutes. The
Thermophysics Division of NIST has been a major
force in this effort, with comprehensive experimen-
tal and theoretical thermophysical properties re-
search.

Along with the efforts in thermophysical proper-
ties, an effort in the chemical analysis of these ma-
terials was developed out of necessity. This need
arose because it is clearly impossible to understand
the thermophysics of fluids of unknown or unreli-
able purity. Numerous analytical methods [1-4]

263

and devices [5-16] have been introduced, and a
comprehensive database of analytical data has
been compiled [17-23]. This database contains
spectral, chromatographic, and physical property
information that is of value in the identification
and analysis of alternative refrigerant fluids and
byproducts. In this respect, the database covers
fluid reaction products and common impurities —in
short, any material that might have to be identified
and quantified as part of the thermophysical prop-
erties work.

One of the most valuable physical properties for
the identification of a material is the refractive in-
dex np. Because it can be readily determined with
a relative expanded uncertainty of a few parts in
10 000 (coverage factor k =2) [24], it is very useful
and reliable in providing confirmatory evidence of
the identity of a compound, especially in the liquid
state. A large number of the materials of interest
in alternative refrigerant research are newly syn-
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thesized, and therefore published values of refrac-
tive indices are often unavailable. As part of our
efforts to provide as complete an analytical data-
base as possible, we have measured the indices of
refraction of 23 fluids for which no data were avail-
able.

We wish to emphasize that not all of these fluids
are considered potential refrigerants. Indeed, many
of these materials are heavily chlorinated or bromi-
nated, and are thus unsuitable from an ozone de-
pletion point of view. It is important, however, to
have the capability to readily identify these materi-
als, since they may occur as reaction/decomposition
products, or perhaps as residual impurities in field
installations.

2. Experimental

The measurement of the refractive index of lig-
uid samples is most often done with either an im-
mersion refractometer or an Abbe refractometer.
The immersion type is the most accurate instru-
ment for use with liquids, typically producing mea-
surements having standard deviations of 0.000 03.
It is usable for refractive indices in the range 1.32
to 1.54. This instrument is somewhat inconvenient
to handle, however, and requires a relatively large
sample (10 mL to 15 mL) that must be maintained
at constant temperature. Moreover, if can some-
times be plagued by sample viscosity effects. The
Abbe refractometer, on the other hand, is an eas-
ily-used laboratory instrument amenable to much
smaller sample sizes, usually just a few drops [25].
The smaller sample size makes temperature con-
trol of the sample much easier. This refractometer
can be used for refractive indices in the range 1.3
to 1.7. It produces measurements of somewhat
larger uncertainty than the immersion refractome-
ter, with typical experimental standard deviations
of 0.0001 [25-28]. In addition, it is a bit more com-
plicated in construction than the immersion instru-
ment.

Because of the relatively small quantities avail-
able for most of our samples, we used a digital
Abbe refractometer for the measurements re-
ported in this work. Since many of the fluids re-
quired measurement at a lower temperature than
the nearly universal 25 °C of most reported liquid
measurements, some simple modifications to the
standard commercial instrument were required.
The Amici prisms of the refractometer were ther-
mostatted with a circulating low temperature bath
that used ethanol as the working fluid. In addition,
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the optical housing of the refractometer was
purged with a gentle flow of dry nitrogen to pre-
vent condensation on the interior optics of the in-
strument. Some areas of the instrument were
provided with glass-wool insulation. This was done
for temperature control and as an added precau-
tion against condensation of ambient moisture on
critical surfaces. The samples were generally
cooled in an ice bath prior to their being placed on
the lower prism. The temperatures of the samples
were measured before and after the measurement
of each refractive index. Temperature was mea-
sured with a thermistor located in the lower Amici
prism and had an expanded uncertainty of 0.05 °C.

The samples that were used for these measure-
ments were either obtained commercially or were
synthesized in other laboratories, and were of the
highest available purity. They were used without
further purification.

3. Results

The refractive indices of the fluids that were
measured in this study are provided in Table 1,
along with their respective refrigerant code num-
bers [29] and the temperatures at which the mea-
surements were taken. The fluids are divided into
the following classifications: ethanes, ethenes,
brominated ethanes, propanes, propynes, and
ethers,

4. Discussion

The repeatability of the measurements reported
in Table 1 was assessed by performing multiple
measurements in a relatively short time period un-
der the same instromental conditions. In general,
only very slight variations (on the order of 0.01%)
were noted between replicate measurements for
each sample. In order to assess the longer term
stability and reliability of the data, a large number
of measurements were performed on one sample:
1,2,2-trichloropentafluoropropane, R-215a. During
the course of several hours, 21 measurements were
taken at 20.0 °C, and 21 were taken at 25.0 °C. The
lower Amici prism was cleaned after each measure-
ment, and sample was reapplied to the surface.
The results are shown in Table 2, where the quoted
uncertainty is the expanded uncertainty with a cov-
erage factor k =2 based solely on the experimental
standard deviation of the mean of the 21 measure-
ments. Probability plots constructed from both sets
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Table 1. Refractive indices of the fluids measured in this study

Code number Fluid np Temperaturc (°C)
R-121 1,1,2,2-tetrachlorofluorocthane 1.4487 20,0
R-122 1,1-difluoro-1,2,2-trichloroethane 1.3922 20.0
R-131 2-fluoro-1,1,2-trichloroethane 1.4396 20,0
R-131a 1-fluoro-1,1,2-trichloroethanc 1.4252 200
R-1112aB2 1,1,-dibromodifluoroethene 1.4489 20.0
R-142B1 2-bromo-1,1-difluoroethane 1.3871 20.0
R-113B2ap 2-chloro-1,2-dibromo-1,1,2-trifluorocthanc 1.4281 20.0
R-114B2 1,2-dibromotetrafluoroethanc 1.3708 20.0
R-123B2 1,2-dibromo-1,1,2-trifluorocethanc 1.3720 20.0
R-123Bla 1-bromo-2-chloro-1,1,2-triflucrocthane 13721 20.0
R-133aB1 2,2,2-trifluorocthyl bromide 1.3429 5.0
R-215a 1,2,2-trichloropentafluoropropanc 1.3497 250
1.3525 20,0
R-215ba 1,2,3-trichloropentafluoropropanc 1.4570 20.0
R-216ba 1,2-dichlorohexafluoropropane 1.3114 50
R-225ca 3,3-dichloro-1,1,1,2,2-pentafluoropropane 1.3248 20.0
R-225¢b 1,3-dichloro-1,1,2,2,3-pentafluoropropane 1.3265 20.0
R-243db 2,3-dichloro-1,1,1-trifluoropropane 1.3677 20.0
R-253fb 3-chloro-1,1,1-trifluoropropane 1.3298 20.0
R-262da 2-chloro-1,3-difluoropropane 1.3810 20.0
R-216B2 1,2-dibromohexafluoropropane 1.3596 20.0
R-2240 3-chloro-1-propyne 1.4362 20.0
R-E150a a,a-dichloromethyl methyl ether 1.4070 200
R-E270b 2-chloroethyl methyl ether 1.4370 20.0
R-E280 2,2-dichloroethyl methyl ether 1.4165 5.0

Table 2. Results of extended index of refraction measurements
taken for R-215a

Temperature, °C np
(20.0+0.05) °C: 1.3525 = 0.0001
(25.0£0.05)°C: 1.3497 £ 0.0001

of data were linear, indicating that the deviations
that were measured were normally distributed. We
think that this level of reproducibility (approxi-
mately 0.01%) is indicative of that of the data
provided in Table 2. The data are therefore of
sufficient reliability for qualitative identification
purposes. The experimental standard deviations
are small compared to typical differences in refrac-
tive index that one observes from fluid to fluid.
Performing such a number of multiple measure-
ments for all of the samples was impossible be-
cause of the very limited supply available for most
of these fluids.

The combined standard uncertainty of the mea-
surements was assessed by measuring the refractive
indices of several halocarbons having well estab-
lished values of np, as reported in the literature,
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On the basis of these comparisons, we estimate the
final relative expanded uncertainty of the measure-
ments presented here at 0.02%.
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1. Introduction

In 1989 Kandpal, Vaishya, and Joshi of the
National Physical Laboratory (India) published re-
sults of experiments in which they observed spec-
tral shifts caused by a simple optical system [1]. In
their experiments light from the exit aperture of an
integrating sphere was imaged by a two lens system
which had an interference filter between the
lenses. They found that when a small aperture was
placed in the image plane, the peak wavelength of
the spectrum of the light measured on-axis in the
far zone of the aperture was shifted away from the
peak wavelength which occurred when no aperture
was used.

They interpreted these shifts as being “Wolf
shifts,” i.e., coherence-induced shifts of the type
predicted by Wolf [2-3]. Their explanation [4] for
the occurrence of the shifts was based on their as-
sertion (which was neither proven directly experi-
mentally nor justified theoretically) that the
filter-lens combination eliminated the wavelength
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dependence of the complex degree of spectral co-
herence of the light in the image plane. If this as-
sertion is true, then a coherence-induced change of
the spectrum is to be expected when the light prop-
agates from the image plane to the far zone, as was
shown experimentally by Morris and Faklis [5] and
Faklis and Morris [6]. Kandpal et al. [4] then
argued that the introduction of a circular aperture
in the image plane helped in modifying the spec-
trum in the far zone.

In this paper, we will analyze theoretically the
optical system used in Ref. [1]. Many details of the
system which did not appear in Ref. [1] were pro-
vided to us by the group at NPL [7]. The basic
outline of our paper is as follows. In Sec. 2 the
optical system is described, and the basic assump-
tions to be made throughout the paper are stated.
In Sec. 3 an approximate form for the cross-spec-
tral density of the light in the image plane is ob-
tained, and it is shown that the corresponding
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complex degree of spectral coherence is not wave-
length independent. In Sec. 4 the spectrum of the
light on-axis in the observation plane is investi-
gated, and an approximate form for it is obtained,
both for the case in which no aperture is used, and
for the case in which the small aperture is used. It
is shown that, for each interference filter used, the
peak wavelength in the latter case is shifted with re-
spect to the peak wavelength in the former case.
However, these shifts do not agree with those ob-
served by the group at NPL. The shifts predicted by
our analysis are much smaller, so small as to be un-
observable to within the accuracy of their experi-
ments. In Sec. 5 our conclusions are presented.

2. Optical System, Notation and Assump-
tions

The optical system used by the group at NPL is
pictured in Fig. 1. Just to the left of plane I there is
an integrating sphere of radius 25 cm which has
a 450 W tungsten halogen lamp at its center. Plane
I contains the exit aperture, o, of the integrating
sphere. o is a circular aperture of radius
ao=0.12 cm, and it is in the front focal plane of a
lens, L;, whose focal length is f; =5 cm and radius is
a1=0.45 cm.

Plane I Plane 11 Plane I1
Lo ] o Lo
' [ ! “ “ I ] f l

L, ¥ L,

- fire DD, fr——  —

Fig. 1. The optical system.

There is an interference filter, IF, a distance
D, =20 cm behind L,, and a second lens, L, a dis-
tance D; =30 ¢m behind the interference filter. Lz is
an achromatic doublet, and its focal length is f>=20
cm. The radius of L, and the transverse dimensions
of the interference filter are all larger than a,. It is
therefore a straightforward matter to show that L,
is the aperture stop for the system. In their experi-
ments the group at NPL used six different interfer-
ence filters; the shortest peak transmission
wavelength used was 422 nm and the longest was
652 nm..
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The exit aperture of the integrating sphere is im-
aged onto plane II. It is a straightforward matter to
show that the magnification, M, for this imaging is:

)

Two different kinds of things were done as regards
plane II. In one case an aperture A of radius a; was
placed in plane II, and experiments were done for
the values a3=0.012 cm and 0.50 cm.! In the second
case no aperture was used. For notational conve-
nience, we will treat the latter case as if an aperture
A of radius a;= » were in plane 1l. Also, since no
shift was observed in the 0.50 cm aperture case, we
will not consider that case. Plane IlI, where the
measurements were made, is a distance z =100 cm
from plane II.

The following notation will be used throughout
this paper. The locations with respect to the optical
axis of points in the planes I, II, and III will be
specified by, respectively, the two-dimensional posi-
tion vectors p”, p’, and p. The locations of points in
the planes occupied by L, and L, will be specified
by, respectively, the two-dimensional position vec-
tors a; and a,. The lengths of vectors will be de-
noted by the corresponding non-boldfaced symbols,
eg, p"= Ipnl‘ :

The following assumptions will be made. As con-
cerns the properties of the light coming from the in-
tegrating sphere, it will be assumed that the exit
aperture of the integrating sphere radiates as a uni-
form lambertian source. Let the spectral radiance
of this source, at angular frequency w, be denoted
by Bo(w). The cross-spectral density, W (pl, p5, ©)
of the light in plane I can be written as [9-11]:

M

—flfi=—-4.

WO (g, gi, ) =2mBo(w)

X jo (k |05 — pi]) Po(p?) Po(p3), 2
where k is the wavenumber of the light,
k=wfc=27/A, 3)

Jo is the spherical Bessel function of the first kind of
order zero,

! In Ref. [1] the diameter of the smallcr aperture was incorrectly
reported as 0.24 cm. The correct value is 0.024 cm [8].

2 In order for Eq. (2) to be appropriate, the radius of the source
must be much larger than the wavelength of the light, In the NPL
experiments the wavelengths of interest are visible and the
radius of the exit aperture of the integrating sphere is 0.12 cm,
so this condition is fulfilled,
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sin(u)
w

“

and Py is the pupil function for the exit aperture of
the integrating sphere,

Jo(u)=

Py (p") = circ(p"/as). )
In Eq. (3) c is the speed of light in vacuo and A is
the wavelength of the light. In Eq. (5) circ is the cir-
cle function,

circ(u) =1, if |u|=1,

=0, if ju|>1. (6)
Secondly, since L, is the aperture stop for the sys-
tem, it will be assumed that the finiteness of the
transverse sizes of L, and the interference filter can
be neglected. Thirdly, it will be assumed that the
transmittance of the interference filter may be de-
scribed by the Lissberger-Wilcock model [12-13],
and that its behavior is such that the approximation
described in Sec. 4.1 is valid. In addition, both
lenses will be treated as thin lenses, and the possi-
bility of chromatic aberration introduced by either
L; or L, will not be taken into account. The paraxial
approximation will be used throughout our work.

3. Cross-Spectral Density of the Light in
Plane 11

In this section, the cross-spectral density in plane
IT will be investigated. First the coherent impulse
response function for the propagation from plane I
to plane II will be determined. This result will then
be used to obtain an “exact” (within the paraxial
approximation) expression for the cross-spectral
density incident upon plane II. Approximations ap-
propriate to the NPL experiments will then be used
to obtain an approximate expression for the cross-
spectral density in plane II. The corresponding
spectrum and complex degree of spectral coherence
in plane II will then be calculated and discussed.

3.1 Coherent Impulse Response Function for the
Propagation from Plane I to Plane II

Let P" be a point in plane I located by position
vector p”, and let P’ be a point in plane Il located
by position vector p'. The coherent impulse re-
sponse function, k(p’, p", w), for the propagation
from plane I to plane II is the field at P’ due to a
monochromatic, unit amplitude point source of an-
gular frequency w at P". In order to calculate this
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function we must first discuss the effect of the inter-
ference filter.

The effect of the interference filter on a plane
wave is depicted in Fig. 2. Here a unit amplitude,
monochromatic plane wave of angular frequency w
propagating in the direction specified by the unit
vector s is incident upon the filter at an angle of in-
cidence 8. If, as we have assumed, the finiteness of
the transverse size of the filter can be neglected, the
effect of the interference filter is to change the am-
plitude of the plane wave by the factor ¢(8, ), the
amplitude transmission function of the interference
filter,

t(0,) exp(iks.r)

/{s

¥

7
S
exp(iks.r)

IF

Fig. 2. The effect of the interference filter on a planc wave,

When this effect is taken into account, it can be
shown (see Appendix A) that in the paraxial
approximation k (p’, p”, w) is the product of ¢(p'/fs,
w), the amplitude transmission function of the in-
terference filter evaluated at 6 =p'/f>, and Ax(p’,
p", w), the coherent impulse response function
(paraxial form) for the case when there is no inter-
ference filter present, i.e.,

hip’, p", @)=t(p'lf2, @)hn(p’, p", @),  (7)
where
ha(p’, p", @)=C(w)explik [¢(p") + x(p") ]}
x Besinc (%I "—ﬁp' |) ®)
and
Clw)=5 ;’j}% )
d(p")=fi+(p"*/2f1), (10)
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No D),
xo) =D +(1-2)e 2, D

Besinc (u)=2Ji(u)/u . (12)

In Eq. (11) D is the distance from L, to L, i.e.,
D =D, +D;,. In Eq. (12) J; is the Bessel function of
the first kind of order one.

3.2 Cross-Spectral Density of the Light Incident
Upon Plane II

The cross-spectral density of the light incident
upon plane II, W) (pi, p}, ), is related to the
cross-spectral density in the plane I by the expres-
sion [14]

Wi, g, @)= [ [ 0o ot @) Bt 05 )

X WO (g, pi, @)dpi 0t (13)

where h(p’, p”, w) is the coherent impulse response
function for the propagation from plane I to plane
I1. Upon substituting Egs. (2) and (7) into Eq. (13),
and using Eq. (8) in the result, we find that

'V(II—)(p;, p‘i, w)=2wﬂn(m)f*(91':{fl’ m)t(pif"fz,m)

XF(pi, pi, w) , (14)

where

F(pl, pi, @)=CHw)E(pi, p}, w)

[[Ewtam

X Besinc (—-—
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and E (p1, p, w) and E(p}, b, w) are phase factors:
] r = D ] [
E (pi, i, w)=exp|ik(1-2) 8-p)28 |, (16)

Bt o4, w)=exp[ﬁc(p’z'2-p'|'z)3'2ﬁ]. a7

Equation (14), with F(pi, pi, @) given by Eq. (15),
is an exact (within the paraxial approximation)
expression for the cross-spectral density incident
upon plane II. However, the integral on the right
hand side of Eq. (15) cannot be evaluated analyti-
cally. Nevertheless, for the NPL system certain
approximations are appropriate which simplify
F(pi, p!, w) considerably.

First, it is shown in Appendix B that for the NPL
parameter values we may set E (pf, p3, @)=1 in the
integrand on the right hand side of Eq. (15). Hence,
to a good approximation

F(pi, p3, w)=C*(w)E(pi, p3, w) I I

: kﬂlu_L-D : (@»_i-l)
xBesmc( T Caavid Besinc 7. P~ 3P
X ju(k|ps —pi”|) & pi 5 . (18)

Next, it is shown in Appendix C that for the NPL
parameter values,

)

)io kot~ )01 0%

H kﬂ| u_l r
I!BCSIDC(fI pi— 3P

% Besinc (%l ;ﬂ—%p}
=ZC+(@) (%1)2 Besinc (% Ipi—pil)

x circ(pi/|M |ao) circ(ps/|M |ao) . (19)
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It then follows from Egs. (14), (18), and (19) that
the cross-spectral density of the light incident upon
plane II is given, to a good approximation, by the
expression

2
W™ (e, p2', 0) =3 Bo(@)t*(pilf )

X(@8lfo ) E(pis pi ) Besine (521 |oi - )

x circ(pi/| M |ao) circ(pi/| M |ao). (20)

The spectrum, S~ (p’, ), of the light incident
upon plane II at the point P’ located by the vector
p’ and at the angular frequency w is obtained from
the corresponding cross-spectral density by setting
pi=pi=p'? It therefore follows from Eq. (20) that

SU-)(p )=

m% t 2z ]
FBU("’)F(P If2, w)|*cire(p'/|M|a0).  (21)

It can be seen from this expres<ion that this spec-
trum is nonuniform (since ¢ depends on p') and oc-
cupies the region p’'<|M|a,, i.e., the region which
corresponds to the geometrical optics image of o,
the exit aperture of the integrating sphere.

3.3 Cross-Spectral Density, Spectrum, and Com-
plex Degree of Spectral Coherence in Plane II

The cross-spectral density, W(pi, pj, @) in
plane II (with the effect of the aperture A taken
into account) is given by the expression

Wi (o, pi, @)=

W (pi, pi, ) circ(pi/as)cire(pi/as).  (22)

Upon substituting the approximate Eq. (20) into
Eq. (22), we find that the corresponding approxi-
mate expression for the cross-spectral density of the
light in plane IT is

3 The spectrum S is also sometimes referred to as the spectral
density of the light. It is the optical intensity per unit angular
frequency at the position and angular frequency in question [15].
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My o _E‘f *f 1
W (pl’ f L) (0)— fzz BI‘.)("J')ll (Pll’ny w)

kay
£

Xt(pi/fa, @) E(pi, p}, w) Besinc( pi-—p{l)

x circ(pi/a) circ(pi/a), (23)

where a is the smaller of |M|ay, and as, ie.,
a =min(|M |ao, a3).

The physical significance of the parameter a is
that it is the radius of the “secondary source.” If
ay < |M|ao part of the incident light is blocked by the
aperture A, and therefore the radius of the sec-
ondary source is as. However, if a3 >|M|ao the aper-
ture does not (within the approximation we are
using) block any of the light, therefore [M|aq is the
radius of the secondary source. The distinction be-
tween these two cases is necessary because when
the small aperture is used a3 <|M|ay, whereas when
no aperture is used a;>|M|a,.

The spectrum, S™(p’, w), of the light in plane II
can be calculated by using the result in Eq. (23):

S(II) (pl‘, w)=pV(II) (pl" pl‘, w) s

= f“TfBu(m)p(p'ffz, o) citc(p'/a).  (24)

We see from this expression that the secondary
source occupics a circular domain of radius a, and
that the spectrum of the light inside the secondary
source is proportional to the product of spectral ra-
diance in plane I, By(w), and transmittance of the
interference filter, |t (p'/f2, w)[~

The complex degree of spectral coherence,
1 (pl, pi, w), of the light in the plane II is defined
by the formula [16]:

I'V(H)(PL Pi, w)
VSE™(pl, ©) VST (p}, w)

1 (pi, ph, @)= (25)

Upon using Eqgs. (23) and (24) in Eq. (25), we find
that when pi <a and p; <a, i.e., for pairs of points
located inside the secondary source,
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w®(pi, p3, w)=

t*(pilfo, @) t(pilfs, )
|t(p”f2’m)| |f(pﬂfz,&.l)|

E(pi, p2, @)

x Besinc (kﬂ

3 (26)

ot —pil).

This result shows that the group at NPL was incorrect
in stating that the filter-lens combination eliminates
the wavelength dependence of the complex degree of
spectral coherence of the light in plane II. In particu-
lar, since the first three factors on the right hand
side of Eq. (26) are each unimodular, it follows that
the modulus of 1™ (pi, p}, @) is equal to the abso-
lute value of Besinc(ka:|p; — pi|/f2).. Hence, the as-
sertion by the group at NPL that the wavelength
independence of u""(pi, p3, @) causes the spectrum
to change upon propagation from plane 1I to plane
IIT is not correct. There may be a change of the
spectrum (we will investigate that in the next sec-
tion), but it is not caused by a wavelength indepen-
dence of u"(pl, pi, ®).

In the next section we will refer to the effective
correlation length, L (w), of the light inside the sec-
ondary source. The correlation length of a Besinc
type correlation function is typically taken as the
smallest separation, |[p: — pi|, for which the complex
degree of spectral coherence takes on the value
zero. Since Besinc has its first zero when its argu-
ment is equal to 3.832, it follows from Egs. (26) and
(3) that

L(w)=0.610 ‘—:‘]{-“ ) 27

4. Spectrum of the Light On-Axis in
Plane III

Let P be a point in plane III located by position
vector p. When the Fresnel approximation is used
to propagate the field from plane II to plane III, the
spectrum of the light at P is given by the expression
[17]

SNy, @)=
ﬁ ” W (pl, pb w) explik (42— pi?)/22]

x exp[ —ik (pi—pi) - plz]d* pi d’ p3,

where W(pi, p}, w) is given by Eq. (23), and the

(28)
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integrations extend formally from — e« to « in each
variable.!

If the secondary source obeys the Leader condi-
tion [18]

kal(0) <oy, (29)

then we are in the far zone of the secondary source
and the quadratic exponential term in Eq. (28) can
be dropped. We will restrict our considerations to
the on-axis observation point, p=0.

4.1 No Aperture in Plane II

In this case a =|M|a,, and the Leader condition is
not fulfilled for the NPL parameter values. The on-
axis spectrum is therefore given by the expression

S0, w)=(71)—z I J’ Wi, pi, w)

x explik (03 — pi *)/221d%pi & p, (30)

where W (pi, pj, w) is given by Eq. (23), with
a= IM %ﬂu.

In order to investigate S"(0, w), let us first in-
troduce average and difference vectors, p’ and p’, in
plane II:

p' =1 (pr+pl), (31a)
P =pi—pi. (31b)

In terms of these variables, it follows from Egs.
(30), (23), (16) and (27) that

S (0, 0) =22 i) [ [ 65,7 )

x exp(—ikp' + p'/d)d* p'd® p', (32)

where
Gp',p, w)y=t*(p’ 5 p'|lfss w)

xt(|p’ + 5 p'|/f2, @) Besinc[3.832p'/L (w)]

x cire[(p’ -3 ﬁ')fWIau]Cil'C[([—J' +1 ‘;').-"lMlﬂn] , (33)

*In practice, the circ functions in Eq. (23) limit the domains of
integration to the arca occupicd by the secondary source.
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and

1(D_)_1
f2 \f2 z’

Let us now examine the behavior of G(p', p’, w)
as a function of the difference vector p' for a fixed
value of the average vector p’. The region over
which the Besinc function is significant is the do-
main p’'<L(w). As p'explores this region the first
arguments of ¢ * and ¢ in Eq. (33) each change by at
most the angle

L)
f

For visible light this is an extremely small angle. For
example, for A =550 nm and a;=0.45 cm, L(w)/
f2=175 prad. Therefore we will assume that the be-
havior of the interference filter is such that when
evaluating the integral on the right hand side of Eq.
(32) we may, to a good approximation, neglect the
p’ dependence of both t* and ¢, i.e., that we may
approximate G as

1
7 (34)

A

= 0610 (35)

G(p', ', 0)=It(p'lf2s w)]* Besinc[3.8325'/L ()]

xcire[(p’ —3 p')/|M |ao]citc[(p' +1 p')/|M|a). (36)

Furthermore, for the NPL system parameter values
and the wavelengths used in their experiments,
L(w)<<|M|ao. Therefore we will now use the
quasihomogeneous approximation [19] which corre-
sponds to replacing Eq. (36) by the expression

G, P, w)=
lt(p'lf2, w)* Besinc[3.832p'/L(w)] circ(p'/|M|ay).
(7)
Upon substituting the approximate form Eq. (37)
for G into Eq. (32), it can be shown, after some

straightforward calculations, that the on-axis spec-
trum in plane III is given by the expression

SN0, w)= ’;‘;;Bo(m)mw) , (38)

where
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@)=z [ 113 @) cire(3'/\Mfar

x circ(p'/b)d2 p’ | (39)

and b=aid/f,. For the NPL parameter values,
|Mao=0.48 cm and b =0.35 cm. Therefore, Eq.
(39) simplifies to

M(w)= # I|t(5':"ﬁ, @) circ(p'/b)d* p’,

B
=2 [ 1o, w 0ao, (40)

where B =b/f.

Let us now discuss the transmittance, |1(8, w)],
of the interference filter. We will assume that it can
be described by the Lissberger-Wilcock model [12-
13]. This model works well for Fabry-Perot and all-
dielectric interference filters for angles of incidence
which are less than 20°. It can also be used to de-
scribe, less accurately, double halfwave and induced
transmission filters [20].

Let A denote the peak wavelength transmitted by
the interference filter at normal incidence (8 =0),
(A A)o denote its bandwidth (FWHM) at normal in-
cidence, and T, denote its maximum transmittance,
According to the Lissberger-Wilcock model the
transmittance of the interference filter is given by
the expression

2(A = Ao)
(Ax),

+ (AAAO)U %Z]z } R

(41)

where 7 is the effective index of refraction of the
interference filter.

The integral in Eq. (40) can be evaluated (see
Ref. [12]) without any approximation, for the trans-
mittance function Eq. (41). The result is that

[t (8, w)|*= T.,{l +[

2X

1+§(§+2X)] » 42)

M(w)= % tan~! [

where X = X B%[2n*(AA )], and £ =2(A — Ao)/(AA o
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Some comments about the interference filter
parameters Ay, (AA)g, and m are now in order. The
effective indices of refraction, i.e., the values of n,
for the filters used in the NPL experiments are not
known. However, typical values of m are in the
range 1.4<m<3.4, with the lower values being
more typical [21-25]. We will therefore use n=2 in
our calculations. The precise values of Ay and (AA)s
are also not known. For reasons which will be ex-
plained in Sec. 4.3, we will take the values of A, for
the six filters to be 421.9 nm, 484.0 nm, 512.4 nm,
566.0 nm, 609.1 nm, and 652.0 nm, with their band-
widths being, respectively, 9 nm, 9 nm, 5 nm, 13 nm,
8 nm, and 8 nm.

4.2 Small Aperture in Plane 11

In this case a3=0.012 cm and the Leader condi-
tion is fulfilled. It therefore follows from Eqgs. (28)
and (23) that the spectrum can be written as

$M (0, w)=

&,f - Bu(w) j j 1*(pilfo, @)t (0/far @)
X E(pt, p, @) Besinc(% hoi—aoil)dﬂa:d2 5, (43)

where A is the circular aperture of radius a;. For the
same reasons as were discussed in the Sec. 4.1, we
will assume that the product of t* and ¢ on the right
hand side of Eq. (43) can be replaced by [f|* evalu-
ated at the average position, i.e., that to a good ap-
proximation,

§ (0, w)=

T B | [ ot +pilnge o) B i )

. (kai
)<B€:s1n::(f2 |2

For the NPL parameter values, it can be shown
from Eq. (41) that, to a very good approximation,
[t(lpz + pil/2f2, @)*=]t(0, w)|’, for all pi and p;
which are in A. The on-axis spectrum in plane 111 is
therefore given, to a good approximation, by the ex-
pression

pil) & pi (44)
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83 B (@)t (0, ) N(w),

SUD (0, w)= (45)
where
N(m)—lz v I J.E(pl, P, @)
f A A
x Besinc (% |pi—pi|) dpid*p} (46)

This integral can be evaluated by substituting the
Fourier integral representation of the Besinc func-
tion [see Eq. (88)] into the integral, interchanging
the orders of integration, and then recognizing the
resultant integrals as familiar diffraction integrals.
The result is that

Nw=1-2 51 () e, @)
where
ka;
u= F (f_z 1) s (48)
__ka301
TR )

and the Qx(v) functions are those introduced by
Wolf [26] and simplified by Petersen [27]:

Qu(v)=Ji()+Ji(v), (50)
0u(v)= - 23‘(‘3111) W0 nn(v)
V)12 (V)] + 2500 ) ()} 5 i >0, (51)

4.3 Numerical Investigation of the Spectrum On-
Axis in Plane III; Comparison to the NPL
Experimental Values

Let s{M(0, A) be the spectrum, as a function of
wavelength, at the on-axis position in plane 111, for
the case in which there is no aperture in plane II.
Let the wavelength at which this spectrum peaks be
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denoted by Ap and the bandwidth (FWHM) of this
spectrum be denoted by AA. Let s{™(0, A) be the
spectrum, as a function of wavelength, at the on-
axis position in plane III, for the case where the
small aperture is in plane II. Let As denote the peak
wavelength for this spectrum. The group at NPL
measured Ap, AA, and Ap for six different interfer-
ence filters [1]. Their results are shown in Table 1,
along with the shift,

Sl\p = )\]Ev - Ap B (52)

which occurred due to the insertion of the aperture.

Table 1. NPL experimental results

Ap, in nm AA, in nm Ap, in nm &Ap, in nm
422.0 9 421.0 -1.0
484.1 9 483.6 —-0.5
5124 5 514.1 1.7
566.1 13 564.1 -2.0
609.1 8 610.3 1.2
652.0 8 653.2 1.2

There are several things which should be noticed
about the results shown in Table 1. First, the shifts
are, in absolute value, of the order of 0.5 nm to
2.0 nm. Secondly, some of the shifts are blueshifts
and some are redshifts. Furthermore, there are no
obvious trends in the behaviors of the shifts as func-
tions of either Ap or AA.

Let us now investigate the shifts that our theory
predicts. It follows from Eqs. (38) and (42) that the
spectrum when there is no aperture in plane 11 is
given by the expression

s{(0, 1) =}"%—2 bo(A) mn(A), (53)

where by(A) is the spectral radiance, as a function of
wavelength, at the exit aperture of the integrating
sphere and

TR |
T+EGE+2X) |-
Here £ and X are given by the expressions which fol-
low Eq. (42). It follows from Egs. (45), (47), and
(41) that the spectrum when the small aperture is in
plane II is given by the expression

mn(A) =-%, tan™! [ (54)
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S0, )= b ma), (59)
where
ma(A) = TuN(Zth){l + [4&%“1]2} ~ . (s6)

In order to simulate the experimental conditions,
we did the following things. The color temperature
of the lamp was 3200 K {7]. We therefore took the
spectral radiance, by(A ), to be a Planck distribution
[28]:

2hc? 1
A exp(hc/MenT)—1 °

bo(A) = (57)

with a temperature of 7=3200 K. In Eq. (57), h is
Planck’s constant and kg is Boltzmann’s constant,
Furthermore, we chose the center frequencies, Aq,
and the bandwidths, (AA)o , of the interference fil-
ters to be such that the Ap and AA values obtained
for the spectrum s§™ (0,A) [from Eq. (53)] agreed
with the experimental values of Table 1 to the num-
ber of decimal places being displayed there.

Table 2 lists the interference filter parameters,
and Ay and (AA)y, we used in our calculations and
gives the shifts, 8Ap, predicted by our theory. These
shifts were obtained by using a search routine to
find A¢ and A from, respectively, Eqgs. (55) and (53),
and then subtracting the two values.

Table 2, Thcoretical values for the shift

Ao, in nm {(AA), in nm 8Ap, in nm
421.9 9 0.007
484.0 9 0.009
512.4 5 0.009
566.0 13 0.010
609.1 8 0.011
652.0 8 0.012

These shifts disagree with those measured by the
group at NPL. The theoretical shifts are approxi-
mately two orders of magnitude smaller than the ex-
perimental shifts, Furthermore, the theoretical
shifts are always redshifts, whereas the experimen-
tal shifts are in some cases redshifts and in other
cases blueshifts.
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At this point some further comments about the
shifts predicted by our theory are in order. First, let
us consider Ap. s {(0, A) is the product of two wave-
length dependent factors, ma(A) and be(A). Due to
the presence of the factor N(2mc/A), ma(A) is not
centered at Ay, it is blueshifted from it by an amount
of the order of 0.0001 nm. Multiplication by the
Planck spectrum then causes ma(A) to be redshifted
by about 0.1 nm. Now, let us consider Ap. sR™(0, A)
is the product of two wavelength dependent factors,
muy(A) and bo(A). mn(A) is not centered at Ay, it is
blueshifted from this value by an amount of the or-
der of 0.01 nm. Multiplication by the Planck spec-
trum then causes mn(A) to be redshifted by about
0.1 nm. When we subtract Ap from Ap the two Planck
shifts cancel. Since the blueshift of mn(A) is much
larger than the blueshift of ma(A), the resulting
shift, 5Ap, is a redshift of the order of 0.01 nm.

The physical origin of this redshift is as follows.
The field incident upon the interference filter can
be represented as a superposition of polychromatic
plane waves traveling in different directions, and
the wavelength at which the transmittance of the in-
terference filter peaks decreases as the angle of in-
cidence of a plane wave increases [see Eq. (41)].
Therefore, for each polychromatic plane wave inci-
dent upon the interference filter at an oblique angle
of incidence, the spectrum of the transmitted light
has a peak wavelength which is less than it would be
for a normally incident plane wave. In the case in
which no aperture was used, the contributions from
a significant set of such waves arrive at the on-axis
observation point in plane I1I. However, in the case
in which the small aperture was used, the contribu-
tions from a large subset of these waves were
blocked at plane II and did not arrive at plane I1I.
As a result, the spectrum in plane III when the
small aperture is used peaks at a longer wavelength
than it does when no aperture is used.

5. Conclusion

Our paper contains two separate sets of results.
(1) In Sec. 3 an approximate form for the cross-
spectral density of the light in plane II was obtained
[Eq. (23)], and it was shown that the corresponding
complex degree of spectral coherence contradicts
the explanation for the shifts given in Ref. [1]. (2) In
Sec. 4 further approximations were made to propa-
gate the cross-spectral density obtained in Sec. 3
from plane II to plane III, and an approximate ex-
pression for the on-axis spectrum was obtained,
both for the case in which no aperture is used, and
for the case in which the small aperture is used. It
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was found that the peak wavelength of the spectrum
in the latter case is shifted with respect to the peak
wavelength for the former case. However the shifts
predicted by our analysis are much smaller than
those reported in Ref. [1], so small as to be unob-
servable to within the accuracy of their experi-
ments.

This brings us to an important question. Qur
analysis is predicting no observable shift (to within
the accuracy of the measurements of the group at
NPL), and yet the group at NPL observed shifts; so
where is this shift coming from? In our opinion
there are three possibilities. One possibility is that
their interference filters did not behave in the man-
ner we have assumed in our calculations, and that
shifts arose as a result. A second possibility has to
do with the spatial coherence properties of the light
in plane III. Since the secondary source created in
plane 1l when no aperture is used has a radius
which is forty times as large as in the case in which
the small aperture is used, the spatial coherence
properties of the light in plane III will be quite dif-
ferent in the two cases. If this difference is signifi-
cant enough, it may be that the monochromator
used in the detection process responds differently
in the two cases. A third possibility, and in our opin-
ion the best one, is that the shift is caused by chro-
matic aberration introduced by L,, or L,, or both. L,
has a short focal length and is not an achromatic
doublet, and is therefore an obvious candidate for
introducing significant chromatic aberration. L; is
an achromatic doublet. However, it can only be per-
fectly achromatic for two wavelengths, whereas fil-
ters with six quite different center wavelengths were
used in the NPL experiments.

Finally, let us comment on the relevance of these
possibilities for typical spectral irradiance measure-
ment systems. Typical spectral irradiance measure-
ment systems do not use interference filters. There-
fore, if the shift is caused by a nonideal behavior of
the interference filter, it is irrelevant for typical
spectral irradiance measurements. As concerns the
second possibility, it has been known for some time
that the spatial coherence properties of the light in-
cident upon a monochromator do effect its re-
sponse, viz., its slit scattering function {29-30].
Hence any comparison of experimentally measured
spectra which have significantly different spatial co-
herence properties at the entrance aperture of the
monochromator should take this into account. Fi-
nally, if the shift is caused by chromatic aberration,
it will not occur in spectral irradiance systems which
use only mirrors, and is an effect which should obvi-
ously be taken into account in any system which
uses lenses.
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6. Appendix A: Coherent Impulse Re-
sponse Function for the Propagation
from Plane I to Plane II

6.1 Field Exiting L,

Let Q be a point in the plane occupied by Ly, and
let a; be the two-dimensional position vector in the
plane which locates Q. The field, U (a1, w), inci-
dent upon L, at the point Q due to a monochro-
matic, unit amplitude, point source at position P” in
plane I is given by the expression

1 exp(ik |r1-—p”|!

U(l_)(al, m) = i;\ |rl_p"| ‘(58)

where ry=(a, fi). Since the angles involved are
small, this expression may be approximated
(paraxial approximation) as

U a, w) :9‘%(;%:@ explik (s —p"y/2f1]. (59)

The field exiting the lens, U"*)(ay, w), is given by
the expression [31]

Ut ay, w)=

Ut e, w)exp(—ikaf/2f)Piar) , (60)

where P(a) is the pupil function for L.,
P(ay) =circ(an/a;). Using Eq. (59) in Eq. (60) yields

U(1+)(als m) -

elEEC exp(—ikan-p")Pi(a) . (61)
where
é(p") =fi+(p"2f). (62)

In the next subsection we will need UK, w),
the two-dimensional spatial Fourier transform of
U@, o),

UK, )=

JU™ (a, ) exp(—iK + ar)d’au, (63)
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evaluated at K =ks,. It follows from Egs. (61) and
(63) that

_ expliké(p")]

5’“"’(:'6&, w) infi

Pl[k(S_L —s01)],
2
= s expliké(p")]

x Besinc[kais: —so[] , (64)

where so, = —p"{‘ﬂ.

6.2 Field Incident Upon L;

Let P be a point in-between L, and the interfer-
ence filter. Let r be a position vector which goes
from the center of L, to P. The field at P can be
represented as a superposition (angular spectrum)
of plane waves [32]:

U(r, w)=[ a(s., w)exp(iks -r)d%s,. (65)
where s = (s, §;) is a unit vector,
Szz\/l —si ) if Sisl,
=ivsi-1,ifsi>1, (66)
and
a(ss, m:% 00 ks, o) . (67)

In Eq. (66), s =|s.}.

In spherical polar coordinates, as measured from
the center of Ly, s =(1, 8, ¢). In this notation
51=(5r, 5y) =(sinfcos¢, sin Bsing). Therefore the
angle of incidence of the plane wave exp(iks -r)
with respect to the normal to the surface of the IF
is 0 [see Fig. 2], where s, =sin #=4,

Let £(#, @) be the amplitude transmission func-
tion of the filter for a plane wave of angular fre-
quency  and angle of incidence 8. If we neglect the
finiteness of the transverse size of the IF, the effect
of the interference filter is to change the amplitude
of each plane wave, exp(iks - r), by the factor (s,
w). The amplitude, call it 4(s., w), of the plane
wave exiting the filter is therefore
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&(S‘J_, w)= t(SJ_, w)a (SJ_, ),

= (51, ) U ks, w)

- % (51, @) explik b (p")]
X Besinc[kai|s. —so.|] . (68)

Let r;=(a, D) be the position vector which goes
from the center of L; to the point in L, located by
the two-dimensional position vector a». The field,
U@ ) a,, w) incident on L; can be represented as a
superposition of plane waves:

U e, w)= [ ad(s., o)exp(iks +r)d’s.,
= [d(s., w) exp(iks, - az)
X exp(iks.:D)d’s ;. (69)
Since the angles involved are small, we may make

the approximations, =1/1—s2 =1—3s3 in Eq. (69),
and we find that

UP N ar, w)=exp(ikD)fd (51, ©) exp(iks - @)

x exp(—ikDs%/2)d%s . (70)

6.3 Final Expression
The coherent impulse response, h(p’, p", ), for

the propagation from plane I to plane 11 is the ficld
in plane II due to the point source in plane 1, i.e.,

hip', p", @)=UD(p', @) . (71)

If we neglect the finite transverse size of L;, this
equation can be written as [33]

ho's o, ) =R geoepp, w), (72)

where ¥(p') =f2 + (p'*/2f2). It follows from Eq. (70)
that

UC ks, w)=
A% (s1, w) exp(ikD) exp(~ikDs1/2).  (73)

Upon substituting Eq. (73) in Eq. (72) and Eq.
(68) in the result we find that

h (p" P”, w) =

ral

~ YA exp{ik[¢(p") +x(p")]}

x Besinc(kai|(p'/f2) — (")) t(p'/f2 @), (74)

where
N DY 1
x(o )—f2+D+(1—f2) 726 . (75

The magnification of the imaging from plane I to
plane Il is M = —f5/f;. It therefore follows from Eq.
(74) that the coherent impulse response function
can be written as

h(p', fu ("):I(p"{ﬁ! w)hn(p', P "’)9 (76)

where hx(p', p", w) is the coherent impulse re-
sponse function if there is no interference filter,

hx(p’, p"s w)=C(w)expiik[¢(p")+x(p")]}
x Besinc (%lp"—ﬂlfp' I) . {an
Here ¢(p") and x(p’) are given by Egs. (62) and

(75) respectively, and

a3

Clw)= 2 o (78)

7. Appendix B: Derivation of
E (pi, p2, @) =1

Let us first define average and difference vari-
ables in plane I as, respectively,

p"=1 (p3+pi), (79a)
o=p—pi. (79b)

In terms of these variables E (p!, p%, o) [see Eq.
(17)] can be rewritten as

E(pl, g, w)= exp(? p"- f)”) . (80)

1
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As pf and p3 each explore the domain a, the max-
imum value of p”=|p’| is ay. In the integrand of Eq.
(15) the range of values of p" = pj — p} over which j,
is significant is p"<A/2. Hence as p} and p} range
over the domain where the integrand is significant,

2T —, -

2| < T (81)

f

For the NPL system a,=0.12 cm and fi=5 cm;
therefore over the domain where the integrand is
significant the real and imaginary parts of E(pi, p5,
w) fulfill, respectively, the inequalities:

0.997 < Re[E (pf, g, w)] = 1, (82a)

-0.075 = Im[E (%, p4, ®)] = 0.075 (82b)

8. Appendix C: Derivation of Eq. (19)

Let

B(pi, p3, w)=IJBcsinc (’% |p’i’—ﬁ pi|)

X Bcsinc(% ”hﬁ pil )j¢,(k|p3’-—p'.‘|) d*pid*ps,
(83)
and let us make the change of variables
w=plar, (=1,2) (84a)
vi=p'IMay, (j=1,2) (84b)

In terms of these new variables, Eq. (83) can be
rewritten as

B(pi, p5, w)=aﬁj I Besinc(xi|uy —v1))

wd wd.

x Besinc (ki |u2 —va|Jo(k |2 —wi|)d?u d’uz ,  (85)

where u.d. is the unit disk, u.d. ={u; u <1}, and

_ kayay
K1 =7 (86a)
k=kay . (86b)
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If k1 >>1 then the first and second Besinc func-
tions in the integrand on the right hand side of Eq.
(85) are, respectively, very sharply peaked about the
values u; =v, =pi/Ma, and u,=v,=p5/Ma,. AS a re-
sult, if vy or v» lies outside the unit disk, then the
integral on the right hand side of Eq. (85) is approx-
imately zero, and if v, and v, both lie within the unit
disk the integrals in Eq. (85) may be approximated
by extending the limits to *+ «, i.e.,

B(pi, pi, w)=ai circ(pi/Maq) circ(py/May)
x [ Besinc(xi|uy —v1|) Besinc (ki|uz—vs|)

X jo( x|tz — w1 |)d?uy d*us . 87

The right hand side of Eq. (87) may be simplified
by using the Fourier representations of the func-
tions in the integrand:

Besinc(xi|u; —v;|) :;]K? I circ(K;/x1)

xexp[_in'(u}_vf)] de},(}'Zl, 2), (88)
Jo(k 2 —ui) =

1 circ(K/k)
2mk’ ) /1= (Kix)

exp[ —iK  (u2—w)]d’K .
(89)

Upon substituting Eqs. (88) and (89) into Eq. (87),
we find, after performing some simple integrations,
that

B(pl, pz, w)=D(w) circ(pi/May) circ(py/May)
J|

=D (w) circ(pi/Mag) circ(pi/Mao)I

circ(K/x,) circ(K/x)
V1-(K/x)*

expliK - (v;—v))d’K,

circ(K/xi1)

V1-(K/x)
xexp[iK - (v2—v)]d*K , (90)
where
D(w)= (szf;za;';'xz ’ oD
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and the step performed in Eq. (90) follows from the
fact that ki/k =ai/fi <1.
If (a\/fi)* < <1, Eq. (90) can be approximated as

B(pi, pi, w)=D(w) circ(pi/May) circ(p/Maq)

X I circ(K/xi)exp[iK - (v2—v1)d’K,
=D(w) circ(pi/May) circ(pi/Mag)mri

x Besinc(xi|va—vi1l),

~ 57y (%) Besine(E2101—pi) cire(oipan)

x cire(py/|M|ao) . (92)

For the NPL system, aq=0.12 cm and a,/fi=0.09,
and the peak wavelengths of the interference
filters used in their experiments were in the range
422 nm to 652 nm. For these parameter

values, 1.04x10° = X319 <161x10° and (a/f)?

=8.10x 107 therefore, k;>>1and (a/fi))’ << 1. It
then follows that the approximation Eq. (92) is ap-
propriate for the NPL system.
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[J. Res, Natl. Inst. Stand. Technol. 99, 281 (1994)]

Comments on the paper “Wolf Shifts and
Their Physical Interpretation Under Labo-
ratory Conditions” by K. D. Mielenz

In a recent paper [1] in the Journal of Research
of the National Institute of Standards and Technol-
ogy, K. D. Mielenz has criticized the generally ac-
cepted interpretation of a phenomenon discovered
a few years ago, regarding frequency shifts of spec-
tral lines due to coherence properties of sources. In
these comments we show that much of the criticism
is invalid.

The phenomenon was discovered in 1986 [2] and
has been discussed extensively in about 100 papers
published since then. In its broader sense the phe-
nomenon concerns the effect of source correlations
on the spectrum of the emitted radiation. The pa-
per [1] contains a number of serious errors and
misinterpretations, which make much of the criti-
cism invalid or misleading at best,

In the third paragraph of Ref. [1], a passage is
quoted from one of my papers on this subject [3]
where I suggested some possible mechanisms for
producing source correlations. However Mielenz
does not state that several such mechanisms have
been found since then, Some, in fact, are discussed
in several references which Mielenz quotes (his
Refs. [8-11]); others are discussed in Refs. [4] and
[5] cited below.

Near the beginning of Sec. 2 of Ref. [1] Mielenz
poses the question “Does the spectrum of partially
coherent light change on propagation in free space,
and are such changes consistent with the principle
of energy conservation?” In spite of Mielenz’s
hedging on these questions, the answer to the first
question is emphatically “yes, in general,” and the
answer to the second question is “yes, always.”
That spectral changes can take place on propaga-
tion in free-space has been demonstrated most dra-
matically by experiments of G. Indebetouw [6], in
which a partially coherent planar secondary source
of essentially uniform spectrum generated light
which after propagating in free space exhibited a
spectrum which at some points had highly oscilla-
tory behavior. That changes of this kind are consis-
tent with the principle of conservation of energy
has been shown in Ref. [7].

In the same paragraph of Ref. [1] Mielenz states
“The experiments cited here did not pertain to
free-space propagation in a literal sense, but were
diffraction or interference experiments...”. This
statement is simply untrue. Diffraction and inter-
ference have played a role in constructing the

281

partially coherent secondary sources, but the propa-
gation from the secondary sources was in free space
and has given rise to spectral changes.

In Sec. 2 Mielenz also states the “spectral distri-
bution...does not change along the path of a ray,” [
find it rather astonishing that Mielenz chooses to
criticize the interpretation of a rather subtle optical
phenomenon by using the most primitive model for
light propagation'; and what does Mielenz mean by
a “ray” in a partially coherent field?

In Sec. 3 Mielenz introduces terms, symbols and
notions which follow an International Lighting Vo-
cabulary. Useful as these concepts undoubtedly are
for the purposes of practical radiometry, they are
largely inappropriate for the analysis of correla-
tion-induced spectral changes in which interfer-
ence of partially coherent light, even in free space,
demands analysis in terms of statistical wave the-
ory. In this connection it may perhaps not be
inappropriate to recall that the foundations of ra-
diometry on the basis of modern theory of radia-
tion has not been fully clarified to this day, in spite
of numerous attempts that have been made over a
period of several decades®. It is also to be noted the
term “‘coherence” is not listed in the International
Lighting Vocabulary.

In Sec. 4 Mielenz refers to Newton'’s famous ex-
periment on recombination of “colors” dispersed
by a prism. Newton’s experiments, classic as they
are, are irrelevant to elucidating the effect of cor-
relation-induced spectral changes. The wave theory
of light was not even formulated at Newton’s time
to explain his observation; and he did not use par-
tially coherent sources.

Near the end of Sec. 4 there appears the state-
ment that “The Helmholtz equations [Eq. (5)] ap-
ply to individual frequencies and thus appear to
imply that spectra do not change on free-space
propagation...”. Evidently appearances can be de-
ceptive, because already in the first publication on
this subject (Ref. [2]} and in numerous subsequent
publications, it was shown that the two Helmholtz
equations which govern the propagation of the
cross-spectral density do, in fact, predict that, in

! As carly as 1909 the great physicist H. A. Lorentz stressed on
p- 25 in his famous book “The Theory of Electrons™ that “...in
general it will not be possible to trace the path of parts of en-
ergy in the same sense in which we can follow in their course the
ultimate particles of which matter is made up.”

2 Some of the problems encountered in attempts to clarify the
foundations of radiometry arc discussed in Ref. [8]. Many of the
numerous papers on this subject are reprinted in an excellent
collection edited by A. T. Friberg [9].
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general, the spectrum of light changes in free-space
propagation; and as already mentioned above, such
changes have been demonstrated by experiments
which have been carried out in several laboratories.

In Sec. 5 Mielenz criticizes an analysis and inter-
pretation given in Refs. [10] and [11] relating to
spectral changes that may arise in Young’s interfer-
ence experiment. He quotes two formulas for the
spectrum in the interference pattern [his Egs. (24)
and (27)], which pertain to interference of light
from a spatially incoherent source. For this particu-
lar case it is true, as Mielenz implies, that the same
results can be derived without the use of coherence
theory. But he does not quote the more general
formulas (Eq. (6) of Ref. [10] and Eq. (3) of Ref,
[11]) which cannot be derived in this way. For ex-
ample, if the light incident on the two pinholes is
generated by a laser operating on several modes or
has emerged from a rotating ground glass-plate
that was illuminated by spatially coherent light, the
spectrum of the light in the Young’s interference
pattern could not be predicted the way Miclenz
suggests but would require the use of the more
general formulas.

For essentially the same reasons, Mielenz refer-
ence towards the end of Sec. 5 to the well-known
textbooks by Jenkins and White and by Strong are
inappropriate, as they do not discuss Young's
interference experiments with partially coherent
sources,

There is actually much more in Ref. [1] that one
might rightly question, but the preceding remarks
should suffice to show that Mielenz’s criticism is
largely unfounded and unsound, or is confined to
special situations involving spatially incoherent
sources for which alternative, although equivalent,
interpretations of the phenomenon of correlation-
induced spectral changes can be given,

I find it regrettable that some members of the
radiometry community have adopted a rather nega-
five attitude towards the recent developments re-
lating to radiation from sources of different states
of coherence. This is probably due to the fact that
they are mainly accustomed to dealing with tradi-
tional thermal sources, which are effectively
spatially completely incoherent. As already men-
tioned, the radiation fields produced by such
sources can indeed be analyzed by the traditional
methods, which do not require the use of coher-
ence theory. However, the radiation properties of
many other sources which are used today, such as
multimode lasers and various x-ray sources [12-14]
can only be fully understood within the framework
of the_ theory of partial coherence. The discussion
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of Ref. [1] indicates an attitude which can only in-
hibit real progress in the development and under-
standing of such sources and of the radiation which
they generate.
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Reply to Professor Wolf’s comments on my
paper on Wolf shifts

Since Professor Wolf’s comments [1] on my pa-
per on Wolf shifts [2] are rather general in scope, [
will attempt to answer them in the order of the
issues addressed in my paper.

1. Does the spectrum of partially coherent light
change on propagation in free space?

Having reconsidered the paper by Indebetow,
my answer remains “no.” Indebetow constructed a
source that incorporated prisms and, therefore,
changed color when viewed at different angles. But
the spectrum depended only on the angle of obser-
vation, not on the distance traveled by the light.
How can this demonstrate “most dramatically”
that “the propagation from the source...has given
rise to spectral changes”? A proof that the spec-
trum does not change may be found in my Egs.
(11) and (12).

I used the theory of partial coherence, not a
“most primitive model,” to derive Egs. (11) and
(12). The word “ray” was a figure of speech, not
unlike Wolf’s remark that “Newton did not use
partially coherent sources.” Does it not follow from
the van Cittert-Zernicke theorem that a hole in a
window shutter is partially coherent?

2. Do the theory of partial coherence and the clas-
sical Huyghens-Fresnel-Kirchhoff diffraction theory
give different results in situations that involve incoher-
ent physical sources? Which of them should be ap-
plied for solutions of practical problems?

According to my Eq. (21) the theory of partial
coherence is a generalization of classical wave op-
tics. “Wolf shifts” produced by apertures illumi-
nated by incoherent sources are equivalent to
diffraction phenomena that can be explained clas-
sically. Coherence theory is indispensible for the
explanation of diffraction phenomena produced by
partially coherent sources. As may be seen from
the final paragraphs of his “Comments,” Professor
Wolf agrees with these answers.

3. Are traditional radiometric practices afflicted by
previously unknown errors due to the partial coher-
ence of light?

The “attitude” of radiometrists can be attributed
to papers by Professor Wolf and others that were
cited in my paper. These papers quoted the results
of a doubtful experiment performed in India as evi-
dence that the spectroradiometric scales of na-
tional standards laboratories suffer from large
“Wolf-shift” errors. The Indian experiment was
suspect because it conflicted with classical results
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quoted in Sec. 5.2 of my paper. This has now been
confirmed by Foley and Wang on the basis of co-
herence theory (see their paper in this issue of the
Journal of Research of the National Institute of
Standards and Technology).

Klaus D. Mielenz

Alpine Lake Resort,
Terra Alta, WV 26764-04(02

Received: February 24, 1994
References

[1] Emil Wolf, J. Res. Natl, Inst. Stand. Technol. 99, 281 (1994).
[2] Klaus D. Mielenz, J. Res. Natl. Inst. Stand. Technol. 98, 231
{1993).



Volume 99, Number 3, May-June 1994
Journal of Research of the National Institute of Standards and Technology

[J. Res. Natl. Inst. Stand. Technol. 99, 285 (1994)]

Errata

Erratum: Precision Comparison of the Lattice
Parameters of Silicon Monocrystals

E. G. Kessler, A. Henins,
R. D. Deslattes, L. Nielsen, and
M. Arif

National Institute of Standards
and Technology,
Gaithersburg, MD 20899-0001

[J. Res. Natl. Inst. Stand. Technol. Volume 99, Number 1, January-February 1994, p. 1]

The figures over figure captions 2, 3, and 4 have
been permuted. The figure over figure caption 4
belongs with figure caption 2. The figure over
figure caption 2 belongs with figure caption 3. The
figure over figure caption 3 belongs with figure
caption 4,
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1. Introduction and Conclusions

The third in a series of workshops was held at
NIST on February 23-24, 1994, to discuss, in depth,
specific topics deemed important to the characteri-
zation of diamond films made by chemical vapor
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deposition (CVD diamond) and to address the
need for standards in diamond technology. The
topics chosen for this workshop were based on
feedback from the attenders of the previous work-
shop. The audience targeted for this workshop con-
sisted of producers and potential users of CVD
diamond technology. University scientists and sci-
entists from government laboratories were invited
as experts in properties measurements. There were
55 attenders at the workshop.

We focussed on three technical topics for discus-
sion: characterizing brazing and polishing, stan-
dardization of thermal conductivity measurements,
and characterizing stress strain, and fracture.

The principal conclusions of the workshop in-
clude:

* The development and availability of reliable
post growth processes, such as polishing and
brazing, will contribute in a substantial way to
realizing new applications of CVD diamond. It
is important to characterize and evaluate the
results of these processes in a uniformly ac-
cepted way.

+ The first results of the interlaboratory round-
robin comparison of thermal conductivity and
thermal diffusivity measurements were pre-
sented. They showed considerable laboratory to
laboratory variations, although much of this
variability may be due to the manner in which
the different measurement methods employed
are affected by specimen inhomogeneity and
specimen anisotropy. Additional laboratories
will be making measurements that will add to
the present measurement data base.

» CVD diamond exhibits lower resistance to frac-
ture than other forms of diamond. This is im-
peding the use of CVD diamond in applications
where the material is subjected to high stresses,
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such as those induced by thermal shock. The
strength deficiency is attributed to surface flaws
and high internal stresses that originate during
growth. The relationship between growth condi-
tions and internal state of stress has not yet
been resolved.

2, Characterizing Brazing and Polishing

There were six presentations in this session. The
first three presentations centered on techniques for
polishing and surface figuring CVD diamond. The
last three talks discussed issues and techniques for
bonding diamond to other materials.

The development and availability of reliable
post-growth processes, such as polishing and braz-
ing, will contribute in a substantial way to realizing
new applications of CVD diamond. Being able to
characterize and evaluate the results of these
processes in a uniformly accepted way is very im-
portant. The quality of a brazed joint between a
CVD diamond component and a ceramic or metal
support structure may be defined in a number of
different ways, depending on the specific applica-
tion. In one application the most important feature
of a joint might be its heat transfer characteristics
at cryogenic temperatures or across a broad tem-
perature range; in another application its most
important characteristic may be its mechanical
strength, which might be determined by the level of
success in compensating for the thermal expansion
mismatch between the substrate and the diamond.
Optical applications will be driven by other re-
quirements, such as how a specific polishing pro-
cess controls the surface micro-roughness or how
closely an accurate surface figure can be attained.

The first presentation was by R. Miller of
Raytheon who gave an extensive overview of dia-
mond polishing technology. In his talk, he grouped
the currently pursued polishing methods into con-
tact type and noncontact type processes. Contact
methods may be further divided into nonreactive
and reactive methods. The non-reactive polishing
methods discussed were the conventional and the
abrasive jet techniques. Among the reactive polish-
ing techniques, the hot metal polishing approach
was emphasized. Polishing diamond against iron,
manganese, lanthanum, and cerium metals has had
variable success.

The iron plate method is usually a dynamic
method in which the diamond is rubbed against the
iron at an elevated temperature. It results in a
smooth finish (20 nm peak-to-valley) when the
plate temperature is low (=750 °C) and the polish-
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ing is done in a hydrogen environment; the mate-
rial removal rate is relatively low (=0.5 wm/h). The
polishing process and the material removal rate
may be speeded up (=7 wm/h) by increasing the
plate temperature to =950 °C. However, this re-
sults in a rough finish. An appropriate sequence of
polishing temperatures appears to result in an
acceptably smooth surface in a reasonable length
of time. However some intergranular cracks may
form during the processing which may or may not
be acceptable, depending on the application. A
method for characterizing the cracks in the
polished CVD diamond surface must be used in
order to evaluate the seriousness of such cracks.

Molten lanthanum or cerium metals, used in a
static procedure, minimize the intergranular crack-
ing in CVD diamond during polishing. In this pro-
cedure, the diamond is placed in contact with the
metal, but no relative motion takes place, that is,
no rubbing occurs. This process results in higher
material removal rates than the previous method,
but at the cost of increased surface roughness.

Other reactive contact polishing methods men-
tioned were float polishing employed at the Naval
Air Warfare Center and amorphous silicon oxide
techniques used by Edge Technologies, Inc.

Noncontact polishing methods fell into two
groups, those that use laser beam etching and
those that use ion beam etching. Polishing with a
YAG laser beam at either 1.06 um or at 0.53 pm
and with an excimer laser beam was discussed. Two
different ion beam techniques have been used to
polish of CVD diamond. In the first technique, dia-
mond is removed by sputter-etching with an argon
or oxygen ion beam. A second novel technique has
been developed by the Spire Corporation. It uses
ion implantation to soften a top layer of diamond
about 1 pm thick, which is then removed by con-
ventional polishing methods.

The second talk was given by T. S. Sudarshan of
Materials Modification Inc. He summarized recent
advances in the use of lasers for polishing diamond
films. Special emphasis was placed on the difficulty
associated with polishing large areas and on the
interpretation of the characterization of the pol-
ished diamond surfaces. Technical areas in which
surface roughness plays an important role, such as
tribological applications, were discussed.

The last talk on polishing was presented by
S. Holly of Rockwell International, Rocketdyne
Division. He highlighted the importance of surface
shape control during polishing. Several applica-
tions require polished surfaces that are very flat.
These include thermal applications, such as large
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area diamond plate heat-sinks for multichip mod-
ule technology and optical applications such as
infrared windows. Future applications of CVD
diamond will require accurate control of non-flat
surfaces, such as spherical, aspherical, cylindrical,
and toroidal shapes, that might be used in optical
domes and lenses.

A polishing procedure that utilizes a combina-
tion of several polishing methods was then
described. The procedure is based on interfero-
metrically controlled ablation of diamond to pro-
duce a flat surface. The material removal proceeds
in a manner similar to that used in single-point
diamond turning; however, in this process, material
removal is controlled in real time by continuous
interferometric monitoring of the surface being
ablated. The present status and recent results of
this polishing procedure were discussed.

The first talk on CVD diamond brazing was pre-
sented by T. P. Thorpe of the Naval Research Lab-
oratory (NRL). He focused on the importance of
reliable brazed joints for producing high quality
homoepitaxial diamond. These joints provide a
thermal path between the diamond substrate and
an underlying heat sink. The joints must survive
high temperatures (up tp 1500°C) for extended
periods of time. Because the temperatures are so
high, the conventional commercial brazing material
(from Drukker International), a gold-tantalum
composite which melts at = 1060 °C, could not be
used. As a result, several alternative brazes were
investigated.

For NRL’s purposes the selection criteria for a
braze material were: 1) it should contain a refrac-
tory carbide-forming element in order to achieve
satisfactory bonding to the diamond substrate, 2) It
should form a refractory compound or alloy with
the underlying molybdenum heat sink. 3) All prod-
ucts created during braze formation should have a
melting point above 1300 °C. Among the brazes
tried were several variations on the Drukker braze
recipe, including substitution or alloying of gold
with different members of the platinum group of
metals. Greatest success was achieved with a Pd
substitution. This was primarily due to its relatively
low melting point of 1552 °C which helped to mini-
mize graphitization of the diamond surface during
braze formation. Platinum-gold alloys were also
found to be effective but they were inherently more
difficult to fabricate due to an unexpectedly com-
plex Au-Pt interaction. Both of the above men-
tioned brazes were found to withstand growth
conditions for several hours at temperatures up to
1400 °C without degradation.
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Diamond-metal brazes employing Nichrome
were also fabricated. They were able to withstand
temperatures up to 1200 °C. Details of all of the
fabrication techniques were discussed.

The second talk on brazing was given by
R. Meilunas of the Grumman Corporate Research
Center. The talk emphasized the importance of
rigorous joint design procedures. A practical
approach to braze design would include: 1) Con-
sider the temperature of operation of the joint;
select the melting point of the braze alloy to be
100 °C to 200 °C above the operation temperature,
2) Select the joint geometry. 3) Determine the
mechanical properties of each component to be
brazed. 4) Determine the thermoelastic/thermo-
plastic properties of the braze alloy (such as stress/
strain vs temperature, strain hardening coefficient,
elastic modulus, Poisson’s ratio). 5) Determine the
wetting/bonding properties of the braze alloy to the
components to be brazed. 6) Perform a stress anal-
ysis of the joint. 7) Perform experimental validation
of the stress analysis. 8) Determine the environ-
mental stability of the joint.

A list of practical braze alloys was presented that
covered brazing temperatures between 280 °C and
1300 °C. The properties of several substrate mate-
rials, such as W, Be and Cu, were related to the
brazing process. The value and importance of a
finite element analysis of brazed joints was de-
scribed. The following statements concluded the
presentation: 1) The stability of diamond-metal
joints depends critically upon the residual stresses
developed during cool-down from the brazing tem-
perature. 2) A finite element stress analysis can
provide insights into the residual stress distribution
and potential failure modes in the joints. 3) The
design of CVD diamond-metal brazed joints re-
quires knowledge of wetting, chemical bonding,
and metallurgical interactions during brazing.

The final talk of the session was given by
J. Intrater, Oryx Technology Corporation. The talk
focused on specimen surface preparation and
selection of methods for analyzing the brazed joint.
In considering sample surface preparation, special
emphasis was placed on the challenges of section-
ing and polishing of diamond and the problems
that arise from the vast differences in hardness
between metals and diamond. Important to charac-
terization of metallization on diamond is the deter-
mination of the elemental distribution throughout
the interfacial region and an assessment of the
carbon phases present (i.e., the amount of sp?
and sp® carbon present). The talk discussed use of
a scanning electron microscope (SEM) equipped
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with an x-ray microprobe and a wavelength disper-
sive spectrometer and Raman spectroscopy for
evaluating the joint,

3. New Developments

In order to foster international cooperation in
the development of standards for CVD diamond,
we invited Yoichiro Sato of the National Institute
for Research in Inorganic Materials (also known as
NIRIM) to discuss the need for standardized meth-
ods of characterization and property measurement
in Japan. In the area of CVD diamond, no stan-
dards development is occurring in Japan at present,
Dr, Sato expressed the view that the large property
variations that occur in CVD diamond make stan-
dards development difficult at this time. He has
agreed to inquire whether other laboratories in
Japan might want to participate in the round robin
measurements of thermal conductivity.

K. V. Ravi of Lockheed Missiles & Space Com-
pany discussed the optical transmission properties
of diamond produced by a novel combustion flame
method. Some in the audience questioned whether
the transmissivity was as good as was claimed, based
on certain features seen in the absorption spectrum.
This issue was not resolved,

E. Etz of NIST compared conventional Raman
spectra of CVD diamond (obtained with visible
light excitation) with Fourier Transform Raman
(FT-Raman) spectra obtained with an excitation
wavelength of 1.06 um. While no significant differ-
ence was found between the two types of spectra
obtained from a type Ila single crystal diamond,
radical spectral differences were observed between
the two types of spectra from CVD diamond. CVD
diamond specimens exhibiting extremely clean
Raman spectra in the visible show a large number
of spectral features in the infrared region. Thus,
FT-Raman spectroscopy appears to be a much
more sensitive probe of diamond quality than visi-
ble Raman spectroscopy. Of note was a pronounced
spectral feature in the FT-Raman spectrum of CVD
diamond that was not observed in the visible
Raman spectrum.

4. Standardizing Thermal Conductivity
Measurements

Four presentations were made during this ses-
sion.

J. Graebner of AT&T reported the results of
thermal conductivity measurements on an isotopi-
cally enriched CVD diamond plate [amount-
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of-substance (or atom number) fraction of "C,
0.055%]. At room temperature, the in-plane ther-
mal conductivity was 22 W/(cm-K) and the per-
pendicular-to-plane  thermal conductivity was
26 W/(cm-K). Not only are these values higher
than any previously reported for CVD diamond,
but the perpendicular value is higher than that for
the best natural single crystal diamond with the
normal abundance of *C. An analysis of the tem-
perature dependence of the thermal conductivity
was consistent with a reduction in point-defect
scattering of phonons in the isotopically enriched
CVD diamond. This would account for the higher
thermal conductivity.

0. Kiding of Daimler-Benz described thermal
conductivity measurements using photothermal
displacement spectroscopy at transient thermal
gratings (PDS-TTG). In this method, a polished
diamond surface is heated by two pulsed laser
beams that interfere to form a fransient periodic
heating pattern (grating) on the specimen surface.
The relaxation time for the heating pattern to dissi-
pate is governed by the period of the grating and
the lateral thermal diffusivity. The relaxation time
is determined by measuring the change in the
deflection angle of a cw laser beam that is reflected
from an undulation in the sample surface caused
by the heating. The depth dependence of the ther-
mal diffusivity near the surface can be determined
by varying the grating period.

A. Feldman of NIST presented the results of
round robin measurements of thermal conductivity.
Measurements where performed by six laboratories
on ten specimens provided by four manufacturers,
Three geometries were provided: squares, disks,
and long/narrow strips. Most laboratories could not
test every specimen because each measurement
procedure usually required a specific specimen
geometry. Typically, the highest value and the low-
est value for a given specimen differed by a factor
of two. However, such a comparison is not neces-
sarily meaningful because the thermal conductivi-
ties of the specimens were inhomogeneous and
anisotropic. Each of the techniques sampled the
specimen properties in different ways so that dif-
ferent results were to be expected. However, even
measurements that should have yielded similar
results showed variations up to 80%.

G. Lu of Norton Diamond Film presented the
results of a survey that had been sent to users of
CVD diamond for thermal management inquiring
about their need for a standardized measurement
method. When asked if only one type of measure-
ment could be performed, what would they prefer
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it to be, a clear majority preferred in-plane thermal
conductivity rather than a perpendicular-to-plane
measurement or an approximate average of the
two. A clear majority also chose +10% as the min-
imum uncertainty needed. There was a strong
preference for a less accurate, quality control tool
that would be used on every lot rather than a more
accurate measurement that sampled every fifth or
tenth lot. However, there was no consensus on
other questions such as: was it preferable to deter-
mine both the in-plane and perpendicular-to-plane
thermal conductivity on an occasional basis; or,
should the thermal conductivity of every lot be
measured in one direction.

5. Characterizing Stress, Strain,

and Fracture

Recent advances in the art of producing CVD
diamond now make it possible to obtain free-stand-
ing millimeter-thick deposits that have elastic, opti-
cal, and thermal properties comparable to those of
type-I1la natural diamond crystals. These deposits,
however, exhibit fracture strengths that are sub-
stantially lower than anticipated judging from the
reported strength values of single crystals (natural
and synthetic) or polycrystalline high-temperature/
high-pressure produced diamond compacts. Since
many of the potential applications of CVD
diamond, for example infrared transmitting win-
dows or domes, critically depend on the ability to
withstand stresses generated in a thermal shock
environment, it has become essential to properly
assess the fracture behavior of this material.
Furthermore, the production of thick CVD
diamond plates is often hindered by cracking of the
deposit, which suggests that the CVD process gives
rise to internal stresses that may initiate crack
propagation. The purpose of this session was to
explore how a proper description of the develop-
ment of strains and stresses in CVD diamond may
help us understand its strength and fracture
characteristics. In this regard, it has been estab-
lished that the deposition process itself generates
highly localized stress concentrations at the grain
boundaries, thus weakening the structure. These
stress concentrations appear to result from the in-
trinsic elastic anisotropy, from the formation of
high-order twins boundaries, and (perhaps) from
the defects associated with the presence of residual
hydrogen impurities. Still, the issue of how to con-
trol process-induced stresses, in effect, establishing
the relationship between growth conditions and
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state of stress, has not yet been resolved. Ten pre-
sentations at this session addressed these ques-
tions.

Evidence of internal strains in CVD diamond
films was first reported by Japanese workers
[1] based on Raman spectroscopy work. Y. Sato of
the National Institute for Research in Inorganic
Materials indicated that measurements performed
on films 10 pm to 30 um thick deposited on silicon
showed peak-position displacements up to 3 cm™!
in addition to substantial line broadening, which
points to inhomogeneous strain distributions.
Microscopic birefringence patterns seen on pol-
ished surfaces also demonstrate that, besides grad-
ual stress variations between top and bottom
layers, there were steep stress gradients, perhaps
up to 5 GPa/pm, within regions comparable to the
grain size. At Norton, K. Gray obtained Raman
spectra at various locations on an optical quality
0.5 mm thick CVD diamond bar uniaxially stressed
in a three-point bending fixture and observed that
the Raman peak shifts in accord with the hydro-
static pressure coefficient, 2.9 cm™'/GPa, previ-
ously recorded for single crystals. Because of the
large beam spot-size (30 pm), the Norton spectra
do not provide the resolution required to detect
highly localized stresses as was done at the Naval
Research Laboratory (NRL). J. Butler reported
that the micro-Raman instrument used at NRL,
which operates at a wavelength of 514.5 nm, pro-
vides spatial resolutions as low as 1 um in addition
to exceptional spectral resolution. Thus, the stress
can be assessed not only in terms of the shifting
and the broadening of the diamond Raman line
but also from the splitting of the line that occurs
due to the lifting of the longitudinal-optic/trans-
verse-optic phonon degeneracy. In accord with the
NIRIM observations, this important work leads to
the conclusion that residual stresses in CVD
diamond films are highly localized and exhibit a
spatial distribution that correlates well with surface
morphological features; peak stresses exceeding
3 GPa have been recorded.

At this point, it becomes desirable to examine
what causes the stress concentrations, and three
papers addressed that issue.

S. Kurtz and collaborators at the Pennsylvania
State University are making use of the Poisson-
Voronoi tessellation model, in conjunction with
finite-element methods, to calculate both the effec-
tive elastic modulus of random aggregates of
diamond grains and the microstresses that develop
at the periphery of individual grains in textured
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diamond deposits. Their result for Young’s mod-
ulus was shown to be in remarkable agreement
with the value obtained elsewhere [2] upon using
the Hershey-Kréner-Eshelby averaging procedure.
More importantly, these numerical simulations
show that, near grain triple points in textured thin
films, there are very large stress concentrations, or
stress singularities, which derive from the elastic
anisotropy of the diamond laftice and depend on
the degree of preferred orientation.

On a more visual level, D. Shechtman of the
Technion (at present, guest scientist at NIST and
NRL) considered the impact of low-order twin
boundaries that evolve during the deposition of
CVD diamond and that play a role in providing
suitable nucleation sites. The intersection of these
low-order twin boundaries leads to the formafion
of higher-order twin boundaries that may con-
tribute to creating locally stressed regions. The
columnar structure of CVD diamond, specifically,
the presence of grain boundaries as well as twin
boundaries, thus can provide a direct fracture path
and, therefore, contribute to lowering the fracture
resistance.

Very comprehensive investigations of the rela-
tionships between growth conditions, microstruc-
ture, and residual stresses in microwave-plasma
CVD diamond deposits were reported on by A,
Harker of Rockwell International. The characteri-
zation tools he uses to examine microstresses in-
clude angle-resolved x-ray diffraction, channeling
electron microscopy, and stimulated fluorescence.
One of the conclusions of his work is that even if
there are wide fluctuations in local stress levels, the
average residual bulk stress appears to be rather
insignificant with the growth surface generally
under tension and the nucleation surface under
minor compression.

The latter work corroborates some of the results
of R. Hallock and C. Klein of Raytheon, who per-
formed wafer-curvature experiments on diamond/
silicon laminates for the purpose of characterizing
the average intrinsic strain of CVD diamond as a
function of the diamond thickness and deposition
temperature. In this connection, they emphasized
that if the proper thin-film conditions are not satis-
fied, commonly used formulas for obtaining the
coating stress from the wafer curvature involve
semi-empirical approximations of questionable
validity. The model they are using to interpret their
data is based upon a general theory of elastic
interactions in multi-layer laminates [3] that
assumes isotropic relationships in the layer planes,
in other words, texture-free polycrystalline deposits
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on (111) or (100) Si substrates. Errors originate
primarily from some unavoidable uncertainty in
assessing the growth temperature and, hence, in
determining the thermal mismatch strain; in addi-
tion, Si creep may cause problems at growth
temperatures in excess of ~950°C. For these
reasons, wafer-curvature experiments were also
carried out with diamond on diamond systems,
which not only eliminates the thermal mismatch
but yields direct evidence on intrinsic strains since
the wafer curvature is related to the coating strain
through a very simple equation. In both types of
experiments (diamond on silicon as well as dia-
mond on diamond), the average process-induced
strain was found to be relatively small but strongly
dependent upon the deposition temperature, the
sense of the strain changing from compressive at
lower temperatures to tensile at temperatures
above 1030 °C.

C. Klein of C.A.K Analytics commented that in
evaluating the fracture-strength of CVD diamond
it is essential to keep in mind that the crack propa-
gation mechanism appears to be controlled by
surface flaws. Consequently, the stress at failure
cannot be considered indicative of an intrinsic
fracture strength because it obeys a probability law.
In effect, the failure probability at a given applied
stress obeys the Weibull distribution. An analysis
of fracture-strength measurements performed on
CVD diamond films [4] made by hot filament
CVD, 10 pm to 100 pm thick, yielded a character-
istic strength of ~485 MPa at the growth surface
and 1030 MPa at the nucleation surface.

J. Mecholsky of the University of Florida con-
firmed that polycrystalline diamond indeed fails
from the surface and outlined current approaches
to describing the fracture behavior, which include
fracture mechanics considerations, the fractal
geometry description of a fractured surface, and
molecular dynamics modeling. Fracture mechanics
experiments were used to determine the critical
fracture energy and the fracture toughness. Using
the characteristic strength values reported above,
one can estimate the flaw sizes to range from
30 pm at the nucleation surface to 150 wm at the
growth surface; these dimensions are roughly equal
to the estimated grain sizes at these surfaces. Also
of interest is Mecholsky’s observation, using the
sin’(y) x-ray diffraction technique, that the stress
pattern in diamond coatings deposited on silicon
shows evidence of growth stresses, i.e., stresses that
cannot be accounted for by thermal expansion mis-
match alone. This conclusion is in accordance with
the wafer-curvature work done at Raytheon.
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Finally, M. Drory of Crystallume obtained a frac-
ture toughness value of 5.3 MPa-m'? for CVD
plates thicker than 200 pnm that had been subjected
to a uniaxial tensile stress. This value, which is
typical of high-strength ceramic materials, agrees
with Drory’s earlier value derived from indentation
testing but appears to be lower than values ob-
tained by other workers and may reflect specimen-
to-specimen variations in microstructural features.
How such variations would affect the fracture
toughness is not really understood.
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