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Precision Comparison of the Lattice Parameters of Silicon Monocrystals

E. G. Kessler, A. Henins, R. D. Deslattes, L. Nielsen, and M. Arif
National Institute of Standards and Technology, Gaithersburg, MD 20899-0001

The lattice spacing comparator established at the National Institute of Standards and Technology to measure the lattice spacing differences between nearly perfect crystals is described in detail. Lattice spacing differences are inferred from the measured differences in Bragg angles for different crystals. The comparator is a two-crystal spectrometer used in the nearly nondispersive geometry. It has two x-ray sources, two detectors, and a device which permits remote interchange of the second crystal sample. A sensitive heterodyne interferometer which is calibrated with an optical polygon is used to measure the Bragg angles. The crystals are manufactured with nearly equal thicknesses so that the recorded profiles exhibit pendelloung oscillations which permit more precise division of the x-ray profiles. The difference in lattice spacing between silicon samples used at Physikalisch-Technische Bundesanstalt (PTB) and NIST has been measured with a relative uncertainty of 1×10⁻⁸. This measurement is consistent with absolute lattice spacing measurements made at PTB and NIST. Components of uncertainty associated with systematic effects due to misalignments are derived and estimated.
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1. Introduction

Absolute measurements of the crystal lattice spacing of silicon have been reported by two laboratories [1,2,3,4] and are in progress in at least two other laboratories [5,6]. These experiments present a very difficult metrological challenge and require extreme care in order to achieve a relative uncertainty of several parts in 10⁶. The output of these experiments is the lattice spacing of a particular silicon specimen in terms of an optical wavelength standard.
Crystals having well defined lattice spacings and whose lattice spacings are known with an uncertainty in the 0.1 to 0.01 ppm range (1 ppm = 10^{-8}) are needed in the field of metrology (i.e., x-ray and gamma-ray wavelength measurements). However, the effort required to directly compare a large family of crystal samples to an optical wavelength standard is prohibitive. Thus, several techniques and devices to more rapidly measure lattice spacing differences with a relative uncertainty below 0.1 ppm have been devised. This paper describes in detail the precision lattice spacing comparator ($\Delta d$ comparator) established at the National Institute of Standards and Technology and reports the results of a careful comparison of Si samples which were measured absolutely by the x-ray interferometer technique at the Physikalisch-Technische Bundesanstalt (PTB) and NIST. The measured lattice spacing difference has a relative uncertainty of $1.4 \times 10^{-8}$ and is, at present, consistent with the absolute measurements reported by the two laboratories.

2. Principle of the Measurement

The principle of the NIST lattice-comparison measurement is illustrated by the geometrical layout of the spectrometer (Fig. 1). This geometry, which is similar to one suggested by Hart [7], is a conventional double-crystal Laue-case spectrometer. Ando et al. [8], Becker et al. [9], and Häusermann et al. [10] have also used similar geometries

---

Fig. 1. Schematic diagram of the NIST lattice spacing comparator. $S_1$, $S_2$—x-ray sources; $L_1$, $L_2$—shutters; $A_1$, $A_2$—apertures; $C_1$, $C_2$—crystals; $D_1$, $D_2$—detectors; $l$, $l'$, $l''$—x-axis projections of the x-ray paths from $A_1$ to $C_1$, $C_1$ to $C_2$, $C_2$ to $A_2$, respectively. a) Top view ($x$, $y$ plane), b) side view ($z$, $z$ plane)
to precisely compare lattice spacings. As will emerge in the discussion which follows, the NIST instrument has certain new features which enhance its generality and sensitivity. The spectrometer has two sources, S₁ and S₂, two crystals, C₁ and C₂, and two detectors, D₁ and D₂, and is used to record only nearly nondispersive profiles. The x-ray beams are defined by precision source, A₁, and detector, A₂, apertures and there are computer controlled shutters, L₁ and L₂, near the sources and the detectors, respectively.

By using the spectrometer in the nearly nondispersive mode, the large intrinsic linewidths associated with characteristic x-ray emission do not contribute appreciably to the width of the recorded profiles. The source shutters permit isolation of the two x-ray paths so that doubly diffracted profiles from one source can be recorded without interference from singly diffracted profiles from the other source. There are three apertures in front of each detector (Fig. 1b), one above, one on, and one below the plane of dispersion. An indexed shutter selects one of these apertures depending on whether lattice spacing difference scans or crystal alignment scans are being recorded. For lattice spacing difference scans, apertures on the plane of dispersion are used for both sources and the detectors. As crystal 1 is rotated through the reflection, the source shutters alternately pass and block the two x-ray paths, path (---) and path (-----), so that the two x-ray profiles are essentially recorded simultaneously. Thus errors due to drifts of the crystals or the angle interferometer are eliminated. For crystal alignment scans, only one source is used and the detector shutter alternately permits radiation to pass through the apertures above and below the plane of dispersion as crystal 1 is scanned. The angular shift of these two out-of-plane profiles is related to the tilt misalignment of the planes of the first crystal with respect to the planes of the second crystal. By careful alignment, the contribution to the uncertainty due to crystal tilt misalignment can be made small (see Appendix A).

General features of the comparator operation may be understood as follows: If the crystal planes near the ends of the first crystal are parallel and the lattice spacings of the first (d₁) and the second (d₂) crystals are equal (d₁ = d₂), then the profiles in the path (---) and the path (-----) will peak at the same angular setting of the first crystal. However, if d₁ ≠ d₂, then there will be an angular offset, β₃₂, between the two profiles which is a measure of the lattice spacing difference, Δd = d₂ - d₁, between the two crystals. If θ₁ and θ₂ are the Bragg angles of crystals 1 and 2, respectively, then β₃₂ = 2(θ₂ - θ₁) = 2Δθ. If Δd/d is small (< 10⁻⁵) and the required uncertainty in Δd/d is ~ 10⁻⁸, then it is appropriate to use the differential form of the Bragg equation to express Δd/d.

\[ \Delta d/d = - (\Delta \theta) \cot \theta = - (\beta / 2) \cot \theta \]  

(1)

In our comparison scheme, the first long crystal serves as a temporary (a few hours) reference. Profiles are recorded using one of the small second crystals. Then another small second crystal is brought into the position where the x-ray beams diffracted by the first crystal intersect. The first crystal is again scanned and profiles are recorded.

By subtracting the angular offsets, β, measured with the different second crystal samples, the properties of the first crystal such as the absolute lattice spacing, the effects of variation in lattice spacing, and parallelism of crystal planes at the two ends of the crystal are eliminated. One needs only assume that the properties of the first crystal are constant during the time of measurement of the two different second crystal samples. The equation for the difference in crystal lattice spacings for the pair of small crystals becomes

\[ \Delta d/d_s = - (\Delta \theta) \cot \theta_s = - (\beta / 2) \cot \theta_s \]  

(2)

where \( \theta_s \) = the Bragg angle for the standard sample, \( \theta_u \) = the Bragg angle for the unknown sample, \( d_s \) = lattice spacing of standard sample, \( d_u \) = lattice spacing of unknown sample, \( \Delta d = d_u - d_s \), \( \beta_u = 2(\theta_u - \theta_u) \) = angular offset for the standard sample, \( \beta_u = 2(\theta_u - \theta_u) \) = angular offset for the unknown sample, and \( \beta = \beta_u - \beta_u = 2(\theta_u - \theta_u) = 2\Delta \theta \).

In Appendix A the equations for calculating Δd in ideal and misaligned geometries are derived. For small lattice parameter differences and well aligned x-ray beams and crystals, the more involved equations derived in the appendix reduce to Eq. (2). The forms of the corrections associated with misalignments are explicitly given and their magnitudes are estimated for our particular spectrometer. This appendix is likely to be most interesting to the precision x-ray specialist. Throughout this paper and particularly in the appendix the path (---) is referred to as the path (—) and the path (-----) is referred to as the path (+).

Since x rays from the two paths interrogate the same area of the second crystal, small variations in lattice spacing along a crystal can be measured with this scheme. The second crystal samples reside on a precision slide which allows easy interchange of
crystal samples. A typical data sequence involves many changes of crystal samples and permits compensation for drifts of the crystals and the angle measuring spectrometer.

3. Experimental Apparatus

The lattice comparison spectrometer rests on a 1 m × 2 m cast iron plate which is isolated from building vibrations by three passive air bags. The x-ray tubes, detectors, and shutters are rigidly attached to this plate. A smaller plate (61 cm × 122 cm) on which the laser, receiver, and precision spectrometer are mounted rests on vibration damping rubber feet on top of the large cast iron plate. The precision spectrometer is constructed on a 35 cm × 74 cm × 2.5 cm thick cast iron U channel. The angle interferometer, rotary table, and translation table reside on top of the inverted U channel and the drive arm coupled to the rotary table is conveniently located underneath the channel. The important dimensions which define the scale of the spectrometer are: 1) x-ray focal spot to source slit = 6 cm; 2) source slit to x-ray tube pivot = 25.4 cm; 3) x-ray tube pivot to first crystal = 8.25 cm; 4) first crystal to second crystal = 8.25 cm; and 5) second crystal to detector slit = 28.5 cm.

The radiation sources are identical silver or molybdenum x-ray tubes operated at V = 40 keV and I = 15 mA and having a 1 mm × 1 mm focal spot (in projection). The tubes are cooled by temperature regulated water so that the spectrometer temperature remains constant and uniform. The X-ray sources pivot about the point of intersection of the X-ray beams which lies between the sources and the first crystal. Bragg angles from 10° to 22° are accessible. The vertically defining slits in front of the sources have a 1 mm opening. The center of these slits and the middle slits near the detectors are carefully placed on the plane of dispersion (plane perpendicular to the axis of rotation) to within 0.1 mm. The x-ray tubes are positioned so that the focal spots fill the source and detector slits uniformly. The lead shutters near the source slits are computer controlled to block or pass the x-ray beams.

The axis of rotation is a precision commercial rotary table [11] having a radial concentricity and axial movement less than one micrometer. The table is driven by a stepping motor coupled to a threadless screw and a 48 cm long tangent arm with fine adjustment of the rotation obtained by piezoelectric transducers. The long first crystal is mounted in the center of the rotating table so that its diffracting planes are parallel to the axis of rotation to within a few seconds (of plane angle).

Angles are measured by a polarization encoded Michelson interferometer having an angular sensitivity of a few × 10⁻⁴ seconds. The interferometer is shown schematically in Fig. 2 where the inset shows the over and under arrangement of the beams. The interferometer is illuminated by a commercial 633 nm HeNe laser [12] which emits two orthogonal linearly polarized frequencies separated by 1.8 MHz. The polarization sensitive beam splitter, b, divides the incoming light beam so that one polarization and frequency traverses one arm of the interferometer and the other polarization and frequency traverses the other arm. The beam splitter, steering elements (e, g, h), and compensating element (f) are chosen and positioned so that the two interferometer arms have equal air and equal glass paths at zero angle. Elements c and d are 90° polarization rotators which rotate the plane of polarization of the outgoing and return beams respectively in order that both corner cubes are transversely with the same polarization orientation and that the output beams are directed away from the laser. The roof prisms, i and j, return the light to the corner cubes, k and l, doubling the angular sensitivity of the interferometer and keeping the output beams fixed in space. The corner cubes are mounted on an arm which is rigidly attached to the rotating crystal table and retroreflect the light in each arm of the interferometer.

![Fig. 2. Schematic diagram of the angle interferometer. a, c, g, h—beam steering elements; b—polarization sensitive beam splitter; c, d—90° polarization rotators; f—glass path compensating plate; i, j—roof prisms; k, l—corner cubes. The inset shows the passage of the beam through the corner cube—roof prism part of the interferometer.](image-url)
The interferometer output beam which includes the two orthogonally polarized frequencies is analyzed by a 45° polarizer included in a commercial detector which provides a measurement difference frequency signal. The laser and its electronics also provides a reference difference frequency signal for the light emitted by the laser. For a stationary interferometer the two difference frequency signals are identical except for a phase difference $\phi$, which is proportional to the difference in the optical path lengths of the two interferometer arms. Rotation of the interferometer arm causes a phase shift of the measurement difference frequency signal relative to the reference difference frequency signal. Conversely, phase comparison of the measurement difference frequency signal with the reference difference frequency signal permits measurement of the angular rotation.

The 1.8 MHz difference frequency signals must be converted into signals which permit up-down counting for clockwise and counter clockwise rotation of the axis, measurement of fringe fractions, and servo control of the axis position. Although electronics to perform these functions is commercially available, no existing system could be conveniently coupled to our spectrometer. An electronics module to perform the above functions has been developed and is briefly described in Appendix B.

The diffraction profiles are recorded as x-ray intensity vs interferometer fringes and, thus, the angular offsets, $\beta$ are also measured in interferometer fringes. However, the angular offsets, $\beta$, needed in Eq. (2) must be in absolute angles. In order to convert interferometer fringes into absolute angles, the angle interferometer is calibrated using an optical polygon and a photoelectric autocollimator [4]. A 24-sided optical polygon (external angles ~15°) is mounted on top of an indexing table on the rotation axis in place of the first crystal. The photoelectric autocollimator senses the directions normal to the faces of the optical polygon. The 24 external angles are measured in terms of interferometer fringes and the sum of the angles is constrained to be 360°. The equation relating angles and fringes is $F = K \sin(\theta)$ where $F$ is the fringe number, $\theta$ is the corresponding angle of rotation, and $K$ is the calibration constant. The measured value of $K$ is 5138551.7 at 22.5 °C. Near $\theta = 0°$, the value for the angular rotation/fringe is 0.0401 arcsec/fringe. The calibration constant is directly related to the separation of the corner cubes. Because the arm which defines the separation of the corner cubes is made out of stainless steel, the calibration constant has a large temperature coefficient (~16.7 ppm°C). As long as the angular offsets are small and the temperature is well controlled, this large temperature coefficient can be tolerated. However, in the near future the spectrometer will be equipped with an invar corner cube arm.

The zero angle of the interferometer is determined by measuring one of the external angles of the polygon in a symmetric and asymmetric fashion. In the symmetric measurement, the polygon is positioned on the axis so that the faces forming the 15° angle are measured at +7.5° and −7.5°. This symmetric measurement of the external angle is quite insensitive to the zero angle of the interferometer. In the asymmetric measurement, the polygon is positioned so that the faces of the same angle are measured at ±14.5° and ±0.5°. This asymmetric measurement of the external angle is very sensitive to the zero angle of the interferometer. The zero angle is determined by requiring equality of the two measurements of the same angle. The uncertainty of the zero angle determination is approximately 2 arcsec which makes a completely negligible contribution to the measurement of the small angular offsets near zero angle.

The second crystals reside on a precision translator equipped with a stepping motor and a linear encoder [13]. The slide has 15 cm of travel and a positioning accuracy of 0.01 mm. Although the slide has pitch and yaw of a few seconds in a few cm of travel, it is reproducible at the 0.01 second level and shows no short term drift. Each second crystal is mounted on a flexure hinge so its planes can be oriented to be roughly parallel to the planes of the first crystal. Fine adjustment is achieved by applying voltage to a piezoelectric "tipper."

The diffracted x-rays are detected by two identical NaI(Tl) detectors which pivot about the second crystal position. In front of each detector are three slits each 1.6 mm × 1.6 mm. The slits are arranged in the direction normal to the plane of dispersion with center of the middle opening on the plane of dispersion and the top and bottom openings 3.2 mm above and below the plane of dispersion. Each slit has a computer controlled shutter which permits radiation to pass through any one of the three openings.

4. Crystal Preparation

In order to make measurements with an uncertainty of 0.01 ppm, considerable care must be exercised in cutting, polishing, mounting, and aligning the crystal samples. The full width at half
maximum (FWHM) of nondispersive x-ray profiles obtained with Ag Kα radiation and the Si 440 reflection is about 0.6 seconds. Since the angular separation which corresponds to a lattice spacing difference of $1 \times 10^{-8}$ is $\sim 0.001$ seconds, it appears that peak positions must be determined to 1/500 of the FWHM. This is a formidable task requiring very reproducible profiles. However, by carefully matching the thickness of the first and second crystals to within a few micrometers, nondispersive Laue-case rocking curves exhibit oscillatory fine structure which has a modulation period which is typically less than 1/10 of the FWHM of the profile. This fine structure is predicted by the dynamical theory of x-ray diffraction and has been used in high precision determinations of the structure factor of Si [14, 15] and Ge [16] and in x-ray refractive index measurements [17]. We use this fine structure on the x-ray profiles as a sharp convenient reference to measure the angular separation of the profiles.

The integrated reflectivity for the double crystal profiles oscillates as a function of crystal thickness. In Fig. 3, the integrated reflectivity vs crystal thickness is shown for the Si 440 diffraction of Ag Kα radiation. We have chosen a crystal thickness of 0.455 mm as a compromise of intensity and practical problems with thin crystals. Theoretical and experimental profiles for this thickness are shown in Fig. 4.

The theoretical profile [18, 19] is obtained by adding the convolution of two intrinsic reflections for the two polarization states ($\sigma$ and $\pi$)

$$I(\Delta) = I_0 \sum_{\sigma, \pi} \int I^{\sigma, \sigma}(\theta) I^{\pi, \sigma}(\theta + \Delta) \ d\theta$$

where $\Delta$ is the angle between the diffracting planes of crystal 1 and crystal 2.

$$I^{\sigma, \sigma}(\theta) = \frac{\exp(-\mu t \cos \theta) \sin[A(y^2 + v^2)^{1/2}]}{(y^2 + v^2)^{1/2}}$$

$$A = \frac{\pi}{l_0}$$

$$x_\theta = x_{st} + i x_{hi}$$

$$y = \Delta \sin 2\theta_0 / (\lambda |x_{hi}|)$$

$$v^2 = x_{st} x_{hi} / |x_{hi}|$$

$$t_0 = \lambda \cos \theta_0 / (\lambda |x_{hi}|)$$

$$C = \left\{ \begin{array}{ll} 1 & \sigma \text{ polarization} \\ \cos 2\theta_0 & \pi \text{ polarization} \end{array} \right.$$
where $\epsilon = (|x_{h0}|/ |x_{o0}|) |C|$

$x_{h0}, x_{o0}$ = imaginary parts of the Fourier coefficients $x_h, x_o$

$V$ = volume of the unit cell

$r_e$ = classical electron radius

$F$ = temperature modified structure factor

When generating a theoretical profile, numerical values must be assigned to the following quantities $\mu, \tau, F, \lambda, r_e, V,$ and $\epsilon$. Conversely, when fitting an experimental profile with the theoretical description, a quantity such as $\tau$ or $F$ can be varied until the difference between the experimental and theoretical profiles is a minimum.

In order to obtain strain free samples, the crystals are made with a 1.5 cm $\times$ 1.5 cm base on top of which is the thin 1.5 cm high wafer which is used for diffraction. Drawings of the long first crystal and the second crystal are shown in Figs. 5 and 6. Typical lengths of the long and short crystals are 6.3 cm and 1.2 cm, respectively. The long crystal is balanced on a 1.5 mm wide silicon rod which is centered on an optically polished silicon cylinder. This assembly is waxed together with a low temperature optician's wax. The polished silicon cylinder is attached to a ground cast iron base with epoxy resin. The cast iron base and the rotating table are joined by screw fasteners. After assembly the angular offset between the normal to the polished silicon cylinder and the crystal planes is measured using an x-ray spectrometer and an autocollimator. The long crystal is mounted on a flexure hinge on the rotating table and is tipped an amount equal to the measured offset. In this way the crystal planes are made parallel to the axis of rotation with an estimated uncertainty of 2 seconds.

The short crystal assembly consists of a ground cast iron base, a piezoelectric tipper, a silicon anvil (with a small hole for a thermistor), and the crystal. The base, PZT elements, and silicon anvil are attached by conductive epoxy and the crystal is balanced on the raised portion of the silicon anvil (1.5 mm wide) and attached by low temperature optician's wax. This assembly is mounted on a flexure hinge on the translation table. Using x rays diffracted by the first crystal above and below the plane of dispersion, the planes of the second crystal are made parallel to those of the first crystal by the coarse mechanical adjustment and the fine PZT tipper.

The crystals are cut with a diamond saw and then polished to the desired thickness using a chemically assisted mechanical polishing solution [20]. Typical polishing rates are 10 $\mu$m per h and 50 $\mu$m to 70 $\mu$m are removed from each side to insure that no saw damage remains. Crystal thickness was measured using a coordinate measuring machine [21]. The reproducibility of the thickness measuring procedure was 1 $\mu$m $\pm$ 2 $\mu$m. Polishing the long first crystal so that the two areas used for diffraction had equal thickness was the most difficult task. Because the edges of the crystals tend to be too thin, the areas used for diffraction were at least 2 mm from any crystal edge. After polishing all surfaces of the crystal except for the polished surfaces were etched in HF/HNO$_3$ to relieve strain.

**Fig. 5.** Detailed drawings of the first crystal. a—cast iron, b—Si disk, and c—Si rod, and d—Si diffraction crystal.

**Fig. 6.** Detailed drawing of the second crystal. a—cast iron, b—PZT, c—Si support, d—Si diffraction crystal.
5. Temperature Measurement and Control

Because the lattice parameter measurements are relative measurements, we required only accurate relative temperature values and not accurate absolute values. Since the expansion coefficient for silicon is 2.56 $\times$ 10^{-6}/K, relative temperature measurements accurate to 4 mK suffice for 1 $\times$ 10^{-8} lattice parameter measurements. Six ultra-stable calibrated thermistor probes are used to measure the temperature of the crystals: two thermistors on the base of the long first crystal (one on each side) and one thermistor on the silicon anvil to which each of the four silicon crystals is attached. Vacuum grease is used to insure good thermal contact between the silicon and the thermistors. The six thermistors and an ultra-stable calibrated standard resistor (2.5 kΩ) [22] are connected in series and powered with a constant current source (=1 x 10^{-3} A). A precision digital voltmeter is used to read the voltage drop across each thermistor and the standard resistor. The temperatures are read every 4 s, so the temperature for a measurement time of 20 s is an average of five measurements.

Before and after a critical measurement, the six thermistors are placed in a constant temperature bath in order to measure offsets between the thermistors. The offsets are typically a few mK and are stable to less than 1 mK over times long compared to the few weeks needed for a lattice parameter measurement.

The temperature of the laboratory is constant to within ±0.1 K over several days. For the measurements reported here the spectrometer was isolated from direct air currents within the laboratory by a cloth curtain. The curtain has subsequently been replaced by an insulated chamber. The crystals are covered with an aluminum thermal shield and two 20 mm thick styrofoam thermal shields. The x-ray tubes, motors, and detectors are outside the shields. The temperature difference between the first and second crystals is typically 0.1 K and can be varied by changing the temperature of the water used to cool the x-ray tubes. The temperature differences between the second crystals is only a few mK. Variation of the temperature differences (the critical quantity for relative measurements) over a 24 h period is typically less than 20 mK.

6. Data Analysis

The angular offsets, $\beta_5$ and $\beta_6$, which are needed to calculate $\Delta d/d$ from Eq. (2) are the angular separation of profiles recorded along the path (-) and path (+). The profiles are measured by stepping the axis through N discrete angles (typically N = 110) which are recorded as angle interferometer fringe numbers. For each angle the number of x-ray photons in each detector is counted for a fixed time (typically 10 s to 20 s). The time per scan is 40 min to 80 min. The fringe numbers for each profile are corrected in a point by point manner for the temperature difference between the first and second crystals. From the Bragg equation the dependence of the diffraction angle, $\theta$, on temperature, $T$, is easily seen to be

$$d\theta/dT = -\alpha_0\tan\theta,$$

where $\alpha_0$ = linear coefficient of thermal expansion of the crystal. For silicon $\alpha_0$ = 2.56 $\times$ 10^{-6}/K. Let $\theta_-$ and $\theta_+$ be the angular settings of the first crystal for the path (-) and path (+), respectively, the rotation angle reference be the y axis, and clockwise and counterclockwise rotations be positive and negative respectively. When the Bragg condition is simultaneously satisfied at crystals 1 and 2 and both crystals are at a reference temperature, $T_0$, (see Fig. 1a and Fig. 8),

$$\theta_-(T_0) = \theta_{02}(T_0) - \theta_{01}(T_0)$$

and

$$\theta_+(T_0) = -\theta_{02}(T_0) + \theta_{01}(T_0).$$

When crystal 1 is at temperature, $T_1$, and crystal 2 is at temperature, $T_2$, then these two equations become

$$\theta_-(T_0) = [\theta_{02}(T_2) - \theta_{01}(T_1)] - \frac{d\theta}{dT}(T_1 - T_2) =$$

$$\theta_-(T_1, T_2) - \theta_{02}(T_2) + \theta_{01}(T_1) + \frac{d\theta}{dT}(T_2 - T_1),$$

and

$$\theta_+(T_0) = -\theta_{02}(T_2) + \theta_{01}(T_1) + \frac{d\theta}{dT}(T_2 - T_1),$$

$$\theta_+(T_1, T_2) + \frac{d\theta}{dT}(T_2 - T_1),$$

where we have assumed the crystals are of the same material.
The angles \( \theta \) for the path \((-\) ) are corrected by \(-d\theta/dT (T_2-T_1)\) while the angles \( \theta \) for the path \((+\) ) are corrected by \(+d\theta/dT (T_2-T_1)\). Since the profiles are recorded in fringe numbers, these angular corrections need to be converted to fringes before adding. The angle measuring interferometer is positioned within a few minutes of the zero degree angle for all the measured offsets. Using the interferometer equation discussed above, the angle to fringe conversion factor of 0.0401 scc/fringe at zero degree angle is determined and used to convert the angle corrections due to temperature differences into fringes.

The angular offsets between the profiles on the temperature corrected fringe scale have been determined by two different methods. In the first method the profiles were fit with a Lorentzian function using a nonlinear least squares procedure in which the position, intensity, width, and background are adjusted. The data with its pronounced wiggles and central spike is not well represented by the smooth Lorentzian function. However, by taking the differences, \( R_{\pm} \), between the recorded profiles, \( I_{\pm} \), and the smooth fitting functions, \( I_{\pm} \), the wiggles of the two profiles are emphasized.

\[
R_{\pm}(\theta) = (I_{\pm}(\theta) - I_{\pm}(\theta_0))
\]

The correlation function, \( C(\Delta\theta) \), for the two sets of residuals is computed.

\[
C(\Delta\theta) = \sum_{i=1}^{N} R_{+}(\theta_i) + R_{-}(\theta_i + \Delta\theta),
\]

where the sum is over the \( N \) data points of the profile.

The value of \( \Delta\theta \) for which \( C(\Delta\theta) \) is a maximum is the angular separation (offset angle \( \beta \)) of the two profiles. The uncertainty in the measurement of the angular separation of the profiles is typically \( \approx 6 \times 10^{-6} \) rad.

In the second method the dynamical diffraction function was fit to the recorded profiles. The crystal thicknesses were fixed at 0.455 mm and the structure factors were taken from Refs. [14 and 15]. The only adjustable parameters in the fitting procedure were the position, the intensity and the background. The angular separation between the profiles is obtained as the difference between the fitted position of the two profiles. The measured angular separations obtained with the two methods agree within the measurement uncertainty. Because the first method is computationally simpler and more easily adapted to a small computer, it was used to obtain all of the results presented below.

A single lattice comparison run usually consists of 16 to 20 data scans, preceded and followed by alignment scans. The profiles are scanned by repeating the following sequence: unknown crystal—cw rotation, unknown crystal—cw rotation, standard crystal—cw rotation, and standard crystal—cw rotation. After determining the angular separation for each scan, the angular separations vs time of day for each crystal are fit with a variable order polynomial (usually 3). The constant (in time) angular offset between these two curves is the angular offset between the unknown and standard crystals for one data set. The scatter in the offsets is typically \( < 6 \times 10^{-9} \) rad provided the crystals are well aligned and the same areas of the crystals are used to diffract the x-ray beam.

7. Comparison of Two Silicon Samples

Two Si samples were prepared as described in Sec. 4 from material acquired by PTB and NIST for absolute lattice parameter measurements. The NIST sample was supplied by Dow Chemical5 and was a slab adjacent to the NIST x-ray/optical interferometer. The PTB material was supplied by Wacker-Chemitronics and labeled WASO 17 by PTB. The relative difference between WASO 17 and WASO 4.2 (the PTB x-ray/optical interferometer crystal) has been measured to be \( 2.5 \pm 1 \times 10^{-8} \) [23](WASO 17—WASO 4.2). The first long crystal was prepared from material supplied by Monsanto.

These two samples were chosen because the lattice spacing of the NIST sample has been measured absolutely and the lattice spacing of WASO 17 was measured relative to the WASO 4.2 sample which was measured absolutely at the PTB. In the case of the NIST sample, further refinement of the absolute lattice parameter measurement is continuing [24, 25]. Because the absolute lattice measurements have not yet achieved 0.01 ppm uncertainty, they do not provide as definitive a test of the \( \Delta d \) measurements as is desirable. The published results of the absolute lattice spacing measurements are

---

5 Certain commercial equipment, instruments, or materials are identified in this paper to specify adequately the experimental procedure. Such identification does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the materials or equipment identified are necessarily the best available for the purpose.
\[ d_{220} \text{(WASO 4.2)} = 0.192015560 \text{ (12) nm} \]
\[ (\pm 6.2 \times 10^{-8}) \]
\[ d_{220} \text{(NIST)} = 0.19201554 \text{ (2) nm} \]
\[ (\pm 10.4 \times 10^{-8}) \]

which lead to

\[ \Delta d/d \text{(NIST-WASO 4.2)} = -1 \times 10^{-7} \pm 1.2 \times 10^{-7}. \]

In order to develop confidence in the \( \Delta d \) measurements, we have measured the long term reproducibility by recording an extensive set of data over more than one half year during which the crystals were realigned on the spectrometer several times. In addition, measurements were taken using two different wavelengths (Ag K\( \alpha \) and Mo K\( \alpha \) x-ray radiation) and with the long first crystal in the two possible orientations (the 0° and the 180° orientation).

In Fig. 7 the measured values of \( \Delta d/d \) are plotted vs time with different symbols for the different sources and different first crystal orientations. Note the long time span over which the Ag K\( \alpha \), 0° orientation measurements were taken. In Table 1 the average numerical values for the different sources and first crystal orientations are presented. From both the table and the figure, the magnitude of systematic effects related to the source and first crystal orientation is estimated to be \( \sim 7 \times 10^{-9} \). Table 2 provides a summary of uncertainty contributions resulting from systematic effects associated with 1) the wavelength and first crystal orientation, 2) crystal temperature measurements, 3) crystal misalignments, and 4) periodic nonlinearity in the Michelson angle interferometer.

The uncertainty in the measurement of the crystal temperature differences is less than 1 mK. This value was determined by periodically placing all of the thermisters in a constant temperature bath as explained in Sec. 5. A 1 mK uncertainty in the crystal temperature differences leads to an uncertainty of \( 3 \times 10^{-9} \) in \( \Delta d/d \). The uncertainty introduced by crystal misalignment is discussed in detail in Appendix A and is estimated to be less than \( 2 \times 10^{-9} \).

Heterodyne Michelson interferometers are prone to sub-periodic nonlinearity resulting from imperfect separation of the two frequencies by the primary beam splitter [26, 27]. The periodic nonlinearity can be evaluated by pressure scanning the interferometer and recording the fringe advance vs pressure increase. The maximum amplitude of the nonlinearity is estimated to be \( 4 \times 10^{-9} \) rad. This means that the angular separation of two points on a diffraction profile which are separated by 0.5 interferometer fringe (\( 4 \times 10^{-7} \) rad) might be in error by \( 8 \times 10^{-9} \) rad. However, because the profiles are typically 25 interferometer fringes wide, the influence of the interferometer periodic error on the profile peak position is significantly reduced by averaging. In addition, the phase relation of the x-ray profile to the angle interferometer fringes changes so that uncertainty due to periodic nonlinearity becomes part of the statistical uncertainty. We estimate that the uncertainty contribution to \( \Delta d/d \) due to the systematic effect associated with the periodic nonlinearity of the angle interferometers is not larger than \( 5 \times 10^{-9} \). The angle interferometer is being modified in order to reduce the periodic nonlinearity by approximately a factor of 5.

Table 1. Comparison of NIST and WASO 17 samples

<table>
<thead>
<tr>
<th>Source</th>
<th>First crystal orientation</th>
<th>( \Delta d/d \times 10^9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag K( \alpha )</td>
<td>0°</td>
<td>0.508 ± 0.379</td>
</tr>
<tr>
<td>Ag K( \alpha )</td>
<td>180°</td>
<td>1.236 ± 0.393</td>
</tr>
<tr>
<td>Mo K( \alpha )</td>
<td>0°</td>
<td>1.050 ± 0.262</td>
</tr>
<tr>
<td>Mo K( \alpha )</td>
<td>180°</td>
<td>1.251 ± 0.310</td>
</tr>
</tbody>
</table>

Table 2. Estimated uncertainties from systematic effects

<table>
<thead>
<tr>
<th>Systematic effect</th>
<th>Contribution to ( \Delta d/d \times 10^9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda ) and 1st crystal orientation</td>
<td>0.7</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.3</td>
</tr>
<tr>
<td>Crystal misalignment</td>
<td>0.2</td>
</tr>
<tr>
<td>Interferometry nonlinearity</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Fig. 7. Comparison of NIST and WASO 17 crystals: + Ag K\( \alpha \), first crystal 0°; □ Ag K\( \alpha \), first crystal 180°; ○ Mo K\( \alpha \), first crystal 0°; Δ Mo K\( \alpha \), first crystal 180°.
A final value for the NIST-WASO 17 comparison was obtained by considering each of the entries in Table 1 to be an independent measurement of equal weight. The statistical uncertainty was combined with the uncertainties from systematic effects in Table 2 to obtain a value for \( \Delta d/d \) (NIST-WASO 17) = \((1.037 \pm 1.0) \times 10^{-8}\). By combining this value with the WASO 17-WASO 4.2 difference noted above, one obtains

\[
\Delta d/d \text{ (NIST-WASO 4.2)} = (3.5 \pm 1.4) \times 10^{-8}.
\]

This value is only slightly outside the 1σ uncertainty of the absolute measurements. In addition, it should be remembered that the NIST absolute value is a preliminary result.

8. Conclusions

A lattice comparison facility has been established at NIST which is capable of measuring crystal lattice spacing difference with an uncertainty <0.01 ppm. By using crystals of equal thickness, the recorded profiles exhibit fine structure which permits more precise measurement of the small angular offsets between profiles. The spectrometer is designed to permit easy interchange of crystal samples and the comparison of four samples in one setup. Procedures are provided for precise alignment of the crystals so that alignment errors contribute <2×10⁻⁹. A comparison of samples whose lattice spacings have been absolutely measured is consistent with the absolute measurements. In the near future other crystal samples (including Ge) destined for x- and gamma-ray diffraction will be compared using the spectrometer and the technique described here.

9. Appendix A. Derivation of the Equation for Calculation of \( \Delta d \)

If the lattice planes in crystal 1 and 2 are perfectly parallel with the axis of rotation and the x-ray beams lie in a plane normal to the axis of rotation, then the difference in lattice spacing between crystal 1 and 2 can be derived from Bragg's law (see Sec. 2). In reality, however, the alignment of the crystals and/or the x-ray beams is never perfect. In this appendix, equations for the calculation of \( \Delta d \) which include misalignment terms are derived. The x-ray beams are described by wavevectors, \( k \), and the crystals are described by reciprocal vectors, \( \tau \). The derivation is based on the fact that the angular positions, \( \theta_+ \) and \( \theta_- \), of the symmetric rocking curve profiles, measured along path (++) and path (−) in the two crystals, spectrometer, are equal to the two particular rotation angles \( \theta \), for which the Laue-conditions for path (++) and path (−), are simultaneously satisfied at crystal 1 and 2 (see Figs. 8 and 9).

Larson [28] has made a similar geometrical analysis of a lattice parameter comparison using Bragg geometry. We first derive the equation for \( \Delta d/d \) for the ideal case involving perfect crystals and no misalignment of the crystals or the x-ray beams. The

![Fig. 8. Geometry of the lattice parameter measurement with no crystal misalignment.](image-url)
more experienced reader may choose to skip over this section. Next, we derive the equations for the nonideal case and apply them to "alignment scans" and "data scans."

9.1 Ideal Case

First consider the ideal case of no misalignment of the x-ray beams or tilting of the crystals. The geometry of the measurement is then entirely confined to the xy plane and is as shown in Fig. 8. The coordinate system is such that the z-axis is parallel to the θ-axis (i.e., the axis of the rotating table), the x-axis is parallel to the lattice planes of interest in crystal 2, the y-axis is normal to the lattice planes in crystal 2, and the normal to the lattice planes in crystal 1 lies in the xy plane. The rotation angle reference is taken to be the y-axis and the θ's, the angles of rotation of the first crystal, are positive for clockwise rotation and negative for counterclockwise rotation.

The x-ray beams are described by their wave vectors: $k_-$, $k_+$ for the incident rays; $k_-^1$, $k_-^2$ for the singly diffracted rays; and $k_-^2$, $k_+^2$ for the double diffracted rays. Using the angles shown in Fig. 8, the doubly diffracted rays can be written as

$$k_-^2 = 2\pi/\lambda (\cos \alpha_-, \sin \alpha_-, 0),$$

$$k_+^2 = 2\pi/\lambda (\cos \alpha_+, \sin \alpha_+, 0).$$

The crystals are described by their reciprocal lattice vectors $\tau_1(\theta)$ for crystal 1 and $\tau_2$ for crystal 2 which can be written as

$$\tau_1(\theta) = \frac{2\pi}{d_1} (\sin \theta, \cos \theta, 0),$$

$$\tau_2 = \frac{2\pi}{d_2} (0, 1, 0).$$

The planes at the two ends of crystal 1 are assumed to be parallel and to have the same lattice spacing. When the Laue condition is satisfied at crystal 1

$$k_-^1 - k_+ = -\tau_1(\theta_-) \quad \text{and} \quad k_-^1 - k_+ = \tau_1(\theta_+). \quad (3)$$

Similarly when the Laue condition is satisfied at crystal 2

$$k_-^2 - k_+^2 = \tau_2 \quad \text{and} \quad k_-^2 - k_+^2 = -\tau_2. \quad (4)$$

Since the wave vectors have equal magnitude, $2\pi/\lambda$, Eqs. (3) and (4) imply

$$\tau_1(\theta_-) \cdot (\tau_2 - k_-^1) = \frac{1}{2} |\tau_1(\theta_-)|^2 \quad \text{and} \quad \tau_1(\theta_+) \cdot (\tau_2 + k_-^1) =$$

$$\frac{1}{2} |\tau_1(\theta_+)|^2. \quad (5)$$

By substituting the reciprocal lattice vectors and the wave vector with $\alpha_- = \alpha_+ = \theta_2$ = Bragg angle at the crystal 2 into Eq. (5) and using the Bragg equation, $\lambda = 2d_1 \sin \theta_2$, to eliminate the wavelength, two equations for the lattice spacing difference are obtained.
\[
\frac{d_2 - d_1}{d_1} = -\sin \theta_1 \cdot \cot \theta_{02} - (1 - \cos \theta_1) = -\theta_1 \cdot \cot \theta_{02} - \frac{1}{2} \theta_1^2 \\
\frac{d_2 - d_1}{d_1} = -\sin \theta_2 \cdot \cot \theta_{02} - (1 - \cos \theta_2) = \theta_2 \cdot \cot \theta_{02} - \frac{1}{2} \theta_2^2
\]

where terms up to second order in \( \theta \) have been retained. These two equations can be added to obtain

\[
\frac{d_2 - d_1}{d_1} = -\left(\frac{\theta_1 + \theta_2}{2}\right) \cdot \cot \theta_{02} - \frac{1}{8} (\theta_1 - \theta_2)^2, \tag{6}
\]

where we have used the fact that \( \theta_1 = -\theta_2 \).

For comparisons in which the first and second crystal are made out of the same material \([d_2 - d_1]/d_1 < 10^{-1}]\), the last term is negligible as the following inequality shows

\[
10^{-10} > \left| \frac{d_2 - d_1}{d_1} \right|^2 > \frac{1}{2} \left| \frac{d_2 - d_1}{d_1} \right|^2 \tan^2 \theta_{02}, \tag{7}
\]

\[
\frac{1}{8} (\theta_1 - \theta_2)^2, \text{ if } \theta_{02} < 54^\circ.
\]

If crystal 2 is alternately the standard and unknown crystal, the Eq. (6) becomes

\[
\frac{d_2 - d_1}{d_1} = -\beta_2 \cot \theta_{02} \text{ where } \beta_2 = \theta_{02} - \theta_1, \\
\frac{d_2 - d_1}{d_1} = -\beta_2 \cot \theta_{02} \text{ where } \beta_2 = \theta_{02} - \theta_2.
\]

These two equations immediately lead to Eq. (2).

\[
\frac{d_2 - d_1}{d_1} = -\beta_2 \cot \theta_{02}, \tag{7}
\]

9.2 Non-Ideal Case

Misalignment of the planes of crystals 1 and 2 with respect to the rotation axis, imperfections in the first crystal (i.e., lattice spacing gradient and nonparallelism of the planes at the two ends of the crystal), and the misalignment of the x-ray beams with respect to the plane normal to the rotation axis introduce correction terms to the measure lattice spacing difference. In the analysis which takes into account misalignments and crystal imperfections, the geometry of Fig. 9 is used.

The coordinate system is identical to that use for the ideal case, i.e., the \( z \) axis is parallel to the rotation axis and the \( x \) axis parallel to the lattice planes in crystal 2. However, the wave and reciprocal lattice vectors no longer lie in the \( xy \) plane. The wave vector of the double diffracted x-rays can be put in the following form:

\[
k_2^* = \frac{2\pi}{\lambda} (\cos \alpha_2 \cos \delta_2, \sin \alpha_2, \sin \delta_2), \tag{8}
\]

where \( \delta_2 \) is the angle between the \( xy \) plane and the projection of the wavevector \( k_2^* \) on the \( xz \) plane.

The reciprocal lattice vectors associated with path (+) and path (−) in crystal 1, \( \tau_2 \) and \( \tau_2 \), are no longer parallel and of equal magnitude. The two vectors \( \tau_2 \) can be described by the six parameters \( d_2, \rho_2, \phi_2, \theta_2, \phi_2, \text{ and } \rho_2 \).\text{ and } \phi_2\text{. In crystal 2 the reciprocal lattice vector, } \tau_2, \text{ is the same for both paths and is given by}

\[
\tau_2 = \frac{2\pi}{d_2} \left(0, \cos \rho, \sin \rho\right), \tag{9}
\]

where \( d_2 \) is the lattice spacing in the diffracting region of crystal 1 corresponding to path (+), \( \rho_2 \) is the angle between \( \tau_2 \) and the \( xy \)-plane, and \( \phi_2 \) is the particular angle of rotation \( \theta_2 \) for which \( \tau_2 \) is parallel to the \( yz \) plane. For a perfect first crystal, \( d_2 = d_2, \rho_2 = \rho_2, \text{ and } \phi_2 = \phi_2 \). In crystal 2 the reciprocal lattice vector, \( \tau_2 \), is the same for both paths and is given by

\[
\tau_2 = \frac{2\pi}{d_2} \left(0, \cos \rho, \sin \rho\right), \tag{10}
\]

where \( d_2 \) is the lattice spacing in the diffracting region of crystal 2, and \( \rho \) is the angle between \( \tau_2 \) and the \( xy \)-plane. Note that \( \tau_2 \) is in the \( yz \) plane.

For path (+), the relations between the wave vectors \( k_2^* \) of the incident rays, \( k_2^* \) of the single diffracted rays, and \( k_2^* \) of the double diffracted rays are given by the Laue conditions:

\[
k_2^* - k_2^* = \pm \tau_2 \quad (\text{crystal 1}) \tag{11}
\]

\[
k_2^* - k_2^* = \mp \tau_2 \quad (\text{crystal 2}) \tag{12}
\]
Since the wave vectors have equal magnitude, $2\pi/\lambda$, Eqs. (11) and (12) imply that
\[ \tau_x \cdot k_2^z = \pm \frac{1}{2} |\tau_x|^2 \] (13)
\[ \tau_x \cdot (\tau_x \pm k_2^z) = \frac{1}{2} |\tau_x|^2 \] (14)

When the Laue condition is satisfied at crystal 2, the angles, $\alpha_z$, can be expressed as $\alpha_z = \theta_{2z} + \varepsilon_z$ where $\varepsilon_z$ are the small angular corrections to the second crystal Bragg angle because of crystal imperfections and misalignments. Thus Eq. (8) becomes
\[ k_z^2 = \frac{2\pi}{\lambda} (\cos(\theta_{2z} + \varepsilon_z) \cos \delta_z, \] \[ \mp \sin(\theta_{2z} + \varepsilon_z), \cos(\theta_{2z} + \varepsilon_z) \sin \delta_z \). (15)

In order to establish a relation between the lattice spacing $d$ of crystal 2 and the rotation angles $\theta = \theta_z$, for which the Laue-conditions corresponding to path ($\pm$) are simultaneously satisfied at crystal 1 and crystal 2, Eqs. (9), (10), and (15) are expanded to second order in the angles $\theta_z - \phi_z, \rho_z, \phi_z$ and to first order in the correction angles $\varepsilon_z$:
\[ \tau_z = \frac{2\pi}{d_z} (\theta_z - \phi_z, 1 - \frac{1}{2} (\theta_z - \phi_z)^2 - \frac{1}{2} \rho_z^2, \rho_z) \] (16)
\[ \tau_z = \frac{2\pi}{d_z} (0, 1 - \frac{1}{2} \rho_z^2, \rho) \] (17)
\[ k_z^2 = \frac{\pi}{d_z^2} \left( (1 - \frac{1}{2} \delta_z^2) \cot \theta_{2z} - \varepsilon_z, \mp \frac{1}{2} \varepsilon_z \cot \theta_{2z}, \right) \] (18)

In the last equation, the wavelength $\lambda$ has been eliminated using $\lambda = 2d_z \sin \theta_{2z}$. By insertion of Eqs. (17) and (18) into Eq. (13), an expression for the correction angles $\varepsilon_z$ is easily obtained:
\[ \varepsilon_z = \frac{1}{2} \rho_z^2 \tan \theta_z \pm \rho \delta_z \] (19)

Now by inserting Eqs. (16), (17), (18), and (19) into Eq. (14) the following equation can be derived:
\[ \frac{d_1 - d_2}{d_z} = \pm (\theta_z - \phi_z) \cot \theta_{2z} + \varepsilon_z \] (20)

where $\varepsilon_z$ is the second order correction term
\[ \varepsilon_z = -\frac{1}{2} (\theta_z - \phi_z)^2 - \frac{1}{2} (\rho_z - \rho) (\rho_z - 3\rho) \] \[ \pm \delta_z \left( \rho_z - \rho \right) \cot \theta_{2z} \] (21)

The angle $\delta_z$ in Eq. (21) describes the inclination of the double diffracted beam relative to the $xy$-plane, (see Fig. 9). If crystal 1 and crystal 2 are perfectly parallel, the wavevectors $k_z$, $k_z'$, and $k_z''$ are coplanar and the inclinations $\delta_z$ are determined simply by the positions of the source and detector slits. When the two crystals are not perfectly parallel, $\delta_z$ are also dependent on the misalignment angles $\theta_z$ and $\rho$.

Let $\ell$, $\ell'$, and $\ell''$ be projections along the $x$-axis of the $x$-ray paths from the source slit to crystal 1, from crystal 1 to crystal 2, and from crystal 2 to the detector slit, respectively. The distances are shown in Fig. 1 and for our spectrometer are:
\[ \ell = (25.4 \cos \theta_{2z} + 8.25) \text{ cm} \]
\[ \ell' = 8.25 \text{ cm} \]
\[ \ell'' = (28.5 \cos \theta_{2z}) \text{ cm} \]

If $\Delta Z_z$ denotes the difference in $Z$-coordinate between the detector slit and source slit of path ($\pm$), then the inclination $\Delta_z$ relative to the $xy$-plane of the straight line joining the two slits is given by:
\[ \Delta_z = \frac{\Delta Z_z}{\ell + \ell' + \ell''}. \] (22)

The change in $Z$-coordinate as one moves from the source slit to the detector slit along path ($\pm$) can be expressed by combining the $Z$-components of the wave vectors $k_z, k_z', \text{ and } k_z''$, normalized to unity and the distances traveled:
\[ \Delta Z_z = \frac{\lambda}{2\pi} \left[ (k_z), \ell + (k_z'), \ell' + (k_z''), \ell'' \right] \] \[ \frac{1}{\cos \theta_{2z}} \] (23)
From Eqs. (11), (12), and (15) and using Eqs. (9) and (10), the $Z$-components of the wave vectors are found to second order in $\rho_z$, $\rho$, and $\delta_z$:

\[
\frac{\lambda}{2\pi} (k_z)_z = \delta_z \cos \theta_b \pm 2 (\rho - \rho_z) \sin \theta_b
\]  
(24)

\[
\frac{\lambda}{2\pi} (k'_z)_z = \delta_z \cos \theta_b \pm 2 \rho \sin \theta_b
\]  
(25)

\[
\frac{\lambda}{2\pi} (k''_z)_z = \delta_z \cos \theta_b
\]  
(26)

By insertion of Eqs. (22), (24), (25), and (26) into Eq. (23) a relation between $\delta_z$ and $\Delta_z$ is obtained:

\[
\delta_z = \Delta_z \pm 2 \left( \frac{\ell}{\ell + \ell' + \ell''} \rho_z - \frac{\ell' + \ell''}{\ell + \ell' + \ell''} \rho \right) \tan \theta_b.
\]

Using this expression, the unknown angles $\delta_z$ can be eliminated from Eq. (21):

\[
e_z = -\frac{1}{2} (\theta_z - \phi_z)^2 + 2 (\rho_z - \rho) (a_1 \rho_z + b_1 \rho) \pm \Delta_z (\rho_z - \rho) \cot \theta_b
\]  
(27)

where

\[
a_1 = \frac{\ell}{\ell + \ell' + \ell''} - \frac{1}{4} = 0.23
\]

\[
b_1 = \frac{\ell''}{\ell + \ell' + \ell''} - \frac{1}{4} = 0.15.
\]

Even though the distances $\ell$ and $\ell''$ depend on the Bragg angle $\theta_b$, the numerical values for $a_1$ and $b_1$ are essentially identical for the two x-ray sources ($\theta_b = 16.9^o$ for Ag Ka$_1$ and $\theta_b = 21.6^o$ for Mo Ka$_1$).

When crystal 1 and 2 are both of the same material, an upper limit of the first term in Eq. (27) is easily estimated:

\[
\frac{1}{2} (\theta_z - \phi_z)^2 < \left| \frac{d - d_z}{d_z} \right|^2 < 10^{-10}
\]

\[
10^{-10} > \left| \frac{d - d_z}{d_z} \right|^2 > 2 \left| \frac{d - d_z}{d_z} \right|^2 \tan^2 \theta_b \approx \frac{1}{2} (\theta_z - \phi_z)^2,
\]

if $\theta_b < 54^o$.

This term is two orders of magnitude smaller than the intended uncertainty (a few parts in $10^8$) in the lattice spacing comparison and is therefore neglected in the following. The remaining two terms in Eq. (27) are both zero, if the lattice planes in crystal 1 and 2 are parallel, i.e., $\rho_z - \rho = 0$ and $\rho_z - \rho = 0$. The aim of the alignment scan is to measure $\rho_z - \rho$ and $\rho_z - \rho$ and then to adjust the tip of crystal 2 so as to make $\rho_z - \rho$ and $\rho_z - \rho$ as close to zero as possible.

9.2.1 The Alignment Scan In the alignment scan, only one path, path (+) or path (−), is used.

Two rocking curves are measured simultaneously: one curve using the upper (up) position and one using the lower (lo) position of the detector slit. For the path (−), the observed difference $\Delta \theta$ in the centers of the two rocking curves ($\Delta \theta = \theta_{-up} - \theta_{-lo}$), the change in the inclination ($\Delta \theta_{-up}$) when the detector slit is moved from the upper to the lower position, and the difference in misalignment of the two crystals, $\rho_z - \rho$, are related. The following equation is derived directly from Eqs. (20) and (27):

\[
\rho_z - \rho = -\frac{\Delta \theta_z}{\Delta \theta_{-up} - \Delta \theta_{-lo}}.
\]  
(28)

Similarly, for path (+) it follows that

\[
\rho_z + \rho = -\frac{\Delta \theta_z}{\Delta \theta_{+up} - \Delta \theta_{+lo}}
\]  
(29)

($\Delta \theta_{-up} - \Delta \theta_{-lo}$) and ($\Delta \theta_{+up} - \Delta \theta_{+lo}$) can be estimated from mechanical measurements of the spectrometer and are $\sim 9 \times 10^{-3}$ rad. Due to bending of crystal 1, $\rho_z$ and $\rho_z$ are not equal. Consequently, the sample crystal can only be aligned for one of the two paths. If the tilt of crystal 2 is adjusted so that $|\Delta \theta_z| = 2 \times 10^{-8}$ rad, then typical values for $|\Delta \theta_z|$ are $1 \times 10^{-7}$ rad. These values imply that

\[
|\rho_z - \rho| \approx 2 \times 10^{-6}
\]

\[
|\rho_z + \rho| \approx 1 \times 10^{-5}.
\]

The magnitude of the individual $\rho$'s can also be controlled and estimated. By rotating the 1st crystal by 180°, the tilt of the first crystal can be adjusted so that $\rho_z$ and $\rho_z$ are $< 1 \times 10^{-3}$ rad.

9.2.2 The Data-Taking Scan In the data-taking scan, two rocking curves are simultaneously measured with the detector slits fixed in the middle position: one curve using path (+), and one using
path (−). We define the average lattice spacing, \( d_1 \), in crystal 1 as

\[
d_1 = \frac{2d_+d_-}{d_+ + d_-},
\]

and average Eqs. (20) and (27) over path (+) and

path (−) to obtain

\[
\frac{d_2 - d_1}{d_1} = \frac{1}{2} \left( \theta_+ - \theta_- + \eta_0 \right) \cot \theta_0 + e,
\]

(30)

where

\[
e = \left( \rho_+ - \rho \right) \left( a_1 \rho_+ + b_1 \rho \right) + \left( \rho_- - \rho \right) \left( a_1 \rho_- + b_1 \rho \right) +
\]

\[
\frac{1}{2} \left( \Delta_+ (\rho_+ - \rho) - \Delta_- (\rho_- - \rho) \right) \cot \theta_0
\]

(31)

and

\[
\eta_0 = \phi_+ - \phi_-.
\]

The angle \( \eta_0 \) describes a bending of crystal 1 around the \( \theta \)-axis and is independent of the particular sample used as crystal 2. Obviously, the appearance of the unknown angle \( \eta_0 \) in Eq. (30) excludes the possibility of using crystal 1 as an absolute reference crystal.

The two crystals being compared are placed on the translation table and are used alternately as crystal 2. One of the crystals serves as the standard (s) and one as the unknown (u). The difference in lattice spacing, \( \Delta d = d_s - d_u \), for the two sample crystals can be derived from Eqs. (30) and (31).

\[
\frac{\Delta d}{d_1} = -\left( \frac{\beta_+ - \beta_-}{\theta_s - \theta_u} \right) \cot \theta_0 + \Delta e
\]

(33)

where:

\[
\beta_s = \theta_+ - \theta_s,
\]

\[
\beta_u = \theta_- - \theta_u.
\]

\[
\Delta e = \left[ a_2 (\rho_+ + \rho_-) + b_2 (\rho_1 + \rho_2) \right] - \frac{1}{2} \left( \Delta_+ - \Delta_- \right) \cot \theta_0
\]

\[
\left[ a_2 (\rho_+ + \rho_-) + 2b_2 \rho_0 - \frac{1}{2} \left( \Delta_+ - \Delta_- \right) \cot \theta_0 \right]
\]

\[
(\rho_s - \rho_u) + b_2 (\rho_s - \rho_u)^2,
\]

(34)

where \( a_2 = b_1 - a_1 = -0.08 \) and \( b_2 = -2b_1 = -0.30 \).

In order to make \( \Delta e \) small, the tilts of the crystals are adjusted so that \( \rho \)'s are \( < 1 \times 10^{-5} \) (see Sec. 9.2.1). Care is taken to center the source and detector slits on the plane of dispersion in order to make \( \Delta_+ - \Delta_- \) small, but mechanical measurements suggest that the magnitude of the \( \Delta \)'s is \( \approx 3 \times 10^{-4} \). The correction term can be estimated by measuring \( \left( \beta_s - \beta_u \right) \) as a function of \( (\rho_s - \rho_u) \) where \( \rho_s \) is kept fixed and \( \rho_u \) is varied. For \( \rho_s - \rho_u \approx 5 \times 10^{-2} \), Eqs. (33) and (34) can be approximated by

\[
\frac{\Delta d}{d_1} = -\left( \frac{\beta_s - \beta_u}{\theta_s - \theta_u} \right) \cot \theta_0 + C (\rho_s - \rho_u)
\]

where

\[
C = a_2 (\rho_+ + \rho_-) + 2b_2 \rho_0 - \frac{1}{2} \left( \Delta_+ - \Delta_- \right) \cot \theta_0.
\]

A plot of \( \left( \beta_s - \beta_u \right) \) vs \( (\rho_s - \rho_u) \) is shown in Fig. 10 and has an approximate slope of \( -3.5 \times 10^{-4} \) in reasonable agreement with the estimates of the \( \Delta \)'s from the mechanical measurements and the estimates of the individual \( \rho \)'s.

![Fig. 10. Measured data profile offsets, \( \beta_s - \beta_u \), as a function of the measured crystal tilts, \( \rho_s - \rho_u \). See text for more explanation.](image)

Before and after data scans are recorded using a standard and unknown crystal, alignment scans are recorded for the standard and unknown crystal also. The quantity \( \rho_s - \rho_u \) is determined from the alignment scans and is maintained at a value of \( < 4 \times 10^{-6} \) rad. Thus the correction term \( \Delta e < 2 \times 10^{-6} \). Correction of the data for measured values of \( \Delta e \) does not reduce the statistical spread of repeated measurements. We have thus chosen to increase the relative uncertainty of the final results by \( 2 \times 10^{-6} \), but not to correct individual measurements. Although the correction term is small, it could be reduced by an order of magnitude by making the source and
detector slits adjustable about the plane of dispersion. Modifications to the spectrometer to permit this adjustment are in progress.

10. Appendix B. Electronics Associated with the Interferometer

The layout of the Michelson angle interferometers is shown in Fig. 2 and is briefly described in Sec. 3. In this appendix the electronics used to measure the whole and fractional fringes and to servo-control the rotation axes are described. A block diagram of the electronics is provided in Fig. 11.

The 1.8 MHz TTL level signals from the laser and the detector are first converted to low impedance signals by buffer amplifiers. The laser beat signal is then passed through a 2-way 90° splitter with 0° and 90° split yielding \(\sin (\omega t)\) and \(\cos (\omega t)\), respectively. The detector beat signal is passed through a 2-way 0° splitter yielding two \(\sin (\omega t + \phi)\) signals. The laser's \(\cos (\omega t)\) and one of the detector's \(\sin (\omega t + \phi)\) are combined in a mixer which gives signals at the sum and difference frequencies. The difference frequency signal is \(\sin \phi\) and the sum frequency signal is \(2\sin (\omega t + \phi)\) which is attenuated by a low pass filter. Meanwhile the \(\sin (\omega t)\) from the laser is combined with the other \(\sin (\omega t + \phi)\) of the detector in another mixer which after filtering gives \(\cos \phi\). The \(\sin \phi\) and \(\cos \phi\) signals are next amplified to restore their signal strengths which have deteriorated due to losses in the splitters, mixers, and filters.

Ninety degree changes in \(\phi\) which correspond to \(-0.04\) second rotation of the rotary table are detected by sending the \(\sin \phi\) and \(\cos \phi\) signals to an up/down counter. Smaller changes in \(\phi\) are measured by comparing \(\phi\) to a standard angular signal \((\sin \theta \text { and } \cos \theta)\) obtained as the output of a digital vector generator. A vector generator with a few 0.1° sensitivity provides a total angular sensitivity of a few \(\times 10^{-4}\) seconds with the vector generator address being directly related to the fringe fraction. By taking the difference of the product of \(\sin \phi\) and \(\cos \theta\) and the product of \(\cos \phi\) and \(\sin \theta\) the signal \(\sin(\phi - \theta)\) is obtained. This is an appropriate error signal for locking the angle of the rotary table via a piezoelectric transducer to the position where \(\phi = \theta\).
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The NIST 30 MHz Linear Measurement System

1. Introduction

There has been a recent interest in and demand for a calibration service at NIST to support rf attenuators and voltage doublers that operate specifically at 30 MHz. The first step required to offer such a service is to develop a reference standard. For the best possible accuracy, a tuned single-element thermistor mount was chosen. A linear measurement system was designed and constructed at NIST to calibrate the nonlinearity of this mount. This paper contains a description of the LMS, an explanation of the measurement scheme, calibration results, and an uncertainty analysis.

2. System Description

A diagram of the system is shown in Fig. 1. The signal generator provides a stable 30 MHz rf signal that is amplified and filtered before the signal is split into two channels. One channel consists of a variable phase shifter and a fixed attenuator. A coaxial switch either terminates the signal with a 50 Ω termination or feeds the signal into a power divider, which splits the signal again. Half of the signal is detected by a single-element thermistor mount, \( P_1 \), and the other half is fed into the hybrid. The second channel consists of a variable attenuator. Like the first channel, a coaxial switch either terminates the signal with a 50 Ω load or feeds the signal into a power divider, which splits the signal. Half of the signal is detected by a single-element thermistor mount, \( P_2 \), and the other half is fed into the hybrid.

The hybrid takes the sum and difference of the two input signals. The difference is fed into a diode detector to rectify the signal, and then into a null meter. The sum is fed into a coaxial switch, and when the switch is in position 1, the signal is detected by a third thermistor mount, \( P_3 \), which is the thermistor to be calibrated.

Each thermistor mount is connected to a NIST Type IV bridge and a digital voltmeter to measure rf power.

The computer controls the signal generator, the digital voltmeters, and the switch controller, and handles the data acquisition and processing through an IEEE-488 bus.
3. Design of 30 MHz Single-Element Thermistor Mount

The dc response of detector P1 must be nearly linear with changes in input rf power. A single 50 Ω thermistor bead design was selected as a linear detection scheme [1]. This detector is used in conjunction with a NIST Type IV self-balancing dc-substitution rf power meter modified to bias a 50 Ω detector [2]. The Type IV power meter is designed to change the thermistor bead bias current so that the thermistor always maintains the same resistance. The detectors are placed in the LMS housing where the temperature is held to ±0.2 °C.

It is difficult to filter the rf signal from the power meter leads due to the nature of the single bead. The total rf signal should appear across the bead in the ideal case. Other considerations in the detector design include thermal stability and any forms of rf leakage into or out of the detector.

Several ideas are incorporated in the detector to eliminate these problems. Figure 2 shows the circuit diagram of a single-element thermistor mount. LC filter sections are inserted to filter the rf signal in the power meter leads. No ferrite material (such as a ferrite core inductor) is used near the thermistor, since ferrite components experience changes in impedance with changes in the rf power. These impedance changes lead to nonlinearities in the detector response. Therefore, air-cored inductors are inserted near the thermistor. Ferrite-cored conductors are allowable in sections following the first filter section because the rf power is sufficiently reduced and renders any impedance variation negligible. The parallel LC filter is tuned to resonate at 30 MHz. A special thermistor-mounting structure has been developed, and consists of an electrically insulated doughnut and two copper blocks, one on either side of the doughnut. The thermistor is placed inside the doughnut hole and is encapsulated in an air pocket by the addition of the copper blocks. The copper blocks also provide a large thermal mass so that the entire structure cannot experience rapid changes in temperature. The thermal time constant is much longer than the time required to perform a single measurement cycle. Double-sided copper-clad fiberglass boards are used in the exterior detector housing and in the
4. Measurement Methods

4.1. Calibration of P₃

Three power meters are used in the LMS—P₁, P₂, and P₃. When a given power meter is read, the notation used is Pₓᵧᵧᵧᵧ, where X denotes the power meter (1, 2, or 3), Y is 1 if channel 1 is switched on and 0 if channel 1 is switched off, Z is 1 if channel 2 is switched on and 0 if channel 2 is switched off, and "r" denotes that this power is a reading and not a true value. Powers without a subscript "r" are true values.

The calibration of P₃ is achieved using a three-stage method. First, with switches 1, 2, and 3 each in position 1, enough power is applied so that a nominal 12 mW is incident on the three thermistor mounts. The phase shifter and variable attenuator are adjusted to balance the two channels, thus obtaining a null on the null meter. Readings are taken on P₁, P₂, and P₃ and are designated P₁ᵣᵣᵣᵣ, P₂ᵣᵣᵣᵣ, and P₃ᵣᵣᵣᵣ, respectively. Next, switch 2 is moved to position 2, so that power is only applied to the first channel. Readings are taken on P₁ and P₃ and are designated P₁ᵣ₀ᵣ₀ and P₃ᵣ₀ᵣ₀, respectively. A nominal 12 mW will be incident on P₁ and approximately 3 mW will be incident on P₃. Finally, switch 2 is moved back to position 1 and switch 1 is moved to position 2, so that power is only applied to the second channel. Readings are taken on P₂ and P₃ and are designated P₁ᵣᵣᵣᵣ and P₃ᵣᵣᵣᵣ, respectively. A nominal 12 mW will be incident on P₂ and approximately 3 mW will be incident on P₃.

The calibration constant of P₃, denoted Cᵢₚ₃ᵣᵣᵣᵣ, is calculated using

\[
Cᵢₚ₃ᵣᵣᵣᵣ = \left( \left( \frac{P₃ᵣᵣᵣᵣ}{P₃ᵣᵣᵣ₀} \right)^{1/2} + \left( \frac{P₃ᵣᵣᵣᵣ}{P₃ᵣᵣᵣᵣ} \right)^{1/2} \right)^2.
\]

(1)

The derivation of this formula can be found in Appendix A. The calibration constant is a measure of the detector’s nonlinearity over the 6.021 dB power change, and is used as a multiplication factor to correct the ratio measured by P₃, where

\[
\frac{P₃ᵣᵣᵣᵣ}{P₃ᵣᵣᵣ₀} = Cᵢₚ₃ᵣᵣᵣᵣ \cdot \frac{P₃ᵣᵣᵣᵣ}{P₃ᵣᵣᵣᵣ}.
\]

(2)

4.2. Power Measurements

The NIST Type IV power meter must be connected to an external dc voltmeter. The substituted dc power, P₀ᵣᵣ, is calculated from measured voltages using

\[
P₀ᵣᵣ = \frac{V₀ᵣᵣᵣ² - Vᵥᵣᵣᵣᵣᵣ²}{R₀},
\]

(3)

where Vᵥᵣᵣᵣᵣᵣ is the output voltage with no rf power applied, Vᵥᵣᵣᵣᵣᵣᵣ is the output voltage with rf applied, and R₀ (50 Ω) is the resistance of the thermistor mount. Figure 3 shows the measurement sequence for a power calculation [3]. An initial Vᵥᵣᵣᵣᵣᵣᵣ is taken; rf power is applied and Vᵥᵣᵣᵣᵣᵣᵣ is measured; rf power is removed and a final Vᵥᵣᵣᵣᵣᵣᵣ is taken. The initial and final dc measurements are used with the Vᵥᵣᵣᵣᵣᵣᵣ measurement to calculate the power and correct for any mount drift, which is assumed to be linear. The calculated value of Vᵥᵣᵣᵣᵣᵣᵣ in Eq. (3) is given by

\[
Vᵥᵣᵣᵣᵣᵣᵣ = Vᵥᵣᵣᵣᵣᵣᵣ + \frac{t₂ - t₁}{t₃ - t₁} (Vᵥᵣᵣᵣᵣᵣᵣᵣ - Vᵥᵣᵣᵣᵣᵣᵣᵣ),
\]

(4)

where Vᵥᵣᵣᵣᵣᵣᵣᵣ is the voltage reading taken before rf is applied at time t₁, Vᵥᵣᵣᵣᵣᵣᵣᵣ is the voltage taken after rf is removed at time t₃, and t₂ is the time at which Vᵥᵣᵣᵣᵣᵣᵣᵣ is taken.
5. Results

The calibration constant, $C_{N_L}$, which is a measure of the nonlinearity of mount $P_3$, was obtained by repeated measurements. The average value of the three hundred trials taken so far is $C_{N_L} = 1.00030$ or +130 μB. Long-term data are being accumulated to validate the calibration of $P_3$.

Table 1 shows a sample calibration. Powers read by the three thermistor mounts are displayed for each of the three stages. The calculated calibration constant is shown, along with the actual step in power for each leg of the system.

<table>
<thead>
<tr>
<th>Switches 1&amp;2</th>
<th>Switch 1</th>
<th>Switch 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>P(1)</td>
<td>11.5194</td>
<td>11.5089</td>
</tr>
<tr>
<td>P(2)</td>
<td>11.4170</td>
<td>0.0001</td>
</tr>
<tr>
<td>P(3)</td>
<td>11.0907</td>
<td>2.7644</td>
</tr>
</tbody>
</table>

Leg 1: 6.0335 dB
Leg 2: 6.0160 dB
$C_{N_L} = 1.00029$

6. Uncertainty Analysis

6.1. Evaluation of Type A Standard Uncertainty

Evaluation of a Type A standard uncertainty may be based on any valid statistical method for treating data. Examples are calculating the standard deviation of the mean of a series of independent observations, using the method of least squares to fit a curve to data in order to estimate the parameters of the curve and their standard deviations, and carrying out an analysis of variance in order to identify and quantify random effects in certain kinds of measurements [4].

The calibration of the standard mount, $P_3$, has been repeated three hundred times to determine the repeatability of the system. Tests were performed at various times of the day over several days to cover as many random factors as possible, including variations of environmental conditions and the operator's ability to reposition for the system. The sample standard deviation of the mean is $\pm 0.000335\%$ or $\pm 2$ μB. Long-term data are being accumulated to validate this calibration, and a control chart is being developed to track any possible outliers or drift.

6.2. Evaluation of Type B Standard Uncertainty

Evaluation of a Type B standard uncertainty is based upon scientific judgment using all of the available relevant information. This includes previous measurement data, manufacturers' specifications, data provided in calibration reports, knowledge of the behavior of relevant instruments and materials, and uncertainties assigned to reference data taken from handbooks [4].

The Type B evaluation of standard uncertainty accounts for the following factors:

a. Uncertainty in the dc voltmeter measurements.

b. Uncertainty in the Type IV power meters.

c. Imperfect isolation between the two legs.

d. Uncertainty because $P_{N_R} \neq P_{N_L}$.

e. Effects of impedance changes in $P_3$.

f. RF leakage.

g. Spurious signals and harmonics.

6.2.1 Voltmeter Uncertainty

The uncertainty in the individual voltmeter readings may be determined by taking the total differential of the power expression, Eq. (3), which gives

$$dP = \frac{2}{R_0} (V_{off} dV_{off} - V_{on} dV_{on}) .$$

The total differential of power, Eq. (5), may be determined by taking the differential of $V_{off}$, Eq. (4), which gives

$$dV_{off} = (1 - T)dV_{off,i} + T dV_{off,f} ,$$

where

$$T = \frac{t_2 - t_1}{t_2 - t_1} .$$

The uncertainties, $dV_{off,i}$, $dV_{off,f}$, and $dV_{on}$, in the measured values of $V_{off,i}$, $V_{off,f}$, and $V_{on}$, are based on the voltmeter manufacturer's specifications.

Figure 4 shows the uncertainty in the power measurement as a function of power level, assuming the powers are ratioed as they are in the $C_{N_L}$.
calculation, Eq. (1). The power measurements, \( P_{310} \) and \( P_{310} \), which are approximately 3 mW, result in uncertainties of 0.036%. The other power measurements, which are approximately 12 mW, result in uncertainties of 0.008%. The uncertainty of \( C_{\text{rll}} \) due to the voltmeter readings may be found by inserting the individual power uncertainties into Eq. (1), which gives

\[
C_{\text{rll}} + \Delta_C = \left[ \left( \frac{P_{310} + \Delta P_{310}}{P_{310} - \Delta P_{310}} \right) \left( \frac{P_{311} + \Delta P_{311}}{P_{311} - \Delta P_{311}} \right) \right]^{1/2} \left( \frac{P_{210} + \Delta P_{210}}{P_{210} - \Delta P_{210}} \right) \left( \frac{P_{211} + \Delta P_{211}}{P_{211} - \Delta P_{211}} \right) \right]^{1/2}.
\]

This results in an uncertainty of \( \Delta_C = \pm 0.028\% \) or \( \pm 122 \mu B \).

6.2.3 Imperfect Isolation An uncertainty in the calculation of \( C_{\text{rll}} \) may result if \( P_1 \) and \( P_2 \) are not zero when they are assumed to be. The thermistor mounts are square-law detectors and are not sufficiently sensitive to determine whether \( P_1 \) and \( P_2 \) are low enough in the "off" condition to avoid significant errors. This uncertainty is derived in Appendix B.

The corrected formula for \( C_{\text{rll}}^2 \), taking imperfect isolation into account, is

\[
C_{\text{rll}}^2 = \left[ \left( \frac{P_{310}}{P_{311}} \right)^{1/2} + \frac{1}{1 + \beta_2} + \left( \frac{P_{210}}{P_{211}} \right)^{1/2} \right] \left[ \frac{1}{1 + \gamma} \right]^{1/2},
\]

where

\[
\beta_2 = -\frac{Q_{12} \Delta b_2}{b_{110}}
\]

and

\[
\gamma_1 = -\frac{\Delta b_1}{b_{210} Q_{12}}.
\]

Here, \( \gamma_1 \) is the measure of \( P_1 \)'s contribution to \( C_{\text{rll}} \) if it is not zero when it is assumed to be, and \( \beta_2 \) is the measure of \( P_2 \)'s contribution to \( C_{\text{rll}} \) if it is not zero when it is assumed to be. The terms, \( b_{110} \) and \( b_{210} \), are the corresponding voltages to the powers \( P_{110} \) and \( P_{210} \), respectively. Assuming \( P_{110} \) and \( P_{210} \) are 12 mW, \( b_{110} \) and \( b_{210} \) are equal to 0.7746 V. The term, \( Q_{12} \), is defined in Appendix B and its value is approximately \( -1 \). The \( \Delta b \)'s represent the \( b \)'s which were assumed to be zero in Appendix A. If the isolation between the channels is 65 dB, as is stated in the power divider manufacturer's specifications, then \( \Delta b_1 = \Delta b_2 = 0.000436 \). Using nominal values for the \( P \)'s and substituting the values into Eq. (9), an uncertainty of \( \pm 0.112\% \) or \( \pm 488 \mu B \) is obtained.

6.2.4 Uncertainty Because \( P_{310} \neq P_{310} \) An uncertainty in the calculation of \( C_{\text{rll}}^2 \) may result if \( P_{310} \neq P_{310} \). The derivation of this uncertainty can be found in Appendix C.

The measure of nonlinearity, \( \alpha \), of thermistor mount three is

\[
\alpha = \frac{1 - C_{\text{rll}}^2}{C_{\text{rll}}^2 P_{110} - P_{310}}.
\]
where $P_{L}$ is the reading of mount three at the low level and $P_{H}$ is the power reading of mount three at the high level. Assuming $C_{FL} = 1.0004$ worst case, $P_{L} = 3\text{ mW}$, and $P_{H} = 12\text{ mW}$, $\alpha$ is calculated to be $3.334 \times 10^{-5}$. The ratio $K_{301}/K_{310}$ is given by

$$
\frac{K_{301}}{K_{310}} = \frac{1 + \alpha P_{301}}{1 + \alpha P_{310}}.
$$

(13)

If $P_{301}$ is 10% greater than $P_{310}$, then

$$
\frac{K_{301}}{K_{310}} = \frac{1 + \alpha (3 \times 1.10)}{1 + \alpha (3)} = 1.000010.
$$

(14)

The effect of this being nonunity results in a corrected formula for $C_{FL}$, where

$$
C_{FL} = \left[ \left( \frac{P_{310r}}{P_{110r}} \right)^{1/2} \left( \frac{P_{310r}}{P_{110r}} \right)^{1/2} \right]^{2} + \left( \frac{K_{301} P_{310r}}{K_{310} P_{210r}} \right)^{1/2} \left( \frac{K_{301} P_{310r}}{K_{310} P_{210r}} \right)^{1/2}.
$$

(15)

using nominal values for the $P$'s. The result is an uncertainty of $\pm 0.0005\%$ or $\pm 3 \mu B$.

### 6.2.5 Uncertainty Due to Impedance Changes in $P_{3}$

An uncertainty in the calculation of $C_{FL}$ may result if the impedance changes in $P_{3}$ with power level. The derivation of this uncertainty can be found in Appendix D.

The corrected formula for $C_{FL}$, taking impedance changes in $P_{3}$ into account, is

$$
C_{FL} = \left[ \left( \frac{P_{310r}}{P_{110r}} \right)^{1/2} \left( \frac{P_{310r}}{P_{110r}} \right)^{1/2} \right]^{2} + \left( \frac{1 - I_{310}^{MS} I_{311}^{MS}}{1 - I_{1 MS} I_{311}^{MS}} \right)^{2} \left( \frac{1 - I_{310}^{MS}}{1 - I_{1 MS} I_{311}^{MS}} \right)^{2}.
$$

(16)

where $I_{311}$ is the reflection coefficient of mount three at the high level, $I_{310}$ is the reflection coefficient of mount three at the low level, and $I_{1 MS}$ is the reflection coefficient of the system looking into port three.

The measured value of $I_{310}$ was actually taken 10 dB below $I_{310}$ instead of the 6 dB step, so the uncertainty should be conservative. Using nominal values for the $P$'s and the measured reflection coefficients, the calculated uncertainty is $\pm 0.014\%$ or $\pm 62 \mu B$.

Impedance changes in the diode detector with respect to power level are assumed to have a negligible effect on the overall uncertainty.

### 6.2.6 Uncertainty Due to RF Leakage

It is difficult to assign a quantitative uncertainty due to rf leakage. In order to reduce leakage, all coaxial cables in the system were replaced with semi-rigid lines and, wherever possible, SMA connectors were used. For now, the uncertainty due to rf leakage is assumed to be $\pm 10 \mu B$ or $\pm 0.0025\%$.

### 6.2.7 Uncertainty Due to Spurious Signals and Harmonics

After the signal is amplified and filtered, any harmonics are at least $-92 \text{ dBc}$, while spurious signals are no greater than $-84 \text{ dBc}$. This will result in a measurement error that will affect the uncertainty of $C_{FL}$.

From Eq. (3), the calculated dc power is

$$
P_{dc} = 20 (V_{off}^2 - V_{cc}^2),
$$

(17)

where $P_{dc}$ is in mW. Assuming $V_{off} = 1 \text{ V}$, then $V_{cc} = 0.63246 \text{ V}$ for a calculated power of 12 mW and $V_{cc} = 0.92195 \text{ V}$ for a calculated power of 3 mW.

A harmonic at $-92 \text{ dBc}$ results in an uncertainty of $\pm 0.0025\%$ for a voltage measurement. This uncertainty translates to power uncertainties of $(12 \pm 0.0004) \text{ mW}$ and $(3 \pm 0.00008) \text{ mW}$. Using the nominal powers to calculate $C_{FL}$, an uncertainty of $\pm 0.023\%$ or $\pm 10 \mu B$ is obtained.

A spurious signal at $-112 \text{ dBc}$ results in an uncertainty of $\pm 0.00025\%$ for a voltage measurement. This uncertainty translates to power uncertainties of $(12 \pm 0.00004) \text{ mW}$ and $(3 \pm 0.000085) \text{ mW}$. Using the nominal powers to calculate $C_{FL}$, an uncertainty of $\pm 0.0025\%$ or $\pm 11 \mu B$ is obtained.

### 6.2.8 Overall Type B Uncertainty

For each Type B component, an estimated range, $\pm \alpha_j$, is given, assuming that the quantity in question has a 100% probability of lying within that interval. The quantity is treated as if it is equally probable for its value to lie anywhere within the interval. Therefore, it is modeled by a rectangular probability distribution. The best estimate of the standard deviation, $u_j$, is

$$
u_j = \frac{\alpha_j}{\sqrt{3}}.
$$

(18)

Table 2 shows all of the Type B components along with their corresponding uncertainties and standard deviations. The overall standard deviation of the Type B components, calculated using the root-sum-of-squares method (RSS), is $\pm 0.069\%$ or $\pm 299 \mu B$. 
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Table 2. Type B components of the 30 MHz Linear Measurement System with corresponding uncertainty ranges and standard deviations

<table>
<thead>
<tr>
<th>Component</th>
<th>Range (%)</th>
<th>Standard deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>dc voltage measurements</td>
<td>±0.028</td>
<td>0.016</td>
</tr>
<tr>
<td>Imperfect isolation</td>
<td>±0.112</td>
<td>0.065</td>
</tr>
<tr>
<td>(P_{30}/P_{310})</td>
<td>±0.0005</td>
<td>0.0003</td>
</tr>
<tr>
<td>Impedance changes in (P_3)</td>
<td>±0.014</td>
<td>0.008</td>
</tr>
<tr>
<td>rf leakage</td>
<td>±0.0023</td>
<td>0.0013</td>
</tr>
<tr>
<td>Spurious signals</td>
<td>±0.0025</td>
<td>0.0014</td>
</tr>
<tr>
<td>Harmonics</td>
<td>±0.023</td>
<td>0.013</td>
</tr>
</tbody>
</table>
| Combined Type B Standard Uncertainty (RSS) | ±0.069 | \((±0.299 \mu B)\)  

\(b_1 = S_{12}a_1 + S_{13}a_2 + S_{14}a_4 + S_{1a}a_5\)
\(b_2 = S_{21}a_1 + S_{23}a_2 + S_{24}a_4 + S_{2a}a_5\)
\(b_3 = S_{31}a_1 + S_{32}a_2 + S_{3a}a_4 + S_{3a}a_5\)
\(b_4 = S_{41}a_1 + S_{42}a_2 + S_{44}a_4 + S_{4a}a_5\)
\(b_5 = S_{51}a_1 + S_{52}a_2 + S_{54}a_4 + S_{5a}a_5\).  

(19)

If \(a_1 = \Gamma_1 b_1\) and \(a_2 = \Gamma_2 b_2\), then Eq. (19) may be written as

\[b_1(1 - \Gamma_1 S_{11}) = S_{12} \Gamma_1 b_2 + S_{13}a_3 + S_{14}a_4 + S_{1a}a_5\]
\[b_2(1 - \Gamma_2 S_{22}) = S_{21} \Gamma_1 b_1 + S_{23}a_3 + S_{24}a_4 + S_{2a}a_5\]
\[b_3 = S_{31} \Gamma_1 b_1 + S_{32} \Gamma_2 b_2 + S_{33}a_3 + S_{34}a_4 + S_{3a}a_5\]
\[b_4 = S_{41} \Gamma_1 b_1 + S_{42} \Gamma_2 b_2 + S_{44}a_4 + S_{4a}a_5\]
\[b_5 = S_{51} \Gamma_1 b_1 + S_{52} \Gamma_2 b_2 + S_{54}a_4 + S_{5a}a_5\]  

(20)

6.3 Combined Standard Uncertainty

The combined standard uncertainty, \(u_c\), is taken to represent the estimated standard deviation of the result. It is obtained by combining the individual standard deviations, \(u\), whether arising from a Type A or a Type B evaluation [4]. The technique used to combine the standard deviations is the RSS method.

The total uncertainty reported is the expanded uncertainty, \(U\), which is obtained by multiplying \(u_c\) by a coverage factor, \(k\). To be consistent with current international practice, the value of \(k\) used at NIST for calculating \(U\) is \(k = 2\). The total expanded uncertainty, \(U\), of the mount’s nonlinearity is calculated to be \(±0.138\%\) or \(±598 \mu B\).

7. Conclusion

The first step toward offering a calibration service at NIST to support rf attenuators and voltage doublers that operate at 30 MHz has been completed. The reference standard, a tuned single-element thermistor mount, has been calibrated using an LMS, designed and constructed at NIST. The next step is to modify the LMS so that a device under test may be inserted into the system and calibrated against the reference standard.

8. Appendix A. Scattering Coefficient Analysis of the LMS

The 30 MHz Linear Measurement System can be considered a five port network, as shown in Fig. 5. The analysis assumes that the LMS is an ideal system—that is, the system is linear, and when \(b_1\) and \(b_2\) are assumed to be 0, they truly are.

The pertinent scattering coefficients are

\[b_1 = P_{13}a_3 + Q_{12}b_2 + Q_{13}b_3\]
\[b_3 = b_1 - Q_{13}b_3\]
\[b_3 = \frac{b_1 - Q_{13}b_3}{Q_{13}}\]  

(22)

(23)

This gives five equations and eight unknown variables—\(a_3, a_4, a_{13}, b_1, b_2, b_3, a_s\), and \(b_s\). Four variables can be eliminated from Eq. (20), say \(a_3, a_4, a_{13}\), and \(b_s\). Eq. (20) becomes

where the primed quantities are functions of the scattering coefficients and \(\Gamma_1\) and \(\Gamma_2\).

It is assumed that \(\Gamma_3\) is constant with respect to varying power levels. If now \(a_3 = \Gamma_3 b_3\),

\[b_1 = P_{13}a_3 + Q_{12}b_2 + Q_{13}b_3\]  

(22)

or

where two complex constants, \(Q_{12}\) and \(Q_{13}\), describe the relationship among \(b_1, b_2,\) and \(b_3\).

Fig. 5. LMS port nomenclature.
Equation (23) may be applied under three conditions: subscript "10" when \( b_2 = 0 \); "01" when \( b_1 = 0 \); and "11" when neither \( b_1 \) nor \( b_2 \) equal 0. Thus

\[
b_{311} = \frac{b_{111} - Q_{12} b_{211}}{Q_{13}}, \tag{24}
\]

where \( b_{311} \) is the value of \( b_1 \) when \( b_1 \) and \( b_2 \) are both energized from ports four and five. When \( b_2 = 0 \), which occurs by energizing port four and terminating port five, Eq. (23) becomes

\[
b_{310} = \frac{b_{110}}{Q_{13}} \tag{25}
\]

or

\[
Q_{13} = \frac{b_{110}}{b_{210}}. \tag{26}
\]

Similarly, when \( b_1 = 0 \), which occurs by energizing port five and terminating port four, Eq. (23) becomes

\[
b_{301} = -\frac{Q_{12} b_{201}}{Q_{13}}. \tag{27}
\]

Substituting Eq. (26) into Eq. (27) gives

\[
b_{301} = -\frac{Q_{12} b_{201} b_{310}}{b_{110}} \tag{28}
\]

or

\[
-Q_{12} = \frac{b_{301} b_{110}}{b_{201} b_{310}}. \tag{29}
\]

Substituting Eqs. (26) and (29) into Eq. (24) gives

\[
1 = \frac{b_{111}}{b_{311}} \frac{b_{310}}{b_{110}} + \frac{b_{111}}{b_{311}} \frac{b_{301}}{b_{201}}. \tag{30}
\]

The \( b \)'s are complex numbers. If the phase is measured relative to \( b_{111}/b_{311} \), then

\[
1 = \frac{b_{111}}{b_{311}} \left| \frac{b_{310}}{b_{110}} \right| e^{j \theta_{110}} + \left| \frac{b_{301}}{b_{201}} \right| e^{j \theta_{201}}. \tag{31}
\]

If \( \theta = \theta_{211} + \theta_{201} - \theta_{311} \), Eq. (31) becomes

\[
1 = e^{j \theta_{110}} \left[ \frac{b_{111}}{b_{311}} \frac{b_{310}}{b_{110}} \right] + \left| \frac{b_{301}}{b_{201}} \right| e^{j \theta}. \tag{32}
\]

Since the detectors measure only magnitudes, the magnitude squared of Eq. (32) is

\[
1 = \left( \left| \frac{b_{310}}{b_{110}} \right| + \left| \frac{b_{301}}{b_{201}} \right| \cos \theta \right)^2 + \left| \frac{b_{301}}{b_{201}} \right|^2 \sin^2 \theta, \tag{33}
\]

which can also be written as

\[
1 = \left( \left| \frac{b_{310}}{b_{110}} \right|^2 + \left| \frac{b_{301}}{b_{201}} \right|^2 \right) \cos \theta + \left( \left| \frac{b_{301}}{b_{201}} \right|^2 \sin^2 \theta \right). \tag{34}
\]

Since the powers are proportional to the squares of the voltages, Eq. (34) becomes

\[
1 = \frac{P_{310}}{P_{110}} + \frac{P_{301}}{P_{201}} + 2 \sqrt{\frac{P_{310}}{P_{110}} \frac{P_{301}}{P_{201}}} \cos \theta. \tag{35}
\]

Completing the square and transposing terms gives

\[
\left[ \left( \frac{P_{310}}{P_{110}} \right)^{1/2} + \left( \frac{P_{301}}{P_{201}} \right)^{1/2} \right]^2 = 1 + 2 \sqrt{\frac{P_{310}}{P_{110}} \frac{P_{301}}{P_{201}}} (1 - \cos \theta). \tag{36}
\]
Since the powers are all positive and \((1 - \cos \theta)\) is greater than or equal to 0, the quantity on the left side of Eq. (36) is a minimum when a null is obtained \((\theta = 0)\). Since \(\cos \theta\) approaches 1 as \(\theta\) approaches 0, Eq. (36) becomes

\[
1 = \left[ \left( \frac{P_{310}}{P_{110}} \right) \left( \frac{P_{311}}{P_{111}} \right)^{1/2} + \left( \frac{P_{301}}{P_{210}} \right) \left( \frac{P_{311}}{P_{211}} \right)^{1/2} \right]^2. \tag{37}
\]

The above \(P\)'s are the true powers. The detectors, however, give readings proportional to the true values. Furthermore, \(P_3\) could have a different proportionality constant for the two levels if the detector is nonlinear. The ratio of these two proportionality constants is the desired result.

If the subscript "r" represents proportional readings, and the nonsubscripted \(P\)'s represent the true values, then

\[
P_1 = K_1 P_{1r}, \quad P_2 = K_2 P_{2r}, \quad P_{311} = K_{311} P_{311r}, \quad P_{310} = K_{310} P_{310r}, \quad P_{201} = K_{201} P_{201r}, \tag{38}
\]

The powers, \(P_{310}\) and \(P_{301}\), will ordinarily be very close, and essentially

\[
K_{310} = K_{311} \tag{39}
\]

since the detectors are assumed to be very nearly linear. \(P_1\) and \(P_2\) remain essentially constant. Substituting Eqs. (38) and (39) into Eq. (37) gives

\[
1 = \left( \frac{K_{310}}{K_{311}} \right)^{1/2} \left[ \left( \frac{P_{310}}{P_{110}} \right) \left( \frac{P_{311}}{P_{111}} \right)^{1/2} + \left( \frac{P_{301}}{P_{210}} \right) \left( \frac{P_{311}}{P_{211}} \right)^{1/2} \right]^2.
\]

or

\[
C_{31r} = \left( \frac{K_{311}}{K_{310}} \right) \left[ \left( \frac{P_{310}}{P_{110}} \right) \left( \frac{P_{311}}{P_{111}} \right)^{1/2} + \left( \frac{P_{301}}{P_{210}} \right) \left( \frac{P_{311}}{P_{211}} \right)^{1/2} \right]^2, \tag{41}
\]

where \(C_{31r}\) is the calibration constant that one must multiply the \(P_{310}/P_{301}\) reading by to get the true ratio

\[
\frac{P_{311}}{P_{310}} = C_{31r} \frac{P_{311}}{P_{301}}. \tag{42}
\]

The calibration constant should be used only when \(P_3\) is operating at the two levels for which it was calibrated.

### 9. Appendix B. Imperfect Isolation

It is desirable to have an estimate of the error when \(P_1\) and \(P_2\) are not 0 when they are assumed to be. The detectors are square-law detectors and are not sufficiently sensitive to determine whether \(P_1\) and \(P_2\) are low enough in the "off" condition to avoid significant errors.

Let \(\Delta b\)'s represent the \(b\)'s which were assumed to be 0 in Appendix A. Equation (24) is still valid, but Eq. (25) should now be

\[
b_{310} = b_{310} - Q_{12} \Delta b_{310} = b_{310} \left(1 - \frac{Q_{12} \Delta b_{310}}{Q_{13} b_{110}}\right) \tag{43}
\]

and Eq. (27) should now be

\[
b_{201} = \frac{\Delta b_{211}}{Q_{12} Q_{13}} b_{201} = \frac{Q_{12} b_{201}}{Q_{13}} \left(1 - \frac{\Delta b_{201}}{Q_{12} Q_{13}}\right). \tag{44}
\]

Let

\[
\beta_1 = -\frac{Q_{12} \Delta b_{211}}{b_{110}} \tag{45}
\]

and

\[
\gamma_1 = -\frac{\Delta b_{201}}{b_{201} Q_{12}}. \tag{46}
\]

Combining Eqs. (43)-(46) gives

\[
Q_{13} = \frac{b_{110}}{b_{310}} \left(1 + \beta_1\right) \tag{47}
\]

and

\[
-Q_{12} = \frac{b_{201}}{b_{201} b_{310}} \frac{1 + \beta_1}{1 + \gamma_1}. \tag{48}
\]

Eq. (24) now becomes

\[
1 = \frac{b_{311}}{b_{310}} \frac{b_{301} b_{110} + \Delta b_1}{b_{201} b_{310} + \Delta b_1} \frac{1 + \beta_1}{1 + \gamma_1}. \tag{49}
\]
or
\[
1 = \frac{b_{310}}{b_{311}} \frac{b_{310}}{b_{110}} \frac{1}{1 + \beta_1} + \frac{b_{301}}{b_{311}} \frac{1}{1 + \gamma_1}. \tag{50}
\]

The \(b\)'s and \(\beta_i\) and \(\gamma_i\) are complex numbers. If the phase is measured relative to \(b_{111}/b_{311}\), then
\[
1 = \frac{b_{311}}{b_{311}} \frac{b_{310}}{b_{110}} \frac{e^{i(\theta_{311} - \theta_{11})}}{1 + \beta_1} + \frac{b_{311}}{b_{211}} \frac{e^{i\theta_{311}}}{1 + \gamma_1}, \tag{51}
\]

where
\[
\theta_{\beta_i} = \text{Arg} (1 + \beta_i) \tag{52}
\]
and
\[
\theta_{\gamma_i} = \text{Arg} (1 + \gamma_i). \tag{53}
\]

Equation (51) may also be written as
\[
1 = e^{i(\theta_{311} - \theta_{11})} \left[ \frac{b_{310}}{b_{311}} \frac{e^{i\theta_{311}}}{1 + \beta_1} \right] + \frac{b_{311}}{b_{211}} \frac{e^{i\theta_{311}}}{1 + \gamma_1} \right], \tag{54}
\]

where
\[
\theta = \theta_{2311} + \theta_{3201} - \theta_{3110}. \tag{55}
\]

As in Appendix A, taking the square of the magnitude and changing to power gives
\[
1 = \frac{P_{310}}{P_{311}} \frac{1}{|1 + \beta_1|^2} + \frac{P_{301}}{P_{211}} \frac{1}{|1 + \gamma_1|^2}
+ P_{eq} \cos(\theta + \theta_{\beta_1} - \theta_{\gamma_1}), \tag{56}
\]
where
\[
P_{eq} = 2 \sqrt{\frac{P_{310} P_{301}}{P_{311} P_{211}} \frac{1}{|1 + \beta_1|^2 |1 + \gamma_1|^2}}. \tag{57}
\]

Completing the square of Eq. (56) and transposing terms gives
\[
\left[ \left( \frac{P_{310}}{P_{311}} \right)^{1/2} \frac{1}{|1 + \beta_1|} + \left( \frac{P_{301}}{P_{211}} \right)^{1/2} \frac{1}{|1 + \gamma_1|} \right]^2 = 1 + P_{eq} \left[ 1 - \cos(\theta + \theta_{\beta_1} - \theta_{\gamma_1}) \right]. \tag{58}
\]

As in Appendix A, using the argument on the function being minimum when the angle is 0, and substituting in the proportional readings
\[
C_{\text{HL}} = \left[ \left( \frac{P_{310}}{P_{311}} \right)^{1/2} \frac{1}{|1 + \beta_1|} + \left( \frac{P_{301}}{P_{211}} \right)^{1/2} \frac{1}{|1 + \gamma_1|} \right]^2. \tag{59}
\]

10. Appendix C. Error Due to \(P_{301} \neq P_{310}\)

Since the detectors are very close to being precisely linear, it is reasonable to model the non-linearity by
\[
P = KP_1 (1 + \alpha P_1),
\]
where \(\alpha\) is a measure of the nonlinearity. The non-subscripted \(P\) is the true value and \(P_1\) is the proportional reading. Substituting Eq. (60) into Eq. (42)
\[
P_{\text{HL}} = C_{\text{HL}} P_{\text{HL}} = KP_{\text{HL}} (1 + \alpha P_{\text{HL}}) \tag{61}
\]
or
\[
C_{\text{HL}} = \frac{1 + \alpha P_{\text{HL}}}{1 + \alpha P_{\text{HL}}} . \tag{62}
\]
Solving for \(\alpha\)
\[
\alpha = \frac{1 - C_{\text{HL}}}{C_{\text{HL}} P_{\text{HL}} P_{\text{HL}} - P_{\text{HL}}} \tag{63}
\]
The ratio \(K_{301}/K_{310}\) may be found using Eq. (60)
\[
\frac{P_{301}}{P_{310}} = \frac{K_{301} P_{301}}{K_{310} P_{301}} = \frac{KP_{301}}{KP_{310}} \left( \frac{1 + \alpha P_{301}}{1 + \alpha P_{310}} \right) \tag{64}
\]
or

\[
\frac{K_{301}}{K_{330}} = \frac{1 + \alpha P_{301r}}{1 + \alpha P_{330r}} \cdot \tag{65}
\]

The effect of this non-unity is obtained by substituting Eq. (38) and (65) into Eq. (37), which gives

\[
1 = \left( \frac{K_{311}}{K_{331}} \right)^{1/2} \left[ \left( \frac{P_{310r}}{P_{310r}} \right)^{1/2} \left( \frac{P_{311r}}{P_{311r}} \right)^{1/2} \left( \frac{P_{310r}}{P_{311r}} \right)^{1/2} \right]^2 + \left( \frac{K_{310r}}{K_{311r}} \right)^{1/2} \left[ \left( \frac{P_{310r}}{P_{310r}} \right)^{1/2} \left( \frac{P_{311r}}{P_{311r}} \right)^{1/2} \right]^2 \cdot \tag{66}
\]

or

\[
C_{31} = \frac{K_{311}}{K_{331}} = \left( \frac{P_{311r}}{P_{311r}} \right)^{1/2} \left[ \left( \frac{P_{310r}}{P_{310r}} \right)^{1/2} \left( \frac{P_{311r}}{P_{311r}} \right)^{1/2} \right]^2 \cdot \tag{67}
\]

or

\[
b_1 = Q_{12} b_2 + \left( -I_{1,MS} Q_{13} I_3 + Q_{13} b_3 \right) \tag{70}
\]

or

\[
b_3(1 - I_{1,MS} I_3) = \frac{b_1}{Q_{13}} - b_2 Q_{13} \cdot \tag{71}
\]

As before, making \( b_1 \) and \( b_2 \) successively 0, gives

\[
Q_{13} = \frac{b_{110}}{b_{310}} \frac{1}{1 - I_{1,MS} I_3} \cdot \tag{72}
\]

and

\[
\frac{Q_{13}}{Q_{13}} = \frac{b_{201}}{b_{201}} \left( 1 - I_{1,MS} I_3 \right). \tag{73}
\]

Assuming \( I_{310} = I_{301} \), since \( b_{310} = b_{301} \), gives

\[
\frac{Q_{13}}{Q_{13}} = \frac{b_{301}}{b_{201}} \left( 1 - I_{1,MS} I_{310} \right). \tag{74}
\]

Substituting Eqs. (72) and (74) into Eq. (71), and rearranging terms, gives

\[
\frac{1 - I_{1,MS} I_{311}}{1 - I_{1,MS} I_{310}} = \frac{b_{111}}{b_{310}} \frac{b_{310}}{b_{211}} + \frac{b_{211}}{b_{310}} \frac{b_{310}}{b_{211}} \cdot \tag{75}
\]

Since the right side of Eq. (75) is identical to the right side of Eq. (30), the same manipulations may be performed to yield

\[
\left| \frac{1 - I_{1,MS} I_{311}}{1 - I_{1,MS} I_{310}} \right|^2 = \left( \begin{array}{c|c|c|c} 1 & b_{310} & b_{111} & b_{211} \\ \hline b_{110} & 1 & b_{310} & b_{211} \\ b_{311} & b_{310} & 1 & b_{211} \\ b_{211} & b_{310} & b_{211} & 1 \end{array} \right)^2 \cdot \tag{76}
\]

As before, the powers are proportional to the \( b_{23} \)s except for \( P_3 \), because of the change in \( I_3 \). Thus

\[
P_{311} = \frac{|b_{311}|^2}{Z_0} \left( 1 - |I_{311}|^2 \right), \tag{77}
\]

\[
P_{310} = \frac{|b_{310}|^2}{Z_0} \left( 1 - |I_{310}|^2 \right), \tag{78}
\]

11. Appendix D. Effects of Impedance Changes in \( P_3 \)

Starting with Eq. (21),

\[
b_1 = P_{13} a_3 + Q_{12} b_2 + Q_{13} b_3. \tag{68}
\]

If ports four and five are terminated in impedances that null the hybrid, \( b_1 \) and \( b_2 \) are almost 0 even when \( a_3 \) is energized since the two legs of each power divider are isolated. Thus

\[
I_{1,MS} = \frac{b_3}{a_3} \propto \frac{P_{311}}{Q_{13}}, \tag{69}
\]

where \( I_{1,MS} \) is the reflection coefficient looking into port three when ports four and five are terminated with matching impedances. The second part of Eq. (69) is obtained from setting \( b_1 \) and \( b_2 \) to 0 in Eq. (68).

Substituting Eq. (69) into Eq. (68), and using \( a_3 = I_3 b_3 \) yields

\[
2 \begin{align*}
\begin{vmatrix}
\frac{b_{310}}{b_{110}} & \frac{b_{310}}{b_{311}} & \frac{b_{311}}{b_{311}} \\
\frac{b_{110}}{b_{111}} & \frac{b_{311}}{b_{211}} & \frac{b_{311}}{b_{211}} \\
\frac{b_{311}}{b_{211}} & \frac{b_{311}}{b_{211}} & \frac{b_{311}}{b_{211}}
\end{vmatrix}
= (\cos \theta - 1). \tag{76}
\end{align*}
\]

As before, the powers are proportional to the \( b_{23} \)s except for \( P_3 \), because of the change in \( I_3 \). Thus

\[
P_{311} = \frac{|b_{311}|^2}{Z_0} \left( 1 - |I_{311}|^2 \right), \tag{77}
\]

\[
P_{310} = \frac{|b_{310}|^2}{Z_0} \left( 1 - |I_{310}|^2 \right), \tag{78}
\]
and

$$P_{301} = \frac{|b_{301}|^2}{Z_0} \left( 1 - |T_{301}|^2 \right)$$

$$= \frac{|b_{301}|^2}{Z_0} \left( 1 - |T_{310}|^2 \right),$$  \hspace{1cm} (79)

because $T_{301} = T_{310}$ has been assumed. The characteristic impedance is denoted by $Z_0$. Replacing the voltages with powers, gives

\[
\left( \frac{1 - \Gamma_{310}}{1 - \Gamma_{110}} \right)^2 \left( \frac{1 - |I_{310}|^2}{1 - |I_{311}|^2} \right) = \frac{P_{310}}{P_{110}} \left( \frac{P_{301}}{P_{201}} \right)^{1/2} + \frac{P_{311}}{P_{111}} \left( \frac{P_{301}}{P_{201}} \right)^{1/2} \right]^2
\]

$$P_{301}(1 - \cos \theta),$$  \hspace{1cm} (80)

where

$$P_{30} = 2 \sqrt{\frac{P_{310}}{P_{110}} \frac{P_{301}}{P_{201}} \frac{P_{311}}{P_{211}} \frac{P_{311}}{P_{111}}}.$$  \hspace{1cm} (81)

As in Appendix A, using the argument that the function is minimum when the angle is 0, and substituting in the proportional readings

\[
C_{311} \left( \frac{1 - \Gamma_{310}}{1 - \Gamma_{110}} \right)^2 \left( \frac{1 - |I_{310}|^2}{1 - |I_{311}|^2} \right) = \left( \frac{P_{310}}{P_{110}} \right)^{1/2} + \left( \frac{P_{301}}{P_{201}} \right)^{1/2} \right]^2
\]

$$= \left( \frac{P_{310}}{P_{110}} \right)^{1/2} \left( \frac{P_{301}}{P_{201}} \right)^{1/2} \left( \frac{P_{311}}{P_{111}} \right)^{1/2} \left( \frac{P_{311}}{P_{211}} \right)^{1/2} \right]^2.$$  \hspace{1cm} (82)
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1. Introduction

Material objects—whether complex-geometry parts designed to fit into assemblies or simple-geometry artifacts designed to be calibrated as standards of length—have dimensions which vary with temperature. The size of the variation depends upon the specific material. For example, for aluminum, steel, and silicon, typical coefficients of thermal expansion are respectively, in units of parts per million per degree Celsius, 23.1 ppm/°C, 11.5 ppm/°C, and 2.6 ppm/°C.

Because of the effects of thermal expansion, by national and international agreements length-based dimensions—including those specified, for example, on engineering drawings—are defined to be those which exist at a standard reference temperature of 20 °C [1,2].

Figure 1 illustrates one of two recent developments which have made the issue of thermal-expansion effects in part metrology a matter of increased concern. The figure shows the on-going trend in the manufacture of discrete-part products to increasingly tighter dimensional tolerances in state-of-the-art manufactured goods from aircraft and automobiles to computers and electronics [3]. According to this trend, such tolerances have been decreasing in size by a factor of approximately three every ten years, so that there are today, for example, automobile pistons with tolerances of 6 μm-7 μm and quantum-well electronic devices with tolerances of 0.5 nm [4].

The second development is a proposal to the International Organization for Standardization, subsequently unadopted but of technical import, to change the international standard reference temperature for dimensional measurements from 20 °C to 23 °C [5]. Since referring measurements to a
standard temperature serves to reduce actual variations in dimensions of parts due to thermal-expansion effects as well as uncertainty in measurements, a shift in reference temperature can increase each, that is, both variations and uncertainties.

This paper looks at possible errors and likely uncertainties in dimensional measurements due to thermal-expansion effects where the measurements are made away from the reference temperature, either the specific interval of 3 °C due to a change to the proposed 23 °C or an arbitrary interval due, for example, to the settling of a temperature control system at other than the standard reference temperature.

2. Uncertainties Due to Thermal Expansion

Contributions to uncertainty in measurements of length-based dimensions due to measurements made at nonstandard temperatures are a function of the length of the object being measured, its temperature, its coefficient of thermal expansion, and the uncertainties in each of these quantities.

The coefficient of linear thermal expansion (CTE) of a material, \( \alpha \), is defined to be

\[
\alpha(T) = \frac{dL/L}{dT},
\]

where \( dL/L \) is the fractional change in a characteristic linear dimension and \( dT \) is the change in temperature. For a sample with length \( L_0 \) at temperature \( T_0 \), the length \( L \) at temperature \( T \) is found by integration to be

\[
L = L_0 \exp \left[ \int_{T_0}^{T} \alpha(T) dT \right].
\]

If \( \alpha(T) \) is assumed to vary only slightly over the temperature range \( T - T_0 \), it may be replaced by an average value \( \alpha \) and Eq. (2) becomes

\[
L = L_0 \exp \left[ \alpha(T - T_0) \right].
\]

For typical materials and for changes of temperatures from room temperature to their melting points, Eq. (3) is approximated to within less than 1% by

\[
L = L_0 \left[ 1 + \alpha(T - T_0) \right].
\]

Equation (4) is the standard expression used to correct dimensional measurements made at a uniform temperature other than the one desired.

3. Uncertainties and Error Relative to Tolerances

This report will use two different methods for examining the effects of thermal expansion relative to tolerances of measurements made at nonstandard temperatures. The first method follows the recommended practice of an international standards body and deals with propagated uncertainties. The second method follows the recommended practice of a national standards body and deals with estimated maximum error. Each method compares resulting uncertainties to a tolerance, that is, to a specified limit of permissible error.

3.1 Thermal Uncertainty Index (TUI)

The first method—which is based upon the approach recommended by the International Committee for Weights and Measures (CIPM), which is the basis of a guideline published by the International Organization for Standardization, and which has been adopted as NIST policy—uses root-sum-of-squares (RSS) propagation of uncertainty [6]. In this approach, the combined standard uncertainty associated with the correction for thermal expansion given by Eq. (4) is the positive square root of the estimated variance \( u_e^2 \) given by

\[
u_e = \sqrt{\left( \frac{dL}{dT} \right)^2 u_T^2 + \left( \frac{dL}{\alpha} \right)^2 u_\alpha^2},
\]

where there is assumed to be no correlation between the variations in temperature and the varia-
tions in the coefficients of thermal expansion. Following the CIPM approach, in this first method results are expressed as an expanded uncertainty:

$$U = k \cdot u_c,$$  \hspace{1cm} (6)

with $U$ determined from a coverage factor $k$ and the combined standard uncertainty $u_c$, the estimated standard deviation given by Eq. (6). To be consistent with current international practice, the value of $k$ used by NIST for calculating $U$ is, by convention, $k = 2$ [7]. Hence, with partial derivatives from Eq. (4), substitution of Eq. (5), and $u_r_o = 0$, Eq. (6) becomes

$$U = 2 \cdot u_c = 2 \sqrt{(\alpha_d \Delta T)^2 + (\alpha_d \Delta T)(T - T_o)^2}. \hspace{1cm} (7)$$

In parallel with the method to be described in the next section, this paper defines a ratio of expanded uncertainty to tolerance, that is, the limit of permissible error, called the Thermal Uncertainty Index (TUI):

$$TUI = \frac{U}{\sigma} \times 100\%,$$  \hspace{1cm} (8)

where $U$ is the expanded uncertainty defined by Eq. (7) and $\sigma$ is an engineering tolerance specific to a given situation.

3.2 Thermal Error Index (TEI)

The second method, based on the approach recommended by the American National Standard Institute (ANSI) in its standards dealing with environmental conditions for dimensional measurements, involves linear addition of absolute values to estimated limits of error [2]. In this approach, the estimated worst-case limit of error $e_c$ associated with the correction for thermal expansion given by Eq. (4) is

$$e_c = \left[ \frac{\partial L}{\partial T} \right]_{\sigma} \epsilon_T + \left[ \frac{\partial L}{\partial \alpha} \right]_{\sigma} \epsilon_\alpha,$$  \hspace{1cm} (9)

which, with partial derivatives from Eq. (4), becomes

$$e_c = [\alpha L_o] \epsilon_T + [L_o(T - T_o)] \epsilon_\alpha,$$  \hspace{1cm} (10)

where $\epsilon_T$ and $\epsilon_\alpha$ are worst-case errors in temperature and thermal-expansion coefficients and the terms proportional to each are the errors in the correction for thermal expansion due respectively to nominal differential expansion and the temperature variation.

In the ANSI standard which specifies the temperature conditions for dimensional measurements, Thermal Error Index (TEI) is defined and represented formally by:

$$TEI = [(TVE + UNDE)/WT] \times 100\% \leq 50\%,$$  \hspace{1cm} (11)

where TEI is the thermal error index, UNDE is the stated uncertainty (no further specification) of nominal differential expansion times the temperature difference, $TVE$ is a temperature variation error (defined by a maximum range of temperature drift), and WT is the working tolerance for a specific test. According to ANSI-standard procedures for evaluating the performance of dimensional measuring machines, the TEI should be less than 50% [8].

The parallelism of the two terms of the Thermal Error Index given by Eq. (11) with those of the variational form of thermal-expansion errors on length given by Eq. (9) suggests that a useful basis for estimating the significance of thermal-expansion effects in dimensional measurements in a specific situation is to determine whether the ANSI-specified condition on TEI is met, that is, whether the worst-case limit of error defined by Eq. (10) meets the following condition:

$$e_c/T \leq 1/2,$$  \hspace{1cm} (12)

where WT, the symbol for the working tolerance used in the standard, has been replaced by $\sigma$, the symbol for the specified tolerance introduced in the definition of Thermal Uncertainty Index defined in Eq. (8).

3.3 Interpretation of Statements of Accuracy, Uncertainty, and Error

This report follows the NIST policy on statements of uncertainty associated with measurement results which gives procedures for combining various statements of accuracy, uncertainty and limits of error from other sources, including published measurement data, manufacturer’s specifications, data in calibration and other reports, and reference-data handbooks [9].

Throughout this report, unless otherwise noted, unqualified statements of accuracy, uncertainty and limits of error that are taken from other sources are indicated as “stated uncertainty” (des-
ignated in Tables by the symbol $\Delta$) and discussed as such, but, when combined, are converted to the standard-uncertainty representation by assuming a uniform or rectangular probability distribution with

$$U = 2u = \frac{2}{\sqrt{3}} a = 1.155 a,$$  \hspace{1cm} (13)

where $a$ is the stated accuracy, uncertainty or estimated limit of error in the reported source and the half width of the assumed distribution. Thus a value given in some source as "$Y \pm X\%$" is quoted here as a stated uncertainty of $X$ but when combined to give an expanded uncertainty is represented as "$Y \pm 1.155 \times X\%$." Note for comparison that this method of conversion to an expanded uncertainty yields a result which is within 15% of both the unqualified original statement and a value reported at the 95% level of confidence, which is converted to the $2\sigma$ expanded uncertainty by multiplication by $2/1.96$, but is that much outside the assumed uniform distribution and is, therefore, non-physical. Note, however, that since both are so converted, the ratio of the uncertainty to a tolerance is the same whether in the stated or expanded forms.

4. Uncertainties Due to Variations in Coefficient $\alpha$

An uncertainty in measurement results from uncertainty in the particular value of the CTE, $\alpha$, used to calculate a part's dimension at the reference temperature when measurements are made at another temperature. The uncertainty in the nominal CTE, while seldom considered in conventional dimensional metrology, has long been recognized as important for large parts (large $aL_0$) and for large temperature extrapolations (large $T - T_0$) [2,10]. Due to the trends which have made micrometer and nanometer tolerances more commonplace, errors and uncertainties due to thermal-expansion effects are now an important consideration for part sizes and temperature extrapolations not previously considered large.

4.1 Range of Reference Values of $\alpha$

Table 1 shows the variety of values of CTEs of some metrologically important materials that can be found in references including handbooks for engineers, machinists, and material scientists. Among the materials are: the elements aluminum, iron, and silicon; specific alloys such as Al 6061 and stainless steel 304; general alloys such as cast iron and carbon steel; common Pyrex\footnote{1}{Certain commercial equipment, instruments, or materials are identified in this paper to specify adequately the experimental procedure. Such identification does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the materials or equipment identified are necessarily the best available for the purpose.} (a borosilicate

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>25</td>
<td>22.4</td>
<td>23.6</td>
<td>23.1</td>
<td></td>
</tr>
<tr>
<td>Al 6061</td>
<td></td>
<td>22.0</td>
<td>23.4</td>
<td>22.5</td>
<td></td>
</tr>
<tr>
<td>SS 304</td>
<td>17.3</td>
<td>10.6-17.8</td>
<td>17.2</td>
<td>14.7</td>
<td></td>
</tr>
<tr>
<td>BoCu</td>
<td>16.7</td>
<td></td>
<td>16.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>12</td>
<td></td>
<td>11.7</td>
<td>11.8</td>
<td></td>
</tr>
<tr>
<td>Cast iron</td>
<td>13.5</td>
<td>11.8</td>
<td>10.6-18.7</td>
<td>8.1-19.3</td>
<td>11.9</td>
</tr>
<tr>
<td>C-Steel</td>
<td>12.1</td>
<td>11.4</td>
<td>13.5-15.2</td>
<td>11.6-12.6</td>
<td>10.7</td>
</tr>
<tr>
<td>Pyrex</td>
<td>3.2</td>
<td></td>
<td>3.2</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>Silicon</td>
<td>3</td>
<td>4.67</td>
<td>5</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>Fused quartz</td>
<td>0.42</td>
<td>0.56</td>
<td>0.55</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>Invar</td>
<td></td>
<td></td>
<td>0.64-2.0</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>Zerodur [12]</td>
<td></td>
<td></td>
<td></td>
<td>0.05</td>
<td></td>
</tr>
</tbody>
</table>

\footnote{1}{Source identifies stainless steels only by type, e.g. austenitic, ferritic, and age-hardenable.}
glass) and low-expansion materials, including vitreous silica (fused polycrystalline quartz) and Zerodur (a mixture of crystalline and polycrystalline quartz) [11-17]. Inspection of Table 1 shows the problem of determining a value of CTE for a specific object by looking up a value for a material, namely the variety of values likely to be encountered.

Variations among the values for the various materials from the references shown in Table 1 include, for example, 4.5 ppm/°C or 35% of the mid-range value for carbon steel, 7.0 ppm/°C or 50% of the mid-range value for the stainless steel (which includes CTEs for SS-301 and others from a reference which gives CTEs only for generic types of SS), and 11.2 ppm/°C or 75% of the mid-range for cast-iron.

Table 2 illustrates some likely causes for such variations in tabulated values of CTEs, with the 35% range of the extremes from the mid-value CTE encountered for carbon steel taken as an example. As with other materials, these causes of variations are differences in chemical composition, the physical processing to which the specific sample has been subjected, and the value or range of temperatures for which the coefficient is specified. The first likely cause of differences in reported values of CTEs for nominally the same material is differences in chemical composition. In general, the name carbon steel encompasses a range of carbon concentration from a few tenths of one percent to nearly 1.5% and includes various small amounts of other elements such as Mn, P, S, Si, Cr, Ni, or Mo, with the values of CTE of annealed samples of carbon steels reported by one source ranging from 11.1 ppm/°C to 12.6 ppm/°C depending on composition [14].

The second likely cause of differences in reported values of CTEs for nominally the same material is differences in microstructure associated with the physical processing to which the sample of material has been subjected. These processes include combinations of mechanical working and heat treatment, such as hot rolling, cold rolling, drawing, casting, and annealing. For example, the range of variation of the CTE of steel has been reported to be ±2% (0.2 ppm/°C) among samples cut from different locations in a large piece of steel that has been fully annealed, ±3% (0.3 ppm/°C) among many heats of nominally the same chemical content, ±5% (0.5 ppm/°C) between hot and cold rolling, and ±10% (1.1 ppm/°C) among several heat treatments [18]. For the carbon steel (AISI 52100) of gage blocks, the annealed and hardened states of the material have reported CTEs (20 °C to 100 °C) of 11.9 ppm/°C and 12.6 ppm/°C, respectively [15].

In the case of Invar, Table 1 shows a range of values of CTE from 0.13 to 2.0 ppm/°C for various types of mechanical working and heat treating. Such processing can increase or decrease CTEs and can yield positive, negative or zero values, each of which can vary with time. As indicated by Table 3, annealing of Invar can increase the CTE and quenching can decrease it. Cold working after quenching can reportedly produce a negative coefficient, with very low CTEs usually reverting with time to the normal value for the material [15].

The third likely cause of differences in reported values of CTEs for nominally the same material are differences in the values or range of temperatures for which the CTEs are given. Among the sources cited here the most typical situation is an average value for a range of temperature from 20 °C up to 100 °C or as much as 1000 °C. That such average values can be significantly different than the 20 °C standard-temperature value is shown by Table 4, which compares with its 20 °C value the mean CTE for the range 20 °C to 107 °C and also shows the temperature derivative of the CTE at 20 °C in both

### Table 2. Variety of values of the coefficient of thermal expansion (CTE, in ppm/°C) of carbon steel reported in various sources

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon steel</td>
<td>Plain carbon steel AISI-1020</td>
<td>Carbon steel hardening grades wrought</td>
<td>AISI grade 1020 (0.22% C)</td>
<td>Fe-C alloy 1.08% C</td>
<td>Fe + (0.7-1.4)% C</td>
<td>Carbon steel Fe + (0.7-1.4)% C well-annealed</td>
</tr>
<tr>
<td>T = 21 °C-649 °C</td>
<td>T = 20 °C-100 °C</td>
<td>T = 20 °C-100 °C</td>
<td>11.7</td>
<td>10.8</td>
<td>10.7 ± 0.7</td>
<td></td>
</tr>
<tr>
<td>13.5-149</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Typical 12.1</td>
<td>Carbon steel carburizing grades wrought</td>
<td>AISI grades 1370-1085</td>
<td>Fe-C alloys 1.45% C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T = 21 °C-649 °C</td>
<td>T = 20 °C-100 °C</td>
<td>T = 20 °C-100 °C</td>
<td>11.0-11.8</td>
<td>10.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Effects of heat treatment and mechanical processing on the mean thermal expansion of Invar (T = 16°C–100°C)

<table>
<thead>
<tr>
<th>Processing</th>
<th>Mean α (ppm/°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quenched cold-drawn</td>
<td>0.14</td>
</tr>
<tr>
<td>Annealed quenched</td>
<td>0.5</td>
</tr>
<tr>
<td>Hot mill</td>
<td>1.4</td>
</tr>
<tr>
<td>Forged</td>
<td>1.7</td>
</tr>
<tr>
<td>19 h cool from 830°C</td>
<td>2.0</td>
</tr>
</tbody>
</table>

a ppm/(°C)² and %/°C form [16,17]. Note that for some materials the difference between the CTE at 20°C and an average value, such as that for the range 20°C–107°C shown, can be substantial, including 1 ppm/°C (5%) for aluminum and its alloys, 0.5 ppm/°C (20%) for silicon, and 0.43 ppm/°C (300%) for Invar.

A further consideration in assigning a value of CTE to a particular object is whether the material of the object is homogenous. An obvious situation is that of a compound object, that is, an assembly consisting of materials with different coefficients. One example of such is a commercial ball-plate for performance evaluation of coordinate measuring machines, which consists of ceramic balls mounted in a steel plate [19]. Less obvious is the situation of case-hardened parts, where the surface to some depth has a different CTE than that of the interior. Due to such inhomogeneities, measured values of CTE for steel gage blocks have been observed to be length-dependent, ranging from an asymptotic 12.0 ppm/°C for lengths less than 50 mm to an asymptotic 10.6 ppm/°C for lengths greater than 500 mm, with a value of 11.5 ppm/°C for lengths near 100 mm [20].

4.2 Uncertainty in Specific Values of α

Given that the CTE of an object depends upon its homogeneity, chemical composition, history of thermal-mechanical processing (such as heat treatment, cold working, and hardening), and temperature, a basis for estimating the degree to which even well-characterized values of CTE are known is given by Table 5, which shows the stated uncertainties in CTEs for some calibration artifacts, standard reference data and standard reference materials.

As indicated in the first row of Table 5, the American National Standard ANSI/ASME B89.1.2 for gage blocks specifies that the CTEs of gage blocks conforming to the standard are stated to be “accurate within ±10% of value stated for the blocks between 15°C and 30°C” [21]. The parallel international standard specifies that the CTE of steel gage blocks in the temperature range 10°C and 30°C be within the limits (11.5±1.0) ppm/°C, an 8.7% tolerance [22].

Shown in the second row of Table 5 are the stated values of uncertainty specified with standard-reference-data values of CTE for materials covering a wide range of values [16]. As indicated by Table 5, typical reported uncertainties for what are averages over a number of well-annealed samples of specific-composition alloys are 5% and 7%.

In the third row of Table 5 are the stated uncertainties assigned to the values of CTEs of standard reference materials produced and sold as standards of thermal expansion for use in calibrating dilatometers [23]. As indicated, the stated uncertainty associated with each of these specific well-annealed samples of specific-composition reference materials is ±0.03 ppm/°C, which for materials such

Table 4. Calculated temperature-average (20°C–107°C) and temperature derivatives (20°C) of thermal expansion coefficients (CTEs) for some metrologically important materials [11,12]

<table>
<thead>
<tr>
<th>Material</th>
<th>α (20°C–107°C) (ppm/°C)</th>
<th>β (20°C) (ppm/°C)</th>
<th>(dα/dT)_{10°C} (ppm/(°C)²)</th>
<th>(dβ/dT) (°C⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum</td>
<td>24.2</td>
<td>23.1</td>
<td>0.009</td>
<td>0.04</td>
</tr>
<tr>
<td>Al 6061</td>
<td>23.7</td>
<td>22.5</td>
<td>0.023</td>
<td>0.10</td>
</tr>
<tr>
<td>BeCu</td>
<td>16.2</td>
<td>16.2</td>
<td>av 0.009</td>
<td>0.06</td>
</tr>
<tr>
<td>Cast iron</td>
<td>12.0</td>
<td>11.9</td>
<td>0.0088</td>
<td>0.07</td>
</tr>
<tr>
<td>C-steel</td>
<td>11.9</td>
<td>10.7</td>
<td>0.018</td>
<td>0.17</td>
</tr>
<tr>
<td>Quartz</td>
<td>11.7</td>
<td>10.3</td>
<td>0.023</td>
<td>0.22</td>
</tr>
<tr>
<td>Pyrex</td>
<td>3.0</td>
<td>2.8</td>
<td>0.00083</td>
<td>0.03</td>
</tr>
<tr>
<td>Silicon</td>
<td>3.1</td>
<td>2.6</td>
<td>0.0031</td>
<td>0.12</td>
</tr>
<tr>
<td>Fused quartz</td>
<td>0.60</td>
<td>0.49</td>
<td>0.00032</td>
<td>0.07</td>
</tr>
<tr>
<td>Invar</td>
<td>0.56</td>
<td>0.13</td>
<td>0.0012</td>
<td>9.2</td>
</tr>
<tr>
<td>Zerodur</td>
<td>0.05</td>
<td>&lt;0.05</td>
<td>&lt;0.0015</td>
<td>&lt;0.015</td>
</tr>
</tbody>
</table>

36
as steels with coefficients of the order of 10 ppm/°C corresponds to approximately 0.3%.

Finally, in the fourth row of Table 5 are the stated uncertainties of recent dilatometer measurements by a national standards laboratory on a range of materials, including, for example, one of the standard reference materials shown in the third row [24]. As indicated, the reported uncertainties for each of these materials vary from a high of 0.086 down to a low of 0.006 ppm/°C. Representative of the stated uncertainties in the CTEs of these standard reference materials is the 0.36% value for the materials other than the zero-expansion glass-ceramic.

Taken together, Tables 1, 2, and 5 provide a basis for some generalizations about the expanded uncertainties of values of CTEs: First, with no further information about composition or history, the expanded uncertainty of the CTE for materials simply described as carbon steel, stainless steel or cast iron can be from 5 ppm/°C to greater than 10 ppm/°C (as indicated by Table 1 which includes ranges of reported values of 4.5 ppm/°C or 35% of the mid-range value for carbon steel, 7.0 ppm/°C or 50% of the mid-range value for stainless steel 304, and 11.2 ppm/°C or 75% of the mid-range for cast iron).

Second, knowing only that a material is gage-quality carbon steel, tungsten carbide or chromium carbide, the expanded uncertainty of the material’s CTE is likely to be of the order of 10% or 1 ppm/°C.

Third, with information about chemical composition, the expanded uncertainty in the tabulated values of CTEs of a variety of standard-composition substances including metals, alloys and non-metallic materials are usually of the order of 5% to 9%. (With this generalization, one should keep in mind that the standard reference data are usually for well-annealed specimens of a class of materials and sometimes includes an average over a range of compositions.)

Lastly, with direct measurements of CTEs obtained by dilatometry on particular specimens of materials with coefficients in the range of, say, 3 ppm/°C (such as silicon) to 23 ppm/°C (such as aluminum and its alloys), the expanded uncertainties in CTE are of the order of 0.3%.

5. Uncertainty in Temperature

Uncertainty in the measurement of the length of a part also results from the uncertainty in the value of the temperature of the part, because the temperature must be measured and used to calculate the part dimension at the reference temperature.
5.1 Sensor-Limited Uncertainty in Temperature Measurement

Table 6 shows representative limiting uncertainties, stated ($\Delta_T$) and expanded ($U_T$), associated with the use of the major types of NIST-calibrated temperature sensor systems for the determination of an object's temperature and, for reference, the absolute limit of temperature measurement at 20 °C. This limit is the 0.0002 °C expanded uncertainty of a primary calibration of a SPRT, which is also the uncertainty with which the melting point of gallium, a defining point on the International Temperature Scale, can be realized [25].

In order of decreasing values, the stated (and expanded) uncertainties are: 1) 0.1 °C (0.12 °C) for a Type-T thermocouple with a reference junction in an ice bath and read-out with a digital voltmeter [26]; 2) 0.03 °C (0.035 °C) for a visually-read mercury-in-glass thermometer [26]; 3) 0.01 °C (0.012 °C) for well-selected glass bead thermistors [27]; 4) 0.002 °C (0.0023 °C) for Type-T thermocouples referenced directly against a standard platinum resistance thermometer (SPRT) in a temperature-controlled 20 °C cell [28]; and 5) 0.001 °C (0.002 °C) for one SPRT as sensor referenced against a second in a 20 °C cell [25].

5.2 Object Temperature Measurement

Figure 2 shows schematically the types of locations at which temperature measurements are made: (A) in the air (or liquid) medium surrounding the object or part the temperature of which is to be determined; (B) on the walls of the temperature-control enclosure surrounding the measuring machine; (C) on the measuring machine; or (D) on the object itself.

Because combinations of radiation, convection, and conduction within this overall system can produce differential heating or cooling, the temperature of the part as a whole is not necessarily the same as that of any these points of measurement, including a single point on the object. Uncertainty also results from nonuniformity of the temperature distribution over the part, or nonequilibrium of the part with the environment at which temperature is measured.

5.3 State-of-the-Art Temperature Facilities

Table 7 shows, for state-of-the-art measuring and manufacturing systems, the stated temperature "stability" of each (taken to be the temporal variation about a mean temperature) and reported temperature "accuracy" (taken to be the stated uncertainty in that mean temperature). In each case, stated stabilities and accuracies are each treated as otherwise-unspecified single-component uncertainties obtained from quantities with uniform distribution and converted to expanded uncertainties by multiplication by 1.155.

In the order of decreasing expanded uncertainty, these systems include: (1) conventional metrology facilities with temperatures controlled to 0.12 °C; (2) two commercial laser-interferometer microelectronics mask measurement systems with stabilities

---

**Table 6.** Stated ($\Delta_T$) and expanded ($U_T$) uncertainties in temperature measurement near 20 °C attainable by standard platinum resistance, bead-in-glass thermistor, type-T thermocouple, and mercury-in-glass thermometers

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Reference</th>
<th>Instrument</th>
<th>Bath</th>
<th>$\Delta_T$ (stated)</th>
<th>$U_T$ (expanded)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPRT</td>
<td>Ga-Pt</td>
<td>Bridge</td>
<td>20 °C Cell</td>
<td>0.0001 °C ($\sigma$)</td>
<td>0.0002 °C</td>
</tr>
<tr>
<td>SPRT</td>
<td>SPRT</td>
<td>Bridge</td>
<td>20 °C Cell</td>
<td>0.001 °C ($\sigma$)</td>
<td>0.002 °C</td>
</tr>
<tr>
<td>TC</td>
<td>SPRT</td>
<td>Bridge</td>
<td>20 °C Cell</td>
<td>0.002 °C</td>
<td>0.0023 °C</td>
</tr>
<tr>
<td>Thermistor</td>
<td></td>
<td>Bridge</td>
<td></td>
<td>0.01 °C</td>
<td>0.012 °C</td>
</tr>
<tr>
<td>Hg-glass</td>
<td>TC</td>
<td>DVM</td>
<td>0 °C Junc</td>
<td>0.03 °C</td>
<td>0.035 °C</td>
</tr>
<tr>
<td>TC</td>
<td></td>
<td>DVM</td>
<td>0 °C Junc</td>
<td>0.1 °C</td>
<td>0.12 °C</td>
</tr>
</tbody>
</table>
of 0.058 °C and 0.012 °C, respectively [29,30]; (3) Physicalisch-Technische-Bundesanstalt's special metrology facility controlled to 0.012 °C [31]; (4) Lawrence-Livermore's Large Optics Diamond Turning system with a measured stability of its surrounding air environment of 0.001 °C and an expanded uncertainty of 0.012 °C [32]; and (5) NIST's Linescale Interferometer System with a temperature measurement expanded uncertainty of 0.0023 °C [28].


Table 8 shows reported results of analyses of thermal expansion effects in three state-of-the-art engineering measurement systems. The systems are: 1) a specialized measuring machine for inspecting the mating features of the solid rocket motor of the U.S. Space Shuttle; 2) a commercial
high-accuracy coordinate measuring machine used, for example, in automobile manufacturing; and 3) a specialized metrology system required for measurement of new-generation x-ray lithography masks. Based on stated uncertainties in thermal expansion ($\Delta T$) and temperature ($\Delta T$), the stated uncertainties are represented in incremental length ($\Delta L$), fractional length ($\Delta L / L$), and fractional tolerance ($\Delta L / L$) forms and compared with the ANSI-Standard Thermal Error Index (TEI).

### 6.1 Solid Rocket Motor Seal

In the second column of Table 8 are shown data and results of an analysis of the stated measurement uncertainties of a special-purpose profile measuring device developed for the U.S. space program to measure the absolute diameters of mating features of the redesigned joints of the Space Shuttle solid rocket motor subsequent to the failure which destroyed the Challenger [10]. The analysis deals with the case of an aluminum-arm measuring device calibrated at one temperature and used to measure the 3.65 m (144 in) diameter of a steel part at another temperature as much as 11.1 °C (20 °F) different. Machine and part temperatures are stated to be controlled to ±0.27 °C (0.5 °F). With use of reference-table values of CTE of aluminum and steel, assumption of stated uncertainties in CTEs of ±5%, and linear addition of absolute values of probable errors, the result of the analysis is that the machine's stated uncertainty is 95.3 μm (0.00375 in), representing 27 ppm of part size and 75% of the specified 127 μm (0.005 in) tolerance. The analysis also notes that with machine calibration and part measurement carried out under the improved temperature conditions of (20.0±0.36) °C [(68.0±0.2) °F] noted in Table 7 as ideal, the machine's stated uncertainty improves to 17.6 μm (0.0021 in) which is 4.8 ppm and 14% of tolerance, that is, of maximum permissible error.

### 6.2 High-Accuracy Coordinate Measuring Machine

In the third column of Table 8 are shown data and results of the vendor's analysis of the stated measurement uncertainty of a commercial coordinate measuring machine (CMM) of the type used, for example, in the aerospace and automobile industries [33]. The problem is to determine under what thermal-expansion conditions it can be determined that a CMM performs within its stated uncertainty:

$$U_i/\mu m = 0.5 + [L/\text{mm}]/1200 \quad (14)$$

using a step gage with stated calibration uncertainty:

$$A/\mu m = 0.05 + [L/\text{mm}]/2000 \quad (15)$$

where $U_i$ is the single-axis linear uncertainty for CMMs stated in the form specified by the German industrial standard [34] and $A$ is the vendor-stated calibration uncertainty of the step gage, and $L$ is distance in mm.

The vendor's analysis deals with the case of using a step gage one meter in length at a temperature chosen to be 21 °C controlled to ±0.1 °C under four conditions: step gage of either steel with a CTE of (11.5 ± 0.1) ppm/°C or Zerodur with a CTE of (0.00 ± 0.05) ppm/°C and uncertainties combined either in absolute values or root-sum-of-squares. The reported result is that the machine can only be satisfactorily determined to perform to a stated uncertainty of 1.33 μm at one meter using the Zerodur gauge. When added in absolute values and root-sum-of-squares, the resulting uncertainty in measurements with the steel step gage comprise respectively 135% and 96% of the tolerance. With the Zerodur step gage, in each case they comprise less than 50%, the implication being that the use of a Zerodur gage more satisfactorily allows the machine's performance to be judged to be within the manufacturer's stated uncertainty.

### 6.3 X-Ray Lithography Photomask

In the fourth column of Table 8 are shown data and results of a national laboratory's analysis of the stated uncertainty required to calibrate a reference dimensional standard for x-ray lithography photomasks [35]. The analysis deals with the case of a one-gigabit DRAM device and the reductions in uncertainties required at each successive level of the process: a critical dimension (CD) of 175 nm to 200 nm, with error of overlays (EOw) on wafers of CD/2.5, image placement accuracy (IPA) on masks of EOw/3, required industrial reference metrology accuracy (IRM) of IPA/4 and required national laboratory uncertainty of IRM/4, the resulting uncertainty required of the national laboratory is 1.25–1.75 nm, shown in Table 8 as a tolerance, i.e., permissible limit on measurement uncertainty, of 1.5 nm. Based on a reference-table value of CTE for silicon known to ±3% [16], the analysis shows that measurements made at the 20 °C reference temperature to a state-of-the-art level of tempera-
tecture control of 0.01 °C yield an expanded uncertainty of 1 nm, representing 0.02 ppm of positional accuracy on the 50 mm wafer and 67% of the tolerance on the stated calibration uncertainty.

For each of the three examples, Table 8 also gives calculated values of TEI and shows the following results. In the rocket-motor example, the worst-case uncertainties due to differential thermal-expansion effects of the measuring arm and part just meet the ANSI B89 standard condition of TEI ≤ 50%. In the CMM example, while the test with the Zerozert step gauge meets that condition, that with the steel step gauge does not. In the x-ray mask example, for that condition to be met a uniform part temperature known to better than 0.01 °C is required.

7. Limiting Situations in Calibrations and Measurements

Based on the results of previous sections, Table 9 shows for various measurement situations the uncertainties in length measurements in terms of increments, fractions of the dimension measured and fractions of specified tolerances on the two bases described in Sec. 3. In the middle section of Table 9 are given stated uncertainties for CTE (ΔT) and temperature (ΔT) combined in absolute values according to Eq. (10) to provide a stated uncertainty in length (ΔL), and TEI, and comparison to a stated tolerance (T) as in Eq. (11). In the lower section of Table 9 are given expanded uncertainty for CTE (Ue) and temperature (UT) combined sum-of-squares to provide an expanded uncertainty in length (UL), a TUI, and comparison to an expanded-uncertainty tolerance (T) as in Eq. 8.

7.1 Limit of Definition of Temperature

The second column in Table 9 shows that materials having CTEs in the range of nominal values 2.5 ppm/°C to 25 ppm/°C (which includes materials from silicon through steel to aluminum), the current ±0.0001 °C standard uncertainty of the definition of temperature corresponds to a standard uncertainty in length ranging from 0.25 nm to 2.5 nm at 1 meter. Given that, by international and national standard, the length of an object is defined at a uniform temperature of 20 °C and the uncertainty of temperature measurement is limited by that of the ITS-90 temperature scale at the reference temperature uncertainty, the second column of Table 9 shows that the corresponding expanded uncertainty in length measurement of 5 × 10⁻¹⁰ represents the current absolute limit for which a standards-defined length of the materials indicated can be determined.

For reference, Table 10 shows the limiting value of relative expanded uncertainty of length measurements (UL/L) for material objects of low expansion materials imposed by ITS-90 compared to the expanded uncertainty in the wavelength of the iodine-stabilized helium-neon laser.

Table 9. Comparison of thermal error indices (TEI), based on stated uncertainties, and Thermal Uncertainty Indices (TUI), based on expanded uncertainties, for various situation and thermal conditions

<table>
<thead>
<tr>
<th>Material</th>
<th>Dimension</th>
<th>Lab 20 °C</th>
<th>MC goal</th>
<th>Primary</th>
<th>Secondary</th>
<th>Tertiary</th>
<th>L-screw</th>
<th>Piston</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si-40-Al</td>
<td>1 m</td>
<td>1 m</td>
<td>70 mm</td>
<td>1 m</td>
<td>1 m</td>
<td>1 m</td>
<td>1000 mm</td>
<td>100 mm</td>
</tr>
<tr>
<td>α (ppm/°C)</td>
<td>2.5-25</td>
<td>2.5-25</td>
<td>2.6</td>
<td>11.75</td>
<td>11.8</td>
<td>11.8</td>
<td>11.5</td>
<td>23.4</td>
</tr>
<tr>
<td>(T - T₀)</td>
<td>0.0001 °C</td>
<td>0.001 °C</td>
<td>0.301 °C</td>
<td>0.002 °C</td>
<td>0.001 °C</td>
<td>0.01 °C</td>
<td>0.1 °C</td>
<td>3 °C</td>
</tr>
<tr>
<td>ΔT</td>
<td>0.03</td>
<td>0.03</td>
<td>0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔL</td>
<td>0.25-2.5 mm</td>
<td>2.5-25 mm</td>
<td>0.18 mm</td>
<td>24.40 mm</td>
<td>0.17 μm</td>
<td>1.8 μm</td>
<td>1.8 μm</td>
<td>7.0 μm</td>
</tr>
<tr>
<td>ΔL/L</td>
<td>≥2.5×10⁻¹⁰</td>
<td>≥2.5×10⁻⁹</td>
<td>2.6×10⁻⁹</td>
<td>2.4×10⁻⁹</td>
<td>1×10⁻⁹</td>
<td>2×10⁻⁹</td>
<td>1.8×10⁻⁹</td>
<td>7×10⁻⁹</td>
</tr>
<tr>
<td>TEI</td>
<td>18%</td>
<td>25%</td>
<td>10%</td>
<td>24%</td>
<td>5%</td>
<td>92%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uₚ (ppm/°C)</td>
<td>0.0002 °C</td>
<td>0.0012 °C</td>
<td>0.0012 °C</td>
<td>0.0023 °C</td>
<td>0.012 °C</td>
<td>0.012 °C</td>
<td>0.12 °C</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>1.2 mm</td>
<td>0.12 μm</td>
<td>1.4 μm</td>
<td>1.3 μm</td>
<td>3.8 μm</td>
<td>3.8 μm</td>
<td>38.3 μm</td>
<td>8.7 μm</td>
</tr>
<tr>
<td>Uₚ/L</td>
<td>0.5-5 mm</td>
<td>2.9-29 mm</td>
<td>0.22 mm</td>
<td>27.6 mm</td>
<td>0.14 μm</td>
<td>1.3 μm</td>
<td>2.1 μm</td>
<td>7.0 μm</td>
</tr>
<tr>
<td>TUI</td>
<td>≥5×10⁻¹⁰</td>
<td>≥3×10⁻⁹</td>
<td>3.1×10⁻⁹</td>
<td>2.8×10⁻⁹</td>
<td>1.4×10⁻⁹</td>
<td>1.3×10⁻⁹</td>
<td>2.1×10⁻⁹</td>
<td>7×10⁻⁹</td>
</tr>
<tr>
<td>UT</td>
<td>18%</td>
<td>23%</td>
<td>14%</td>
<td>10%</td>
<td>5%</td>
<td>80%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Stated uncertainty for this case was one standard deviation; all other examples were unspecified and treated as uniform distributions.
Table 10. Relative expanded uncertainty in length for low-expansion materials due to the 0.0002 °C limit of ITS-90 compared to the relative expanded uncertainty in length due to uncertainty in the I-HeNe wavelength.

<table>
<thead>
<tr>
<th>Material</th>
<th>α (ppm/°C)</th>
<th>U₁/L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel</td>
<td>11.5</td>
<td>23.0 × 10⁻¹⁰</td>
</tr>
<tr>
<td>Silicon</td>
<td>2.6</td>
<td>5.2 × 10⁻¹⁰</td>
</tr>
<tr>
<td>Invar</td>
<td>1.0</td>
<td>2.0 × 10⁻¹⁰</td>
</tr>
<tr>
<td>Fused quartz</td>
<td>0.4</td>
<td>0.8 × 10⁻¹⁰</td>
</tr>
<tr>
<td>127I-HeNe</td>
<td>0.25</td>
<td>0.5 × 10⁻¹⁰</td>
</tr>
<tr>
<td>Zerodur</td>
<td>0.05</td>
<td>0.1 × 10⁻¹⁰</td>
</tr>
</tbody>
</table>

(8Δ/Δ = 5.0 × 10⁻¹¹ [36]) by which the SI unit of length in engineering measurements is practically defined. Table 10 also shows the value of CTE, 0.3 ppm/°C, at which the contributions to the uncertainty in a length measurement of the uncertainty in the ITS-90 temperature scale and of the reference wavelength are equal, that is, where

\[ U₁/L = αUₜₚ = (Δ/Δ = αN_{HeNe}). \]  

(16)

As indicated in Table 10, for materials with CTEs greater than the 3.4 ppm/°C, which value is near that of silicon and Pyrex (borosilicate glass), a lower limit of the uncertainty of any measurement of the length of a material object is imposed by the uncertainty in temperature defined by ITS-90, while for materials with CTEs less than 3.4 ppm/°C (including Invar, fused silica, and Zerodur) a larger uncertainty is imposed by the uncertainty in the wavelength of the iodine-stabilized laser.

7.2 Limit of Realizing 20 °C in the Laboratory

The third column of Table 9 shows again for materials ranging from silicon to aluminum that the practical limit of realizing 20 °C, achievable with high- but not ultimate-performance equipment such as an 88-digit voltmeter and best laboratory practice, is about ±0.001 °C [25,37]. This temperature corresponds to an expanded uncertainty in length of 2.5 nm at 1 m. Thus, in terms of fractional length (U₁/L), 3 parts in 10⁷ currently represents the lowest uncertainty with which a length of a material object can be determined.

7.3 Design Goal of M3

The fourth column of Table 9 shows the design parameters and performance goals for the Molecular Measuring Machine (M3), a laser-interferometer and STM-probe planar coordinate measuring machine being constructed at the National Institute of Standards and Technology [38]. With the SPRT-SPRT thermometry described in Table 6 in which one SPRT acts as sensor for monitoring the temperature of the part carrier and the other acts as the reference, the M3 goal is to be able to achieve for a silicon wafer of 70 mm diagonal a temperature which is uniform, stable and accurate to 0.001 °C, the current practical limit of realizing the reference temperature in a laboratory. For M3 that limit of measurement of part temperature corresponds for a silicon part to an expanded uncertainty in length of 0.22 nm at 70 mm (3.1 parts in 10⁷) or 18% of the machine's design goal for point-to-point position measurement.

7.4 Primary Calibration Laboratory

The fifth column of Table 9 shows operational parameters for the NIST Length Scale Interferometer, a primary-calibration facility the accuracy of which is checked through international round-robin aimed at assessing the capabilities of national laboratories in various internationalized nations to realize the definition of the meter [28]. For the steel meter-bar used in such intercomparisons, the stated 0.002 °C expanded uncertainty in part temperature and offsets of no more than 0.01 °C from the 20 °C reference temperature corresponds to 24 nm at 1 m, which is 2.4 parts in 10⁶ or 25% of a nominal expanded uncertainty of 0.1 μm at a meter.

7.5 Secondary Calibration Laboratory

The sixth column of Table 9 shows operational parameters of a hypothetical secondary calibration laboratory representative of current good practice among industrial and government metrology facilities. With CTEs known to the standard-reference-material level of ±0.03 ppm/°C of Table 9, temperature controlled to a state-of-the-art facility level of ±0.01 °C, and part temperature offsets from the reference temperature of no more than 0.1 °C, the thermal-expansion contribution to length measurement expanded uncertainty corresponds to 0.14 μm at 1 meter or 1.4 parts in 10⁷, which represents 14% of an expanded uncertainty of 1.25 μm at a meter representative of the uncertainties of today's high-performance CMMs.
7.6 Tertiary-Calibration/Industrial-Inspection Laboratory

The seventh column of Table 9 shows operational parameters of a tertiary calibration laboratory which can be representative of industrial part-inspection facilities. With CTEs assumed to be known to standard-reference-data values of ±5%, temperature controlled to a conventional metrology facility level of ±0.1 °C, and part temperature offsets from the reference temperature of no more than 1 °C, the thermal-expansion contribution to a possible error corresponds to 1.8 μm at 1 m or 2 parts in 10⁸, which represents 15% of the 12 μm tolerances on transmission housings, clutch covers, and meter-size automobile engine blocks and cylinder heads measured by commercial CMMs [39].

7.7 Change in Reference Temperature

The eighth and ninth columns of Table 9 show two examples of the effects on possible error in industrially important applications cited in research and trade journal editorials concerning the recent unadopted ISO proposal to change the standard reference temperature for dimensional measurements from 20 °C to 23 °C [40,41].

The example shown in column 8 of Table 9 is that of a calibrated steel lead screw in a machine tool or measuring machine. The CTEs of even highly controlled products such as gage blocks or lead screws is said to be known to vary from lot to lot by 5%. Here it is shown that, with a standard still calibrated at 20 °C, this stated 5% uncertainty in the CTE coupled with the 3 °C temperature shift would give rise to a possible error contribution of 1.8 parts in 10⁸, which would add 1.8 μm/m or 5% to the 33.3 μm/m (0.0004 in/ft) value cited as the error of the steel lead screw of an accurate machine tool, an amount which is considered significant in terms of the machine’s intended limit of permissible error.

The example shown in the last column of Table 9 is that of a nominally 100 mm-diameter (4 in) aluminum engine piston. In this case, the dimension of the part measured at a “new” reference temperature of 23 °C has an expanded uncertainty relative to that of a part designed to be measured at the “old” reference temperature of 20 °C of 7 μm or nearly the entire 7.6 μm (0.0003 in) of the initial tolerance for piston-to-cylinder fit for many engines, an effect considered likely to be improperly compensated and a major potential problem in fit and function.

8. Conclusion

This paper has examined the effects on uncertainties in dimensional measurements due to uncertainties in the temperature and coefficients of thermal expansions for both physical-artifact standards and manufactured workpieces. The motivations for this examination are both the trends to tighter tolerances in discrete-part manufacturing, which pose great challenges in dimensional metrology, and the proposed change in the standard reference temperature at which such dimensions are defined.

The paper’s principal conclusion is that, under common conditions of temperature measurement and knowledge of coefficients of thermal expansions of engineering materials, the contributions of thermal-expansion effects to measurement uncertainty are frequently large, sometimes dominant and occasionally overwhelming factors relative to tolerances specified in precision-tolerance manufacturing.

This paper also shows that increased accuracy in the determination of the temperature and coefficient of thermal expansion of the part or standard being measured is of increasing importance when state-of-the-art precision-tolerance parts are being inspected. Finally, the paper’s results support the view that a change in the reference temperature from 20 °C to 23 °C, without recalibration of reference standards at the new temperature, can introduce changes in dimensions and uncertainties in dimensional measurements which are substantial compared to manufacturing tolerances and industrial measurement-accuracy requirements.
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A recently developed radiometer system NCS1 is used to calibrate thermal noise temperature at any frequency between 1.0 GHz and 12.0 GHz. Any cryogenic noise source can be measured; the upper limit of noise temperatures measured without a loss of accuracy is estimated to be about $10^5$ K. For a typical hot noise source with the noise temperature of 8400 K and a reflection coefficient magnitude of 0.1, the expanded uncertainty is $\pm 1.8\%$, and the system sensitivity $\pm 2$ K. Implemented in Type N connector, it can be easily modified to calibrate noise sources with other coaxial connectors or waveguide flanges.
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1. Introduction

The Noise Calibration System Model 1 (NCS1), recently built at the National Institute of Standards and Technology, was designed to fill, in the field of thermal noise calibrations, the two overriding needs of calibration laboratories: the highest quality measuring capabilities and a price that is not prohibitive. Currently available commercial systems are not sufficiently sensitive to deliver the adequate accuracy, while the calibration radiometer systems developed previously at NIST may be too expensive to be duplicated by smaller laboratories.

The NCS1 is broadband, accurate, precise, and relatively inexpensive. Its sensitivity is adequate for its intended purpose of calibrating typical hot and cold laboratory and field noise sources (1.9 K with a 8400 K source, 0.09 K with a nominal 77 K cold load). Access to a vector network analyzer is required for reflection coefficient measurements.

The NCS1 can be easily modified to cover wider frequency and dynamic ranges, to accept noise sources with different connectors (or waveguide flanges) than the present Type N configuration, and to have a different null indicator.

2. Brief Description

The NCS1 consists of two noise standards and a null-balanced, total-power radiometer. In this implementation, one of the two standards is the NIST primary coaxial standard at the cryogenic temperature of liquid nitrogen; however, a calibrated commercial noise source may be substituted without significantly affecting performance [1]. The other standard is a commercial lossy termination held at ambient temperature.

The NCS1 is equipped with three switch-selectable input ports to accommodate the two standards and an unknown noise source, the device under test (DUT). Switching is controlled from a system control panel by the operator. Since different paths through the switch result in slightly different losses, the switch asymmetry is evaluated (by a
separate vector network analyzer), and used to calculate a correction factor (the "asymmetry correction").

A vector network analyzer is also used to evaluate reflection coefficients of the three NCS1 input ports, the nonambient standard, and the DUT. The results are used to calculate the second of the two correction factors (the "mismatch correction").

The measured values of the NCS1 input ports and the nonambient standard reflection coefficients are stored in look-up tables used by the NCS1 software and need to be only periodically reevaluated.

The radiometer uses heterodyning to economically cover a broad frequency range, to facilitate frequency selectivity, and to allow for elective future expansion. Since RF sections of the radiometer require bandlimiting to an octave each (Sec. 3.3), there are four front ends corresponding to the four octaves covered (1-2 GHz, 2-4 GHz, 4-8 GHz, and 8-12 GHz). Selection of the appropriate front end is achieved from the system control panel.

A double-balanced mixer downconverts the RF noise to the 30 MHz IF frequency. Both sidebands are used; each has a bandwidth of about 4 MHz. Most of the system gain is achieved in the IF section. A precision waveguide-below-cutoff (WBCO) attenuator attenuates the different noise powers generated by the two standards and the DUT to the same power, thereby achieving a balanced operation mode.

An unbiased square-law diode serves as a detector. Nulling and resolution control are implemented at the post-detection stage. A strip-chart recorder functions as a low-cost null indicator.

Excluding the NIST primary coaxial standard, the NCS1 is constructed of commercially available components and housed in an ordinary equipment rack (Fig. 1). In order to minimize drifting due to ambient temperature variations, the radiometer and the ambient temperature standard are contained in a temperature-controlled enclosure. The temperature control is achieved by a small commercial water circulator housed in the same rack. All components are fastened to and are in good thermal contact with a brass plate, which is held at a uniform temperature by circulating water. Heat-generating components (amplifiers and mixers) have been positioned downstream from passive components. Off-line computer support is written in BASIC.

Fig. 1. Noise calibration system 1.

3. Noise Calibration System Model 1

A block diagram of the Noise Calibration System Model 1 is shown in Fig. 2. In the following sections, the two standards are briefly overviewed, and the radiometer is described in more detail.
3.1 Cryogenic Temperature Standard

The NIST primary coaxial cryogenic noise standard is described in [2]. Briefly, it consists of a lossy termination with its connecting network (a beaded air-line, an adaptor, and the connector), a water jacket surrounding the output section, and a Dewar holding the liquid nitrogen at atmospheric pressure. All components are housed in an electrically conductive enclosure.

The temperature of the termination is uniform and held constant at the temperature of the liquid nitrogen, which is corrected for the small variations in the static pressure due to the head loss to evaporation, and the barometric pressure. The water circulating within a water jacket locks the temperature of the output section of the connecting network (the adaptor and the connector) to the ambient temperature. The temperature gradient along the length of the coaxial air-line is assumed to be linear with distance between the cryogenic termination and the room temperature connector.

The noise temperature at the output of the primary cryogenic standard, $T_n$, has therefore three calculable components: the major contribution of the lossy termination at the cryogenic temperature, and the minor contributions from the temperature transitional region (the low-loss coaxial air-line), and from the ambient temperature region (the low-loss adapter and connector). The expression used to calculate the output temperature [2] is incorporated into the NCS1 software.

3.2 Ambient Temperature Standard

The ambient temperature standard is a lossy termination whose temperature is held constant by circulating water. Its temperature is measured by a calibrated thermometer. Since every component of this standard is at the same (ambient) temperature, the losses in the connecting network are irrelevant. The output noise temperature of the ambient standard is simply its thermodynamic temperature $T_a$.

3.3 NCS1 Radiometer

The principle of the NCS1 is illustrated by the simplified block diagram in Fig. 3. The simplified radiometer consists of only four components: an isolator, a RF amplifier, a WBCO attenuator, and a receiver containing a square law detector. The input switch is omitted, and the noise sources attach directly to the single input port.

The radiometer input signal is the broadband noise generated by the three noise sources: the two noise standards and the DUT. Each of the three sources is sequentially attached to the radiometer input port, and the noise power is adjusted by the attenuator so that the receiver balances in all three cases.

---

Fig. 2. NCS1 block diagram.

Fig. 3. Simplified system block diagram.
Following [3] and [4], the available noise temperature $T_s$ of the DUT can be calculated by comparing it to the available noise temperatures $T_i$ and $T_a$ of the two standards, according to

$$T_s = T_i + \frac{M_i}{M_s} (T_i - T_a) \frac{10^{-(A_s - A_i)\times 10} - 1}{10^{-(A_s - A_i)\times 10} - 1},$$  

where $M_i/M_s$ is the mismatch correction at the input reference plane, and $A_s$, $A_a$, and $A_i$ are the attenuator settings (in dB) needed for balance.

Three features help convert the idealized radiometer above into a workable instrument:

- In order to protect the connectors and facilitate the operation, an electrically operated single-pole, triple-throw coaxial switch, the input switch, is placed at the system input, effectively creating three separate, dedicated system input ports. The nonambient and ambient temperature standards and the DUT are then sequentially switched into the radiometer.

There are two consequences of that arrangement: the different paths through the input switch result in different losses and require an asymmetry correction, and the finite isolation between the paths cause leakage, which, however, becomes negligible with a proper switch selection.

- In order to economically broaden the frequency coverage, heterodyning is employed. Since the input signal is wideband, it must be bandlimited ahead of the mixer, to avoid intermingling the out-of-band signals. The use of a double-balanced mixer, which suppresses second-order intermixing products, allows the RF sections preceding it to be a full octave wide. The bandlimiting is achieved by means of the RF amplifiers preceding the mixer, since passive filters resonate in their “far out-of-band” region and, therefore, fail to effectively achieve the bandlimiting goal. The same bandlimiting also eliminates problems of the noise signal mixing with harmonically related and out-of-band spurious signals originating in the local oscillator. The input noise signal is downconverted to 30 MHz, the value dictated by the commercial WBCO attenuator. Both sidebands are used, so the measured noise signal power is the mean of the powers contained in the two symmetrical bands, 60 MHz apart and filtered to be 4 MHz wide, centered around the LO frequency. The spectrum of the noise sources is assumed to be essentially flat within the resulting 64 MHz averaging interval.

The fact that the noise is measured at LO ± IF and not precisely at the LO frequency, combined with the non-negligible electrical length of the input section in front of the isolator, results in a broadband mismatch error [1], [5].

- In order to implement a fully null-balanced system, the post-detection stage of the receiver includes DC nulling circuitry built around an operational amplifier. A strip-chart recorder serves as a null indicator.

Figure 4 shows a schematic diagram of the implemented radiometer.

The radiometer front ends are configured with the help of four switches, mounted on the control panel and labeled by the octaves they form, “1-2,” “2-4,” “4-8,” and “8-12.” The four switches control electrically operated internal switches, which are transparent to the user. There are two mixers in the radiometer, because no mixer covering the full 1 GHz to 12 GHz band was available. The resistive pads in front ends help equalize the signal at the mixer input (since RF amplifiers have all different gains). Numerous 3 dB and 6 dB pads inserted in the IF system improve amplifier stability by controlling the internal reflections.

The total IF gain of the system is partitioned between the pre-attenuator and post-attenuator sections. Although any amplifier saturation in the post-attenuator section is inconsequential (so one is tempted to put all the amplifiers there), a certain amount of gain must precede the attenuator for two reasons: to make the noise contribution of the attenuator negligible in comparison with a much stronger (amplified) signal at the attenuator input, and to reduce the attenuator vulnerability to the electromagnetic interference.

3.3.1 The available noise temperature $T_s$ of the DUT is calculated from the system equation [3]

$$T_s = T_i + \frac{M_i}{M_s} \frac{\eta_s}{\eta_{sw}} (T_i - T_a) \frac{10^{-(A_s - A_i)\times 10} - 1}{10^{-(A_s - A_i)\times 10} - 1},$$  

where, as before, $T_i$ and $T_a$ are the available noise temperatures of the two standards, $M_i/M_s$ is the mismatch correction at the input reference plane, and $A_s$, $A_a$, and $A_i$ are the attenuator settings needed for balance. Furthermore, $\eta_s/\eta_{sw}$ is the
input path asymmetry correction, a consequence of slightly different efficiencies of the two sides of the input switch. Both the mismatch correction and the asymmetry correction are evaluated using a vector network analyzer.

The analysis of uncertainty is presented in detail in [1]. Briefly, there are eight significant standard uncertainty components arising from systematic effects: two pertain to the standards and the rest to the radiometer and the DUT. The contribution of the random effects is small. The combined standard uncertainty is calculated by a root sum of squares (RSS) method. The expanded uncertainty is calculated by multiplying the combined standard uncertainty by the coverage factor of 2. For a typical DUT with a noise temperature of 8400 K and a reflection coefficient of 0.1, the expanded uncertainty is approximately 150 K.
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3.3.2 System Sensitivity The sensitivity (the minimum detectable signal) of a radiometer with negligible short-term gain fluctuations is defined [6,7] as the minimum input signal noise temperature difference required to produce an output signal noise temperature having a signal-to-noise ratio of 1. It is given by

$$\Delta T_{\text{min}} = \frac{T_{\text{in}} + T_{\text{RD}}}{\sqrt{B \cdot \tau}}$$

where $T_{\text{in}}$ is the available noise temperature of the noise source attached to the radiometer input, $T_{\text{RD}}$ is the effective input noise temperature of the radiometer, $B$ is the limiting pre-detection system bandwidth, and $\tau$ is the integration time of the post-detection circuitry.

The effective input noise temperature of the radiometer has been experimentally shown to vary between 300 K and 800 K and is higher in the higher frequency bands. The limiting pre-detection system bandwidth $B$ is set to 4 MHz by an 8-pole band-pass filter preceding the WBCO attenuator. The integration time of the post-detection circuitry $\tau$ is about 5 s. (The limiting post-detection frequency response, that of the strip-chart recorder, is $\approx 15$ Hz, but the trace is visually integrated by the operator over 5 s or so.)

A typical system sensitivity, expressed in kelvins, for a DUT with noise temperature of 8400 K measured at 2 GHz, with $T_{\text{RD}}$ of $\approx 350$ K, is 1.9 K. Under the same conditions, the system sensitivity for a cold load of (nominally) 77 K is 0.09 K.

3.3.3 Dynamic Range The dynamic range of the NCS1 is primarily determined by the WBCO attenuator. Based on the calibration data, the attenuator transfer function does not significantly depart from linearity between 20 dB and the highest calibrated value of 75 dB, for a dynamic range of at least 55 dB. However, the NCS1 dynamic range may be limited by active elements preceding the attenuator if driven into saturation, or the leakage of the signal. The verified dynamic range for the implemented radiometer is 15 dB. Additional tests would be needed to determine its full dynamic range.

3.3.4 Operation External equipment needed: A microwave generator having a stable, unmodulated output signal at $\pm 10$ dBm is required to serve as a local oscillator. Liquid nitrogen and a barometer are needed for the operation of the NIST primary cryogenic standard. Access to a vector network analyzer is also necessary to evaluate the mismatches and asymmetries at the NCS1 input.

Front end characterization: Once measured, data on the reflection coefficients and the input switch efficiencies are stored in appropriate computer files and require only periodic checking. The frequency of the periodic checks depends on the calibration load, the previous wear of the input switch, and the extent of mechanical disturbances and ambient temperature variations incurred by the system since the previous check. A change in the real and imaginary parts of the reflection coefficients of the radiometer of $\approx 0.007$ and a change in efficiencies of 0.1% require a new front end characterization. The software data update procedure is menu-driven.

Preparations for noise measurement: The reflection coefficient of the DUT must be measured before each calibration at all frequencies of interest. The NCS1 hardware, including the water circulator, should be turned on several hours ahead of the measurements in order for the system to reach thermal equilibrium. If the cryogenic standard is the nonambient standard, it must be filled with liquid nitrogen to the appropriate (marked) level. To prevent a possible damage due to freezing, water surrounding its output section must circulate at all times the standard is filled with liquid nitrogen. Manufacturer instructions guide a warm-up period for a DUT and a commercial nonambient standard, if such is used. After selecting the front end corresponding to the measurement frequency, the noise source with the lowest noise temperature (the cryogenic standard, if used with a hot DUT; the ambient standard if the secondary hot standard is substituted for the cryogenic standard) is switched into the input port and the WBCO attenuator adjusted to center the strip-chart trace. The input to the strip-chart recorder is momentarily grounded; no deflection of the center line verifies a true zero input signal.

Because of linearity, the lowest attenuator setting must not be below 20 dB.

The system resolution is checked as follows: the DUT is switched into the radiometer, and the trace brought back to the center by the appropriate attenuator adjustment. A stable baseline is established. The attenuator setting is changed by a small amount $\Delta A$, typically 0.01 dB, causing the trace to deflect by a small amount $\Delta d$. The resolution can be adjusted by varying the gain of the post-detection operational amplifier (using a small decade counter on the front panel labeled "GAIN").

Measurement procedure: A full noise calibration consists of at least five measurement sets. Each set involves switching the nonambient standard, the
ambient standard, and the DUT into the system input, and adjusting the WBCO attenuator to maintain the trace on the strip chart centered. The software prompts the operator to input the attenuator dial setting. The resulting DUT noise temperature and associated statistical data are displayed on the monitor, allowing the operator to increase the number of measurements in a set if the standard deviation is unsatisfactorily large (greater than 25 K or so for a 9000 K device).

The system stability and general performance are checked by comparing the nonambient standard traces of each consecutive measurement set. A deflection from the previous position on the strip-chart indicates excessive drift (and should prompt a water circulator check), or some malfunction. The operator can direct the software to disregard the previous measurement set or to keep the set and increase the number of measurements.

The computer printout consists of a single sheet, showing the input data, the calculated noise temperature of the DUT, and the combined standard uncertainty and its components, as well as the expanded uncertainty (Table 1).

4. Discussion

The NCS1 has been designed to be an inexpensive system compatible with requirements of laboratories needing the highest achievable accuracy in thermal noise calibrations in the microwave part of the spectrum.

The radiometer is a total-power radiometer, as opposed to a switching (Dicke) radiometer [8,9]. The driving force behind the switching concept is drift. In the laboratory environment, because of the availability of inexpensive water cooling, the NCS1's sensitivity (=3 K), and the short time necessary to complete a measurement (minutes), drift is not a problem.

Similar to the switching, but unlike the other total-power radiometers at NIST [4], the NCS1 radiometer is a null-balanced instrument. Balancing is achieved in the IF section by a WBCO attenuator. Nulling occurs in the dc section by the operational amplifier circuit (Fig. 4).

Balancing allows the circuitry following the balancing device to be nonlinear, a major advantage. Tight linearity requirements are imposed on a balancing device, though. Based on a theoretical analysis and confirmed by calibration [10], the precision WBCO attenuator used in the system has a remarkably linear functional relationship between the coil separation and output power in a range of at least 55 dB.

The advantage of nulling is not only that the circuitry following the nulling device need not be linear, but also that its frequency response and thermal loading are immaterial [11]. Nulling speeds up the operations, since the strip-chart recorder that follows the nulling circuit in the NCS1 does not require settling time.

The commercial precision WBCO attenuator used in NCS1 is tuned to 30 MHz. The tuning circuit does not, however, provide sufficiently narrow and constant IF bandwidth, so a separate bandpass filter is required. This 4 MHz filter is the band-limiting element in the NCS1.

In practical terms, the commercial availability of a 30 MHz WBCO attenuator determines the IF frequency of the system. Since the uncertainty arising from the broadband mismatch increases rapidly with increasing IF frequency [1], a WBCO attenuator with a lower cutoff frequency is preferable.

A 30 MHz IF frequency also limits the expansion of the NCS1 frequency coverage of bands below approximately 250 MHz, since the frequency selectivity of the measurements would be compromised by the relatively wide 65 MHz averaging interval.

To expand the coverage to frequency bands above 12 GHz, a (secondary) noise standard must replace the NIST coaxial cryogenic standard, which cannot be used above that limit. New RF sections, each no more than an octave wide, would have to be integrated into the system. Frequency-sensitive uncertainties would increase, but there are no theoretical reasons limiting the upward frequency expansion. An alternative coaxial connector or a waveguide flange may be installed to replace the present precision Type N female connector. If the input switch is equipped with additional poles with appropriate connectors, the NCS1 can provide a calibration service in multiple connectors. Each path would need to have its efficiency determined. Care would have to be taken regarding the mechanical and thermal requirements of the input section; because of the broadband mismatch uncertainty the input section of the radiometer must be short, and at the ambient temperature.

The radiometer sensitivity could easily be improved by replacing the present RF amplifiers (noise figure 2.5 dB–4.5 dB, depending on the band), with low-noise amplifiers.

Because of nulling, the requirements on the output device of the NCS1 are low: stability over several minutes required for a measurement, and sufficient sensitivity and resolution. The strip-chart recorder can be replaced by a voltmeter or an A/D converter for on-line processing.
Table 1. A calibration report

| Device: | 12345 |
| Test Number: | 90346 |
| Frequency: | 3.0 GHz |
| Operator: | RLB |
| Measurement Date: | 04-30-1990 |
| Time: | 12:05:19 |

Comments: nonambient standard = NIST primary cryogenic coaxial standard

<table>
<thead>
<tr>
<th>$T_x$</th>
<th>$T_na$</th>
<th>Comb.Std. Uncert.</th>
<th>Expand Uncert.</th>
<th>$T_x$ ENR</th>
<th>$T_na$ ENR</th>
<th>Expand Uncert.</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>K</td>
<td>K</td>
<td>K</td>
<td>dB</td>
<td>dB</td>
<td>dB</td>
</tr>
<tr>
<td>8368</td>
<td>8353</td>
<td>±60</td>
<td>±120</td>
<td>14.45</td>
<td>14.44</td>
<td>±0.06</td>
</tr>
</tbody>
</table>

Sources of Uncertainty:

Non-ambient Standard 0.82 %
Ambient Standard 0.10 %
Connector 0.07 %
Mismatch Factor 0.01 %
Switch Asymmetry 0.13 %
Isolator 0.04 %
Broadband Mismatch 0.10 %
Attenuator 0.06 %
Random Effects 0.01 %

Combined Standard Uncertainty 0.72 %
EXPANDED UNCERTAINTY (k=2) 1.44 %

Input (Measurement) Data

$M_{na}: 0.996 \quad T_{na}: 297.4 K$
$M_{x}: 0.995 \quad T_{x}: 84.0 K$
$\Gamma_{na}: (+0.055)+i(-0.009) \quad T_{na}: 284 K$
$\Gamma_{x}: (+0.056)+i(-0.008) \quad B_{prss}: 625.0 \text{ mmHg}$
$\Gamma_{na}: (+0.010)+i(+0.054)$
$\Gamma_{x}: (-0.001)+i(+0.043)$
Asymm: 0.9961

Attenuator settings (dB)

<table>
<thead>
<tr>
<th>Nonambient Standard</th>
<th>Ambient Standard</th>
<th>DUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>21.500</td>
<td>23.480</td>
<td>35.202</td>
</tr>
<tr>
<td>21.500</td>
<td>23.479</td>
<td>35.202</td>
</tr>
<tr>
<td>21.500</td>
<td>23.481</td>
<td>35.201</td>
</tr>
<tr>
<td>21.500</td>
<td>23.480</td>
<td>35.199</td>
</tr>
<tr>
<td>21.500</td>
<td>23.479</td>
<td>35.200</td>
</tr>
</tbody>
</table>
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1. Introduction

The system equation of a recently developed Noise Calibration System Model 1 (NCS1) is rigorously derived in this article. The NCS1, recently built at the National Institute of Standards and Technology, is used to measure thermal noise from coaxial noise sources. It consists of two noise standards and a null-balanced, total-power radiometer. The radiometer downconverts the amplified RF noise signal to a 30 MHz IF frequency. A precision waveguide-below-cutoff (WBCO) attenuator is used to achieve a balanced operations mode. An unbiased square law diode serves as a detector. Nulling and resolution control are implemented at the post-detection, DC stage. The system is described in more detail in the accompanying articles [1] and [2].

The noise power available from a noise source and measured by the NCS1 is calculated according to the system equation. This article presents a rigorous derivation of that equation. Initially, the equation is derived for an idealized, simplified system (the simplified equation). Modifications of the simplified system needed to actually implement the NCS1, and the resulting modifications of the simplified system equation, are described later. Deviations from ideal behavior are treated in [2].

2. Derivation of the Simplified System Equation

2.1 Basic Considerations

Several topics are briefly reviewed, in preparation for a derivation of the system equation.

2.1.1 Symbols In the following text, terms a noise source and a noise generator are used interchangeably; the subscript g designates a general, unspecified origin of the noise signal (e.g., \( P_g \)). The specific noise sources are identified with subscripts s for a noise standard (e.g., \( P_s \)) and x for the
unknown (e.g., \( P_s \)). Terms the unknown noise source and the DUT (the device under test) are used interchangeably. The subscript \( a \) stands for the ambient temperature (as in \( P_a \)).

Capital letter subscripts designate parts of the radiometer. The capital \( A \) stands for the attenuator, \( G \) for the amplifier, \( I \) for the isolator, and \( SW \) for the input switch.

For reflection coefficients within the radiometer, \( \tilde{P} \) signifies a reflection coefficient looking backward, in the direction opposite to the net power flow.

The subscript \( i \) in many of the quantities signifies that quantity’s dependency on the existing input conditions. Initially, \( i \) stands for 1, 2, or \( x \), that is, the conditions of having the noise standard 1, the noise standard 2, or the unknown noise source \( x \) attached to the input. Later on, \( i \) stands for \( s \), \( a \), or \( x \), that is, the conditions of having the nonambient noise standard, the ambient noise standard, or the unknown noise source \( x \) attached to the input.

2.1.2 The Measurement Quantity The quantity measured by the NCS1 is the electromagnetic noise power \( P \), in watts; however, it is the noise temperature \( T \), in kelvins (K), that is customarily reported. Neglecting quantum effects, the two quantities are proportional to each other according to the well known relationship

\[
P = kBT,
\]

where \( k \) is the Boltzmann constant = \( 1.38 \cdot 10^{-23} \) J/K, and \( B \) is the system noise bandwidth in hertz.

The quantities \( P \) and \( T \) are the available noise power and the available temperature: the power or temperature that would be delivered by a source to a load, such as a power meter, under the ideal conditions of a complex conjugate match.

In contrast, the delivered power \( P_{\text{del}} \) (or temperature \( T_{\text{del}} \)) is the power (temperature) that is actually delivered to a (generally mismatched) load.

2.1.3 The Mismatch Factor The available and the delivered powers (temperatures) are related by

\[
P_{\text{del}} = MP,
\]

and

\[
T_{\text{del}} = MT,
\]

where \( M \) is the mismatch factor, a real number between 0 (total mismatch), and 1 (perfect match). The mismatch factor is a function of the reflection coefficients of the source and the load. Power delivered to a load from sources having the same available power, but different reflection coefficients, is therefore variable and dependent on the input conditions.

In broadband systems of bandwidth \( B \), the mismatch factor, if used as in Eqs. (2) and (3) is strictly defined as

\[
M = \int_0^B M(f)gdf,
\]

where \( g \) is the transfer function of the radiometer, and \( f \) is the frequency.

In principle, the mismatch factor can be evaluated according to Eq. (4). However, as long as the elements constituting \( M \) do not change appreciably across the measurement band, the use of a constant mismatch factor evaluated conveniently at mid-band produces negligible errors. Proper engineering design must assure a compliance with Eq. (4) and the error analysis must evaluate a deviation from the ideal conditions [3, 4].

2.1.4 Passive Two-Ports If a noise generator with the available noise temperature \( T_s \) is connected to the input of a passive, linear two-port held at the temperature \( T \), the available temperature \( T_{\text{out}} \) at the output of the two-port can be calculated from fundamental thermodynamic principles. It is given by [5, 3] by

\[
T_{\text{out}} = T_s \alpha_k + T(1 - \alpha_k).
\]

The quantity \( \alpha_k \) is a ratio of the available power at the output of the two-port to the available power at the input of the two-port: \( \alpha_k = P_{\text{out}}/P_{\text{in}} \). The quantity \( \alpha_k \) is an in situ quantity; it depends not only on the parameters of the two-port, but also on those of the two-port’s environment [5]. Specifically, it depends on the reflection coefficient looking into the network preceding the two-port, that is, the (possibly equivalent in a Thevenin sense) generator. This dependence on the input conditions is indicated by the subscript \( g \). The quantity \( \alpha_k \) characterizes the lossiness of the two-port and has a value between 0 (an infinitely lossy two-port) and 1 (a lossless two-port). A full definition of \( \alpha_k \), applied to the specific passive two-port within its environment, is given in Sec. 2.3.

The first term \( T_s \alpha_k \) in Eq. (5) describes how the input noise signal is modified by a passage through the two-port. The second term \( T(1 - \alpha_k) \) describes the noise contribution of the two-port itself.

2.1.5 Active Two-Ports If a noise source with the available noise temperature \( T_s \) is connected to
the input of an active linear two-port such as an amplifier, the available temperature of the output of the two-port is given by

$$T_{\text{out}} = T_g (T_g + T_{ng}).$$

The quantity $G_g$ is the available gain of the active two-port. Similar to $a_g$, it is a ratio of the available power at the output of the two-port to the available power at the input of the two-port, $G_g = \frac{P_{\text{out}}}{P_{\text{in}}}$. As an in situ quantity, it is dependent on the input conditions, as emphasized by the subscript g. A full definition, applied to the specific active two-port within its environment, is given in Sec. 2.3.

The quantity $T_{ng}$ in Eq. (6) accounts for the noise contribution of the active two-port, a function of the circuit design and only marginally dependent on the physical temperature. The noise that is generated by the active two-port and is available at its output, is referred to its input as the effective input noise temperature $T_{ng}$. The subscript g emphasizes its dependency on the reflective properties of the (possibly equivalent) generator (Sec. 2.3).

2.1.6 A Cascade From the definitions of $\alpha$ and $G$ it follows that for a cascaded chain of $n$ elements, the overall $\alpha_{\text{casc}} = \alpha_1 \alpha_2 \ldots \alpha_n$, and $G_{\text{casc}} = G_1 G_2 \ldots G_n$.

2.2 Basic Assumptions

The derivation of the system equation is based on repeated applications of Eqs. (5) and (6) to the elements of the cascaded chain of the radiometer. The conditions assumed to hold are:

- Steady state
- Single-mode propagation in the transmission lines
- Lossless transmission lines and ideal connectors
- Linear elements throughout, except for the square-law power detector
- Broadband components across the bandwidth $B$
- Thermal noise (i.e., noise having a Gaussian amplitude distribution and a flat power spectrum across the noise bandwidth $B$) generated by the noise sources
- All passive components in the radiometer at the ambient temperature $T_s$
- A linear WBCO attenuator in its dial settings.

2.3 The Simplified Radiometer System

For the purpose of deriving the system equation, the radiometer is reduced to essential components: an isolator, an RF amplifier, a WBCO attenuator with its matching pads (Sec. 2.3.2 and [6]), and a receiver containing a square law detector (Fig. 1). The lossiness of the input section of the radiometer is combined with the lossiness of the isolator. The isolator itself is initially treated as a simple lossy, reciprocal two-port, and later (Sec. 2.3.2) it assumes the nonreciprocal properties. The amplifier is the element assumed to define the system bandwidth.

![Fig. 1. Simplified system block diagram.](image)
The two noise standards are characterized by their available noise temperatures \( T_1 \) and \( T_2 \) and their reflection coefficients \( \Gamma_1 \) and \( \Gamma_2 \). The DUT has a known (measured) reflection coefficient \( \Gamma_1 \). Its available temperature is the quantity under test.

The radiometer input signal is the broadband noise generated by the three noise sources: the two noise standards and the DUT. The three sources are sequentially attached to the radiometer input port and the noise power is adjusted by the attenuator so that the receiver measures the same power in all three cases.

The radiometer reflection coefficient (at the input plane 1 in Fig. 1) is \( \Gamma_1 \). In general, it varies with the attenuator setting, so it depends on the (variable) \( \Gamma_{Ai} \), according to [7]:

\[
\Gamma_i = S_{11i} + \frac{S_{21i} S_{22i} \Gamma_{0i}}{1 - S_{22i} \Gamma_{0i}},
\]

while the term \( \Gamma_{0i} \) is, in turn, given by

\[
\Gamma_{0i} = S_{11i} + \frac{S_{21i} S_{22i} \Gamma_{0i}}{1 - S_{22i} \Gamma_{0i}}.
\]

In the preceding two equations, the \( S \)-parameters \([S]\) characterize the isolator, while \([S]_{G} \) pertain to a cascade of the amplifier and the left-sided matching pad of the WBCO attenuator.

The effective input noise temperature of the amplifier \( T_{eG} \) varies with the input conditions. The effective input noise temperature of the receiver \( T_{eR} \) varies with both the input conditions and the attenuator settings.

2.3.1 Equations Modeling the Measurement Procedure The measurement procedure consists of attaching the two noise standards and the DUT to the radiometer input port in sequence, and adjusting the attenuator settings until a balanced condition is achieved.

With the first noise standard (with available noise power \( kBT_1 \)) and reflection coefficient \( \Gamma_1 \) attached to the radiometer input, the receiver detects a certain amount of delivered power \( P_{del} \):

\[
kB \left[ (T_1 \alpha_1 + T_\alpha (1 - \alpha_1)) + T_{e,G} \right] G_1 \cdot \alpha_{G_1} + T_\alpha (1 - \alpha_\alpha_1) + T_{e,R_1} \cdot N_1 = P_{del}.
\]

The term \( G_1 \) (and likewise \( G_2 \) and \( G_\alpha \) in the following equations) refers to the available gain of the amplifier/left-matching-pad cascade (Sec. 2.1.6).

As the second noise standard (with available noise power \( kBT_2 \)) and reflection coefficient \( \Gamma_2 \) is attached to the radiometer input, the attenuator is adjusted so that the receiver detects the same delivered power \( P_{del} \) as previously:

\[
kB \left[ (T_2 \alpha_2 + T_\alpha (1 - \alpha_2)) + T_{e,G} \right] G_2 \cdot \alpha_{G_2} + T_\alpha (1 - \alpha_\alpha_2) + T_{e,R_2} \cdot N_2 = P_{del}.
\]

Finally, as the DUT (with available noise power \( kBT \)) and reflection coefficient \( \Gamma_3 \) is attached to the radiometer input, the attenuator is again adjusted so that the receiver detects the same delivered power \( P_{del} \) as in the previous two cases:

\[
kB \left[ (T_\alpha \alpha_1 + T_\alpha (1 - \alpha_1)) + T_{e,G} \right] G_\alpha \cdot \alpha_{G_\alpha} + T_\alpha (1 - \alpha_\alpha_1) + T_{e,R_\alpha} \cdot N_\alpha = P_{del}.
\]

where \( k \) is the Boltzmann constant, \( B \) is the limiting system bandwidth, \( T_i \) \((i = 1, 2, \alpha)\) is the available noise temperature of the noise sources attached to the input, and \( \alpha_i \) and \( \alpha_\alpha_i \) are the available power ratios (Sec. 2.1), \textit{in situ} quantities. They are defined for the specific passive two-ports \textit{within} their respective environments [5], as

\[
\alpha_i = \frac{1 - |\Gamma_i|^2 \cdot |S_{21i}|^2}{(1 - |\Gamma_i|^2)^2 - (1 - |\Gamma_{1i}|^2)^2 - 2 S_{21i} \Gamma_{1i}^*} \tag{12}
\]

for the isolator, and

\[
\alpha_\alpha_i = \frac{(1 - |\Gamma_{\alpha i}|^2) \cdot |S_{21\alpha i}|^2}{(1 - |\Gamma_{\alpha i}|^2)^2 - (1 - |\Gamma_{\alpha 1}|^2)^2 - 2 S_{21\alpha i} \Gamma_{\alpha 1}^*} \tag{13}
\]

for the attenuator.

In Eqs. (12) and (13) \( S_{21i}, S_{11i}, S_{21\alpha i}, S_{11\alpha} \) are the \( S \)-parameters of the isolator and the attenuator. The \( S \)-parameters of the attenuator vary with the attenuator setting.

The terms \( \Gamma_i, \Gamma_{1i}, \Gamma_{G_2}, \Gamma_{G_\alpha} \) and \( \Gamma_{\alpha 1} \) in the same equations are the reflection coefficients shown in Fig. 1. The fact that \( \alpha_i \) and \( \alpha_\alpha_i \) have reflection coefficients looking either directly into the sources (\( \Gamma_i \)), or indirectly into the sources through one or more two-ports (\( \Gamma_{1i}, \Gamma_{G_2}, \text{ or } \Gamma_{G_\alpha} \)), explicitly shows their dependency on the input conditions.

\( T_{e,G} \) and \( T_{e,R} \) are the effective input noise temperatures, in kelvins, of the amplifier and the receiver. The effective input noise temperature \( T_{e,G} \) of the RF amplifier depends on the input conditions, i.e., on the reflection coefficients of the three noise sources \( \Gamma_i \). The effective input noise temperature of the receiver \( T_{e,R} \) depends on the reflection coefficients of the three noise sources, as well as on the
reflection coefficient looking backward into the attenuator at its three different settings \( \tilde{P}_{ai} \).

The available gain of the amplifier/insertion-matching-combination \( G_i \), in situ quantity, is given by

\[
G_i = \frac{(1 - |\tilde{P}_{ai}|^2) \cdot |S_{2ai}|^2}{(1 - |\tilde{P}_{ai}|^2)1 - S_{1ai} \tilde{P}_{ai}^2}
\]

(14)

The terms \( \tilde{P}_{ai} \) and \( \tilde{P}_{li} \) in Eq. (14) explicitly show the dependency of the available gain \( G_i \) on the input conditions. In the case of \( \tilde{P}_{li} \), this dependency is direct:

\[
\tilde{P}_{li} = S_{2li} + \frac{S_{12a} S_{2ai} \tilde{P}_{ai}}{1 - S_{1ai} \tilde{P}_{ai}}.
\]

(15)

In the case of \( \tilde{P}_{ai} \), the dependency is indirect, through the \( \tilde{P}_{li} \) dependency on the input conditions:

\[
\tilde{P}_{ai} = S_{2ai} + \frac{S_{12a} S_{2ai} \tilde{P}_{ai}}{1 - S_{1ai} \tilde{P}_{ai}}.
\]

(16)

A mismatch factor \( N_i \) is defined at the plane 3 in Fig. 1 as

\[
N_i = \frac{(1 - |\tilde{P}_{ai}|^2)(1 - |\tilde{P}_{li}|^2)}{1 - \tilde{P}_{ai} \tilde{P}_{li}^2},
\]

(17)

where \( \tilde{P}_{ai} \) is the reflection coefficient looking into the receiver, and \( \tilde{P}_{li} \) is the reflection coefficient looking backward into the attenuator, defined as

\[
\tilde{P}_{ai} = S_{2ai} + \frac{S_{12a} S_{2ai} \tilde{P}_{ai}}{1 - S_{1ai} \tilde{P}_{ai}}.
\]

(18)

2.3.2 Idealized Elements Assumptions

Equations (9)–(11) simplify considerably under the following assumptions:

- Infinitely directive \( (S_{12a} = 0) \), but not necessarily lossless or matched isolator
- Large gain preceding the attenuator
- Lossless WBCO attenuator \( (\alpha = 1) \)

The first assumption results in the following simplifications:

\[
\tilde{P}_{li} = \tilde{P}_{li}(=S_{1li}); \quad \tilde{P}_{li} = \tilde{P}_{li}(=S_{2li}); \quad \text{and} \quad \tilde{P}_{ai} = \tilde{P}_{ai}(=S_{2ai})
\]

\[
G_i = G
\]

\[
T_{el} = T_{el}; \quad T_{er} = \varnothing \{I_i\}.
\]

Because of the second assumption, the temperature of the input noise signal, once it reaches the input of the receiver, is much higher than the receiver effective input noise temperature \( T_{er} \). Consequently, the variability of the receiver effective input noise temperature, due to changes in the reflection coefficient of the receiver equivalent source \( \tilde{P}_{ai} \) (which in turn are related to different attenuator settings), becomes negligible: \( T_{er} \) becomes the constant \( T_{er} \).

The implications of the third assumption are discussed next. An ideal WBCO attenuator is inherently a lossless device, because the attenuation is achieved by the input signal propagating under the below-cutoff conditions. The input signal is therefore partially reflected and partially transmitted; no component of the input signal is absorbed, so there are no losses. (Small losses within the imperfect metal walls of the implemented attenuator can be neglected in this derivation.) The term \( \alpha \), becomes 1, and consequently its noise contribution \( T_{er}(1 - \alpha) \) vanishes.

The concept of attenuation is valid only in a nonreflecting environment [7]. The WBCO attenuator has a pair of (lossy) matching pads that are placed at the input and output ports to fulfill the requirement. The two reference planes (planes 2* and 3 in Fig. 1) are positioned between the WBCO attenuator proper and the matching pads, assuring a good bilateral match, while maintaining the lossless character of the WBCO attenuator proper.

The mismatch factor \( N_i \) depends on \( \tilde{P}_{li} \), [Eq. (17)]. The attenuator padding assures \( \tilde{P}_{li} = \tilde{P}_{ai} = 0 \). The condition \( \tilde{P}_{li} = 0 \) reduces the expression for the mismatch factor \( N_i \) to \( 1 - |\tilde{P}_{ai}|^2 \). Under the assumption that \( I_0 = 0 \), the expression for \( \tilde{P}_{ai} \), in turn, reduces to \( S_{2ai} \). The WBCO attenuator, postulated to be a lossless device, must satisfy the losslessness condition \( |S_{2ai}|^2 = (1 - |S_{1ai}|^2) \) [7]. Under the assumptions that the attenuator is lossless and matched, the expression for the mismatch factor \( N_i \) is drastically simplified to \( N_i = |S_{2ai}|^2 \).

With all of the above simplifications in mind, the initial set of three Eqs. (9)–(11) now become

\[
kB \left[ T_{a1} + T_s(1 - \alpha_i) + T_{eo} \right] G + T_{er} \mid S_{2ai} \mid^2 = P_{del}
\]

(19)

\[
kB \left[ T_{a2} + T_s(1 - \alpha_i) + T_{eo} \right] G + T_{er} \mid S_{1ai} \mid^2 = P_{del}
\]

(20)

\[
kB \left[ T_s(1 - \alpha_i) + T_{eo} \right] G + T_{er} \mid S_{2ai} \mid^2 = P_{del}
\]

(21)
It is advantageous to implement the system in such a manner that the temperature of one of the two standards is set at the ambient temperature \(T_a\) (e.g., setting \(T_3 = T_a\) in the second standard in the previous equations). Equation (20) then simplifies to

\[
kB \left[ (T_a + T_{2a})G + T_{2b} \right] S_{21a}^2 = P_{21a}. \tag{22}
\]

For readability, the temperature of the first standard \(T_{2a}\), is now relabeled \(T_a\). In the implemented system, this standard is at the cryogenic temperature. By dividing Eqs. (19) and (21) by Eq. (22), canceling the common terms, and rearranging, we obtain:

\[
\alpha_e (T_1 - T_2) \left| S_{21a} \right|^2 = (T_a + T_e) \left( |S_{21a}|^2 - |S_{21a}|^2 \right), \tag{23}
\]

\[
\alpha_e (T_1 - T_2) \left| S_{21a} \right|^2 = (T_e + T_a) \left( |S_{21a}|^2 - |S_{21a}|^2 \right), \tag{24}
\]

where \(T_e\) stands for \((T_{2e} + T_{2b}/G)\), a simple additive constant which drops out of the system of equations in the next step.

Equations (23) and (24) combine into

\[
\frac{T_1 - T_2}{T_e - T_a} = \frac{\alpha_e \left| S_{21a} \right|^2}{\alpha_e \left| S_{21a} \right|^2} \cdot \frac{|S_{21a}|^2 - |S_{21a}|^2}{|S_{21a}|^2 - |S_{21a}|^2}. \tag{25}
\]

A mismatch factor \(M_i (i = s, x)\), shown in Fig. 1, is defined as

\[
M_i = \frac{(1-|I|^2)(1-|I|^2)}{|1 - I_1^2|} \tag{26}
\]

The ratio \(\alpha_s/\alpha_e\) for an isolator with infinite isolation \((S_{12} = 0)\) reduces to a ratio of the mismatch factors at the isolator input, \(M_s/M_e\).

The unknown temperature \(T_s\) of the DUT can, then, be calculated from

\[
T_s = T_a + \frac{M_s}{M_e} \left( T_e - T_a \right) \left( \frac{|S_{21a}|^2}{|S_{21a}|^2} - 1 \right) \left( \frac{|S_{21a}|^2}{|S_{21a}|^2} - 1 \right). \tag{27}
\]

By expressing \(S_{21a}^2\) in terms of the attenuator dial settings, in decibels, we obtain the resulting simplified system equation:

\[
T_s = T_a + \frac{M_s}{M_e} \left( T_e - T_a \right) \frac{10^{-\alpha_s/10} - 1}{10^{-\alpha_e/10} - 1}. \tag{28}
\]

The WBCO attenuator needs to be calibrated in order to verify that its output is indeed linear with the dial setting.

Under the set of assumptions stated above, the available temperature of the DUT can be determined by knowing the available noise temperatures of the two standards \(T_e\) and \(T_a\) by determining the mismatch ratio \(M_s/M_e\) [(from a vector network analyzer measurements of the appropriate reflection coefficients, Eq. (26)]; and by reading the three attenuator dial settings \(A_s, A_x, \) and \(A_e\).

2.3.3 Alternative Expressions

Equation (28) may also be written using the \(Y\)-factor notation as:

\[
T_s = T_a + \frac{M_s}{M_e} \left( T_e - T_a \right) \frac{Y_s - 1}{Y_e - 1} \tag{29}
\]

where \(Y_s\) and \(T_e\) are defined in an obvious way from Eq. (28). The measured noise temperature of a hot DUT can be expressed in terms of the excess noise ratio (ENR), in decibels, as

\[
ENR = 10 \log \frac{T_s - T_0}{T_0}, \tag{30}
\]

where \(T_0\) is standardize to 290 K, somewhat less than room temperature. The ENR pertains to noise in excess of 290 K (the hot noise sources); sources with temperatures below 290 K (such as cryogenic sources) cannot be characterized by it.

3. The NIST Noise Calibration System Model 1 (NCS1)

A block diagram of the Noise Calibration System Model 1 is shown in Fig. 2. The implemented radiometer differs from the idealized radiometer (Sec. 2) as follows:

- A single-pole, triple-throw coaxial switch is placed at the system input. The presence of this input switch creates three separate system input ports, with three different paths leading to the rest of the radiometer. The paths are modeled as passive linear two-ports [3] in cascade with the rest of the radiometer. Their presence results in the asymmetry correction to the simplified system equation.

- Heterodyning is implemented. Both sidebands are used, resulting in the measured noise signal power being the mean of the powers contained in the two symmetrical bands centered around the local oscillator (LO) frequency. Assuming ideal behavior, the heterodyning process is transparent to the system equation derivation and its applicability.
Nulling circuitry is included in the post-detection (dc) stage of the receiver to implement a fully null-balanced system.

3.1 System Equation

By modeling the input switch paths as three different two-ports (at the ambient temperature) preceding the isolator (Fig. 3), taking into account the assumptions in Sec. 2.3.2, and applying the cascading formulas from Sec. 2.1.6, we can rewrite the three equations describing the measurement procedure [Eqs. (19), (20), and (21)] as

\[ k_B \left\{ [T_1 \alpha_{SW_1} + T_a(1 - \alpha_{SW_1})] \alpha_i + T_a(1 - \alpha_i) + T_{ec} \right\} G + T_{ek} \left| S_{21a_i} \right|^2 = P_{det}, \]  

\[ k_B \left\{ [T_2 \alpha_{SW_2} + T_a(1 - \alpha_{SW_2})] \alpha_i + T_a(1 - \alpha_i) + T_{ec} \right\} G + T_{ek} \left| S_{21a_i} \right|^2 = P_{det}, \]  

and

\[ k_B \left\{ [T_3 \alpha_{SW_3} + T_a(1 - \alpha_{SW_3})] \alpha_i + T_a(1 - \alpha_i) + T_{ec} \right\} G + T_{ek} \left| S_{21a_i} \right|^2 = P_{det}, \]  

where \( \alpha_{SW_i} \) is the lossiness of the paths through the input switch.

By grouping terms together, we easily reduce the above equations to

\[ k_B \{[T_1 \alpha_i + T_a(1 - \alpha_i)] + T_{ec}\} G + T_{ek} \left| S_{21a_i} \right|^2 = P_{det}, \]  

\[ |S_{21a_i}|^2 = P_{det}. \]  

Fig. 2. NCS1 block diagram.

Fig. 3. Input switch.
\[ kB \left\{ T_2 \alpha_2 + T_s (1 - \alpha_x) + T_{eC_2} \right\} G + T_{sr} \]
\[ |S_{21a_1}|^2 = P_{del} \]
(35)

and
\[ kB \left\{ T_r \alpha_e + T_s (1 - \alpha_x) + T_{eC} \right\} G + T_{sr} \]
\[ |S_{21a_2}|^2 = P_{del} \]
(36)

where \( \alpha_i, i = 1, 2, x \) describes the available power ratio of the combined switch/isolator two-port,
\[ \alpha = \alpha_{sw}, \alpha_i \]
(37)

Equations (34)-(36) have the same form as Eqs. (19)-(21) describing the simplified radiometer, Sec. 2.3.2, and can be rewritten by simply following the previous derivation as
\[ \frac{T_s - T_a}{T_s - T_a} = \frac{\alpha_s}{\alpha_x} \cdot \frac{|S_{21a_1}|^2}{|S_{21a_2}|^2} \cdot \frac{|S_{21a_1}|^2 - |S_{21a_2}|^2}{|S_{21a_1}|^2} \]
(38)

3.2 Switch Efficiency

One can define another quantity, a delivered power ratio, \( \eta = P_{del}/P_{out} \), which describes the lossiness of a linear two-port. The quantity \( \eta \) has a character of an ordinary efficiency. The subscript \( l \) signifies its dependence on the load, since, analogously to \( \alpha_0 \), it is an in situ quantity.

For the input switch in Fig. 3 the efficiencies of each path are defined as
\[ \eta_{sw} = \frac{(1 - |I_1|^2) \cdot |S_{21sw}|^2}{(1 - |I_{sw}|^2)(1 - |S_{22sw}|^2)} \]
(39)

where \( S_{21sw} \) and \( S_{22sw} \) refer to the S-parameters of the different paths through the input switch, and \( I_1 \) and \( I_{sw} \) are the reflection coefficients.

Referring to Fig. 4, we have a simple expression relating an \( \alpha_0 \) to an \( \eta_l \) [5]:
\[ \alpha_0 M_2 = \eta_l M_1 \]
(40)

where \( M_1 \) and \( M_2 \) are the two mismatch factors bracketing the two-port.

\[ M_1 \]
\[ \Gamma_g \leftarrow \]
\[ \leftarrow \rightarrow \]
\[ \alpha(g, \eta_l) \]
\[ \Gamma_l \]

Fig. 4. A two-port.

Applying Eq. (40) to the ratio \( \alpha_0/\alpha_0 \), we can show that the simplified system Eq. (28) becomes
\[ T_s = T_a + \frac{M_2}{M_x} \cdot \frac{T_{sw}}{\eta_{sw}} \cdot \frac{(T_s - T_a) 10^{-\left(A_0 - A_x \nu \right)/10} - 1}{10^{-\left(A_0 - A_x \nu \right)/10} - 1} \]
(41)

Equation (41), the full-fledged system equation, is used by the NCS1 software to calculate the noise temperature of the noise source under calibration.

4. Conclusion

The system equation for the new null-balanced, total-power radiometer is derived interactively with the system design. The result is a well-characterized noise calibration instrument with a complete mathematical model. A rigorous derivation of the system equation facilitates a rigorous analysis of uncertainties, which in turn forms the foundation for accurate measurements.
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Evaluation of Uncertainties of the Null-Balanced Total-Power Radiometer System NCS1

1. Introduction

This article presents a detailed analysis of uncertainties associated with a new instrument (Noise Calibration System I, or NCS1) for calibrating noise temperature. The instrument was recently developed at the National Institute of Standards and Technology, and is described in the accompanying articles [1] and [2]. Briefly, it consists of two noise standards and a total-power, null-balanced, heterodyned radiometer. One of the noise standards is a blackbody radiator at ambient temperature. In the present implementation of the system, the other standard is also a blackbody radiator, at liquid nitrogen temperature—the NIST primary coaxial cryogenic standard [3]. However, any stable, calibrated noise source with noise temperature other than ambient and equipped with a proper connector can be substituted (with some degradation in performance, as discussed in this article).

A single-pole, triple-throw switch at the radiometer input provides dedicated ports for the two standards and the noise source under test (the sources). As presently implemented, NCS1 can calibrate coaxial noise sources with noise temperatures between cryogenic and $3 \times 10^5$ K, in a frequency range from 1 GHz to 12 GHz. Access to an external vector network analyzer to characterize the system's input ports is required.

A system equation describing the NCS1's functioning [2] is amended to explicitly show the inherent uncertainty in the determination of the noise temperature of the unknown noise source:

$$T_x = T_s + \frac{M_s}{M_s} \cdot \frac{\eta N_x}{\eta N_s} (T_s + T_a) \left(\frac{10^{(A_s - A_x)/10}}{10^{(A_s - A_x)/10}} - 1\right) \pm \nu_o$$

(1)

where

- $T_s$, $T_a$, and $T_x$ are the available noise temperatures of the unknown noise source, the ambient temperature standard, and the nonambient temperature standard, respectively;
- $M_s/M_x$ is a ratio of mismatch factors at the two input ports of the system dedicated to the nonambient standard and the noise source under test.
The two mismatch factors are defined as

\[
M_{i} = \frac{(1 - |I_i|^2)(1 - |S_{swi}|^2)}{1 - I_i |S_{swi}|^2}, \quad i = s, x,
\]

(2)

where \(I_i\) and \(S_{swi}\) are the reflection coefficients in Fig. 1.

- The term \(\eta_{swi}/\eta_{sw}\) is a ratio of the efficiencies of the two (slightly different) paths of the input switch, associated lengths of coaxial lines, and input connectors.

An efficiency \(\eta\) is defined as a ratio of the power delivered to the output and the power delivered to the input of a linear two-port, \(\eta = P_{out}/P_{in}\). Specifically, in the case of the input switch, assuming the isolator to provide infinite isolation,

\[
\eta_{swi} = \frac{(1 - |I_i|^2)(1 - |S_{swi}|^2)}{(1 - |S_{swi}|^2)(1 - S_{swi}|F|^2)}, \quad i = s, x,
\]

(3)

where \(S_{swi}\) and \(S_{sw}\) are the \(S\)-parameters of the two paths of the input switch;

- The terms \(A_s\) and \(A_x\) in Eq. (1) stand for the attenuator dial settings, in dB, needed to balance the system; and

The last term explicitly denotes the combined standard uncertainty \(u_c\) associated with the NCS1. It is addressed in the rest of the article.

The system equation [2] can be written in a shorthand form as

\[
T_x = T_a + M \eta_{sw} (T_s - T_a) Y.
\]

(4)

The terms in Eq. (4) correspond to their counterparts in Eq. (1) in a straightforward manner; the uncertainty \(u_c\) is omitted in Eq. (4). Both Eq. (1) without \(u_c\) and Eq. (4) are referred to as “the system equation” and used in the rest of this article.

### 1.1 Method of Evaluating Uncertainties

Uniform distributions are assumed for the Type B evaluation of uncertainties [4] associated with systematic effects. The standard uncertainty is \(a/\sqrt{3}\), where \(a\) stands for the mean value of the upper and lower limits of the distribution of the

---

**Fig. 1.** A block diagram of NCS1.
quantity in question. Small random variations of uncertain origin are assumed to be normally distributed. Their effects are quantified by the experimental standard deviation of the mean of \( N \) measurements \([5],[6]\), which is Type A evaluation of uncertainty. Due to practical considerations and because the Type A uncertainty is small compared to the Type B uncertainties, a decision has been made to ordinarily make only five measurements.

In accordance with NIST policies \([7]\), both the combined standard uncertainty \( u_c \) and the expanded uncertainty \( U \) are reported. The combined standard uncertainty \( u_c \) is calculated by the RSS method of combining Type A and Type B uncertainty components. The coverage factor \( k \) in the expanded uncertainty has the value of 2.

2. Standard Uncertainties Arising from Systematic Effects (Type B)

There are eight significant Type B uncertainties in the NCS1. Uncertainties that are much smaller than these eight are not discussed, with the exception of the nonlinearity uncertainty. This uncertainty is addressed because the assumption of the radiometer linearity is central to the derivation of the system equation.

In general, the system Eq. (1) (or its compact version, Eq. (4)) is differentiated with respect to those input quantities that are explicitly present in the equation (the temperatures of the nonambient and ambient standards, the mismatch factor ratio, the input switch efficiency ratio, and the attenuation). In three instances the system equation needs to be first corrected for the input quantity in question (in the case of the uncertainties associated with the isolator, the connector, and the "band mismatch"), and then the uncertainty in the correction factor is evaluated.

2.1 Numerical Values

The calculation of the uncertainties, as performed by the NCS1 software, substitutes the actual values of those parameters that are measured, or the conservative estimates of those that are impractical to measure. In particular, complex reflection coefficients are measured and used in the calculations. However, to obtain numerical values for the individual uncertainties in the following sections, all values are chosen to be conservatively representative of parameters encountered during a typical measurement at the arbitrarily chosen frequency of 2.0 GHz. Since the phases of the reflection coefficients are too variable to justify using some typical value, magnitudes only are used in the calculations of the uncertainties involving reflection coefficients.

Calculations are performed for two different systems configurations: when the nonambient noise standard is the primary NIST cryogenic coaxial standard, and when a commercial noise source is used instead. The cryogenic standard has a smaller uncertainty (at 2 GHz, \( T_s = 85 \) K \( \pm 2.9 \) K), but is not well matched (assumed \( |\Gamma_s| = 0.2\)); the uncertainty of a commercial solid state noise source is necessarily larger (assumed to be \( T_s = 8400 \) K \( \pm 140 \) K), but its impedance is fairly close to 50 \( \Omega \) (assumed \( |\Gamma_s| = 0.1\)).

The values of other input quantities entering into the calculations of most of the Type B uncertainties are: the temperature of the ambient standard \( T_s = 296 \) K, the magnitudes of the reflection coefficients of the radiometer port dedicated to the standard, \( |\Gamma_{sw_s}| = 0.1 \), and to the DUT, \( |\Gamma_{sw_d}| = 0.1 \).

Values of those input quantities that are particular to a specific uncertainty analysis are given in a corresponding section.

2.2 Nonambient Temperature Noise Standard

2.2.1 NIST Primary Coaxial Cryogenic Noise Standard If the NCS1 is configured with the NIST primary coaxial cryogenic noise standard serving as a nonambient standard, the uncertainty analysis proceeds as follows.

Source of Uncertainty: The uncertainty in the output temperature of the primary coaxial cryogenic standard, in kelvins, is given by \([3]\)

\[
\delta T_s = \pm 1.66 \pm 0.85 \sqrt{f},
\]

where \( f \) stands for frequency in GHz.

Relative Standard Uncertainty: Assuming a uniform distribution, the relative standard uncertainty in the measurand \( T_s \) in percent, due to the uncertainty in the temperature of the cryogenic standard \( \delta T_s \), is given by

\[
\frac{\delta T_s}{T_s} = \pm \frac{T_s}{T_s} \left| T_s - T_s \right| \frac{\delta T_s}{T_s} \cdot 100\% .
\]

For typical values (Sec. 2.1), this standard uncertainty is 0.76%.

2.2.2 Secondary Noise Standard Any stable, calibrated noise source with noise temperature other than ambient and equipped with a proper connector can be used as a nonambient temperature standard in place of the NIST primary coaxial standard.
Source of Uncertainty: The source of uncertainty $\delta T_s$, in kelvins, must be supplied by the calibration report accompanying the noise source which is to serve as the NCS1 standard. A typical commercial hot solid state noise source, calibrated at NIST at 2 GHz, may have its output reported as 8400 K ± 140 K.

Relative Standard Uncertainty: As in the case of the NIST cryogenic standard, the relative standard uncertainty, in percent, due to the uncertainty in temperature of the (secondary) noise standard, is given by

$$\frac{\delta T_s}{T_s} = \left| \frac{T_s}{T_s} - \frac{T_s}{T_s} \right| \frac{\delta T_s}{T_s} \cdot \frac{100\%}{\sqrt{3}}.$$  (7)

For a typical value for the noise temperature of 8400 K ± 140 K, this standard uncertainty is 0.96%.

2.3 Ambient Temperature Standard

Source of Uncertainty: There are two sources of the uncertainty in the temperature of the ambient standard: the extent of a temperature gradient in the termination, and the measurement of the temperature.

The ambient temperature standard is contained in a temperature-controlled enclosure and isolated from potentially different temperatures at the radiometer input ports by a length of line and the input switch, both of which are contained in the same enclosure. Additionally, the temperature difference between the enclosure and the surrounding space is small, both temperatures being nominally ambient. Therefore, the temperature gradient in the ambient temperature standard is assumed to be negligible. Based on the type of the thermometer used to measure the ambient temperature, we can estimate this temperature with an uncertainty of $\delta T_s = 0.4$ K.

Relative Standard Uncertainty: The relative standard uncertainty, expressed in percent, is

$$\frac{\delta T_s}{T_s} = \left| \frac{T_s}{T_s} - \frac{T_s}{T_s} \right| \frac{\delta T_s}{T_s} \cdot \frac{100\%}{\sqrt{3}}.$$  (8)

For typical values from Sec. 2.1, this uncertainty is 0.11% for the NCS1 system equipped with the NIST primary cryogenic standard, and negligible if a commercial hot source is used instead.

2.4 Isolator

Corrected System Equation: The derivation of the system equation [Eq. (1)] is based on the assumption of perfect isolation of the radiometer input [2]. An isolator is inserted between the reference planes 1 and 2 (Fig. 1) to provide the desired isolation. However, the isolation of any isolator is noninfinite, and the resulting effects are discussed below.

In the following discussion, the input switch is assumed to be ideal (lossless and reflectionless) and therefore transparent, which results in the following simplifications: $T_{sw1} = T_s$, $T_{sw2} = T_s$, and $n_{sw} = 1$. Furthermore, the heterodyning is assumed to be transparent, too.

The corrected system equation is derived following the procedure outlined in [2]. The two noise standards (with noise temperatures $T_s$ and $T_a$), and the unknown noise source (with noise temperature $T_a$) are sequentially attached to the radiometer input, and the waveguide-below-cut-off (WBCO) attenuator is adjusted until the noise power delivered to the receiver $P_{del}$ is the same in all three cases ($i = s, a, x$):

$$kB[T_s\alpha_i + T_s(1 - \alpha_i) + T_{ec}]G_i\alpha_{nk} +$$

$$T_s(1 - \alpha_{nk}) + T_{nk} \right\} N_i = P_{del},$$  (9)

where $\alpha_i$ and $\alpha_{nk}$ are the available power ratios of the isolator and the attenuator, respectively, $G_i$ is the effective gain of the section between the reference planes 2 and 2* (Fig. 1), $T_{ec}$, and $T_{nk}$ are the effective noise temperatures defined in the reference planes 2 and 3, and $N_i$ is the mismatch factor in the reference plane 3.

Assuming, as in [2] that the attenuator is lossless ($\alpha_{nk} = 1$), and that the system gain preceding it is high enough for the noise contribution of the receiver to be negligible ($T_{nk} = 0$), the three equations become

$$kB [T_s\alpha_i + T_s(1 - \alpha_i) + T_{ec}] G_i N_i = P_{del},$$  

$$i = s, a, x$$  (10)

The mismatch factor $N_i$ reduces to $|S_{21}\alpha|^2$ for a lossless attenuator inserted in the reflectionless environment [2]. Following the procedure described in [2] and neglecting third- and higher-order terms, we obtain the corrected system equation

$$T_s = T_s + Y \frac{G_s}{G_a} \alpha_a (T_s - T_a) + \frac{T_s}{G_a\alpha_a}$$

$$[Y (G_a - G_s) - (G_s - G_a)]$$

$$+ \frac{1}{G_a\alpha_a} [Y (G_a T_{ec} - G_s T_{ec_a}) - (G_s T_{ec_a} - G_s T_{ec})],$$  (11)
where $Y$ stands for
\[ Y = \frac{|S_{121}|^2}{|S_{121a}|^2} - 1 \]
\[ \frac{|S_{121a}|^2}{|S_{121}|^2} - 1 \]  \hspace{1cm} (12)

If the isolation were taken to be infinite, the available gain terms $G_i$ and the effective input noise temperature $T_{e\alpha}$ would become independent of the input conditions, and the ratio $\alpha_e/\alpha_t$ would reduce to $M_{e}/M_{t}$ [2]. Equation (11) would then become the system equation [Eq. (1)], adjusted to reflect the assumption of the ideal input switch ($\eta_{sw}/\eta_{sw_k} = 1$).

Source of Uncertainty: The correction (a full difference between the corrected and idealized system equations) consists of two terms:
\[ \epsilon_1 = \epsilon_{rec} + \epsilon_G \]
\[ \epsilon_G = \epsilon_{rec} + \epsilon_G \]
where $\epsilon_{rec}$ and $\epsilon_G$ describe the corrections due to the variability of the effective input noise temperature $T_{e\alpha}$ and the available gain $G$, respectively, as a function of the changes of the input impedance. Specifically
\[ \epsilon_{rec} = \frac{1}{G_e \alpha_t} \left[ Y(G_e T_{e\alpha} - G_e T_{\alpha\alpha}) - (G_e T_{e\alpha} - G_e T_{\alpha\alpha}) \right] \]
\[ \alpha_e = \frac{G_e}{G_t} \left[ Y(G_e G_t - G_t G_e) - \left( \frac{G_e}{G_t} - 1 \right) \right] \]
\[ + \frac{T_{e\alpha}}{\alpha_t} \left[ Y(G_e G_t - G_t G_e) - \left( \frac{G_e}{G_t} - 1 \right) \right] \]  \hspace{1cm} (14)

Relative Standard Uncertainty: The quantity $\epsilon_G$ in Eq. (18) is taken to be uniformly distributed, with the relative standard uncertainty of
\[ \frac{\delta T_e}{T_e} = 2 \left[ \frac{1 - T_e}{T_e} \right] |S_{121}|^2 \left( |S_{241}| + |S_{141}| \right) (|I_{C1}| + |I_{C2}|)\]
\[ + \frac{T_{e\alpha}}{\alpha_t} |S_{121}|^2 \left( |S_{241}| + |S_{141}| \right) \left[ Y(|I_{C1}| + |I_{C2}|) \right] \]
\[ + (|I_{C1}| + |I_{C2}|) \]  \hspace{1cm} (19)
\[ Y \approx \frac{T_i - T_s}{T_i - T_0} \]  

Under the following assumptions: an isolator with \( |S_{23}|, S_{24}| = 0.003 \) (corresponding to 50 dB isolation) and \( |S_{23}| = 0.1, \alpha_s = 0.95, f/\delta = 0.01, |S_{14}|, |S_{15}| = 0.1 \), other values from the list of typical values in Sec. 2.1, the relative standard uncertainty is 0.05% for the NCS1 system equipped with the NIST primary cryogenic standard, and 0.03% if a commercial hot source is used instead.

2.5 Connector

Corrected System Equation: Both the nonambient standard and the DUT have connectors that are reflective and lossy; those parameters are also partially nonrepeatable. The connectors are modeled as two-ports of efficiencies \( \eta_{\text{CNN}}, \eta_{\text{CNN}} \), that are each in cascade with the input ports of the radiometer. The corrected system equation becomes

\[ T_s = T_s + \frac{\eta_{\text{CNN}}}{\eta_{\text{CNN}}} \cdot M_c \cdot \frac{\eta_{\text{SW}}}{\eta_{\text{SW}}} (T_i - T_s) Y. \]  

Source of Uncertainty: Following the reasoning in [8], we assume that, for type N connectors, the efficiency ratio \( \eta_{\text{CNN}}/\eta_{\text{CNN}} \) in Eq. (21) reduces to \((1 + C_1/\sqrt{f} + C_2/\sqrt{f})\), where the constants \( C_1 \) and \( C_2 \) have been experimentally determined to have the values of \( C_1 = 0.00087/\sqrt{3} \) and \( C_2 = 0.035 \), and \( f \) is the frequency in GHz. (For a connector with a center conductor different in diameter, the constant \( C_1 \) is scaled by a factor \( D/D_{\text{nom}} \) since the loss in an uniform coaxial structure is proportional to the square of the magnetic field’s magnitude.)

The constant \( C_1 \) encompasses components of connector variability arising from both systematic and random effects. Since the noise temperature measurements are performed without connecting and disconnecting the connectors (of the nonambient standard or the DUT), the random component cannot be assumed to average out.

The reference plane defined for calculating the connector uncertainty during a noise temperature measurement is assumed to be to the left of the connector in Fig. 1. In other words, a DUT is calibrated “stripped” of its own connector. In practice, the connector contribution to the combined standard uncertainty in noise measurements is so small for precision connectors in good condition and for frequencies in the microwave region of the spectrum that this assumption is admissible. The uncertainty arising in the connectors is at present an incompletely explored topic needing further study. The importance of resolving this issue becomes even greater with smaller connectors and higher frequencies.

Relative Standard Uncertainty: The entire correction (a difference between Eq. (21) and the system equation [Eq. (4)]) is uncertain, with \( \epsilon_{\text{CNN}} \) having a uniform distribution with upper and lower limits of

\[ \epsilon_{\text{CNN}} = (T_s - T_s) \left( 1 - \frac{\eta_{\text{CNN}}}{\eta_{\text{CNN}}} \right). \]  

Substitution of experimental constants for the \((1 - \text{efficiency ratio})\) term in Eq. (22) results in the relative connector standard uncertainty (in percent) of

\[ \frac{\delta T_s}{T_s} = \left( \frac{0.087}{\sqrt{3}} + 0.035 \right) \sqrt{f} \left| 1 - \frac{T_s}{T_i} \right| \sqrt{3}. \]  

For typical values listed in Sec. 2.1, this standard uncertainty is 0.07% whether the NIST primary cryogenic standard or a commercial hot source is used.

2.6 Mismatch Factor

Source of Uncertainty: The mismatch factors between the nonambient standard and the radiometer, and between the DUT and the radiometer, are calculated from the reflection coefficient measurements [2]. Since only a ratio of the mismatch factors is used in the system equation, the uncertainties associated with the measurements of the reflection coefficients partially cancel.

The ratio of the mismatch factors \( M_i \) and \( M_s \) can be approximated in a well-matched system (11'\text{mm}) by

\[ \frac{M_i}{M_s} = 1 - (a_i - a_s)^2 - (b_i - b_s)^2 + (a_i - a_s)^2 + (b_i + b_s)^2, \]  

where \( a_i \) and \( b_i \) stand for the real and imaginary parts of the measured (complex) reflection coefficients: \( T_i \) and \( T_s \), looking into the sources (the nonambient standard or the DUT), and \( T_{\text{SW}}, T_{\text{SW}} \), looking into the radiometer ports dedicated to the nonambient standard and the DUT. The relative uncertainty of that ratio can be approximated by

\[ \frac{\delta (M_i/M_s)}{(M_i/M_s)} = 2(A + B), \]  

70
where $A$ and $B$ are defined as

$$A = (a_s - a_{sw}) (a_s - a_{sw}) -$$

$$(a_s - a_{sw}) (a_s - a_{sw}), \quad (26)$$

$$B = (b_s + b_{sw}) (b_s + b_{sw}) -$$

$$(b_s + b_{sw}) (b_s + b_{sw}). \quad (27)$$

It is assumed that the real and imaginary parts of the reflection coefficient are measured with an equal uncertainty of 0.005, which is independent of the magnitude of the reflection coefficients, as long as they are reasonably small ($\pm 0.1$ or so). With these provisions, Eq. (25) reduces to

$$\frac{\delta M_s}{M_s} = 2(b_s + b_{sw}) - (b_s + b_{sw}),$$

$$(0.005 + 0.005). \quad (28)$$

**Relative Standard Uncertainty:** The relative standard uncertainty in $T_s$ due to the uncertainty in the measurement of the reflection coefficients used in the calculation of the mismatch factor ratio, in percent, is given by

$$\frac{\delta T_s}{T_s} = \sqrt{\left[1 - \frac{T_s}{M_s} \right] \frac{\delta M_s}{M_s} \cdot \frac{100\%}{\sqrt{3}}} \quad (29)$$

For typical values given in Sec. 2.1, this standard uncertainty is 0.07% for the NCS1 system equipped with the NIST primary cryogenic standard and 0.01% if a commercial hot source is used instead.

### 2.7 Asymmetry

**Source of Uncertainty:** The nonambient standard and the DUT are each attached to their own, dedicated input port. The input signals originating in the two sources, therefore, take slightly different paths to the rest of the radiometer. The two paths consist of a connector, a length of coaxial line, and one side of the input switch, and are modeled as two two-ports in cascade with the rest of the radiometer input [2]. The efficiencies of the two-ports, labeled “switch efficiencies” for short, enter into the system equation [Eq. (4)] as the asymmetry correction $\eta_{sw}/\eta_{sw}$.

The efficiency of a two-port depends on both the two-port and its environment, and so cannot be simply and directly measured. However, in a well matched system, the efficiency can be approximated by

$$\eta_s = \frac{|S_2|^2}{1 - |S_{11}|^2}, \quad (30)$$

which depends on the two-port alone and can be calculated from the $S$-parameters measured by conventional methods.

It is convenient to express the ratio of the approximate efficiencies in logarithmic terms:

$$\frac{\eta_{sw}}{\eta_{sw}} = \eta_{sw} = 10 \cdot \frac{\ln 10 \cdot \eta_{sw}}{\eta_{sw}} = \frac{\ln 10}{10}, \quad (31)$$

where $\Delta \eta_{sw}$ stands for the difference (in dB) of the approximate efficiencies of the two paths.

Equation (4) becomes

$$T_s = T_s + M_s \cdot \frac{\Delta \eta_{sw}}{M_s} \cdot 10^{\frac{\Delta \eta_{sw}}{10}} \cdot (T_s - T_s). \quad (32)$$

Based on experimental data, the uncertainty in the measurements of $\Delta \eta_{sw}$, $\delta(\Delta \eta_{sw})$, is estimated to be typically 0.01 dB for low-loss two-ports.

**Relative Standard Uncertainty:** The relative uncertainty in $T_s$ (in percent) due to the uncertainty in the measurement of the input switch asymmetry is given by

$$\frac{\delta T_s}{T_s} = \sqrt{\left[1 - \frac{T_s}{M_s} \right] \frac{\ln 10 \cdot \delta(\Delta \eta_{sw})}{M_s} \cdot \frac{100\%}{\sqrt{3}}} \quad (33)$$

For typical values (Sec. 2.1), this standard uncertainty is 0.13% whether the NIST primary cryogenic standard or a commercial hot source is used.

### 2.8 Broadband Mismatch

**Corrected System Equation:** A radiometer is a broadband instrument and ought to be described by a system equation that reflects that fact:

$$f_B \cdot T_s \cdot g(df) = f_B \cdot [T_s + M \cdot \gamma \cdot (T_s - T_s)] \cdot g(df), \quad (34)$$

where $B$ stands for the limiting system bandwidth, $M$ is a ratio of mismatch factors at the reference
plane 1 (Fig. 1), $\eta$ is a ratio of the input switch efficiencies, and $Y$ is the system balancing factor defined in Eqs. (4) and (1). The transfer function $g$ is taken to be 1 within the band, and to vanish outside of the band.

The above equation reduces to Eq. (4) if all terms are independent of frequency. The noise temperatures $T_i$ are broadband by definition. Components of a noise measurement system determining the factor $Y$ are manufactured to be broadband within the bandwidth of interest $B$. In the case of the NCSI, the mixer that downconverts the RF noise to the IF frequency, the WBCO attenuator used to balance the IF noise signals, and the square law detector that produces a dc output all satisfy the requirement. If the $\eta$ term in Eq. (34) is also assumed to be broadband, the corrected system equation becomes

$$T_s = T_s + \int_{f_0}^{f_0 + M_s \delta f} \int_{f_0}^{f_0 + M_s \delta f} \eta (T_s - T_s) Y. \quad (35)$$

The mismatch factors $M_s$ and $M_x$ are not directly measured. Instead, the mismatch factors $M_a$ and $M_x$ are calculated from the measurements of the reflection coefficients, performed at the single (operating) frequency $f_0$. Since reflection coefficients in general vary strongly with frequency, and the integration process indicated by Eq. (35) is not performed, an error issues.

**Source of Uncertainty:** The difference between the corrected and idealized system equations is taken to represent the limits of the broadband mismatch uncertainty; the quantity $\Delta T_s$ is assumed to be uniformly distributed, with upper and lower bounds of

$$\Delta T_s = (T_s - T_s) \int_{f_0}^{f_0 + M_s \delta f} \int_{f_0}^{f_0 + M_s \delta f} \frac{M_s \delta f}{M_{a, s}} - 1). \quad (36)$$

The mismatch factors $M_{a, i}$, $i = s, x$ are a function of the reflection coefficients of the noise sources $I_i$ and of the radiometer input ports $I_{SW_i}$ [2]. If the following assumptions can be made: an ideal (reflectionless, lossless, symmetrical) input switch, an infinitely isolating isolator, and a lossless uniform transmission line of a length $l$ between the switch input and the isolator, the mismatch factors at the operating frequency $f_0$ are given by

$$M_a = \frac{(1 - |I_s|^2)(1 - |I_x|^2)}{1 - I_s I_x e^{-j \frac{2\pi l}{v} B}}. \quad (37)$$

where $v$ is the velocity of light in the transmission line.

Substituting the Eq. (37) into Eq. (36), neglecting third- and higher-order terms, and performing the integration over the range in Fig. 2, we obtain the expression for the limits of broadband mismatch uncertainty [9].

$$q_{bbm} = 2 |T_s - T_s| Re \{S_{11}(\Gamma_s - \Gamma_s)\} \left[ 1 - \cos \left( \frac{4\pi l}{v} f_0 \right) \right] \frac{\text{sinc} \left( \frac{2\pi l}{v} B \right)}{\sqrt{3}}. \quad (38)$$

**Fig. 2.** The integration range.

**Relative Standard Uncertainty:** The relative standard uncertainty due to broadband mismatch in a reasonably matched coaxial systems $\delta T_s/T_s$, in percent, is given by

$$\frac{\delta T_s}{T_s} = 2 \left[ 1 - \frac{T_s}{T_s} \right] \left[ 1 - \cos \left( \frac{4\pi l}{v} f_0 \right) \right] \frac{\text{sinc} \left( \frac{2\pi l}{v} B \right)}{\sqrt{3}} \times 100\%. \quad (39)$$

For the purpose of getting the numerical value here, the most unfavorable phasing of the reflection coefficients $I_s$ and $I_x$ is assumed, resulting in the addition of their magnitudes. For the radiometer with a bandwidth of 4 MHz, an IF frequency of 30 MHz, and an isolator with the magnitude of its $S_{11}$ parameter of 0.1, and a length of the line at the input of 0.2 m, the standard uncertainty is 0.1% with the NIST primary cryogenic standard, or
0.07% if a (better matched) commercial hot source is used.

### 2.9 Attenuator

The attenuator used in the NCS1, a 30 MHz, precision waveguide-below-cutoff attenuator, serves as a nulling device. The following analysis is valid when the attenuator is operated at an attenuation that is sufficiently high (above 20 dB), which, together with the insertion loss of 12 dB, puts the total minimal attenuation at 32 dB. At attenuation values lower than that, the deviation of the attenuation from linearity with respect to the coil separation distance is pronounced due to multiple modes being present.

The attenuator, with its tuned circuits at the input and output ports, has been observed to change its bandwidth as a function of the attenuation setting. A separate (system-limiting) 4 MHz bandpass filter, centered around 30 MHz has been therefore inserted ahead of the attenuator.

**Source of Uncertainty:** The uncertainty in the value of $A_4$ for a precision waveguide-below-cutoff attenuator is given in [10] by

$$\delta A_t = k A_t + C,$$

where $k = 0.0003$, and $C = 0.003$ dB.

**Relative Standard Uncertainty:** The relative standard uncertainty in the DUT's noise temperature traceable to the attenuator is given by

$$\frac{\delta T_s}{T_s} = \left| 1 - \frac{T_s}{T_{st}} \right| \ln 10 \cdot \frac{k_i (A_s - A_t) - K_2(A_s - A_t)}{K_1(A_s - A_t)} \cdot \frac{100\%}{\sqrt{3}},$$

where

$$K_1 = \frac{10^{-6(A_s - A_t)10}}{10^{-6(A_s - A_t)10} - 1},$$

and

$$K_2 = \frac{10^{-6(A_s - A_t)10}}{10^{-6(A_s - A_t)10} - 1}.\quad (43)$$

Since only the differences in attenuation are used, the constant $C$ in Eq. (40) drops out of consideration. For (experimentally obtained) values of attenuation of $A_s = 22.87$ dB, $A_t = 34.54$ dB, and $A_{st} = 20.95$ dB, and with the typical values for other parameters from Sec. 2.1, the relative uncertainty is 0.06% for the NCS1 system equipped with the NIST primary cryogenic standard, and negligible if a commercial hot source is used instead.

### 2.10 Linearity

**Source of Uncertainty:** In order to accurately measure different noise power levels of the two noise standards and the DUT, a radiometer has to be linear within the specified dynamic range.

In the case of a balanced instrument such as the NCS1, the linearity requirement applies to the signal path up to and including the balancing mechanism. Referring to Fig. 1, the section of the NCS1 radiometer that needs to be linear extends between the input ports and the output of the WBCO attenuator. Any nonlinearity beyond the attenuator affects all three noise powers equally (since they had been adjusted to the same level), and therefore cancels out.

The likely causes of deviation from linearity are: saturation in the RF amplifier; insufficient power of the local oscillator, causing the mixer to become nonlinear in the signal [11]; saturation in IF amplifiers preceding the attenuator; and a nonlinear behavior of the attenuator.

Instead of verifying the linearity of the individual components, the overall system linearity has been experimentally investigated. A fixed attenuator of approximately 3 dB is inserted between the isolator and the RF amplifier. A measurement of the noise temperature of the DUT is performed in the usual manner. The procedure is repeated a sufficient number of times and averaged to obtain a statistically convergent estimate of $T_s$. The attenuator is then removed, and the measurements of $T_s$ repeated.

The obtained null difference has proven conclusively that no deviation from linearity exists, within the resolution of the NCS1 system.

### 3. Standard Uncertainties Arising from Random Effects (Type A)

The effects of the Type A uncertainties are quantified by calculating the standard deviation of the mean of $N$ independent measurements of the noise temperature of the unknown source $T_s$, according to
\[ \sqrt{\frac{\sum_{i=1}^{N} (T_i - \bar{T}_i)^2}{N(N-1)}} \]  

(44)

where \( T_i \) stands for the \( i \)th measured value and \( \bar{T} \) for the mean of \( N \) measurements. The intermediate results of Eq. (44) are displayed after each measurement so the operator can select how many need to be performed. Since the Type A uncertainties are overshadowed by the Type B uncertainties in this system (by an order of magnitude), \( N \) can be chosen to be small (but no less than 5).

A representative value for the experimental standard deviation of the mean of five independent measurements of the noise temperature \( T_n \) is 4 K for a 8400 K source, or 0.05 %.

4. Combined Uncertainty

The combined standard uncertainty is calculated by the RSS method. The coverage factor in the expanded uncertainty \( k = 2 \). Table 1 presents the typical uncertainties for a noise source having the noise temperature of 8400 K, measured at 2 GHz with either the NIST primary coaxial cryogenic standard, or a commercial hot source serving as a (non ambient) standard.

5. Discussion

Based on the results of the analysis of the uncertainties inherent to the measurement procedure, several comments regarding the performance of the NCS1 seem appropriate. The overall reported accuracy of the NCS1 is comparable to the accuracies of various noise measurement systems at NIST, if those were calculated by the same method. However, it compares unfavorably with the measurement accuracies of most other physical quantities. Some measures that would improve the NCS1 accuracy are discussed here.

From Table 1, the most effective measure to improve the overall accuracy of the NCS1 would be an improvement of the nonambient primary noise standard's accuracy. The improvement persists whether a more accurate standard is used directly by NCS1 or a secondary commercial source, calibrated against a better primary standard having lower associated uncertainties, is used. A redesign of the primary noise standard is beyond the scope of this work, however.

Several standard uncertainties associated with the NCS1, as shown in Table 1, are proportional to the difference between the noise temperatures of the DUT and the nonambient standard. Relatively cool sources (such as commercially available hot/cold loads or solid state noise sources with \( T_n \approx 1400 \) K) can be calibrated with better accuracy than more popular hot sources of \( T_n \approx 9000 \) K.

Table 1: Typical NCS1 uncertainties with either a NIST primary coaxial standard or a calibrated hot noise source standard

<table>
<thead>
<tr>
<th>Source of uncert.</th>
<th>NCS1 with NCST coax. standard</th>
<th>NCS1 with hot source standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonambient std.</td>
<td>0.76%</td>
<td>0.96%</td>
</tr>
<tr>
<td>Ambient std.</td>
<td>0.11%</td>
<td>negl.</td>
</tr>
<tr>
<td>Isolator</td>
<td>0.05%</td>
<td>0.03%</td>
</tr>
<tr>
<td>Connector</td>
<td>0.07%</td>
<td>0.07%</td>
</tr>
<tr>
<td>Mismatch</td>
<td>0.07%</td>
<td>0.01%</td>
</tr>
<tr>
<td>Switch asymmetry</td>
<td>0.13%</td>
<td>0.13%</td>
</tr>
<tr>
<td>Broadband mismatch</td>
<td>0.10%</td>
<td>0.07%</td>
</tr>
<tr>
<td>Attenuator</td>
<td>0.06%</td>
<td>negl.</td>
</tr>
<tr>
<td>Linearity</td>
<td>negl.</td>
<td>negl.</td>
</tr>
<tr>
<td>Random effects</td>
<td>0.03%</td>
<td>0.03%</td>
</tr>
<tr>
<td>Comb. std. uncert.</td>
<td>0.80%</td>
<td>0.97%</td>
</tr>
<tr>
<td>Expanded Uncert.</td>
<td>1.00%</td>
<td>1.95%</td>
</tr>
</tbody>
</table>

The NCS1 ambient standard accuracy can be improved readily, by using a better thermometer, by employing a four-wire resistance measuring technique, and by having an accurate voltmeter. A decrease in the uncertainty in the ambient standard from the present 0.4 K to 0.1 K would propagate into a decrease in the standard uncertainty arising from the ambient standard uncertainty from the present 0.11% to a negligible 0.03%.

Adding additional 25 dB of isolation practically eliminates the uncertainty traceable to isolation, but adds bulk and significantly increases the cost of the radiometer, since a separate extra isolator is needed for each octave.

The standard uncertainty associated with the broadband mismatch increases fast with the increasing length of the input transmission line, the IF frequency and the system bandwidth. The input section must be kept as compact as possible. A 5 MHz WBCO attenuator, replacing the 30 MHz attenuator used in the implemented NCS1, coupled with a 4 MHz bandpass filter, would reduce the standard uncertainty from 0.1% to a negligible 0.003%.

In some applications, overriding accuracy demands might prompt the elimination of the input
switch. Although causing more connector wear and slowing the operations, it removes the uncertainty associated with switch asymmetry entirely and, by shortening the physical length of the input signal path, also decreases the uncertainty associated with the broadband mismatch. Additional small accuracy gain is made because the switch non-repeatability contribution to the Type A uncertainty is eliminated.

The uncertainty associated with random effects can be reduced in several ways. Selecting truly low-noise RF amplifiers with a sufficient gain (to make the mixer noise contribution negligible) would lessen the system noise contribution and therefore the random scatter. So would lowering the noise contribution of the passive components in the input section. Specifically, the switches need to be selected for their low losses, and the interconnecting coaxial lines kept as short as possible. An attempt to reduce the noise contribution by cooling the input section components must be done advisedly, however, since the derivation of the system equation presupposes them to be at the same temperature as the ambient standard.

The simple expedient of increasing the number of measurements also reduces the Type A uncertainty. Since each measurement compares the unknown noise temperature to that of the noise standards, the system drift over a longer period of time needed to perform an increased number of measurement is not a limiting factor. The gain in accuracy due to the random scatter reduction, marginal at present, might be worth the effort if the Type B uncertainties were reduced.
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1. Introduction

The national need to establish a primary standard reference for calibrating infrared sensors led to the establishment, in 1989, of the Low Background Infrared Calibration Facility (LBIR) at the National Institute of Standards and Technology. This facility has been serving a variety of users from industry and government laboratories by providing calibrations of cryogenic blackbody sources. These sources are used by the customer for calibrations of their infrared sensor systems. An absolute cryogenic radiometer (ACR) of the electrical substitution type has been developed as the standard reference detector for the LBIR calibrations. The ACR measures the total radiant power incident on its precision aperture. Its operating range for radiant power measurements is 20 nW to 100 μW with an expanded uncertainty of ±1% (95% confidence level). The physical description of the ACR and its characterization as an absolute detector for radiant power measurements have been described in Ref. [1]. The LBIR chamber is shown in Fig. 1.

The cylindrical vacuum tank housing the ACR detector and the customer blackbody source is made of stainless steel and is 152 cm long and 60 cm in diameter. Two shields made of copper (shown in the cutaway portion of Fig. 1) separated by a 2.54 cm gap are cooled by a helium refrigerator which circulates cooled helium gas (15 K) through copper lines vacuum brazed to these shields. The inner shield operates at 20 K and provides the low thermal radiation background inside the chamber. The inner surface of the inner shield has a highly
2. Calibration Requirements

Calibration requirements fall into two categories: 1) needs established by the customer and 2) needs of the NIST LBIR facility. A typical customer requirement for the BB is as follows: 1) measure the radiant power at the ACR aperture for the blackbody temperature range of 200 K to 400 K in increments of 25 K for the source aperture diameter of 650 μm and 2) calibrate the temperature sensors of the source by comparing with the deduced radiance temperature. NIST issues guidelines to the customer for preparing the blackbody source to conform to the vacuum and allowable contaminant level specifications of the LBIR chamber. The NIST requirement specifies that the partial pressure of hydrocarbons (beyond approximately 45 u) should not exceed $1.33 \times 10^{-8}$ Pa for a total base pressure of $1.33 \times 10^{-6}$ Pa. Other requirements are described in detail in Ref. [3]. NIST also supplies the customer with a mounting plate and guidelines for installing the plate on the blackbody source [3].
shelf and the main chamber have separate cold helium feeds with flow control valves to allow diversion of additional coolant to the blackbody, if needed. The cryoshields have several silicon diode thermometers attached at various points. These thermometers are monitored during calibration to ensure stability of the IR environment.

In order to provide a steady background flux for the ACR, a copper disk separates the blackbody chamber from the ACR chamber. This disk, called the isothermal plate, is moderately thermally insulated from the inner shield. The isothermal plate is fitted with an aperture that blocks the background radiation from the blackbody chamber without limiting the field of view of the ACR aperture. Complete isolation of the ACR chamber is achieved, if necessary, by a shutter in front of the isothermal plate that can be operated by remote control. The shutter is thermally anchored to the isothermal plate with a flexible copper braid. The temperature of the isothermal plate and shutter are monitored by three precision silicon diode thermometers. The isothermal plate is controlled to 0.05 K by using an integral heating element and the temperature is held at 22 K.

3.2 Measurements

Figure 2 shows the calibration setup inside the LBIR chamber. Blackbody sensor data and radiant power data are collected at each blackbody temperature and aperture setting specified by the customer. Data are collected and recorded at approximately one second intervals for a period of three minutes at each setting. These data form the basis for estimating the repeatability of the instrumentation. Cryogenic preparation of the ACR and the complete calibration sequence are repeated on three different days to test the reproducibility of the entire measurement system.

3.2.1 Blackbody Temperature Sensors The blackbody temperature is generally measured by platinum resistance thermometers (PRTs) mounted on the blackbody core. Voltages across the PRTs measured by a multimeter, and currents supplied by a constant current source are converted to resistance values using Ohm's law. The resistances are converted to temperature values if the customer provides data on the calibration of the PRT sensors. Nominal settings on the external temperature control electronics of the BB and measured temperatures for the BB sensors are shown in columns 1, 2, and 4 of Table 1. Experimental standard deviations from the 1 s repetitions at each setting on each day are shown in columns 3 and 5 of the same table.

3.2.2 Radiant Power The radiant power at the ACR aperture is measured as follows: The radiation from the blackbody is blocked from the ACR receiver by using the shutter position on the blackbody aperture wheel (if available). The electrical heater power to the ACR receiver is set to a value higher (preferably 20% to 30%) than the expected radiant power from the blackbody so that the temperature controller servo (ac bridge) can maintain a constant temperature at the ACR cone by varying the amount of electrical power. Preliminary estimates of radiant power at the ACR aperture are made using the Stefan-Boltzmann law and the approximate distance between the ACR aperture and the blackbody aperture. After the ac bridge is balanced, the ACR is allowed to receive the blackbody radiation by turning the aperture wheel to a chosen aperture position. If the customer blackbody is equipped with a fixed aperture, the 152 mm (6 in) shutter in front of the isothermal plate is used for blocking the blackbody radiation. The difference between the initial electrical power setting with the shutter closed and the final electrical power setting with the shutter open is the radiant power at the ACR aperture. Data is taken continuously at one second intervals for at least 3 min with the shutter open, in order to determine the repeatability of the instrumentation.

3.2.3 Geometry The measurement of the radius of the blackbody aperture, \( r_1 \) (see Fig. 2), corrected for thermal contraction at 20 K, is supplied by the customer. The radius of the ACR aperture, \( r_2 \), has been measured by the Precision Engineering
Division at NIST at room temperature in three different orientations. The average radius is corrected for thermal contraction as explained in Ref. [1].

The distance, S, between the blackbody aperture and the ACR limiting (precision) aperture is measured in two parts. The user measures the distance between the blackbody aperture and the front surface of a reference tab on the blackbody mounting plate as required by NIST [3], and NIST personnel measure the distance from the front surface of the tab to the ACR aperture. The chamber measurement is assisted by a Kaman proximity sensor [4] located internally to determine the final location of the reference tab to the ACR aperture before the chamber is evacuated. The measurements are made at ambient temperature and corrected for thermal contraction due to cooling of the chamber and the ACR to 20 K and 2 K, respectively. The radius of the aperture in the isothermal plate, rs, shown in Fig. 2, is chosen to limit the background flux from the blackbody front surface. However, it will allow the full cone of light from the blackbody aperture to reach the ACR aperture. The geometrical measurements for the BB are given in Table 2.

3.2.4 Radiance Temperature The following equation deduced from the Stefan-Boltzmann law is used to convert the radiant power to radiance temperature, \( T \):

\[
T = \left[ \frac{P}{F_1 A_1 \sigma_{\text{BB}}} \right]^{1/4}
\]

(1)

where

\[
F_1 = \frac{1}{2} \left[ z - \left( z^2 - 4 x^2 \cdot y^2 \right)^{1/2} \right],
\]

\[
x = \frac{r_2}{r_1}, \quad y = \frac{S}{r_1}, \quad z = 1 + (1 + x^2) y^2.
\]
and $A_1 = \pi r_1^2$ is the area of the blackbody aperture; $P$ is the radiant power and $\sigma_0 \Phi$ is the Stefan-Boltzmann constant, and equal to $5.67051 \times 10^{-8}$ W m$^{-2}$ K$^{-4}$. The expression for the configuration factor, $F_i$, given above is taken from Ref. [5] and to a first order approximation reduces to $\pi r_2^2 / S^2$. The quantities $r_1$, $r_2$, and $S$ have already been defined, and their measured values at room temperature are adjusted to cryogenic temperatures using the standard reference data for contraction of materials [6].

### 3.3 Analysis

#### 3.3.1 Diffraction Correction

It has been established in the literature [7, 8] that the radiation from the blackbody incident at the ACR aperture will not be solely determined according to geometrical optics because of diffraction effects at both limiting and nonlimiting apertures in the beam path. Therefore, diffraction losses at each one of the apertures in the beam path are estimated by using the procedures published in Refs. [7] and [8]. The measured radiant power values and the deduced radiance temperatures are corrected for the total diffraction loss which is a product of the fractional losses at each aperture in the beam path. The calculated correction factors ($\Delta P/P$) given as a percentage of the measured power values for the BB are listed in Table 3 for various temperatures. The corresponding correction factor ($\Delta T/T$) for the radiance temperature is approximately 1/4 of the correction ($\Delta P/P$) for the radiant power.

<table>
<thead>
<tr>
<th>Nominal Blackbody Temp. (K)</th>
<th>Diff. corr. $\Delta P/P$</th>
<th>Uncer. (1 or)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>1.3%</td>
<td>±0.13%</td>
</tr>
<tr>
<td>225</td>
<td>1.2%</td>
<td>±0.12%</td>
</tr>
<tr>
<td>250</td>
<td>1.1%</td>
<td>±0.11%</td>
</tr>
<tr>
<td>275</td>
<td>1.0%</td>
<td>±0.1%</td>
</tr>
<tr>
<td>300</td>
<td>0.9%</td>
<td>±0.09%</td>
</tr>
<tr>
<td>325</td>
<td>0.8%</td>
<td>±0.08%</td>
</tr>
<tr>
<td>350</td>
<td>0.8%</td>
<td>±0.08%</td>
</tr>
<tr>
<td>375</td>
<td>0.7%</td>
<td>±0.07%</td>
</tr>
<tr>
<td>400</td>
<td>0.7%</td>
<td>±0.07%</td>
</tr>
</tbody>
</table>

3.3.2 Measurement Uncertainties

The uncertainties in the measurements are analyzed according to guidelines under development by the International Organization for Standardization (ISO) [9]. Uncertainties are caused by either systematic or random effects. Uncertainties from systematic effects (hereafter called systematic uncertainties for simplicity) are of the following types for this experiment: 1) uncertainties in theoretical corrections applied to measured data such as the uncertainties associated with the diffraction corrections; 2) uncertainties in the measured values of parameters that remain constant during the calibration. Examples of such uncertainties are the parameters that characterize the ACR response [1] which do not change during the ACR power.
measurements. These uncertainties are Type B uncertainties according to Ref. [9] Subclause 3.3.3. Uncertainties from random effects (hereafter called random uncertainties for simplicity) arise from the statistical variation in the measurements during the calibration experiment. This type of variation is inherent in the blackbody PRT sensor measurements of temperature and the ACR measurements of radiant power during the calibration experiment. These are Type A uncertainties [9].

**Uncertainty in Radiant Power**

The uncertainty in the ACR measurement of the radiant power is analyzed as follows: For each nominal temperature, radiant power data ($P_j$) are collected every 1-1/2 s for approximately 3 min, leading to approximately 120 data points. An average, $\bar{P}$, and standard deviation, $s_{P_{tr}}$, are calculated from this data. The standard deviation, $s_{P_{tr}}$, is a measure of the repeatability of the measurements in each set, and in general, the ACR data show very good repeatability. The measurement process is repeated three different times to estimate a standard deviation, $s_{P_{tr}}$, for reproducibility. The average over the three runs is calculated as:

$$\bar{P} = \frac{1}{3} \sum_{j=1}^{3} P_j$$

a standard deviation ($s_1$) is calculated from

$$s_1^2 = \sum_{j=1}^{3} (P_j - \bar{P})^2 / 2.$$  \hspace{1cm} (4)

The standard deviation ($s_1$) is a measure of both repeatability and reproducibility of measurements [10] according to

$$s_1^2 = s_{P_{tr}}^2 + s_{P_{tr}}^2 / 120.$$ \hspace{1cm} (5)

Although more repetitions of the entire measurement process would be desirable for better statistics, time constraints limit the number of repetitions. The radiant powers, $P_j$, and the average powers, $\bar{P}$, for the BB are given in columns 6 and 7, respectively, of Table 1. The standard deviations of the means, $s_1/\sqrt{3}$, are given in column 8.

Two sources of systematic uncertainty are evaluated as Type B following Ref. [9]. The standard uncertainty (i.e., 1 σ level) in the diffraction correction to the measured radiant power is based on diffraction theory used to calculate the correction. This standard uncertainty is estimated to be ± 10% [7, 8] of the calculated correction based on scientific judgment (Sec. 4.6 Ref. [11]), as shown in column 3 of Table 3 for the BB. The standard uncertainty in the characterization of the radiometer as given in Ref. [1] is 0.12% of the measured radiant power. The standard uncertainty due to systematic effects is then the square root of the sum of the squares of the two components.

The random and systematic uncertainties are listed separately in the calibration report. The combined standard uncertainty ($u_c$) is reported as the square root of the sum of the squares of all of the components. However, it should be noted that other methods of combining components of uncertainty from systematic and random effects are in practice for calculating the total uncertainty [12]. Therefore, all components of uncertainty are listed to give the customer the choice of using an alternative method.

The radiant power data from Table 1 after correction for diffraction loss are shown in column 6 of Table 4. The uncertainty components associated with the average power are shown in columns 7 and 8, and the combined standard uncertainty, $u_c$, is given in column 9.

**Uncertainty in the Blackbody Sensor Data**

The Type A (random) uncertainty in the blackbody PRT sensor data is analyzed as follows: The PRT sensor data are collected in conjunction with the ACR power measurements. In general, the standard deviations for the PRT sensor data are homogeneous and negligibly small. Repeated sets of data are averaged to obtain the mean and the corresponding standard deviation analogously to the method discussed earlier for the ACR power measurements. The mean temperature values of the BB with associated standard deviations are shown in columns 2 through 5 of Table 4.

**Radiance Temperature and Calibration Uncertainty**

The final radiance temperatures for the calibration report are obtained by the least-squares analysis of temperatures, $T_{ij}$ ($i = 1, \ldots , n; j = 1, \ldots , 3$), deduced from Eq. (1), as a function of blackbody sensor readings, $X_{ij}$ ($i = 1, \ldots , n; j = 1, \ldots , 3$), for each aperture setting.

In order to evaluate a confidence band for the variability of the calibration curve, the following statistical procedure is adopted. The calibration equation is assumed to follow the model

$$T_{ij} = a_0 + a_1 X_{ij} + a_2 X_{ij}^2 + a_3 X_{ij}^3 + \ldots + a_k X_{ij}^k + \epsilon_{ij},$$ \hspace{1cm} (6)
Table 4. Average blackbody sensor data and radiant power corrected for diffraction effects at the ACR aperture for the BB

<table>
<thead>
<tr>
<th>Nominal (K)</th>
<th>Sensor 1 data (K)</th>
<th>Std. dev.</th>
<th>Sensor 2 data (K)</th>
<th>Std. dev.</th>
<th>Average power nW</th>
<th>Syst. uncer. nW</th>
<th>Random uncer. nW</th>
<th>Comb. uncer. u_{BC} (1σ) nW</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>199.906</td>
<td>0.003</td>
<td>199.313</td>
<td>0.003</td>
<td>72.4</td>
<td>0.1</td>
<td>0.5</td>
<td>0.5 (0.6%)</td>
</tr>
<tr>
<td>225</td>
<td>224.777</td>
<td>0.003</td>
<td>224.282</td>
<td>0.004</td>
<td>114.6</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2 (0.2%)</td>
</tr>
<tr>
<td>250</td>
<td>249.678</td>
<td>0.005</td>
<td>249.293</td>
<td>0.005</td>
<td>173.9</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5 (0.3%)</td>
</tr>
<tr>
<td>275</td>
<td>274.683</td>
<td>0.005</td>
<td>274.415</td>
<td>0.005</td>
<td>255.0</td>
<td>0.4</td>
<td>0.2</td>
<td>0.5 (0.2%)</td>
</tr>
<tr>
<td>300</td>
<td>299.547</td>
<td>0.005</td>
<td>299.355</td>
<td>0.005</td>
<td>361.2</td>
<td>0.5</td>
<td>0.4</td>
<td>0.6 (0.2%)</td>
</tr>
<tr>
<td>325</td>
<td>324.429</td>
<td>0.005</td>
<td>324.367</td>
<td>0.005</td>
<td>498.6</td>
<td>0.7</td>
<td>1.4</td>
<td>1.6 (0.3%)</td>
</tr>
<tr>
<td>350</td>
<td>349.362</td>
<td>0.006</td>
<td>349.429</td>
<td>0.007</td>
<td>669.8</td>
<td>1.0</td>
<td>0.8</td>
<td>1.3 (0.2%)</td>
</tr>
<tr>
<td>375</td>
<td>374.120</td>
<td>0.005</td>
<td>374.331</td>
<td>0.005</td>
<td>884.5</td>
<td>1.2</td>
<td>2.0</td>
<td>2.3 (0.3%)</td>
</tr>
<tr>
<td>400</td>
<td>399.071</td>
<td>0.005</td>
<td>399.395</td>
<td>0.004</td>
<td>1144.6</td>
<td>1.6</td>
<td>1.3</td>
<td>2.1 (0.2%)</td>
</tr>
</tbody>
</table>

where $a_0, \ldots, a_k$ are to be estimated, and $\varepsilon_i$, the random errors associated with the measurements $T_{ij}$, are assumed to be independent with heterogeneous variances $\sigma_{ij}^2$. The $\sigma_{ij}$ are estimated by $s_{ij}$ from approximately 120 data points for each run. Weighted least squares [13] accounts for the heterogeneity of variances where the weights, $w_i$, are calculated from the empirical variances by

$$w_{ij} = 1/s_{ij}^2.$$  \hfill (7)

The standard deviations associated with the $T_{ij}$ are an order of magnitude larger than the standard deviations associated with the $X_{ij}$ data, and, therefore, random uncertainties associated with the measurements $X_{ij}$ are assumed to be negligible for the purpose of the least squares analysis. The degree, $k$, for the polynomial in Eq. (6) is determined by a goodness-of-fit test [14] which compares the agreement among groups of three runs with the overall fit to the data. The lowest degree polynomial which satisfies the goodness-of-fit criterion is taken as the calibration curve.

Given a future blackbody sensor setting, $X_h$, its calibrated radiance temperature value is given by

$$T_h = a_0 + a_1 X_h + a_2 X_h^2 + a_3 X_h^3 + \ldots + a_k X_h^k,$$  \hfill (8)

where $a_0, \ldots, a_k$ are least-squares estimates from calibration data. The random component of uncertainty associated with the predicted value is computed as

$$U_{\text{random}} = \sqrt{(k+1) F (95; k+1, n-k-1)} s(T_h).$$  \hfill (9)

The constant $F(95; k+1, n-k-1)$ is the upper 95 percentile of Snedecor's F-distribution with $k+1$ degrees of freedom in the numerator and $n-k-1$ degrees of freedom in the denominator, and $s(T_h)$ is the standard deviation of the predicted value, $T_h$.

This uncertainty, based on the Working-Hoeting confidence bands for the calibration curve, is valid for all future applications of the calibration curve as long as the model holds [15]. The details of the statistical analysis can be found in Ref. [15, 16]. A software package, OMNITAB [17], is used for the statistical computations.

Data for the least-squares analysis of the BB are shown in Table 5. Temperature as measured by PRT sensor 1 is used as the independent variable, $X$. The analysis confirms that a linear function ($k=1$) is sufficient for describing the data, and the following equation

$$T_h = a_0 + a_1 (X_h)$$  \hfill (10)

gives the predicted radiance temperature ($T_h$) for a blackbody temperature ($X_h$) measured by PRT.
sensor 1. The estimated coefficients and associated standard deviations are:

\[ a_0 = -1.096; \; s(a_0) = 0.244 \]

\[ a_1 = 1.007; \; s(a_1) = 0.001 \]

The percentage uncertainty in the deduced radiance temperature, \( \delta T / T \), is given by Eq. (1) and the theory of uncertainty propagation [18]. An approximation on a Taylor series expression gives the relationship between the variables as

\[ \frac{\delta T}{T} = \frac{\delta P}{P} + \frac{\delta r_1}{r_1} + \frac{\delta r_2}{r_2} + \frac{\delta S}{S} . \tag{11} \]

The first term on the right hand side of Eq. (11) shows the relationship to the contribution from the uncertainty in the radiant power which has both Type A and Type B components as discussed above. The last three terms in Eq. (11) show the relationship to the contributions from the uncertainties in the measurement of the geometrical quantities, \( r_1 \), \( r_2 \), and \( S \). A summary of the percentage uncertainties in the geometrical measurements (Table 2) and their propagated uncertainties for radiance temperature measurements are given in Table 6.

The predicted NIST radiance temperature from the calibration equation for each average value of temperature measured by PRT sensor 1 is given in Table 7 for the BB calibration. The uncertainty

---

**Table 5. Data for the least-squares analysis of the BB**

<table>
<thead>
<tr>
<th>Nominal (K)</th>
<th>Sensor 1 (K) X</th>
<th>Radiance temperature (K) T</th>
<th>Standard deviation (K) e</th>
<th>Weight W</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>199.879</td>
<td>201.427</td>
<td>3.500</td>
<td>0.0798</td>
</tr>
<tr>
<td></td>
<td>199.874*</td>
<td>201.539*</td>
<td>1.420</td>
<td>0.4957</td>
</tr>
<tr>
<td></td>
<td>199.947</td>
<td>200.546</td>
<td>2.130</td>
<td>0.2203</td>
</tr>
<tr>
<td>225</td>
<td>224.780</td>
<td>225.736</td>
<td>2.990</td>
<td>0.1116</td>
</tr>
<tr>
<td></td>
<td>224.728</td>
<td>225.666</td>
<td>1.384</td>
<td>0.5224</td>
</tr>
<tr>
<td></td>
<td>224.823</td>
<td>225.506</td>
<td>1.975</td>
<td>0.2564</td>
</tr>
<tr>
<td>250</td>
<td>249.662</td>
<td>250.135</td>
<td>2.100</td>
<td>0.2278</td>
</tr>
<tr>
<td></td>
<td>249.639</td>
<td>250.593</td>
<td>1.166</td>
<td>0.736</td>
</tr>
<tr>
<td></td>
<td>249.733</td>
<td>250.463</td>
<td>1.865</td>
<td>0.2875</td>
</tr>
<tr>
<td>275</td>
<td>274.6849</td>
<td>275.575</td>
<td>1.102</td>
<td>0.8239</td>
</tr>
<tr>
<td></td>
<td>274.644</td>
<td>275.466</td>
<td>1.319</td>
<td>0.5751</td>
</tr>
<tr>
<td></td>
<td>274.719</td>
<td>275.605</td>
<td>1.101</td>
<td>0.8244</td>
</tr>
<tr>
<td>300</td>
<td>299.5309</td>
<td>300.683</td>
<td>0.715</td>
<td>1.9545</td>
</tr>
<tr>
<td></td>
<td>299.5211</td>
<td>300.462</td>
<td>1.135</td>
<td>0.7760</td>
</tr>
<tr>
<td></td>
<td>299.588</td>
<td>300.683</td>
<td>0.887</td>
<td>1.2702</td>
</tr>
<tr>
<td>325</td>
<td>324.412*</td>
<td>326.342*</td>
<td>0.830</td>
<td>1.4529</td>
</tr>
<tr>
<td></td>
<td>324.457</td>
<td>325.600</td>
<td>0.603</td>
<td>2.7502</td>
</tr>
<tr>
<td></td>
<td>324.446</td>
<td>325.658</td>
<td>1.076</td>
<td>0.8641</td>
</tr>
<tr>
<td>350</td>
<td>349.306</td>
<td>350.931</td>
<td>0.644</td>
<td>2.4084</td>
</tr>
<tr>
<td></td>
<td>349.337</td>
<td>350.657</td>
<td>0.997</td>
<td>1.0056</td>
</tr>
<tr>
<td></td>
<td>349.445</td>
<td>350.807</td>
<td>0.869</td>
<td>1.3233</td>
</tr>
<tr>
<td>375</td>
<td>374.047*</td>
<td>376.500*</td>
<td>0.660</td>
<td>2.2930</td>
</tr>
<tr>
<td></td>
<td>374.069</td>
<td>375.766</td>
<td>0.816</td>
<td>1.5003</td>
</tr>
<tr>
<td></td>
<td>374.171</td>
<td>375.915</td>
<td>1.467</td>
<td>0.4647</td>
</tr>
<tr>
<td>400</td>
<td>399.026</td>
<td>401.171</td>
<td>0.872</td>
<td>1.3164</td>
</tr>
<tr>
<td></td>
<td>399.056</td>
<td>400.866</td>
<td>1.266</td>
<td>0.6242</td>
</tr>
<tr>
<td></td>
<td>399.131</td>
<td>401.240</td>
<td>1.217</td>
<td>0.6748</td>
</tr>
</tbody>
</table>

* Data with standardized residuals from the linear fit exceeding 2.5. These outliers are not included in the final analysis.
Table 6. Uncertainties in the measurements of geometrical quantities for the BB

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Uncertainty in measurement (1σ)</th>
<th>Propagated unc. for temperature measurement (1σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Distance between apertures ($\delta S_0/S$)</td>
<td>0.136%</td>
<td>0.068%</td>
</tr>
<tr>
<td>2) Radius of ACR aperture ($\delta r_0r_1$)</td>
<td>0.003%</td>
<td>0.002%</td>
</tr>
<tr>
<td>3) Radius of BB aperture ($\delta r_0/\delta r_1$)</td>
<td>0.2%</td>
<td>0.1%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>0.12%</strong></td>
<td></td>
</tr>
</tbody>
</table>

*Square root of sum of squares of 1, 2, and 3 given above.

Table 7. Predicted radiance temperatures and uncertainties for BB

<table>
<thead>
<tr>
<th>Nominal</th>
<th>Sensor 1 data (K)</th>
<th>Predicted radiance temp (K)</th>
<th>ACR char. (K)</th>
<th>Systematic Geometry uncertainties (K)</th>
<th>Systematic Diff. cal. (K)</th>
<th>Total b (K)</th>
<th>1σ random uncertainties (K)</th>
<th>Expanded uncer. (U) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>199.906</td>
<td>200.3</td>
<td>0.06</td>
<td>0.24</td>
<td>0.07</td>
<td>0.25</td>
<td>0.10</td>
<td>0.7 (0.4%)</td>
</tr>
<tr>
<td>250</td>
<td>224.777</td>
<td>225.4</td>
<td>0.07</td>
<td>0.26</td>
<td>0.07</td>
<td>0.28</td>
<td>0.08</td>
<td>0.7 (0.3%)</td>
</tr>
<tr>
<td>250</td>
<td>249.678</td>
<td>250.4</td>
<td>0.08</td>
<td>0.30</td>
<td>0.08</td>
<td>0.32</td>
<td>0.07</td>
<td>0.7 (0.3%)</td>
</tr>
<tr>
<td>275</td>
<td>274.683</td>
<td>275.6</td>
<td>0.09</td>
<td>0.33</td>
<td>0.05</td>
<td>0.35</td>
<td>0.05</td>
<td>0.8 (0.3%)</td>
</tr>
<tr>
<td>300</td>
<td>299.547</td>
<td>300.7</td>
<td>0.09</td>
<td>0.36</td>
<td>0.06</td>
<td>0.38</td>
<td>0.04</td>
<td>0.8 (0.3%)</td>
</tr>
<tr>
<td>325</td>
<td>324.429</td>
<td>325.8</td>
<td>0.10</td>
<td>0.39</td>
<td>0.07</td>
<td>0.41</td>
<td>0.04</td>
<td>0.8 (0.3%)</td>
</tr>
<tr>
<td>350</td>
<td>349.362</td>
<td>350.9</td>
<td>0.11</td>
<td>0.42</td>
<td>0.07</td>
<td>0.44</td>
<td>0.04</td>
<td>0.9 (0.3%)</td>
</tr>
<tr>
<td>375</td>
<td>374.120</td>
<td>375.8</td>
<td>0.11</td>
<td>0.45</td>
<td>0.08</td>
<td>0.47</td>
<td>0.05</td>
<td>1.0 (0.3%)</td>
</tr>
<tr>
<td>400</td>
<td>399.071</td>
<td>400.9</td>
<td>0.12</td>
<td>0.48</td>
<td>0.08</td>
<td>0.5</td>
<td>0.07</td>
<td>1.0 (0.3%)</td>
</tr>
</tbody>
</table>

The multiplying factor in Eq. (12) for $n = 27, \ k = 1$ for the BB experimental data is 2.6. The value shown in parenthesis in column 9 is the expanded uncertainty given as a percentage of the measured temperature.

The statistical procedure that leads to Eq. (12) did not take into account possible correlations between Type B uncertainties because of the relationship between variables shown in Eq. (11). However, calculations of expanded uncertainty, $U$, using the complete covariance matrix and least square fitting using appropriate weights have been carried out and the results are found to be the same as given by Eq. (12). The calibration constants in Eq. (10) also are found to be essentially same as reported earlier.
predicted radiance temperature (Table 7) on the Y-axis. The solid line in Fig. 3 connects the predicted radiance temperature values and represents Eq. (10). Figure 4 shows the 95% confidence band for the difference between the calibrated temperature and the PRT temperature. The expanded uncertainty given in Table 7 is within 0.5%.

![Graph](image)

Fig. 3. Measured temperatures and calibrated radiance temperature from polynomial fit plotted as a function of blackbody temperature setting using PRT sensor 1.

![Graph](image)

Fig. 4. Solid line: Difference between the deduced radiance temperature and the temperature measured by the blackbody PRT sensor 1 plotted as a function of blackbody temperature setting. The points represent the same for measured radiance temperatures and are not all of equal weights. Dashed lines: Upper and lower bounds of 95% confidence bands.

However, it is always an open question why for example, at the nominal blackbody temperature of the 400 K does the temperature sensor 1 measure 399.071 K whereas the radiance temperature is 400.9 K as shown in Table 7. The calibration curve does not address the effects of systematic errors such as unaccounted scattered light entering the ACR, aperture warming of the blackbody etc. However, experimental designs to eliminate such systematic effects are planned and implemented within the time allotted for customer calibrations. The experimental checks show these effects should be negligible. For future calibrations, spectral instrumentation is also being added to address this question further by measuring the emittance from the blackbody as a function of wavelength between 2 μm to 30 μm and comparing it with the currently assumed value of unity.

4. Summary

The LBIR facility is in operation for customer blackbody calibrations using the ACR as the absolute detector. The experimental procedure and analysis of data that generate the calibration report for the customer are described in detail, and a recent blackbody calibration at the facility serves as an example of the procedure. Calibration uncertainties in radiance temperatures of less than 1% have been realized for typical flux levels of 25 nW and above at the ACR aperture. Experimental procedures to reduce systematic uncertainties are continuously investigated and implemented to improve the accuracy of measurements. Future improvements of noise control in the ACR operation could allow measurements down to 10 nW at the ACR aperture with 1% uncertainty. Capability for measuring spectral emittance of customer sources in the 2 to 30 micrometer wavelength region is being developed.
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1. Introduction

Advanced materials, such as ceramics and composites, are the building blocks of technology; but the high cost associated with their machining and finishing is a major barrier to the use of these materials in commercial applications. In some cases, current machining methods cannot be used and innovative techniques or modifications of existing methods are needed. The development of new machining technologies for advanced materials requires interdisciplinary research and collaboration between industry, government, and universities. The International Conference on Machining of Advanced Materials was held at the National Institute of Standards and Technology, Gaithersburg, Maryland on July 20–22, 1993 to strengthen communication and technology transfer among researchers and engineers involved in machining of advanced materials. This conference was cosponsored by the National Institute of Standards and Technology—Ceramics Division, the National Science Foundation—Materials Processing and Manufacturing Program, and the U.S. Navy—Manufacturing Technology Program. The conference was endorsed by the American Society of Mechanical Engineers, the American Ceramic Society, and Ceramic Industry Magazine.

The conference was attended by more than 250 people from 12 different countries representing industry, government, and universities. More than 56 percent of the attendees were from industry. A total of 64 presentations were made at the conference. A highlight of the conference was a presentation by Dr. John McTague, Vice President of Ford Motor Company, who stressed the importance of government/industry cooperation in research and technology development.

2. Conference Summary

To accommodate the large number of papers without having parallel sessions, the papers were divided into oral presentations and posters. In addition to the 48 papers contained in the proceedings (published as NIST Special Publication 847), 16 other presentations were made without publication. The following is a summary of the papers included in the proceedings.

2.1 Grinding of Technical Ceramics

The topics covered in this section included both experimental evaluation and theoretical modeling of the grinding process. A new technique, "helical scan grinding," was described for obtaining a high
degree of surface finish even with a wheel containing coarse diamond grit. The performance of single-layer diamond abrasive tools was evaluated in another paper to develop guidelines for the design and implementation of these tools for grinding of ceramics. An electro-discharge trueing operation was described for metal-bonded diamond grinding wheels to achieve a higher grinding ratio and lower grinding forces than conventional means of trueing. A new Technique, based on self-sharpening of the diamond wheels, was presented for increasing the material removal rate during grinding of ceramics. The controlling effect of grinding fluids on the material removal process was described and a new additive was proposed for improving the drilling rate of alumina ceramics by diamond abrasive drills. One of the papers emphasized the importance of a systems approach in grinding of ceramics. In this approach, the machine tool, diamond wheel, work material, operational factors, and cost of the machining cycle were examined to design cost-effective production processes for ceramic grinding. A simple model was presented relating grinding forces to the operational parameters in grinding. The basic process of grinding was modeled analytically by describing the stress field caused by sliding microindentation of brittle materials. The papers in this section presented information on grinding of alumina, silicon nitride, silicon carbide, tungsten carbide, zirconia, and alumina fiber-reinforced composites.

2.3 Effect of Grinding on Strength

The effects of grinding-induced damage on strength and surface quality of silicon nitride, alumina, and other types of ceramics and ceramic composites were reported. The effects of cutting speed, depth of cut, diamond grit size, grinding direction, ceramics grain size and microstructure on strength were evaluated in several papers. Also, the relationships between grinding parameters and residual stress were determined by x-ray diffraction. It was shown that the magnitude of compressive residual stress in silicon nitride increases as the chip thickness is increased in grinding. The bending strength of various ceramics was shown to be dependent on the grinding direction with respect to the direction of the tensile axis. The strength of samples ground in the longitudinal direction (i.e., parallel to the tensile axis) did not depend on the grinding condition, even when the removal rate was increased by a factor of 60. However, the strength of samples ground in the transverse direction (i.e., perpendicular to the tensile axis) was affected by the parameters used in grinding. The magnitude of the strength in the transverse direction was generally lower than the samples ground in the longitudinal direction. However, the reduction in strength was related to the specific grinding conditions used and the ceramic microstructure, such as the grain size. It was also reported that the specific grinding energy is a function of ceramic grain size.

2.4 Precision Machining

The papers in this section were focused on both single-point diamond turning and "ductile" regime precision grinding. The wear mechanisms on the diamond tools used in single-point cutting were found to be primarily controlled by solid state diffusion rather than abrasion. Micro-Raman spectroscopy was used to determine the residual stresses in germanium crystals machined by single-point turning. A new design concept for ultra-precision grinding machines with vertical spindles was proposed for "ductile" regime grinding of ceramics. Several papers described new methods for truing and dressing of diamond wheels for the generation of precision aspheric surfaces. The electrolytic in-process dressing technique was reviewed in particular and some recent results were presented. Two papers showed that "ductile" regime grinding can improve the surface finish and strength of silicon nitride components if the machining-induced damage from rough grinding is removed.
.5 Free-Abrasive Machining

Free-abrasive machining refers to the processes where material is removed by loose-abrasive particles. The ultrasonic machining process was evaluated for machining of feldspathic porcelain (a dental ceramic material). It was found that the bonding strength and fatigue resistance were improved by ultrasonic machining as compared to conventional grinding and lapping techniques. An energy-based model was proposed for cutting of carbon-reinforced polymer composites by water jet and abrasive water jet machining. Two papers were focused on new concepts for polishing. In one paper, mechanochemical polishing of silicon nitride was achieved by incorporating chromium oxide particles into the grinding wheel. In the second paper, a magnetic-abrasive finishing technique was effectively used to polish tungsten carbide.

2.6 Turning and Milling

Conventional techniques of turning and milling are routinely used for fabrication of metallic materials; however, their use for advanced materials is limited to "softer" ceramics, metal-matrix composites, and polymeric composites. Machining of advanced materials is often difficult and requires development of new cutting tools and machining procedures. In one paper, the machining processes used for ceramic dental restoration materials were reviewed; and statistical design of experiments was shown to be an effective means for the optimization of the machining process with respect to the surface roughness and removal rate. In another paper, the machinability of several dental materials, such as glass-ceramics, fucite-reinforced ceramics, dental hybrid composites, and hydroxyapatite, were evaluated with respect to surface quality. Several types of aluminum-matrix composites containing ceramic reinforcements were machined by turning to select suitable cutting tool materials. It was found that deposition of a diamond film on a silicon nitride tool gives the lowest wear rate among all the tool materials and coatings tested. In a similar study, performance of different tool materials, such as cemented carbide, alumina composites, sialon, cubic boron nitride, and polycrystalline diamond, were evaluated for machining of carbon and glass fiber-reinforced phenolic resin composites. The mechanisms of tool wear in turning of fiber-reinforced polymers were studied with both plain and coated cemented carbide tools. The performance of polycrystalline cubic boron nitride tools was also reviewed for machining of hard steels. Turning was applied to alumina ceramics using a polycrystalline diamond tool. An analysis of the surface indicated that although the surface contained a few residual microcracks, the surface roughness was within an acceptable range for most applications. In one paper, a new laser-assisted, hot-machining process was proposed for turning and milling of ceramics. In this experimental process, the laser beam is used to heat and soften the material just ahead of the cutting zone to reduce the cutting forces.

2.7 Laser and Electrical Discharge Machining

The application of pulsed lasers in machining of advanced materials was reviewed in this section. The influence of heat-affected layers and residual stress on fracture strength of finished test samples was evaluated. It was shown that the fracture strength of laser-processed silicon nitride ceramics was lower by 10 to 20 percent compared with ground samples. The process of material removal in laser machining of silicon nitride was shown to be dissociation and oxidation of silicon nitride. The finished surfaces were found to contain porosity, an oxidized layer, and a heat-affected zone which reduced the surface quality and strength. It was reported that although laser processing of ceramics cannot be used alone to finish advanced ceramics, it can be used as a complementary process to conventional diamond grinding, especially in high-speed cutting of complicated shapes and geometries. Electrical discharge machining as applied to ceramics and polycrystalline diamond was reviewed. It was shown that several ceramics such as titanium diboride, boron carbide, and several composites containing nitrides, carbides, and borides can be cut by electrical discharge machining. Machined surfaces were examined to assess the material removal mechanisms and surface quality.

3. Future Conference

Based on the comments made by attendees, this conference was successful in achieving its goal, which was to strengthen communication and technology transfer among researchers and engineers involved in machining of advanced materials. Many participants suggested that the conference be held on a regular basis. Following discussions with the Conference Advisory Committee it was tentatively decided to hold the Second International
Conference on Machining of Advanced Materials in Germany in 1996. If this conference is successful, the next conference will be held in Japan. Then, plans will be made to rotate the conference every 2 years between the United States, Germany, and Japan.

4. For More Information

Copies of the Conference Proceedings are available through the National Technical Information Service (NTIS), Springfield, VA 22161. The following information should be used when ordering this item from NTIS: Machining of Advanced Materials, NIST/SP 847, PB93-217578/AS. Please indicate if you are ordering a hard copy (A23/ $61.00) or a microfiche (A04/$19.50).

To obtain more information about the next conference, or to be placed on the mailing list, write to Said Jahanmir, National Institute of Standards and Technology, Building 223/Room A329, Gaithersburg, MD 20899-00001.
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I. Introduction

The National Institute of Standards and Technology, an agency of the U.S. Department of Commerce, Technology Administration in cooperation with the American Society for Testing and Materials (ASTM) Committee E-48 on Biotechnology held a workshop to determine the necessary standards to aid the rapidly growing biotechnology industry. As shown in Fig. 1, the number of U.S. biotechnology companies grew rapidly from about 100 in 1970 to over 1300 in 1992. The availability of standard methods for the industry fell behind this development curve. Most major biotechnology firms prepared their own procedures for testing in a fragmented approach to using standard procedures. This has handicapped some industry users and complicated the regulatory efforts to validate and qualify new drugs and products that use recombinant organisms in their manufacturing processes.

The ASTM Committee E-48 on Biotechnology was chartered in 1985 to develop test methods, specifications, classifications, practices, guides and terminology standards for the developing biotechnology industry. Where processes use living organisms, the E-48 scope of activity extends from identification and preservation of biological
materials, unit processes and their control, enviromental issues, and biomass conversion to validation of biological manufacturing processes.

ASTM Committee E-48 is a dynamic group of more than 100 volunteer scientists, engineers, manufacturers, researchers, government representatives and members of the private sector who develop voluntary consensus-based standards to promote appropriate technological development. The seven technical subcommittees of Committee E-48 and their topics are:

- Materials for Biotechnology: purity and contamination in biological drug products, characterization of proteins, quality control of culture media, synthetic DNA, and preservation methods for biological materials.
- Characterization and Identification of Biological Systems: test methods for plasmids, cell cultures, viruses, bacteria, fungi, and tissues.
- Unit Processes and Their Control: test methods and practices for aseptic sampling, membrane separation, bioleaching, biosensing, and manufacturing equipment performance.
- Environmental Issues: procedures to decontaminate biological process fluids and equipment, containment, safety equipment to avoid biowaste material losses.
- Biotechnology Equipment Qualification and Process Validation: test methods and practices for validating manufacturing processes and equipment, current good manufacturing practice guidelines for biological processes.
- Terminology: establishing standard terminology for biotechnology.

Over 30 standards have been developed and over 100 more are targeted for development during the next few years by qualified and experienced personnel in this field.

The Workshop on Standardization Needs in Biotechnology was designed to: (1) update industry participants on NIST and ASTM activities that will impact our industry and facilitate regulatory compliance, (2) identify and prioritize needs for consensus, voluntary standards and programs to develop technology, (3) organize resources to develop these voluntary standards, and (4) serve as a forum for industry, universities and government to discuss standards of mutual interest.

The workshop was opened by remarks by Larry Eitel, Chair of ASTM E-48 and Lura Powell, first Vice-Chair of ASTM E-48. The President of ASTM, James A. Thomas gave an overview of the ASTM consensus standardization process. Overviews of the NIST Biotechnology Program, the Standard Reference Materials Program and the Advanced Technology Program were presented. A panel discussion made up of representatives of government agencies discussed federal agency standard issues.

The workshop was then organized into seven workgroups that included: validation and current good manufacturing practices, the environment, characterization and preservation of living cells, safety and transport of biomaterials, bioprocess separations, agricultural/biomass, and microbiological diagnostics. Each workgroup considered the following aspects: a review of current standards, a review of areas where standards might be considered, identification of those areas where standards are needed, prioritization of the standards needs and identification of resources for developing and reviewing standards. The findings of the individual workgroups are presented in this report.

2. Validation and Current Good Manufacturing Practices

The validation and current good manufacturing practices workgroup was chaired by Victor Batista, Regional Validation Project Manager for Raytheon Engineers and Constructors. The reference documents (monographs, points-to-consider, guidelines, etc.) already written by professional organizations on validation were identified as a major issue. It was agreed that there is a need to organize and compile this information into a uniform source. The group came to a consensus that the standards should be documents that will be of practical use and have regulatory and scientific depth. Consensus definitions were developed for the three components of a qualification study. The first component is the installation qualification program that will evaluate the documentation (or references) against the system as installed. The second component is the operational qualification program that will provide testing of the system against design specifications and process requirements. The final component is the performance qualification that will provide a scientific study to demonstrate that a process or
product will consistently meet the predetermined specifications.
The workgroup decided that standards should contain the following components. An overview is necessary to indicate the purpose of the validation study as well as the data generated and how the information will be used. Installation requirements should contain a clear definition of the minimum criteria of the protocol format and sample forms. Operational and performance qualification documents should have a clear definition of the minimum criteria of the protocol format, sample forms and the objective and methodology for the applicable testing, inspection procedures and analytical tests. General acceptance criteria that contain the minimum requirements for defining predetermined specifications for the study in question should be part of the standard. Revalidation requirements are required for the type of equipment, system or process to be qualified. A points-to-consider section should anticipate possible variables affecting the qualification study. Sample forms for installation, operational and performance qualification requirements should also be included. Standard documents should contain references used in their development.

The members of the workgroup decided that specific standards need to be developed in the following areas.

A. Protocol preparation guidelines for installation, operational and performance qualifications need to be developed.
B. Summary report guidelines are needed.
C. Master project plan guidelines need to be developed.
D. Validation requirements used in the development of purchase or construction specifications are needed.
E. Qualification standards are needed for bottled gases, filtered air, potable water, deionized water, water for injection, chilled water, plant steam, clean steam, drainage, kill systems (decontamination), containment systems, classified air systems, heat vacuum air conditioning systems, environmental chambers, environmental monitoring systems, clean in place systems, steam in place systems, automated systems, process vessels, dry heat ovens, sterile filters, autoclaves, ultrafilters, bioreactors, microfiltration processes, incubators, programmable logic systems and chromatography equipment.
F. Software functional description guidelines requirements need to be developed.
G. Hardware specification guidelines requirements are needed.
H. Requirements are needed for software development and qualification.
I. Automated system guidelines are needed.
J. Cleaning validation requirement guidelines are needed.
K. Standards are needed for process qualifications.

3. Environment

John Burckle, Senior Research Engineer for the Risk Reduction Engineering Laboratory, Toxic Control Branch of the Environmental Protection Agency (EPA) chaired the workgroup on industrial biosafety/environmental aspects of large-scale use of genetically modified organisms and the release of such organisms into the environment. This workgroup concentrated on recently conducted research identified to support the EPA efforts in regulating manufacturing using genetically modified organisms and deliberate environmental release of these organisms. This research helps to define the areas of standards and provide sufficient data so that standards can be considered. The chair and members identified the following areas as having equally high priority because of their impact on regulatory decision making and because they involve the release of genetically modified organisms to the environment.

A. Standards are needed for the methodology of assessing worker exposure to microorganisms in large-scale fermentation facilities. Recent investigations have shown that bioaerosol sampling technology to measure viable and nonviable organisms is inadequate. Basic issues such as which parameters to measure and the most appropriate methods need to be resolved.
B. Standards to determine the performance of kill tanks in large-scale facilities need to be resolved because of difficulties in sampling such facilities.
C. Guidelines are needed for the detection of genetically engineered microorganisms during field trials. There is a wide variety of test methods that can be used to detect genetically modified organisms. These methods need to be standardized to help facilitate
enforcement of current legislation and the development of test guidelines by federal agencies, such as the EPA.

D. There is an urgent need to standardize microcosm design and testing protocols for studying the survival and competition of genetically-modified organisms. This will allow the reliable testing of the survival of genetically-modified organisms and their effect on endogenous organisms before they are released into the environment.

E. Methods need to be developed to determine the extent of bioremediation by microorganisms. These methods should address preparation, sampling, sample transport, sample preservation, soil moisture, analysis and statistical design including control groups.

4. Characterization and Preservation of Living Cells and Viruses

Larry Bockstahler, Senior Research Biophysicist for the Molecular Biology Branch of the Food and Drug Administration chaired the workshop on characterization and preservation of living cells and viruses. This workshop was concerned with standards to characterize the large number of cells and viruses to ensure identity and detect genetic changes during propagation. Voluntary standards in the areas of characterization and preservation assist industrial and other biotechnological laboratories in sustaining high quality control of their products. This workshop reviewed the current standards, protocols and guidance documents for the characterization and preservation of cells and viruses and identified the following specific areas for standards needs in characterization.

A. Guides are needed for the cell line identification of mammalian cells based on results of a number of diagnostic tests. This area was given the highest priority. A general guide for polymerase chain reaction for the verification of inserted genes in transgenic animals is also needed.

B. In the area of viruses, a specific guide for bacteriophage ΦX-174 along with a draft standard for a new barrier leak testing method should be developed. General guidelines are needed for detecting enveloped RNA, nonenveloped RNA, enveloped DNA, and nonenveloped DNA virus categories.

Guidelines for adventitious virus testing and co-cultivation are necessary to help meet Food and Drug Administration requirements and points-to-consider documents. General guidelines for viruses used in gene therapy such as retroviruses and adenoviruses should be developed.

C. In the area of bacteria, general standards are needed for "wild-type" industrial isolates used in genetic engineering, including the 10 most commonly used "wild-type" strains and for genetically-engineered bacteria used by the biotechnology industry. In addition, guidelines are needed for sterility testing of finished products of the biotechnology industry.

D. For plasmids, guidelines for data interpretation for restriction enzyme mapping of the DNA and determination of copy number to help meet FDA requirements were recommended.

E. General guidelines are needed for the identification of fungi used as expression systems in biotechnology.

F. A database is needed for keeping track of the existing standards and to establish better communication between ASTM committee E48 and federal government agencies.

Preservation of living cells and viruses is key to the consistency and quality of biotechnology products and processes. The following specific needs were determined for the preservation section.

A. In the area of cell banking, standards are needed to assist users in validating the characterization and preservation processes to satisfy FDA requirements for cell banking. This area was given the highest priority in the preservation section.

B. Equipment for low-temperature storage of mammalian cells and inventory control and data management systems such as barcoding and ampule tracking need to be standardized.

C. Standards are needed for the proper packing and transport of frozen cells depending on if the use is immediate use or long term storage.

D. The banking of tissues from human and other sources requires standards.

E. Standards are necessary for safety issues with liquid nitrogen such as oxygen monitoring and ventilation systems.
F. Standards for raw material specifications for cryoprotectants and standardized certificates of analysis from vendors are needed.

G. The handling of specific hazardous materials during low temperature storage requires standards.

5. Safety and Transport of Biomaterials

Frank Simione, Associate Director for Operations at the American Type Culture Collection, chaired the workgroup on safety and transport of biological materials. Safety of biological materials includes their use, transport and disposal. Biological materials can pose safety considerations from their biological, chemical and radiological properties. Transport of biological materials are covered under existing guidelines and regulations but there is a need to improve and clarify the existing documents. The session chair and members identified these areas where standards are needed:

A. A safety action plan that considers specific safety issues for a particular product or process should be developed. This area was given the highest priority by the workgroup.

B. A general guide for transport standards that covers current regulations and procedures for packaging and shipping of biological materials should be developed. Specific standards would include standards for package performance testing, a guide for determining the level of hazard of an infectious substance and a guide for responding to infectious substances in an accident or during a spill.

C. Standard practices for handling hazardous waste are needed that include on site treatment of infectious waste, handling and segregation of chemical and radioactive waste should be developed. Guides are also needed for the treatment and reduction of chemical waste.

6. Bioprocess Separations

Gail Sofer, Director of International Validation Development at Pharmacia chaired the workgroup on bioprocess separations. The workgroup agreed that while standards are available from a number of organizations, it is not clear what standards are available and if there is an overlap of existing standards. The group identified the need by industry to consolidate and cross-reference existing standards into a database. Better communications need to be established among the organizations currently developing standards. The workgroup discussed general guidelines that should determine when a standard is needed. These guidelines included a demonstrated need for a standard, quantitative standards must have a thorough statistical evaluation, standard analytical methods must exist and be validated and standards should not be misapplied or stretched.

General conclusions reached by members of the group were: (1) that the bioseparations area is not yet mature and standards should reflect this, (2) that each biotechnology process is unique and each process requires validation, and (3) that currently, there is not a high demand for standards, but as the industry matures, needs will increase and standards will have to be reviewed often.

The chair and members of the workgroup identified the following specific areas for standard needs.

A. Standards for materials classification, especially plastics, are needed. This area was given a high priority.

B. A database of existing and developing standards was also given high priority.

C. The existing ASTM standard on ultrafiltration membrane performance needs to be upgraded.

D. Guides for good development practices are needed.

E. Guides to fermentation process development are needed.

F. Filtration standards that include steam-in-place, pressure and cleaning standards and solution compatibility and leachates need to be developed.

7. Agriculture/Biomass Workgroup Session

James Walsh of the Environmental and Technology Laboratory, Georgia Technology Research Institute chaired the agriculture/biomass workgroup. Agricultural and biomass processes generate large volumes of material that must be treated, recycled or disposed of. There is a great amount of interest in the use of agricultural and biomass materials as a renewable source of energy. Standards are necessary to determine the technical and economic performance of energy producing and conversion systems and to characterize feedstock and byproduct materials. Guidance is needed for the design and operation of these processes.
The chair and members of the workgroup have identified the following specific areas for standards needs.

A. Development of proposed standards for evaluation of biomass gasifiers should be completed and the terminology document should include definitions developed by the National Renewable Energy Laboratory (NREL).

B. A document on standard properties of biomass that could be used for process development to full scale systems should be developed. The document should include a comparison of data from several sources and a standard basis for evaluation of proposals by the Department of Energy.

C. Standard testing methods for analysis of cellulose, hemi-cellulose and lignin based on data from NREL should be developed.

D. Methods for the analysis of “bio-crude” or oils produced from biomass conversion processes need to be developed.

E. Methods for the measurement of lactic and poly-lactic acid produced from biomass are needed.

F. A guide is needed for the methods of analysis of simple sugars and saccharification processes products.

G. A study should be done to determine the precision and accuracy of data from laboratories using existing standards. This study will determine if modifications are needed to these standards.

H. Standards are needed for the characterization of the enzymes used in biomass conversion processes.

8. Microbiological Diagnostics

Robert James, Director of Quality Assurance and Regulatory Affairs at Becton-Dickson Microbiology Systems was chair of the workshop on microbiological diagnostics. This workgroup reviewed the following general areas where standards might be considered: (1) reference standards including the need by diagnostic manufacturers and users and their development and source, (2) specification standards including the minimum standard for assurance, and achieving the minimum standard, (3) calibration standards for manual and automated delivery systems, (4) stability studies including standardized testing protocols for product stability, standardized testing protocols for establishing storage temperature ranges, and storage and usage temperature standard, (5) standardized training programs on use of microbiological diagnostics. Specific attention was paid to the National Committee for Clinical Laboratory Standards (NCCLS), the FDA guidelines for making premarket submissions, and available international standards such as ISO. In addition, the Center for Disease Control and the National Institutes of Health activities relative to microbial standards were reviewed. The chair and members of the workgroup identified the following specific areas where standards are needed.

A. A guideline for the handling and maintenance of microbial reference strains by the user is needed. The guideline should include the proper receipt, propagation and storage of strains. In addition, an internal quality control program should include biochemical analysis, antigenic properties, toxin production, virulence factors, and susceptibility characteristics (authenticity). The guide should address replacement of strains to include shelf-life recommendations based on storage conditions and low passage suggestions to minimize mutagenic issues.

B. A manufacturer’s guideline for stability of diagnostic kits and reagents is needed. The guideline should include a definition of types of studies (e.g., accelerated studies and its relation to real time studies), use of real time versus accelerated studies, statistically valid study design (that includes number of lots, sample size, time frames, normal and adverse conditions, and cyclic temperature studies), shipping tests to include the use of temperature monitoring devices, labeling for shelf-life and shipping conditions, and packaging considerations.

C. A guideline for utilizing thermal cyclers is needed. The guideline should include manufacturing specifications, test methods for manufacturer validation, identification of critical parameters, (e.g., time, temperature, volume), and suggested quality control for the end user. Points to consider for a guideline on thermal cyclers should include allowable tolerances (depending on the design of individual assays), a comparison of thermal blocks, thermal plates and hot air ovens, and a comparison with state of the art equipment.


1. Conclusions and Future Directions

The workshop identified many standards and guidelines that would benefit the biotechnology industry. In the area of validation alone, there are over 100 potential standard practices and protocols that need to be developed for biotechnology activities to assist the industry to meet FDA and other agencies regulations. A common need that was expressed in many of the workshops was for a database that would consolidate and cross reference the large number of standards. Another recurrent theme seen in the workshops was the need for better communications between governmental agencies designing standards. This workshop served as a basis for establishing better communication between government, academia, and industry representatives involved in biotechnology standards.

The most effective standards can only be prepared by the best qualified persons on the topic from industry, academia and government. E-48 is seeking these volunteers to assist preparation of new standards in biotechnology to assist in this most important activity. Through close linkage between E-48 activities and the industry needs, we can provide the needed standards for the rapid expansion of activity in the biotechnology field. Interested individuals and company representatives are urged to contact Leigh Anne Sellstedt, ASTM Committee E-48 at 1916 Race Street, Philadelphia, PA 19103-1187 or phone (215) 299-5526.