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Thermal Conductivity Apparatus for Fluids
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R. A. Perkins and H. M. Roder A new apparatus for measuring both the saturation line, between 298 and 550 K,
thermal conductivity and thermal diffu- are presented. These new data can be

National Institute of Standards sivity of fluids at temperatures from 220 used to illustrate the importance of
and Technology, to 775 K at pressures to 70 MPa is de- radiative heat transfer in transient hot-
Boulder, CO 80303 scribed. The instrument is based on the wire measurements. Thermal conductiv-

step-power-forced transient hot-wire ity data for liquid toluene, which are
technique. Two hot wires are arranged corrected for radiation, are reported.

and in different arms of a Wheatstone bridge The precision of the thermal conductiv-
such that the response of the shorter ity data is + 0.3% and the accuracy is

Castro1 compensating wire is subtracted from about ± 1%. The accuracy of the ther-
C. A. Nieto de Castro the response of the primary wire. Both mal diffusivity data is about ±5%. From

hot wires are 12.7 gm diameter plat- the measured thermal conductivity and
Departamento de Quimica, inum wire and are simultaneously used thermal diffusivity, we can calculate the
Universidade de Lisboa, as electrical heat sources and as resis- specific heat, C,, of the fluid, provided
R. Ernesto Vasconcelos, Bloco Cl, tance thermometers. A microcomputer that the density is measured, or avail-
1700 Lisboa, Portugal controls bridge nulling, applies the able through an equation of state.

power pulse, monitors the bridge re-
sponse, and stores the results. Perfor- Key words: argon; heat capacity; nitro-
mance of the instrument was verified gen; radiation correction; thermal con-
with measurements on liquid toluene as ductivity; thermal diffusivity; toluene;
well as argon and nitrogen gas. In par- transient hot-wire.
ticular, new data for the thermal con-
ductivity of liquid toluene near the Accepted: March 5, 1991

1. Introduction

The transient hot-wire method is widely ac-
cepted as the most accurate technique for fluid
thermal conductivity measurements at physical
states removed from the critical region proper [1].
The method is very fast relative to steady state
techniques. The duration of a typical experiment is
about 1 s when 250 temperature rises are mea-
sured. Normally the experiment is completed be-
fore free convection can develop in the fluid. If
free convection is present, it is easy to detect be-

'Also Centro de Quimica Estrutural, Complexo I, IST, 1096
Lisboa Codcx, Portugal.

cause it results in a pronounced curvature in the
graph of temperature rise versus the logarithm of
time.

In addition to the thermal conductivity, thermal
diffusivity can be measured with transient hot-wire
instruments. With an appropriate design of the in-
strument [2], measurements of fluid thermal diffu-
sivity can be made with reasonable accuracy over
wide ranges of density. The heat capacity of a fluid
can then be obtained from the measurements of
thermal conductivity and thermal diffusivity, pro-
vided that the density is known or available from
an equation of state.
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2. Method

The transient hot-wire system is considered to be
an absolute primary instrument [1]. The ideal
working equation is based on the transient solution
of Fourier's law for an infinite linear heat source
[3]. The temperature rise of the fluid at the surface
of the wire, where r =ro, at time t is given by

ATid..1(r0,t) = -- A n(4aC)= q7r In(4a2)

+ q In (t). (1)

In eq (1), q is the power input per unit length of
wire, X is the thermal conductivity, a = X/pCp is the
thermal diffusivity of the fluid, p is the density, Cp
is the isobaric heat capacity, and C = e = 1.781... is
the exponential of Euler's constant. We use eq (1)
and deduce the thermal conductivity from the
slope of a line fit to the ATideal versus In(t) data.
The working equation for the thermal diffusivity is

a = 4 C exp [4lXATideaI(r0't')] (2)

The thermal diffusivity is obtained from X and a
value of ATideal, from the fit line, at an arbitrary
time t'. We normally select t' to be 1 s in our data
analysis, as discussed in reference [2].

The thermal conductivity is reported at the ref-
erence temperature Tr and density pr defined in eq
(3) below. The thermal diffusivity calculated from
eq (2) must be referred to zero time, that is, the
equilibrium or cell temperature. In summary, the
thermal conductivity and the thermal diffusivity
evaluated by the data reduction program are re-
lated to the reference state variables and to the
zero time cell variables as follows:

X = X(Tr,pr),
Tr = To + 0.5 (ATinitiai + ATfinai),

Pr = p(T ,Po),

a =a (po,To) = po(Co)o

Po= p(ToPo), and
(Cp ) o = Cp (To,Po),

(3)

where To is the equilibrium temperature and P0 is
the equilibrium pressure at time t =0.

The experimental apparatus is designed to ap-
proximate the ideal model as closely as possible.
There are, however, a number of corrections which

account for deviations between the ideal line-
source heat transfer model and the actual experi-
mental heat transfer situation. The ideal
temperature rise is obtained by adding a number of
corrections to the experimental temperature rise as

ATideal = ATexperimental + 2 ST!. (4)

These temperature rise corrections are described
in references [2,4]. Our implementation of the cor-
rections follows these two references with the ex-
ception of the thermal radiation correction. This
correction is dependent on the optical properties
of the fluid and the cell, and is discussed in more
detail below.

2.1 The Radiation Correction

If the fluid is transparent to infrared radiation,
then this correction is only a function of the cell
geometry and the optical properties of the materi-
als used in its construction. The radiation correc-
tion described in references [2,4] assumes that all
of the surfaces in the cell are blackbodies. The
blackbody radiation correction is given by

87rrouTo'AT 2

8T5T = q (5)

where cr is the Stefan-Boltzmann constant. In prac-
tice, many experimenters assume that this correc-
tion is negligible and neglect the correction. We
have found that this correction changes the re-
ported thermal conductivity of argon at 300 K by
about 1% for our geometry, so it is not appropriate
to ignore it. A more accurate correction can be ob-
tained by considering the optical properties of the
surfaces in the hot-wire cell.

For this analysis we consider the cell surfaces to
be diffuse gray surfaces and follow the analysis pre-
sented in reference [5]. We consider the cell to be
an infinitely long hot wire in a concentric cylindri-
cal cavity. Thus, two surfaces are involved in the
heat transfer. Surface 1 is the hot wire whose tem-
perature is a function of time, and surface 2 is the
cylindrical cavity surrounding the hot wire which
remains at the initial equilibrium temperature. The
net radiative heat flux for the hot wire, using the
tabulated view factors in reference [5], is

Q-_ Aior(TV-T2)

e+4-1 - 1) Ei A2 e2
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where Ai is the area, T, is the temperature, and fi is
the emissivity of surface i. The ratio of the surface
areas A 1/A2 which is present in the denominator of
eq (6) is quite small since very thin hot wires are
used. In our cell this surface area ratio is Ail
A2=0.001. The inverse emissivity of the hot wire
1kE varies from 10 to 25 for platinum and 1/E2 is
approximately 2. Therefore, the second term in the
denominator of eq (5) is negligible to within 0.1%
in Q1, and we are left with

Q, =Ale1 u(Ti'- Tz). (7)

Because the surface area of the cavity surrounding
the hot wire is so much larger than the surface area
of the hot wire, to a first approximation the heat
transfer is not a function of the emissivity of the
cavity.2 The cavity appears to be a blackbody, and
the heat transfer is only a function of the emissivity
of the platinum hot wire. Following the analysis of
reference [4], the resulting correction to the experi-
mental temperature rise in a transparent fluid is

81rrr(Eplntinum0'T03lAT2
8T5T = q * (8)

The emissivity of platinum, Eplatinum, is a function of
temperature and is tabulated in reference [6]. At
300 K the emissivity of platinum is 0.0455 relative
to an emissivity of 1 for a blackbody. The black-
body radiation correction of eq (5) is roughly 20
times larger than the real case, eq (8), when plat-
inum hot wires are used.

For fluids which absorb infrared radiation, the
technique described in reference [7] works well.
The technique is based on the numerical simula-
tions of transient conduction and radiative heat
transfer from a hot wire in an absorbing medium.
Since the emissivity of the platinum hot wire is so
small, the radiative heat flux from the wire is negli-
gible in the simulations. The primary mechanism
for radiative losses is from emission from the fluid
at the boundary of the expanding conduction front.
This analysis [7] yields a radiation correction for
absorbing media which is given by

8T5A =_qB [ ra2 In ( 4at) + r - t]. (9)4-nrX [4a nk C, 4a ()

2This is possible because, as shown later, Q1 /Lq =2 x 10-2 for
the transient hot-wire instrument and, therefore, an error of
0.1% in Q. produces an error of 0.002% in q, well beyond the
experimental accuracy.

The radiation parameter B is related to the fluid
properties by

B 16Kn 2uT3?

pCP
(10)

where K is the mean extinction coefficient of the
fluid and n is its refractive index. These fluid prop-
erties are a function of the fluid density and tem-
perature and are not generally available. The
procedure described in reference [7] allows B to be
estimated from the experimental temperature rise
data. Equation (9) indicates that the radiation cor-
rection introduces a term which is a direct function
of time into the temperature rise equation. When
the radiation correction is added to the ideal tem-
perature rise, we obtain

,&T = -J [1 + Bro']ln (4at) - Bqt + Br 
4,rrk 4a ro2C 4,irk 16,wa A

(11)

Thus, we correct the experimental data with all the
other corrections and fit the resulting temperature
rise to a function of the form

AT=C1 ln(t) +C2t+C3. (12)

The experimental radiation parameter B is deter-
mined from coefficient C2 using

B =C2 -4rX) (13)

Once B is determined, we use eq (9) to correct for
radiation in the absorbing fluid. This technique al-
lows us, as shown later, to use our experimental
data to determine whether there is a significant
thermal radiation correction in an absorbing fluid
and to correct for the radiation. No prior knowl-
edge of the optical properties of the fluid is re-
quired.

3. Apparatus

The apparatus is quite similar to a previously de-
scribed low temperature system [8] which is used
from 80 to 320 K. The new apparatus is designed to
operate from 220 to 750 K at pressures to 70 MPa.
A preliminary version of the new instrument has
been described elsewhere [9]. Improvements have
been incorporated into the new system to improve
the precision and accuracy of the thermal conduc-
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tivity measurement and to enable measurement of
the thermal diffusivity. They were based on modifi-
cations introduced in the low temperature system
which are fully described in references [10] and
[11].

3.1 Hot Wires

The hot wires are selected to conform to the
ideal line-source model as closely as possible. The
line-source model assumes that the wire has no
heat capacity and that it is infinitely long, so there
is no axial heat conduction. The wire diameter is
12.7 pLm in this instrument to minimize effects due
to its finite heat capacity while retaining good ten-
sile strength and uniformity. A two-wire compen-
sating system is used in order to eliminate effects
due to axial heat conduction. The arrangement of
the two wires is shown in figure 1. The two wires
have different lengths and are arranged in a modi-
fied Wheatstone bridge where the thermal re-
sponse of the short wire is subtracted from the
response of the long wire. The resulting response
from a finite length of wire approximates that of an
infinitely long hot wire. The length of the equiva-
lent wire is the difference in the lengths of the long
and short hot wires.

The hot wires are used simultaneously as electri-
cal heat sources and as resistance thermometers.

Point C

Point F

Long Hot-Wire

Point E

Point G

Short Hot-Wire

Point H

-I|IJL _, High Pressure
__ 4 i _, Cell Boundary

i i

Figure 1. Arrangement of current leads (i) and potential taps
(P) within the pressure cell. Bridge points correspond to those
in figure 3.

Platinum wire is used in this instrument because its
mechanical and electrical properties are well known
over a wide temperature range, and it is resistant to
corrosion up to 750 K. As shown above, platinum
has the added advantage of low emissivity. The
length of the long hot wire is about 19 cm. The
length of the short hot wire is about 5 cm. The plat-
inum hot wires are annealed after they are installed,
so that their resistance will be stable during high
temperature operation. The resistance of the an-
nealed hot wires is about 20% less than the hard-
drawn platinum wire. The resistance of the hot
wires is calibrated in situ as a function of tempera-
ture and pressure [12].

The wires are welded to rigid upper suspension
stirrups and weighted lower suspension stirrups.
The floating lower weights are used to tension the
wires and to allow for thermal expansion. There are
fine copper wires welded between the bottom
weights and the massive bottom leads. These fine
wire leads are flexible so that they do not introduce
significant stress on the platinum hot wires. This ar-
rangement provides both current and potential
leads to both ends of each hot wire. Thus, four-ter-
minal resistance measurements can be made on
both the long and short hot wires, eliminating un-
certainty due to lead resistances.

3.2 Hot-Wire Cell

The two platinum hot wires are contained in a
pressure vessel which is designed for 70 MPa at 750
K. The cell is connected with a capillary tube to a
sample-handling manifold. This sample-handling
manifold allows evacuation of the cell, charging and
pressurization of liquids with a screw pump, and
pressurization of gases with a diaphragm compres-
sor. There are seven electrical leads into the pres-
sure vessel to enable four-terminal resistance
measurements of both hot wires. The electrical
leads pass through a 6.25 mm O.D. pressure tube
which connects the bottom of the pressure vessel to
the lead pressure seal. The pressure seal for the
electrical leads is made at ambient temperature for
improved reliability. The vessel access tube is lo-
cated on the bottom of the vessel so that there is
always a positive temperature gradient with respect
to height to eliminate free convective driving forces.
The entire pressure system is constructed of 316
stainless steel for corrosion resistance.

The thermal conductivity cell is shown in its tem-
perature control environment in figure 2. The cell
pressure vessel is surrounded by a 12 mm thick
cylindrical aluminum heat shield. The aluminum
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Figure 2. High-pressure cell, shield, and furnace.

has a high thermal conductivity and provides a
nearly isothermal environment for the pressure
vessel. There is an air gap between the vessel and
the heat shield. This air gap isolates the pressure
vessel from temperature fluctuations in the heat
shield. Tubes are silver-soldered to the outside of
the pressure vessel which enclose the reference
standard platinum resistance thermometer (PRT)
and two smaller platinum resistance probes
(RTDs). The two RTDs can be moved axially along
the vessel to detect temperature gradients. Nor-
mally, one RTD is located near the top of the ves-
sel, and the other RTD is located near the bottom
of the vessel. This configuration allows us to mea-
sure the cell temperature at the center of the vessel
with the reference standard PRT and temperature
gradient in the cell with the two RTDs for each
thermal conductivity measurement.

For experiments from ambient temperature to
750 K, the vessel and heat shield are placed in a
cylindrical furnace constructed of heating elements
cast in fibrous ceramic insulation. These heating
elements are shown in figure 2 and are separated
from the aluminum heat shield by a second air gap.
An additional platinum RTD is located on the top
of the aluminum heat shield. This probe provides

the feedback signal for the furnace temperature
control system. The main power supply is under
computer control and is connected to the bottom
end heating element and the tubular heating ele-
ments. The second trim power supply is manually
controlled to eliminate axial gradients in the ther-
mal conductivity cell. The heating elements are
driven with dc power supplies to minimize electro-
magnetic noise in the thermal conductivity instru-
ment. Temperature fluctuations in the cell are
normally less than 0.01 K.

For experiments between 220 and 300 K, the
electrical heaters are replaced by a copper cooling
coil enclosed in polystyrene insulation. A refriger-
ant with a low freezing point is pumped through
the cooling coil by a recirculating temperature con-
trol bath. This recirculating bath controls the fluid
temperature to within 0.01 K. The aluminum heat
shield and air gap further reduce the temperature
fluctuations in the cell to less that 0.01 K.

3.3 Wheatstone Bridge Circuit

This instrument uses a Wheatstone bridge circuit
to monitor the resistance changes of the hot wires
during the step-power pulse. The two hot wires are
set up in opposing legs of the Wheatstone bridge as
shown in figure 3. The drive voltage is applied
across points A and B. The bridge response is mon-
itored by a high speed digital multimeter across
points C and D. The bridge is initially balanced
with a 100 mV drive voltage. There is negligible
heating of the hot wires with this small balance
voltage. The four legs of the Wheatstone bridge are
designated R1, R2, R3, and R4. Each of the four
legs contains a variable decade resistor. The
smallest step on these decade resistors is 0.01 fQ.
These four decade resistors are adjusted so that
the bridge imbalance signal is 0 and the total resis-
tance of each leg is the same.

There are two current paths between points A
and B. Each current path contains a calibrated 100
fl standard resistor in order to determine the cur-
rent flowing through that path during the balancing
procedure. Figure 3 shows a number of voltage
taps on the Wheatstone bridge which allow the
multiplexed digital multimeter to measure the
voltage drops across all of the resistances in the
bridge. Using the current, provided by the voltage
drop across the standard resistors, we can obtain
the resistance of all of the components of the
bridge.

These resistances must be known very precisely,
and the bridge must be balanced very closely, in
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Figure 3. The Wheatstone bridge schematic for the transient hot-wire apparatus. Poten-
tial taps are indicated by points A-L.

order to obtain accurate thermal diffusivities from
the experiment. Thermal voltages from the compo-
nents of the bridge have a significant impact on the
balancing of the bridge. In order to eliminate er-
rors from thermal voltages, the bridge is alternately
measured with a positive and negative drive voltage
with a reversing relay. During the balancing proce-
dure, 10 alternating drive voltage cycles are mea-
sured. During each cycle the digital multimeter
monitors the voltage across all of the voltage taps.
These values are subsequently averaged and dis-
played by the system computer.

When a satisfactory bridge balance is obtained,
we are ready to begin the transient hot-wire experi-
ment. The power supply is switched to a dummy
resistor and the drive voltage is set to a level which
will produce the desired heating of the hot wires.
The experiment begins when the power supply is
switched from the dummy resistor to the Wheat-
stone bridge. During the experiment the multime-
ter records the bridge voltage as a function of time
across points C and D. This signal is proportional
to the differential resistance change of the two hot
wires. This differential resistance change of the two
wires is related to the temperature changes of the
two hot wires by the wire calibration which is de-
scribed below. The experiment normally lasts 1 s
with a bridge response voltage recorded every 4 ms.

3.4 Data Acquisition and Control

Data acquisition and control are coordinated by
a personal computer. The computer controls the

252

cell temperature, synchronizes the experimental
timing, records the data, and provides a graphical
display of the data. The computer has an analog-
to-digital interface board which generates the tim-
ing signals based on the computer's internal quartz
crystal oscillator and controls the system voltage
multiplexers. The computer is also equipped with
an IEEE-488 interface which allows communica-
tion with a dedicated digital temperature con-
troller, a digital nanovoltmeter, and the high speed
digital multimeter.

The cell PRT and the two gradient RTDs are
connected in series with a standard resistor and a
precision 1 mA current source. The computer con-
trols a multiplexer which allows the nanovoltmeter
to measure the voltage drops across the three resis-
tance thermometers and the calibrated standard
resistor. Using the current which is determined by
the voltage drop across the standard resistor, we
can obtain the resistances of the three thermome-
ters.

A second multiplexer is connected to the input
of the high speed digital multimeter. This multi-
plexer allows sampling of all the voltage taps on the
Wheatstone bridge during bridge balancing. Since
standard resistors are included in both current
paths of the bridge, we can obtain accurate mea-
surements of all the resistances in the bridge. The
resistance of the two hot wires is used in conjunc-
tion with the PRT temperature to obtain the cali-
brations for the hot wires. In addition, the
multiplexer allows us to measure the drive voltage
and the resistance of the power switching relay for
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an accurate determination of the power applied to
the hot wires.

During the experiment, there are two parallel
systems measuring the bridge response. A 16 bit
analog-to-digital converter directly monitors the
bridge response, while the high speed digital multi-
meter monitors the response of an instrumentation
amplifier which is also connected across points C
and D. The instrumentation amplifier has a fixed
gain of 100 and also has an analog filter built in.
This filter significantly reduces the noise of the
bridge response but introduces a time lag which we
must account for. The noise of the raw signal is 25
[.V but is reduced to 3 iLV by the filter. The exper-
imental timing is fixed by the raw signal which is
monitored by the analog-to-digital converter. The
relatively noisy raw signal is used to adjust the tim-
ing of the filtered bridge response which is
recorded by the high speed digital multimeter.

4. Hot-Wire Calibration

The electrical resistance of pure platinum as a
function of temperature is very well characterized
because of its widespread use in thermometry. In
most thermometry applications the platinum is
maintained at ambient pressure. In transient hot-
wire instruments, however, the platinum is im-
mersed directly in the fluid of interest. Roder et al.
[12] showed that the effect of pressure on the resis-
tance of the platinum hot wires must be accounted
for. The functional form of our calibration is given
by

R(T,P)=A +B T+C T2+(D +E T)P, (14)

where R is the wire resistance, T is the tempera-
ture, and P is the applied pressure.

We have found that an in situ calibration pro-
vides the most reliable measurements possible. In
practice, we obtain the resistance of both hot wires
at the cell temperature and pressure for every ex-
periment. The calibration process is an integral
part of balancing the bridge. As described above,
we have the capability to make a four-terminal re-
sistance measurement of each hot wire without
errors from the temperature-dependent lead resis-
tance. When we have completed all measurements
on a given fluid, we do a surface fit of the resis-
tance of each wire using the functional form above.
Examining trends in deviations from this surface fit
helps us to detect inconsistent data. Slow changes
in the calibration usually indicate changes in the
physical condition of the hot wires, such as contin-

ued annealing of the platinum at high tempera-
tures. Sudden changes in the wire calibration
provide an indication of mechanical damage to the
wires. In addition, the capability to generate an in
situ calibration provides freedom to use materials
other than platinum for the hot wires.

5. Performance Verification

Toluene was selected to verify the instrument
performance in the liquid phase since it has been
recently recommended as a thermal conductivity
reference standard [13]. Argon and nitrogen were
selected to verify performance of the apparatus in
the gas phase since they have been widely studied
with both steady-state techniques and transient
hot-wire instruments. In addition, they have been
studied with our low temperature instrument so
that discrepancies between the two instruments
can be detected and resolved.

5.1 Toluene

The thermal conductivity of liquid toluene has
been widely studied with both steady-state and
transient hot-wire instruments for a number of
years. Early steady-state experiments on toluene
were often plagued by free convection. Free con-
vection is easily avoided in a transient hot-wire in-
strument, but, if present, is easily detected due to
deviations from the ideal line-source model. The
contribution of thermal radiation to the apparent
thermal conductivity of toluene has also been of
much concern since toluene is not transparent in
the infrared. Nieto de Castro et al. [7] have made
an extensive study of thermal radiation and con-
cluded that the radiative contribution to heat trans-
fer is very small for toluene at temperatures up to
370 K. Above 370 K, it was estimated that the con-
tribution of heat transport by radiation to the mea-
sured value of thermal conductivity would increase
with temperature resulting in nonzero values of the
quantity B in eq (13). Toluene was selected to ver-
ify both the performance of the new instrument in
the liquid phase and the size and effect of the ra-
diative contribution at the higher temperatures.

The spectroscopic grade toluene used in our ver-
ification measurements was dried over calcium hy-
dride and distilled to remove a trace of benzene
impurity. The purified toluene was analyzed by gas
chromatography and found to have less than 50
parts per billion (ppb) benzene and less than 100
ppb water. The results of the saturated liquid
toluene tests are provided in table 1. In order to
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Table 1. Thermal conductivity, thermal diffusivity, and heat capacity of liquid toluene from 300 to 550 K

Thermal Cell Thermal Specific
Run Pt. Pressure Temperature Density Power conductivity temperature diffusivity heat

MPa K mol/L W/m W/(m-K) STAT K m2/s DSTAT J/(mol-K)

297.811
297.840
297.872
297.869
297.891
323.969
324.039
324.005
323.979
323.937
323.951
323.951
323.927
344.798
344.881
344.778
344.785
344.788
344.805
344.821
344.838
368.375
368.341
368.273
368.297
368.308
368.298
368.382
368.395
401.334
401.354
401.323

401.382
401.345
401.301
401.345
401.315
422.459
422.522

422.539
422.454

422.551
422.582
422.497
422.474
449.481

449.510
449.496
449.568
449.538

449.544

449.527

449.507

0.866 x10-7 0.003
0.880x10-7 0.003
0.861 X 10-7 0.004
0.852 x10-7 0.004
0.858x10-7 0.005
0.791 x 10-7 0.003
0.789x 10- 0.003
0.792x10-7 0.004
0.788 x10-7 0.004
0.790x10-7 0.005
0.786 x10-7 0.006
0.784 x10-7 0.007
0.795x10- 7 0.007
0.744 x10-7 0.008
0.745x10- 7 0.003
0.748 x10-7 0.003
0.752x10-7 0.004
0.749x 10- 0.004
0.737x10-7 0.005
0.734 x10-7 0.006
0.737 x10-7 0.006
0.701 X 10-7 0.003
0.692 x10-7 0.004
0.689 x10-7 0.004
0.694 x10-7 0.005
0.695 x10-7 0.006
0.689x10-7 0.006
0.685 x10-7 0.008
0.675 x10-7 0.009
0.646x10- 7 0.004
0.632x10-7 0.005
0.648x10- 7 0.004
0.640x10-7 0.006
0.650x10-7 0.006
0.647x10- 7 0.006
0.658x10- 7 0.007
0.651 x 10-7 0.003
0.621 x 10-7 0.003
0.608x10-7 0.003
0.616 x10-7 0.003
0.612x10-7 0.004

0.610x10-7 0.004
0.606x10-7 0.005

0.618 x10-7 0.005
0.620x10- 7 0.006
0.584 x10-7 0.003
0.586x10-7 0.003
0.589 x10-7 0.003
0.586x10-7 0.004

0.589 x10-7 0.003

0.583x10-7 0.005

0.586 x10-7 0.005

0.584 x10-7 0.006

160.6
158.4
161.3
162.7
161.5
170.8
170.9
170.2
171.1
170.7
171.5
171.9
170.0
177.1
176.8
176.0
175.3
175.8
178.7
179.3
178.6
183.7
185.7
186.4
185.3
185.0
186.3
187.4
190.0
193.4

197.2
192.6

194.9
192.2
192.8
189.6
192.0
199.3
202.5
199.9

201.3

201.7
202.9
199.3

198.9
209.1

208.5
207.2
207.9
207.2

208.6

207.6

208.2

1101

1102
1103
1104
1105
1201
1202
1203
1204
1205

1206
1207
1208
1301
1302
1303
1304
1305
1306
1307
1308
1401
1402
1403
1404
1405

1406
1407
1408
1501

1502
1503
1504
1505

1506
1507
1508
1601
1602

1603
1604

1605
1606
1607
1608

1701
1702

1703
1704
1705

1706

1707

1708

0.090
0.090
0.090
0.090
0.090
0.088
0.088
0.088
0.088
0.088
0.089
0.088
0.088
0.086
0.086
0.086
0.086
0.086
0.086
0.086
0.086
0.129
0.129
0.129
0.129
0.129

0.129
0.129
0.129

0.391
0.402
0.410

0.415
0.425
0.433
0.439
0.446
0.554
0.558

0.561
0.561
0.562
0.564

0.566
0.569
0.768

0.770

0.772
0.776

0.779

0.781

0.782

0.782

302.441
302.128
301.835
301.549
301.265
328.877
328.528
328.174
327.841
327.506

327.180
326.927
326.638
347.212
349.371
349.037
348.691
348.357
348.045
347.756
347.484
372.502
372.132
371.809
371.503
371.206
370.932
370.634

370.375
405.204
404.847
404.522

404.211
403.927
403.654
403.391
405.536
426.783
426.430

426.075
425.732
425.405
425.096
424.796

424.523
453.898

453.514
453.140
452.793
452.439

452.119

451.799

451.521

9.3100
9.3131
9.3160
9.3188
9.3215
9.0466
9.0501
9.0537
9.0571
9.0605
9.0638
9.0664
9.0693
8.8572
8.8346
8.8381
8.8417
8.8452
8.8485
8.8515
8.8544
8.5863
8.5904
8.5940

8.5973
8.6006
8.6036
8.6068

8.6097
8.2181
8.2225

8.2265

8.2302
8.2338
8.2371
8.2403
8.2152
7.9589
7.9634

7.9679
7.9722
7.9763
7.9802

7.9840
7.9875
7.6094
7.6147
7.6199
7.6247

7.6297
7.6341

7.6385

7.6423

0.94731
0.87943
0.81210
0.74835
0.68819
0.96177
0.88883
0.81994
0.75378
0.69063
0.62968
0.57154
0.51693
0.45110
0.86369
0.79636
0.73227
0.67060
0.61146
0.55506
0.50142
0.77696
0.71422
0.65399
0.59648
0.54161
0.48963
0.43960

0.39278
0.71525
0.65718

0.60151
0.54869
0.49827
0.45015
0.40460
0.77476
0.81341
0.75186
0.69337
0.63755

0.58387
0.53246
0.48350
0.43695

0.86040
0.80056
0.74281
0.68722

0.63370

0.58236

0.53352

0.48659

0.12880 0.000
0.12918 0.000
0.12885 0.000
0.12865 0.000
0.12868 0.001
0.12145 0.000
0.12132 0.000
0.12144 0.000
0.12146 0.000
0.12166 0.001
0.12167 0.001
0.12171 0.001
0.12210 0.001
0.11626 0.001
0.11571 0.000
0.11573 0.000
0.11595 0.000
0.11595 0.000
0.11607 0.001
0.11610 0.001
0.11613 0.001
0.10982 0.000
0.10971 0.000
0.10981 0.001
0.10998 0.001
0.11008 0.001
0.11010 0.001
0.11006 0.001
0.11009 0.001
0.10192 0.000
0.10181 0.001
0.10213 0.000
0.10213 0.001
0.10236 0.001
0.10227 0.001
0.10247 0.001
0.10197 0.000
0.09762 0.000
0.09735 0.000
0.09752 0.000
0.09761 0.000

0.09758 0.000
0.09763 0.001
0.09791 0.001

0.09802 0.001
0.09206 0.000
0.09215 0.000
0.09221 0.000

0.09222 0.000
0.09241 0.000

0.09224 0.001

0.09243 0.001

0.09244 0.001
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Table 1. Thermal conductivity, thermal diffusivity, and heat capacity of liquid toluene from 300 to 550 K-Continued

Thermal Cell Thermal Specific
Run Pt. Pressure Temperature Density Power conductivity temperature diffusivity heat

MPa K mol/L W/m W/(m-K) STAT K m2/s DSTAT J/(mol-K)

1801
1802
1803
1804
1805
1806

1807
1808
1901
1902
1903
1904
1905
1906
1907
1908
2001
2002
2003
2004

2005
2006

2007
2008
2101
2102
2103
2104

2105
2106
2107
2108
2109
2110
2111
2112
2113
2114

2115
2116
2117

2118
2119
2120
2121
2122
2123
2124

2125
2126
2127
2128

1.023

1.018
1.016
1.014
1.014
1.009

1.008
1.008
1.681
1.673
1.669
1.662
1.659
1.654
1.651
1.647
2.293
2.295

2.297
2.299

2.301
2.302
2.305
2.306

2.682
2.683
2.684
2.686

2.686
2.688
2.688
2.691

19.346

19.353
19.357
19.358
14.335
14.335
14.335

14.336
9.599

9.599
9.599
9.598
6.941
6.941
6.941
6.942
4.512
4.512
4.512
4.512

480.654

480.279
479.914
479.555
479.212
478.875
478.564
478.262
504.349
503.948
503.572
503.194
502.816
502.464
502.127

501.825
526.378
525.971
525.577
525.193
524.830
524.479
524.144

523.830
554.337

553.911
553.515
553.111
552.722
552.367
552.041
551.695
553.364

552.979
552.629
552.276
553.521
553.155
552.794
552.424
553.745

553.363
553.003

552.630
553.927
553.531
553.133
552.777
554.119
553.711
553.323
552.936

7.2293

7.2349
7.2405
7.2459
7.2512
7.2562
7.2609
7.2655
6.8718
6.8784
6.8847
6.8909
6.8973
6.9031
6.9088
6.9138
6.4964
6.5049
6.5132
6.5212

6.5287
6.5359
6.5429
6.5493

5.8477
5.8611
5.8736
5.8862
5.8981
5.9089
5.9187
5.9294
6.9566
6.9613
6.9654
6.9695
6.7600
6.7648
6.7695
6.7744
6.5167
6.5227
6.5283
6.5341
6.3343
6.3415
6.3487
6.3552
6.1081
6.1173
6.1261
6.1348

0.84664
0.78957
0.73476

0.68157
0.63048
0.58183
0.53447
0.48937

0.88755
0.82922
0.77381
0.71986
0.66827
0.61856
0.57068
0.52450
0.87427

0.81718
0.76206
0.70904

0.65793
0.60865
0.56137
0.51601
0.86413
0.80784
0.75366
0.70126
0.65069
0.60212
0.55544

0.51041
0.86455
0.80814

0.75383
0.70146
0.86425
0.80806

0.75378
0.70141

0.86414
0.80789
0.75370

0.70139
0.86406
0.80788
0.75367
0.70128
0.86378
0.80730
0.75307

0.70093

0.08720

0.08709
0.08728
0.08738
0.08739
0.08742
0.08754
0.08764
0.08337
0.08338
0.08352
0.08347
0.08356
0.08366
0.08375
0.08380
0.08046

0.08046
0.08063
0.08059
0.08079

0.08078
0.08089
0.08103
0.07653
0.07659
0.07672
0.07680
0.07686
0.07703
0.07702
0.07709
0.09108
0.09119

0.09120
0.09107
0.08774
0.08775

0.08789
0.08778
0.08408
0.08418
0.08423
0.08420
0.08179
0.08192
0.08202
0.08199
0.07885
0.07890
0.07904

0.07910

0.000
0.000
0.000
0.000
0.000
0.001
0.001
0.001
0.000
0.000
0.000
0.000
0.000
0.000
0.001
0.001

0.000
0.000
0.000
0.000

0.000
0.000
0.001
0.001
0.001

0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.000
0.000
0.000
0.001

0.000
0.000
0.001
0.001

0.000
0.000
0.001
0.001
0.000
0.000
0.001
0.001
0.000
0.001

0.000
0.001

473.650
473.684

473.684
473.713
473.808
473.789
473.801
473.753
497.373
497.373
497.404
497.340
497.278
497.298
497.277
497.309

519.727
519.611
519.568
519.685

519.738
519.685
519.685
519.706
548.030

548.130
548.063
548.109
548.140
548.129
548.132
548.141
548.247
548.194
548.217
548.226
548.096
548.075
548.132
548.153

548.099
548.088
548.045
548.065
548.065
548.078
548.045
548.065
548.033
548.023
548.033

548.034

0.560x 10-'
0.561 x 10-7

0.565 x 10-'
0.568 x 10-'
0.568 x 10-7

0.559 x10-'
0.569 x 10-7

0.564x 10-7

0.554x 10-'
0.560x 10-'
0.566 x 10-7
0.565 x 10-'
0.551 x 10-7
0.554 x10-'
0.553 x 10-7
0.558 x 10-'
0.542 x 10-'
0.542x 10-7
0.549 x 10-7
0.547 x 10-'
0.547x 10-'
0.545 x 10-'
0.550x 10-7
0.558 x 10-
0.516 x 10-'
0.517 x 10-'
0.523 x 10-'
0.524 x 10-'
0.522 x 10-7

0.533 x 10-'
0.532 x 10-'
0.534x 10-'
0.632x 10-'
0.633 x 10-7

0.631 x10-'
0.619x 10-'
0.607x 10-7

0.608x 1O-7

0.613 x 10-7

0.603 x10-'
0.586x 10-'
0.592x 10-'
0.598 x 10-'
0.592x 10-7

0.579 x 10-'
0.587 x 10-7

0.589x 10-'
0.588 x 10-'
0.550x 10-'
0.556 x 10-'
0.567x 10-7

0.565 x10-'

0.003

0.003
0.004
0.003
0.004
0.004
0.005
0.005

0.003
0.003
0.003

0.003
0.003

0.004
0.004
0.005
0.003
0.003

0.003
0.004
0.004
0.004
0.004
0.006

0.007
0.007

0.008
0.006
0.009
0.009
0.010
0.011
0.003

0.004
0.004
0.004
0.003
0.003
0.004

0.005
0.004
0.004
0.004
0.004
0.004
0.004
0.005
0.005
0.004
0.004
0.004

0.004

217.4

216.6
215.2
213.9
213.7
217.0

213.1
215.3
221.5
218.8
216.3
216.4
221.6
220.4

220.8
218.5
230.8
230.5

227.8
228.1
228.2
228.5
226.4

223.1
254.8
253.6

250.8
250.2
250.7
245.6
245.6
244.1

211.7
211.2
211.5
214.9
218.3
217.4
215.5
218.6

224.4
221.9
219.2

221.1
226.7
223.6
222.4
222.5
237.6
234.7
230.2

230.4
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Table 2. Thermal conductivity, thermal diffusivity, and heat capacity of argon gas near 300 K

Thermal Cell Thermal Specific
Run Pt. Pressure Temperature Density Power conductivity temperature diffusivity heat

MPa K mol/L W/m W/(m-K) STAT K m2/s DSTAT J/(mol-K)

1001
1002

1003
1004

1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025
1026

1027
1028
1029
1030
1031
1032
1033
1034

1035
1036

1037
1038
1039
1040
1041
1042
1043
1044
1045

1046
1047
1048

1049
1050

1051
1052

1053

65.224

65.224
65.224

65.223
60.534
60.533
60.533
60.531
56.254

56.254
56.254

56.256
52.289
52.289
52.289
52.288
48.788
48.789
48.789
48.788
45.435
45.435
45.435
45.435

42.251
42.251
42.249
42.249
39.526
39.526

39.526
39.525
36.708
36.708
36.710
36.710
33.968
33.968
33.969
33.969
31.748
31.748
31.748
31.749
29.280

29.281
29.281
29.282

27.318
27.319

27.319
27.320

25.276

301.925
301.453

301.021
300.621
301.982
301.554

301.101
300.698
301.663
301.195
300.770

300.350
301.803
301.333
300.877
300.462
301.940
301.451

300.978
300.553
302.110

301.595
301.120
300.652
301.754

301.239
300.762
300.317
301.865
301.334

300.853
300.389
302.037
301.493
300.960
300.488

302.077
301.609
301.175
300.784

302.007
301.535
301.096
300.678
301.947

301.476
301.044

300.612

301.897
301.427

300.963

300.558

302.085

19.9271

19.9550
19.9805
20.0041
19.1757
19.2011
19.2281
19.2520
18.4516
18.4801
18.5058
18.5315
17.6955
17.7241
17.7519
17.7771
16.9726
17.0025
17.0314
17.0573
16.2241
16.2553
16.2842
16.3128
15.4902
15.5212

15.5498
15.5767
14.7903
14.8219
14.8508
14.8785
14.0145
14.0464
14.0781
14.1059

13.2166
13.2432
13.2683
13.2907
12.5367
12.5629
12.5873
12.6109

11.7377
11.7630
11.7859

11.8092
11.0699
11.0940

11.1178

11.1389
10.3335

0.33737
0.29703
0.25949
0.22432

0.33733
0.29699
0.25926
0.22406
0.29684

0.25917
0.22406
0.19174
0.29714

0.25931
0.22425
0.19162
0.29698
0.25927

0.22414
0.19154
0.29672
0.25911
0.22393
0.19141
0.25937
0.22413

0.19151
0.16149
0.25936
0.22432

0.19179
0.16183
0.25981
0.22461

0.19185
0.16175
0.25240
0.22419
0.19786

0.17318
0.23797
0.21097
0.18554
0.16143
0.22396

0.19797
0.17332

0.15021
0.21088
0.18535

0.16128

0.13912

0.21027

0.05378

0.05381
0.05392
0.05404
0.05128
0.05131
0.05136
0.05141

0.04899
0.04905
0.04907
0.04925
0.04683
0.04687
0.04696

0.04702
0.04486
0.04492

0.04496
0.04504
0.04306

0.04304
0.04302
0.04308
0.04117
0.04119

0.04127
0.04131
0.03955
0.03959
0.03965
0.03975
0.03800
0.03791
0.03794
0.03798
0.03622
0.03627
0.03626
0.03627
0.03491

0.03489
0.03492
0.03497

0.03347

0.03353
0.03355

0.03347

0.03216
0.03212

0.03217

0.03225

0.03091

0.000
0.000
0.001

0.001
0.000
0.001
0.001
0.001
0.000
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.000
0.001

0.001
0.001

0.000
0.001
0.001
0.001
0.001

0.001
0.001
0.001

0.000
0.001

0.001
0.001
0.000
0.001

0.001
0.001
0.001
0.001
0.001
0.001

0.000
0.001
0.001
0.001

0.000
0.001
0.001

0.001
0.000
0.001

0.001

0.001

0.001

298.178

298.145
298.188
298.152
298.079
298.069
298.067
298.105
298.073
298.029
298.081
298.081
298.017
298.049
298.047
298.051
298.026
298.000
298.019
298.031
298.010
297.992
298.020
297.990
298.003
297.997

298.024
297.949
298.007
297.965

297.975
298.012
298.005
298.010

298.041
298.019
297.990
297.950
297.929

297.930
297.938
297.946
297.926
297.941
297.936

297.935
297.909
297.956

297.971
297.945

297.930
297.957

297.951

0.795 x10-7
0.772x10-7
0.768 x10-7
0.767x10-7
0.772x10-7
0.774x10-7
0.771 x 10-7
0.768 x10-7
0.753 x10-7
0.758 x10-7
0.753 x10-7
0.757x10-7
0.750x10-7
0.755 x10-7
0.750 x10-7
0.746 x10-7
0.749 x10-7
0.752 x10-7
0.749 x10-7
0.751 x10-7
0.769x10-7
0.763 x 10-7
0.762x10-7
0.765 x10-7
0.749 x10-7
0.742x10-7
0.736 x10-7
0.727 x10-7
0.749x10-7
0.751x 10-7
0.751 x 10-7
0.748 x10-7
0.774 x10-7
0.762x10-7
0.759x10-7
0.756 x10-7
0.773x 10-7
0.777x10-7
0.779 x10-7
0.773 x10-7
0.806x10-7
0.795 x 10-7
0.795 x 10-7
0.796x10-7
0.839 x10-7
0.849 x10-7
0.840x10-7
0.826x10-7
0.836 x 10-7
0.830x10-7

0.832x 10-7

0.836 x 10-7

0.890x10-7

0.004

0.004
0.005
0.006
0.004

0.005
0.005
0.006
0.004

0.005
0.006
0.007
0.004
0.005
0.006
0.007
0.004
0.004
0.005
0.007
0.003
0.004
0.005
0.006
0.005

0.005
0.006
0.008
0.004
0.005

0.006
0.008
0.004
0.005
0.005
0.007
0.005
0.005
0.005

0.007
0.004

0.005
0.006
0.007
0.004

0.005
0.006

0.007

0.004
0.005

0.006

0.008
0.004

33.9
34.9

35.1

35.2
34.6

34.5
34.6
34.7
35.1
34.9
35.1
35.1
35.2
34.9
35.2
35.4
35.1
35.0

35.1
35.0
34.3
34.5
34.5
34.4
35.2

35.5
35.9
36.4
35.4
35.3
35.3
35.5
34.7
35.1
35.3
35.4
35.0
34.9
34.8

35.1
34.1
34.6
34.6

34.5
33.6
33.2
33.5

34.0
34.3

34.5

34.4
34.3

33.1
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Table 2. Thermal conductivity, thermal diffusivity, and heat capacity of argon gas near 300 K-Continued

Thermal Cell Thermal Specific
Run Pt. Pressure Temperature Density Power conductivity temperature diffusivity heat

MPa K mol/L W/m W/(m-K) STAT K m2/s DSTAT J/(mol-K)

1054
1055

1056
1057
1058
1059
1060
1061
1062
1063
1064
1065
1066
1067
1068
1069

1070
1071
1072
1073
1074
1075
1076

1077
1078
1079
1080
1081
1082
1083
1084
1085
1086

1087
1088
1089
1090
1091
1092
1093

1093
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104

1105
1106

25.276
25.276
25.276
23.207
23.207

23.208
23.208
21.499
21.499
21.499
21.499
19.660
19.660
19.660
19.662

17.864
17.864
17.864

17.864
16.141

16.141
16.141
16.141
14.442
14.442
14.442
14.442
12.754
12.754
12.754
12.754
10.898
10.898

10.898
10.898
9.295
9.295
9.295
9.294
7.510

7.510
7.510
7.509
5.829
5.828

5.827
5.827
4.375
4.375
4.375
4.375
2.601
2.601

301.603
301.123
300.690
302.038
301.529
301.072
300.634
301.961
301.451
301.206
300.536
301.868
301.342
300.856
300.399
302.035
301.489
300.981
300.516
302.241
301.664

301.119
300.607
302.139
301.576
301.049
300.563
302.079
301.496
300.934
300.446
302.004
301.417
300.864
300.355
302.244
301.611

301.033
300.501
302.191

301.544
300.939
300.403
302.136
301.479
300.879
300.298
302.061
301.373
300.743
300.195
302.360
301.634

10.3566
10.3796
10.4005

9.5687
9.5916

9.6124
9.6321
8.9175
8.9387
8.9490
8.9771
8.1962
8.2163
8.2350
8.2532
7.4644
7.4833
7.5010

7.5173
6.7481

6.7659
6.7828
6.7988
6.0414
6.0568
6.0712
6.0846
5.3298
5.3436
5.3569
5.3685
4.5421
4.5539

4.5648
4.5748
3.8552
3.8654
3.8748
3.8832
3.0984

3.1064
3.1138
3.1203
2.3897
2.3955
2.4009
2.4060
1.7826
1.7872
1.7915
1.7952
1.0495
1.0522

0.18491
0.16112
0.13915
0.19758
0.17297
0.14995
0.12854
0.18527
0.16130
0.14993
0.11843
0.17302
0.14986
0.12845
0.10874
0.17310

0.15007
0.12874
0.10900
0.17324
0.15023
0.12876
0.10905
0.16149
0.13912

0.11858
0.09963
0.14979
0.12843
0.10882
0.09075
0.13917
0.11851
0.09964
0.08236
0.13887
0.11841
0.09956

0.08235
0.12862

0.10882
0.09061
0.07423
0.11818
0.09942
0.08221
0.06671
0.10864
0.09059
0.07418
0.05939
0.10871
0.09071

0.03092

0.03089
0.03096
0.02966
0.02969
0.02968
0.02967
0.02868
0.02862
0.02864
0.02867
0.02753
0.02753
0.02753
0.02756
0.02643

0.02642
0.02644
0.02647
0.02545

0.02542
0.02544
0.02546
0.02446
0.02445
0.02442
0.02446
0.02351
0.02348
0.02352
0.02349
0.02253
0.02251
0.02251
0.02251
0.02171
0.02167

0.02166
0.02169
0.02085

0.02082
0.02083
0.02084
0.02008
0.02008
0.02004

0.02009
0.01960
0.01952
0.01951
0.01948
0.01893
0.01887

0.001
0.001

0.001
0.000
0.001

0.001

0.001
0.001
0.001
0.001
0.001
0.001
0.001

0.001
0.001
0.001

0.001
0.001
0.001

0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001

0.001
0.001

0.001
0.001
0.001
0.001

0.001
0.001

0.001
0.001
0.001

0.001
0.001
0.001
0.001
0.001
0.002
0.001
0.001
0.001
0.002
0.001

0.001

297.979
297.932
297.956
298.009
297.980
298.006
298.007
297.969
297.983
297.953
297.978
297.975
297.986
297.981
298.003
298.005
297.966

297.933
297.960
297.971
297.956
297.989
297.956
297.970
297.955
297.977
297.960
297.927
297.950
298.002
298.003
297.935

297.945
297.996
297.951
297.960
297.949
297.938

297.979
297.991

297.941
297.995
297.975
297.999
297.970
297.970
297.950
297.985
297.980
297.997
298.010
297.970
297.950

0.884 x 10-'
0.879 x 10-7
0.881 x 10-'
0.928 x 10-7

0.936 x 10-7

0.933 x 10-7

0.926 x 10-7

0.100 x 10 h
0.991 X 10-7
0.998 x 10-7

0.100 X 10-6
0.101 X 10-6
0.100 X 10-6
0.989 x 10-7

0.976 x 10-7

0.111 X 10-6
0.109 X 10-6
0.109 X 10-6
0.108x 10-6
0.121 x 10-h
0.119 x 10-6
0.120x 10-6
0.119 X 10-6
0.133 x 10-6
0.133 x 10-6
0.132 x 10-6
0.132 x 10-6
0.151 x 10-6
0.149 x 10-6
0.149 x 10-6

0.148x 106
0.172 x 10-6
0.171 x 10-6
0.169 x 10-6

0.166 x 10-6
0.205 x 10-6
0.202 x 10-6

0.200 x 10 6
0.199 x 10-6
0.247 x 10-6

0.243 x 10-6
0.245 x 10-6

0.244 x 10-i
0.324 x 10-6
0.324 x 10-6
0.319 x 10-6
0.307 x 10-6

0.429 x 10-6
0.413 x 10-6
0.403 x 10-6
0.388 x 10-6
0.693 x 10-6
0.676 x 10-6

0.005
0.006
0.007
0.004
0.005
0.006
0.008

0.005
0.006
0.006
0.009
0.005
0.006
0.008
0.009
0.006
0.006

0.007
0.010
0.005
0.006
0.007

0.009
0.005
0.006
0.007

0.010
0.006
0.006
0.008
0.011

0.006
0.007

0.009
0.012
0.006
0.007

0.009
0.012
0.006
0.008
0.010
0.014

0.007
0.009
0.012
0.015

0.008
0.011
0.014
0.019
0.010
0.011

33.3
33.4
33.4
32.8
32.6
32.7
32.9
31.4
31.8
31.6
31.5
32.6
32.9
33.4
33.8
31.4

31.7
32.0
32.3
30.5
30.9
30.8
31.0
29.7

29.7
30.1
30.1
28.6
29.0
29.0
29.2
28.1

28.4
28.7
29.3
26.8
27.2

27.5
27.7
26.5

27.0
26.8
27.0
25.2
25.3
25.7
26.8

25.0
25.9
26.5
27.6
25.3
25.9
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Table 2. Thermal conductivity, thermal diffusivity, and heat capacity of argon gas near 300 K-Continued

Thermal Cell Thermal Specific
Run Pt. Pressure Temperature Density Power conductivity temperature diffusivity heat

MPa K mol/L W/m W/(m-K) STAT K m2/s DSTAT J/(mol-K)

1107
1108
1109

1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126

1127
1128
1129
1130

1131
1132
1133
1134
1135
1136
1137
1138
1139
1140
1141
1142

1143
1144

2.600

2.600
65.509
65.499
65.484
65.474
65.468
65.454
65.447
65.437
65.430
65.422
65.414
65.407
65.353
65.348
65.338
65.331
65.322
65.314
65.306

65.299
65.290
65.282
65.273
65.265

65.220
65.213
65.207
65.200
65.191
65.185
65.176
65.170
65.164
65.159

65.154
65.146

300.980
300.356
302.887
302.474
302.092
301.728
301.382
301.034
300.704
300.433
300.168
299.903
299.654
299.444
299.421
299.641

299.869
300.121
300.404
300.682
301.000
301.327

301.675
302.034
302.431
302.841

302.836
302.439
302.037
301.673
301.313
300.992
300.680
300.369
300.101
299.841
299.607
299.385

1.0544
1.0567

19.9141
19.9368
19.9570
19.9769
19.9964
20.0147
20.0331
20.0478
20.0624
20.0769
20.0905
20.1018
20.0951
20.0812
20.0662
20.0501
20.0319
20.0143
19.9942
19.9738

19.9519
19.9296
19.9049

19.8796
19.8731
19.8953
19.9180
19.9383
19.9583
19.9762
19.9934
20.0108
20.0259
20.0405

20.0537
20.0658

0.07435
0.05952

0.41761
0.38071
0.34638
0.31306
0.28165
0.25238
0.22404

0.19763
0.17284
0.14987
0.12847

0.10873
0.10852
0.12835
0.14973
0.17277
0.19739
0.22362
0.25163
0.28120
0.31240
0.34525
0.37948
0.41638

0.41590
0.37977
0.34562
0.31300
0.28163
0.25205
0.22382

0.19759
0.17300
0.14996

0.12861
0.10884

0.01886
0.01885
0.05374
0.05378
0.05388
0.05387
0.05389
0.05396
0.05408
0.05405
0.05403
0.05407
0.05410
0.05413
0.05406
0.05405
0.05401
0.05405
0.05395
0.05389
0.05376
0.05370
0.05367
0.05364
0.05352
0.05343

0.05346
0.05347
0.05357
0.05366
0.05372
0.05372
0.05377
0.05385
0.05388
0.05389
0.05404

0.05402

0.001
0.002

0.000
0.000
0.000
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.002
0.002
0.002
0.002

0.001
0.001
0.001
0.001
0.001

0.001
0.001
0.000
0.001

0.000

0.000
0.000
0.000
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.002
0.002

297.999
297.976

298.353
298.313
298.261
298.282
298.266
298.257
298.216
298.226
298.269
298.303
298.231
298.267
298.212
298.269

298.227
298.222
298.222
298.219
298.224

298.217
298.244
298.232
298.212
298.206

298.170
298.182
298.201
298.244
298.227
298.244
298.224
298.162
298.207
298.195
298.214

298.173

0.655 x 10-6
0.631 x 10-6
0.761 x 10-7
0.759x 10-7
0.778x 10-7
0.778 x 10-7

0.780x 10-7

0.765 x 10-7
0.767 x 10-7
0.757x 10-7
0.780x 10-7
0.764 x 10-7

0.748 x 10-7
0.733 x 10-7
0.756 x 10-7
0.773 x 10-7
0.766 x 10-7
0.783 x 10-7
0.780x 10-7
0.776 x 10-7
0.770x 10-7
0.770 x 10-7
0.770x 10-7
0.771 x 10-7
0.767x 10-7
0.762 x 10-7
0.775 x 10-7
0.776x 10-7
0.777 x 10-7
0.776 x 10-7
0.777x 10-7
0.772x 10-7
0.771 x 10-7
0.769x 10-7
0.765 x10-7
0.760 x 10-7
0.760 x 10-7

0.733 x 10-7

0.014
0.018
0.004

0.004
0.004
0.004
0.005
0.006
0.007
0.008
0.009
0.011
0.014
0.017
0.016
0.014

0.011
0.009
0.008
0.007
0.006
0.005

0.005
0.004
0.005
0.004

0.004
0.004
0.004
0.005
0.005
0.006
0.007
0.008
0.009
0.011
0.014

0.017

26.8
27.9
35.4
35.4
34.7
34.6
34.5
35.2
35.1
35.6
34.5
35.2
36.0
36.7
35.6
34.8
35.1
34.4
34.5
34.7
34.9
34.9
34.9
34.8

35.0
35.2
34.6
34.6
34.5
34.6
34.6
34.8
34.8
35.0
35.1
35.3
35.5

36.7

Table 3. Thermal conductivity, thermal diffusivity, and heat capacity of nitrogen gas near 425 K

Thermal Cell Thermal Specific
Run Pt. Pressure Temperature Density Power conductivity temperature diffusivity heat

MPa K mol/L W/m W/(m-K) STAT K m2/s DSTAT J/(mol-K)

4001
4002
4003
4004
4005

4006
4007

67.472
67.472
67.471
67.470
58.114

58.113

58.113

426.243
425.770

425.332
424.918

426.577

426.072
425.597

13.0983
13.1098

13.1205
13.1305
11.9010

11.9128

11.9239

0.41718
0.37241

0.33045
0.29096
0.41738

0.37279

0.33059

0.06062
0.06062
0.06063

0.06059
0.05671

0.05672
0.05668

0.001
0.001

0.001
0.002
0.001

0.001
0.001

421.862

421.855
421.844
421.887

421.881

421.854

421.851

0.122x 10-6
0.121 x 10-6
0.122x 10-6
0.120x 10-6

0.125 x 10-6

0.125 x 10-6

0.124 x 10-6

0.008
0.009

0.011
0.014

0.008

0.010

0.011

37.8

38.1
37.8

38.1

37.8

37.8
38.1

258



Volume 96, Number 3, May-June 1991

Journal of Research of the National Institute of Standards and Technology

Table 3. Thermal conductivity, thermal diffusivity, and heat capacity of nitrogen gas near 425 K

Thermal Cell Thermal Specific
Run Pt. Pressure Temperature Density Power conductivity temperature diffusivity heat

MPa K mol/L W/m WI(m.K) STAT K m2/s DSTAT J/(mol.K)

4008
4009
4010
4011
4012
4013
4014
4015
4016
4017
4018
4019
4020
4021
4022
4023
4024
4025
4026
4027
4028
4029
4030
4031
4032
4033
4034
4035
4036
4037
4038
4039
4040
4041
4042
4043

4044
4045

4046
4047
4048
4049
4050
4051
4052
4053
4054

4055
4056
4057
4058
4059
4060

58.112
53.330
53.331
53.331
53.330
48.692
48.692
48.694
48.695
43.950
43.950
43.951
43.952
39.833
39.833
39.833
39.833
35.790
35.790
35.790
35.790
32.279
32.278
32.277
32.277
28.758
28.758
28.758
28.758
25.269
25.269
25.269
25.268

22.030
22.029
22.029

22.028
19.120

19.120
19.120
19.120
16.150
16.150
16.150
16.150
13.434
13.433
13.433
13.433
10.616
10.615
10.615
10.614

425.159
426.824
426.299
425.804
425.351
427.059
426.504
426.006
425.535
427.314
426.757
426.234
425.736
427.590
426.999
426.441
425.924

427.900
427.305
426.735
426.179
427.535
426.922
426.336
425.813
427.433
426.811
426.211
425.639
427.643
426.975
426.356

425.804
427.617
427.074
426.577

426.084
427.585

427.026
426.514
426.029
427.870
427.308
426.767
426.256
427.860
427.263
426.739
426.225
428.169
427.574
427.001
426.476

11.9341
11.2302
11.2424
11.2537
11.2640
10.5387
10.5510
10.5622
10.5728
9.7851
9.7970
9.8081
9.8188
9.0889
9.1006
9.1120
9.1224

8.3645
8.3758
8.3864
8.3970
7.7127
7.7235
7.7338

7.7430
7.0199
7.0301
7.0400
7.0495
6.2935
6.3034
6.3127
6.3208
5.5903
5.5975
5.6040

5.6105
4.9318

4.9385
4.9446
4.9504
4.2299
4.2357
4.2413
4.2466
3.5681
3.5731
3.5777
3.5820
2.8565
2.8603
2.8643
2.8678

0.29111
0.41741
0.37276
0.33063
0.29114
0.41713
0.37264
0.33066
0.29113
0.41691
0.37232
0.33020
0.29078
0.41683
0.37243
0.33052
0.29100
0.41754
0.37311
0.33098
0.29138
0.37281
0.33073
0.29120
0.25423
0.37227
0.33032
0.29088
0.25398
0.37238
0.33045
0.29108
0.25421
0.35533
0.32252
0.29091
0.26121
0.33856
0.30638
0.27586
0.24689
0.33858
0.30642
0.27587
0.24689
0.32224
0.29090
0.26115
0.23294
0.32218
0.29100
0.26120
0.23298

U.0567U
0.05472
0.05475
0.05473
0.05469
0.05282
0.05285
0.05278
0.05275
0.05090
0.05088

0.05082
0.05084
0.04918
0.04916
0.04915
0.04915
0.04757
0.04752
0.04749
0.04746
0.04613
0.04609
0.04609
0.04601
0.04475
0.04468
0.04468
0.04463
0.04336
0.04330
0.04329
0.04325
0.04207
0.04206
0.04201
0.04198
0.04095
0.04090
0.04086
0.04086
0.03985
0.03982
0.03982
0.03979
0.03885
0.03880
0.03879
0.03873
0.03788
0.03784
0.03782
0.03782

U.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001

0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001

421.932
421.932
421.896
421.910
421.893
421.976
421.986
421.980
421.999
421.968
422.007
421.962
421.988
422.036
422.048
422.045
422.039
422.152
422.153
422.110
422.150
422.149
422.178
422.166
422.149
421.825
421.816
421.790
421.822
421.789
421.785
421.807
421.784
421.789
421.800
421.786
421.793
421.825
421.830
421.829
421.844
421.893
421.888
421.892
421.882
421.902
421.891
421.927
421.889
421.961
421.930
421.955
421.964

U.124 X 10-"
0. 129 x 10-6

0.129 x 10-6
0. 128 x10-6
0.128 x 10-6

0.134 x 10-6

0.134 x 10-6

0.133 x 10-6

0.132x 10-6
0.141 X 10-6
0.141 X 10-6
0. 140 x10-6
0. 142 x10-6
0.150 x10-6
0.149 x 10-6

0.149x 10-6

0.150 x 10-6

0.160 x10-6
0.160x 10-6
0.160 x10-6
0.158x 10-6

0.171 X 10-6
0. 169 x 10-6

0.166 x10-6
0.163 x 10-6
0.182 x10-6
0. 179 x 10-6

0.179 x 10-6

0.176 x 10-6

0.200 x 10 -6
0.197x 10-6

0.196 x 10-6
0.195 X 10-6

0.222 x10-6
0.222 x 10 -6
0.221 X 10-6
0.218 x10-6
0.246 x 10 -6
0.246 x 10 -6
0.244 x 10-6
0.245 x 10-6
0.281 X 10-6
0.279 x 10-6

0.280 x10-6
0.277 x10-6
0.332 x10-6
0.329 x 10-6

0.328 x 10-6

0.326 x 10 -6
0.404 x 10-6

0.403 x 10-6

0.405 x 10-6

0.407 x 10-6

0.013
0.009
0.008
0.011
0.012
0.009
0.009
0.010
0.012
0.008
0.008
0.010
0.012
0.008
0.009
0.010
0.012

0.008
0.008
0.010
0.012
0.009
0.010
0.012
0.013
0.009
0.010
0.011
0.013
0.009
0.010
0.011
0.013
0.009
0.010
0.011
0.013
0.010

0.011
0.012
0.013

0.009
0.011
0.012
0.013
0.011
0.012
0.012
0.014
0.011
0.012
0.014
0.015

38.U
37.5
37.5
37.6
37.8
36.9
37.0
37.2
37.4
36.3
36.5
36.5
36.2
35.6
35.7
35.8
35.6
34.9
35.0
35.0
35.3
34.5
34.7
35.5

36.0
34.5
34.9
35.0
35.6
33.9
34.3
34.5
34.6
33.3
33.3
33.5
33.8
33.0
33.0
33.3
33.3
32.8
33.1
33.0
33.3
32.1
32.4
32.4

32.7
32.0
32.1
31.9
31.8
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Table 3. Thermal conductivity, thermal diffusivity, and heat capacity of nitrogen gas near 425 K-Continued

Thermal Cell Thermal Specific
Run Pt. Pressure Temperature Density Power conductivity temperature diffusivity heat

MPa K mol/L W/m W/(m-K) STAT K m2/s DSTAT J/(mol-K)

4061 8.185 428.204 2.2268 0.30620 0.03705 0.001 421.986 0.511 X 10-6 0.012 31.8

4062 8.184 427.588 2.2299 0.27571 0.03701 0.001 421.956 0.506 x 10-6 0.012 32.1

4063 8.184 427.013 2.2329 0.24678 0.03700 0.001 421.992 0.509 x 10 - 0.014 31.9

4064 8.184 426.459 2.2359 0.21939 0.03696 0.002 421.986 0.504 x 10-6 0.016 32.2

4065 5.684 428.304 1.5628 0.29076 0.03627 0.001 422.071 0.732 x 10-6 0.012 30.9

4066 5.684 427.662 1.5650 0.26101 0.03625 0.001 422.046 0.733 x 10-6 0.014 30.9

4067 5.683 427.047 1.5671 0.23291 0.03624 0.001 421.984 0.714 x 10-6 0.016 31.8

4068 5.682 426.467 1.5692 0.20636 0.03621 0.002 422.052 0.714 x 10-6 0.017 31.7

4069 3.262 428.449 0.9050 0.27577 0.03563 0.001 422.058 0.122 X 10-5 0.015 31.5

4070 3.260 427.778 0.9061 0.24681 0.03562 0.001 422.127 0.122 X 10-5 0.016 31.5

4071 3.259 427.155 0.9071 0.21944 0.03561 0.002 422.067 0.121 x 10-5 0.018 31.8

4072 3.258 426.571 0.9082 0.19367 0.03557 0.002 422.071 0.122 X 10-5 0.020 31.6

obtain the isobaric heat capacity from the mea-
sured thermal diffusivity, we have calculated the
density with the equation of state of Goodwin [14].

Figure 4 shows a typical deviation plot of the ex-
perimental temperature rises from the full heat
transfer model for a liquid phase toluene point
(number 1202) at a temperature of 324 K. The de-
viations from linearity are less than 0.04%. The de-
viations show that much of the noise is due to 60
Hz electromagnetic interference, but the noise is
acceptably small. Table 1 shows two additional
statistics which reflect nonlinearity of each data set
relative to the ideal line source model, eq (1), after
correcting according to eq (4). The first term is
"STAT" which reflects the uncertainty in the slope
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"DSTAT" reflects the uncertainty in the intercept
of the regression line at a 2ar confidence level. For
instance, a value of "STAT" or "DSTAT" of 0.001
indicates the 2cr uncertainty is 0.1%. As discussed
earlier, we expect the thermal radiation correction
to affect the measured thermal conductivity of
toluene more and more as the temperature is in-
creased above 370 K. The effect can be seen in the
statistic "STAT" which is a numerical description
of a deviation plot such as figure 4. Graphically,
the deviation plots are no longer random but be-
come systematically curved, as predicted by eq
(11). Consequently, the thermal conductivities ob-
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Figure 4. Typical deviations of experimental temperature rises from the calcu-
lated straight line versus the log of time for liquid toluene data point 1202 at
To = 324.039 K and P = 0.088 MPa.
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tamned from the usual linear fit are larger than they
should be. To obtain correct results, we apply eq
(12) to the experimentally measured temperature
rises and evaluate B for every individual point.
Next, the experimentally determined values for B
are fit to a linear function in temperature. The re-
sulting expression is

B = -0.0685+2.310x 10-4 To

where B is in s 1 and To is in K. The values given by
eq (15) are used to re-evaluate the radiation correc-
tion, 8T5, for each data point. The results corrected
in this fashion are given in table 1.

Figure 5 shows the deviation plot for the temper-
ature rises for a toluene data point (2105) at
To = 548.140 K and P = 2.686 MPa, before and after
the radiation correction 8T5 has been applied. The
deviation "STAT" has decreased from 0.002 to
0.001 and the curvature has been eliminated. These
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0
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0
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0
a)
0.
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a)0
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0.00 ~ ~ 000 

-0.15

-0.20
0 0.25 0.50 0.75

Time, s

Figure 5. Liquid toluene data point 2105 at TO=548.140 K and
P = 2.686 MPa.
a) before application of the radiation correction, eq (9), "STAT"

is 0.002.
b) after application of the radiation correction, eq (9), "STAT"

is 0.001.

results support the model developed by Nieto de
Castro et al. [7] to account for the effect of radia-
tion in absorbing media, and suggest that the instru-
ment with a revised ST 5 is operating in accordance
with its mathematical model.

Figure 6 shows both the uncorrected and the ra-
diation corrected thermal conductivity values of
toluene near the saturation line as a function of
temperature. The standard reference data correla-
tion of Nieto de Castro et al. [13], which is valid to
360 K, is a line shown in figure 8. The measure-
ments of Fischer and Obermeier [15] are also dis-
played. These were obtained with a rotating
concentric-cylinder apparatus, operating in steady-
state mode, for different gaps between the cylin-
ders. We have included their extrapolation to zero
gap, which is considered to be their radiation-cor-
rected thermal conductivity. Figure 6 shows that
our transient hot-wire instrument has a smaller ra-
diation contribution than the steady-state measure-
ments. However, the transient hot-wire radiation
contribution becomes significant at elevated tem-
peratures, 3.1% at 550 K. The larger radiation con-
tribution in steady-state methods produces much
larger uncertainty in the extrapolated radiation-cor-
rected thermal conductivity data obtained with
steady-state instruments. The temperature depen-
dence along the saturation boundary, shown in fig-
ure 6, is similar to the trend reported in reference
[13] with respect to the thermal conductivity data of
Nieto de Castro et al. [7]. The data above 370 K
show the presence of radiative effects. Also shown
in figure 6, as an insert, are the compressed-liquid
data at 550 K, which correspond to the shaded area
of the diagram.

Deviations between the toluene thermal conduc-
tivity data and the correlation by Nieto de Castro et
al. [13] are shown in figure 7 for temperatures up to
380 K. All of the data are within 1% of the correla-
tion from 300 to 372 K; however, the deviations are
systematic. We suggest that a higher-order temper-
ature-dependent term might be added to the corre-
lation in order to extend its temperature range.

Figure 8 displays the deviations between the heat
capacity of toluene obtained from the measured
thermal diffusivity and thermal conductivity using
the density from the equation of state of Goodwin
[14], versus the Cp value calculated by this equation
of state. The data, uncorrected for radiation, show
systematic departures from the equation-of-state
prediction above 370 K, with deviations of 30% at
550 K. After the adjusted radiation correction BT5 is
applied, the deviations decrease to less than 10% at
the highest temperature, falling in a band of ±5%
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Figure 6. The thermal conductivity of liquid toluene near the saturation line. Dashed lines show steady-state rotating-cylinder (SSRC)
results at various spacings along with the extrapolated radiation-corrected results. Solid line is the SRD correlation. The inset represents
the thermal conductivity of toluene as a function of density near 550 K. The region of the inset is shaded on the main figure.

up to 500 K. The larger deviations above 500 K are
still within the combined uncertainties of our diffu-
sivity measurements and the equation of state of
Goodwin [14].

Figures 6 and 8 demonstrate the performance of
the instrument for the measurement of both ther-
mal conductivity and thermal diffusivity at high
temperatures in infrared absorbing fluids when the
radiation correction, given by eqs (9) to (13) and
(15), is applied.

5.2 Argon

We have previously reported two sets of tran-
sient hot-wire measurements of argon's thermal
conductivity near 300 K [16,17]. Both of these data
sets were made with the low temperature instru-
ment described by Roder [8]. Thermal conductivity
measurements on argon have also been reported by
a number of other researchers [18-22]. Table 2
provides the results for the present measurements

near 300 K. Younglove's equation of state [23] is
used to obtain the densities reported in the table 2.
The purity of the argon used in these measure-
ments is better than 99.999%. Argon is transparent
to thermal radiation, and the radiation correction
at 300 K is negligible.

Deviations between the present thermal conduc-
tivity data and the new surface fit of Perkins et al.
[24] as a function of density are shown in figure 9.
The maximum deviation between our present mea-
surements and the correlation is 1.2% at the
highest densities. The present data were not, how-
ever, used in the development of the thermal con-
ductivity surface [24]. The same trend of deviations
relative to the correlation is exhibited by the other
available data. Our thermal conductivity data agree
with the results of the other data within ± 1%. All
of the other data were made with transient hot-
wire instruments, with the exception of data from
Michels et al. [19], which was obtained with a
steady-state parallel-plate instrument.
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Figure 7. Deviation of liquid toluene thermal conductivity near saturation pressure relative to the correlation of Nieto de Castro et al.
[13].

5.3 Nitrogen

For the present instrument, table 3 provides the
results on nitrogen for temperatures near 425 K.
Younglove's equation of state [23] is used to obtain
the densities reported in the table 3. The purity of
the nitrogen used in these measurements is better
than 99.999%. Nitrogen is transparent to thermal
radiation, and the radiation correction at 425 K is
negligible.

Deviations between our thermal conductivity
data and the correlation of Stephan et al. [25] as a
function of density are shown in figure 10. The
maximum deviation between our measurements
and the correlation is 2%. Nitrogen thermal con-
ductivity measurements have also been reported by
several other researchers [21,22,26]. The same
trend of deviations relative to the correlation is ex-
hibited by the other available data. Our thermal
conductivity data agree with those results to 1%,
except for values from reference [22] for densities
above 9 mol-L'. All of the other data were ob-

tained with transient hot-wire instruments, with the
exception of data from le Neindre [22], which were
obtained with a steady-state concentric-cylinder in-
strument. The dilute gas value of Millat and Wake-
ham [27] is also plotted in this figure and agrees
with the extrapolation of the present data within
0.5%. There is both theoretical [27] and experi-
mental [28] evidence that the low density values of
the Stephan et al. correlation [25] need to be re-
vised. The correlation given by Younglove [23] has
a completely different curvature as already shown
in reference [28].

Figure 11 shows heat capacities of nitrogen given
in table 3 for the isotherm at 425 K. The values are
derived from the measured values of thermal con-
ductivity and thermal diffusivity taking the densi-
ties from the equation of state [23]. They are
compared to values calculated from the equation of
state, and they are systematically higher than the
equation-of-state predictions by about 5% except
for the highest densities. We assign an estimated
error of ±5% to our measured heat capacities; the
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Figure 8. Deviation of liquid toluene isobaric heat capacity near saturation pressure relative to the C, calculated using the equation of
state of Goodwin [14].

error estimated for the specific heats from the
equation of state is also 5%. Thus, the agreement
between the two sources is within their mutual un-
certainties even at the higher densities.

5.4 Repeatability Tests

In addition to comparisons of our thermal con-
ductivity data with the data and correlations of
other researchers, we have made many measure-
ments to assess the repeatability of the instrument.
The temperature assigned to a given thermal con-
ductivity measurement is a function of the fluid
temperature rise during the experiment. As a re-
sult, each power represents a different and inde-
pendent temperature rise and experimental
temperature. For a given cell temperature, we rou-
tinely make measurements at many powers not
only to verify the instrument performance but also
to check on the presence of convection. To check
repeatability, results at different powers are com-
pared in terms of deviations from a correlation of

the thermal conductivity surface. Figure 12 shows
deviations of the liquid toluene thermal conductiv-
ity data for four cell temperatures as a function of
the applied power. There are from five to eight dif-
ferent powers for each cell temperature. The maxi-
mum difference between the deviations for each
cell temperature is about 0.3%, which is equivalent
to the experimental precision in X. The deviations
do not appear to have any power dependence.

The power dependence of the isobaric heat ca-
pacity of liquid toluene is shown in figure 13. The
maximum difference between the deviations for
each temperature is 2.6%. Again there is no dis-
cernable trend in the deviations of the heat capac-
ity with respect to the applied power.

Figure 14 shows a deviation plot of 40 argon
thermal conductivity data points relative to the cor-
relation of Younglove et al. [29]. The applied
power ranges from 0.11 to 0.42 W/m for a range of
final temperature rises from 0.8 to 5 K. The data
were obtained in four different sequences over 2
days. The four measurement sequences are shown
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Figure 9. Deviations of argon thermal conductivity data near 300 K relative to the correlation of Perkins et al. [24].

with different plot symbols. The deviations from
the correlation range from about -0.1% to
- 0.7%. Thus, the set of 40 measurements are con-
sistent with each other and fall within a band of
±0.3%. The instrument's response is shown to be
independent of applied power over a very wide
range of temperature rises. The instrument's per-
formance is also very repeatable over an extended
period.

6. Summary

A new transient hot-wire thermal conductivity
instrument for use at high temperatures is de-
scribed. This instrument has an operating range
from 220 to 750 K at pressures to 70 MPa. Thermal
conductivity can be measured over a wide range of
fluid density, from the dilute gas to the compressed
liquid. The thermal conductivity data have a preci-
sion of ±0.3% and an accuracy of ±1%. The in-
strument is also capable of measuring the thermal

diffusivity with a precision of ± 3% and an accu-
racy of ±5%. Given accurate fluid densities, we
can obtain isobaric heat capacities from the data.
This instrument complements our low temperature
instrument [8] which has a temperature range from
80 to 325 K at pressures to 70 MPa. A detailed
analysis of the influence of radiative heat transfer
in the transient hot-wire experiment has been per-
formed, and radiation-corrected thermal conduc-
tivities are reported for liquid toluene near
saturation at temperatures between 300 and 550 K.
In addition, new measurements of the thermal con-
ductivity and thermal diffusivity of argon and nitro-
gen verify the performance of the apparatus.
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Figure 11. Nitrogen isobaric heat capacity relative to values calculated
state of Younglove [23]. Dashed line is a 5% offset from [23].
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1. Introduction
1.1 Review of Quality Control for Engineering

Surfaces

At the turn of this century, it became apparent
that the surfaces of mechanical parts could be an
important factor in determining how well the parts
functioned. This seemed most true in cases where
two components were in static or dynamic contact.
Even earlier came the realization that no function
of a part could be guaranteed unless the method of
manufacture could be controlled. The control was
usually achieved in those days by including many
details of the manufacturing process, such as
"rough machining," "medium machining," and
"fine machining," or equivalent symbols on the en-
gineering drawing. By carefully following the pro-
cedure laid down, some degree of control of the
manufacture, and hence the function, could be
achieved [1,2].

This early engineering surface quality control
involved a control loop consisting of surface
manufacture, surface texture, and surface function.
The control process depended on the limitations of
the machining process involved, as well as the arbi-
trary opinions of operator and inspector which, all
too often, did not coincide. The resultant problems
became increasingly acute as the demand for more
comprehensive specifications increased to keep
pace with technological development [2].

It was not until the early 1930s, however, that
any serious attempt was made to quantify the mag-
nitude and nature of the relationship between sur-
face texture and function [1]. The stylus instru-
ment, a technology now more than half a century
old [3], laid the ground work in quantifying the sur-
face texture, and made engineering surface quality
control possible by enabling the measurement and
control of the values of various surface parameters.
Both the manufacturer and the consumer bene-
fited from this control. One of the examples was
from the automobile industry. Automobiles no
longer require running-in, their engines and trans-
missions are reliable and long lived, and their fuel
economy has been improved appreciably by re-
duced internal friction [4].

Digital methods and computer techniques have
further revolutionized surface metrology because
in principle, a digitizing surface instrument with a
digital computer is infinitely flexible and can pro-
duce almost any analysis of the surface geometry
that is required [5]. As a result, there has been a
significant increase in standards, definitions, al-
gorithms and parameters (dozens of them) which,

on the one hand, describe the surface geometry
from different views, but, on the other hand, force
the engineer to cope with a variety of national and
international standards whose interrelationships
are obscure [6].

Meanwhile, other surface measurement tech-
niques based on different principles, such as opti-
cal interference [7-8], optical scattering, [8-1Q],
capacitance [11], and ultrasound [12] were devel-
oped to detect the surface texture. These tech-
niques provided more means of surface measure-
ments for industry, such as on-line, area-based
scattering measurement [13] and non-contact, opti-
cal profiling and mapping [14-16]. Many users of
these new instruments and techniques attempt
traceability or comparison to the stylus instrument
measurements [10-12].

The field of surface profiling has been expanded
to the atomic scale in recent years by the develop-
ment of the scanning tunneling microscope (STM)
[17-21] and its offshoot, the atomic force micro-
scope (AFM) [21-24]. Long trace STM has also
been developed now for the smooth engineering
surface measurement [25].

All of these instruments and techniques now
reaching the market or still in the development
stage are complicating the situation further. When
these instruments, all of them scientifically based,
well designed, and equipped with modern digital
and computer techniques, get together to measure
the same surface, a considerable disagreement, say
50% or more, [26] could be obtained in the mea-
sured parameters.

This divergence of methods should not be a sur-
prise to the instrument manufacturer, since surface
texture measurement results not only provide an
assessment of the surface under examination, but
also an assessment of the instrument used in that
examination. In many cases, differences between
measurement results from different instruments
are not due to the fact that one surface measuring
instrument is right and the other wrong. A differ-
ence is more likely due to the different measure-
ment strategies and internal variables that have
been adopted for each instrument. In the case of
stylus instruments, a few of these considerations in-
clude stylus size, instrument bandwidth, computa-
tional algorithms [5], and reference datums.

Also, these differences should not be a surprise
to a mechanical engineer, since the so called "same
surface" is actually not the same everywhere. Even
on the surface of calibration specimens, a few per-
cent variation of their roughness average (Ra) [27]
value, or even more than 15% on other parameters
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has been observed [28,29]. On real engineering sur-
faces, 50% or more variations of their surface
parameter values is commonplace [29]. And it is
almost impossible to make an engineering surface
with uniformity in surface texture less than 1%
[30]. It has also been known to aviation engineers
that, during the aircraft engine manufacturing pro-
cess, the surface roughness of the parts in the con-
tinuous grinding process always changed more than
+ 50% in a working day, but that a variation of
30% in the surface texture usually had only a very
small effect on the parts' function [30].

However, such differences are difficult for an in-
spector to accept. The inspector would base his
judgments of "pass" or "reject" on the parameter
values of his surface texture measurements. His
consideration of the accuracy and agreement of his
measurements could be much more rigorous than
the requirements of surface function. And differ-
ences of opinion between manufacturers and their
customers over the functional suitability of compo-
nents have occurred when parameter values were
out of their specified tolerances on the customer's
instrument but not on the manufacturer's [5].

One of the considerations in quality control is to
assign a "safety margin," like that used in size tol-
erance quality control. The measured roughness
value would have to be smaller than the designed
tolerance for maximum roughness because of the
uncertainty of the measurement. However, this is
not a good solution to our problem. By no means
does the smoother surface necessarily produce the
better function. Some surface functions, such as lu-
brication, are degraded when the surface is overfin-
ished. Furthermore, the costs of finishing products
increase rapidly as the Ra values of the surface fin-
ish decrease, especially on smooth engineering sur-
faces [2,27,31].

The fractional uncertainty of surface roughness
measurement increases rapidly as its Ra value de-
creases. However, surface quality control is most
important on the surfaces of critical parts having
small size tolerance and fine surface structure to
meet some particular functional [32] requirements.
The peak-to-valley roughness (Rt or Rmax) usually
takes up a significant fraction of the size tolerance,
for example [33], between 31% and 49% of toler-
ance values for different diameter ranges and toler-
ance grades. That fraction increases as the size or
tolerance of the workpiece decreases. Due to the
developments in the automobile, aviation, space,
and microelectronics industries, many critical parts
with small size tolerance and fine surface finish
have appeared. These smooth engineering surfaces

need a high degree of quality control in their man-
ufacturing process for their proper function during
use. At present, however, surface metrology cannot
meet these needs very well. Therefore, more and
more people are aware of the importance of accu-
racy and agreement in their engineering surface
measurements, especially of smooth engineering
surfaces. As a representative of one automobile
manufacturer said, when he visited our lab about a
year ago, "We do pay money for our (surface) mea-
suring error."

1.2 Outlook for Quality Control of Engineering
Surfaces

The solution to the problems of engineering sur-
face quality control involves two aspects:

1. To recognize parameters that are functionally
important for each application and determine
their control values,

2. To maintain accuracy and agreement in engi-
neering surface measurements among various
instruments.

The first aspect mentioned above involves con-
trolled experiments. Usually, the parameters and
their controlled values, by which the balance be-
tween manufacture and function can be well main-
tained, come from the manufacturer's experience
with the product's performance and the consumer's
satisfaction. If the balance is not maintained very
well, or if either the manufacturing process or the
surface function is changed, a controlled experi-
ment should be performed to determine the impor-
tant surface parameters and their control values, or
even the validity of the manufacturing process it-
self. Otherwise, serious failures could occur when
the parts are used. One example comes from an
automobile factory line for making camshafts [1].
The manufacturing process there was changed
from grinding and lapping to turning and burnish-
ing, but no change was made in the specification of
surface texture. Because the texture produced by
turning is much rougher than that produced by
grinding, the burnishers had to produce an enor-
mous amount of plastic deformation in order to get
the cam roughness down to the specified value.
This deformation ruined the surface's ability to
withstand stress, which caused the cams to fail in
large numbers of cars.

During the controlled experiments, previously
specified parameters may be replaced by new
parameters, which relate better to specific func-
tional properties of the surface rather than merely
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statistical parameters characterizing geometrical
features. One example is the family of Rk parame-
ters [34, 35]. The reduced peak height Rpk serves to
describe profile characteristics relating to the run-
ning-in behavior of surfaces, the core roughness
depth Rk relates to the long-term running behavior,
and the reduced valley depth RAk relates to lubri-
cant behavior of the surfaces in static contact.

It is important to measure a large number of sur-
faces during the controlled experiments in order to
ensure that the findings are significant. It is also
important to maintain a high degree of repeatabil-
ity and accuracy in these measurements, which
could be very different from that of surface rough-
ness specimen calibrations.

This brings us to the second aspect of engineer-
ing surface quality control, the accuracy of engi-
neering surface measurements. Maintaining accu-
racy involves considerations for: 1) measuring in-
struments; 2) measured surfaces, including both
calibration specimens and the real engineering sur-
faces; and 3) calibration and measurement proce-
dures. We discuss each consideration in turn
below.

1) Measuring Instruments

In a measuring instrument, information about
the surface may pass through several stages. In sty-
lus instruments, for example, as the information
flows from the stylus tip to the indication on the
recorder, the surface information is subject to dis-
tortion. Some of this distortion is intentional, such
as that produced by profile filters. Other distortion
is unavoidable due to practical considerations such
as the finite size of the stylus [5]. Therefore, any
measurement of a single surface could yield, to a
greater or lesser extent, an arbitrary result if there
are no limitations on the reference conditions of
these measurements.

Different instruments may be manufactured ac-
cording to different national and international
standards whose interrelationships are obscure [6].
Furthermore, many aspects of digital instruments
are not covered by national and international stan-
dards, and this has led to different instrument
philosophies being implemented by the manufac-
turers. This is most evident when measuring stan-
dards or reference specimens. Unless a surface
measuring instrument has the same specification as
the instrument used during the original calibration
and certification of a specimen, the measured
parameter value may differ from the marked value.
At present the specifications for some aspects of
the calibrating instrument are arbitrary [5].

For surface texture results to have any "abso-
lute" interpretation, the standard reference mea-
suring conditions of the measuring instrument must
be precisely defined. Thus, the concept of the "ref-
erence surface metrology instrument" (RSMI) was
suggested [5]. Without a reference instrument con-
forming to standard reference measuring condi-
tions, direct comparison of parameter values
between different instruments is often not satisfac-
tory. And if these disagreements happen for the
surfaces of calibration specimens, they can also
happen for real engineering surfaces where the
measurement problems may be harder to diagnose.

Different calibration laboratories do use differ-
ent surface measuring instruments. The specifica-
tion and subsequent adoption of the standard
reference measuring conditions by calibration labo-
ratories would ensure compatibility of parameter
values of reference specimens, as well as real engi-
neering surfaces.

2) Measured Surfaces-Calibration Specimens
and Engineering Surfaces

One of the most interesting parts of instrument
development has been that of proving perfor-
mance. For example, the measurement of small sty-
lus displacements combined with low operating
forces and high magnifications required the devel-
opment of more sensitive proving techniques than
have been previously available. Generally the in-
struments could be adapted to prove themselves
[3]. That is, a certified standard could be measured
by the instrument to be proved, and the difference
between the measured result and the certified
value of the standard would show the performance
of the instrument. Therefore, the calibration of the
existing range of stylus instruments with their wide
range of performance calls for different types of
calibration specimens. Each type of calibration
specimen, with its specially designed surface pro-
file, high uniformity over its surface, and certified
parameter values, should be useful for calibrating
certain aspects of instrument performance and ca-
pable of avoiding a bad calibration due to effects
caused by other performance characteristics of the
instrument. For example, by using a sinusoidal
specimen [36] with small slope and with wavelength
long as compared with the stylus size but short
when compared with the instrument cut-off length
[37], we can calibrate both the vertical and hori-
zontal magnification, or check the Ra readings of
stylus instruments. These calibrations would be in-
sensitive to the effects of stylus tip size or filter
cut-off of the calibrated instrument.
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Since real engineering surfaces are different
from those of most existing calibration specimens,
a check specimen with engineering surface features
is suggested for use in engineering surface mea-
surement. Its measuring area should also have high
uniformity, and this is aided by having a unidirec-
tional profile. The surface waveform, wavelength
and roughness parameter values should be com-
parable to those of the measured engineering sur-
face. The check specimen could be measured
under standardized reference measuring condi-
tions, and receive its certified parameter value, or
even a set of certified values corresponding to vari-
ous measurement conditions, such as stylus tip size
and filter cutoff length. By comparing the mea-
sured result with the certified value, the check
specimen thus provides an overall check of proper
instrument usage in engineering surface measure-
ment.

3) Calibration and Measurement Procedures

The calibration and measurement procedure in-
volves the use of various calibration and check
standards ("specimens"). Each calibrated speci-
men may have a limited range of application ac-
cording to its own characteristics and those of the
instrument to be calibrated. The validity of the cali-
bration of an instrument would depend on the cor-
rect association of these individual characteristics
[37].

It should be noted that certain calibration or
measurement procedures correspond to the mea-
surement of certain kinds of measured surfaces. At
national laboratories, such as ours, the routine sur-
face measurements are made mainly on the cali-
bration specimens. Sometimes, when we measure
real engineering surfaces, mostly for research pur-
poses, a larger uncertainty is obtained in our mea-
surements because the positional fluctuation of the
engineering surface is appreciably greater than the
instrumental uncertainty of an individual measure-
ment [3]. This is an important factor inhibiting re-
searchers from investigating their measuring errors
in real engineering surface measurements. How-
ever, we believe that the use of a greater number of
measurements (larger statistical samples) on these
types of surfaces together with improved calibra-
tion procedures would significantly enhance the ac-
curacy and usefulness of the surface measure-
ments.

At industrial metrology laboratories, routine sur-
face measurements are performed mostly on the
real engineering surfaces. Some of these labs main-

tain their traceability of surface measurement to
NIST by sending their calibration specimens to our
lab for periodic calibration and by using the same
procedure to measure their engineering surfaces as
we did on the specimens. The validity of this trace-
ability depends both on the difference between the
calibrated specimens and the measured engineer-
ing surfaces, and on the difference between their
instrument and ours.

All of these aspects mentioned above affect each
other. For example, when a controlled experiment
shows that new surface parameters, such as the Rk

family, should be selected for some kind of func-
tional surface quality control, instruments should
be enhanced for the measurement of Rk parame-
ters. In addition, new calibrated specimens, having
highly uniform Rpk, Rk, and RAk values close to those
of the controlled engineering surfaces, should also
be developed as intermediate check specimens re-
lating the reference instrument and the instrument
used for engineering surface quality control.

At the NIST surface calibration laboratory, we
calibrate scores of reference specimens each year.
We also issue the sinusoidal calibration specimens:
SRMs (Standard Reference Materials) 2071-2075.
In addition, specimens developed elsewhere are of-
ten sent here for testing their properties. In this
paper, we describe the characteristics, utilizations,
and limitations of different classes of precision
roughness calibration specimens. We also discuss
the effects of various reference conditions on speci-
men calibration and propose a measurement pro-
cedure, which involves the use of a check specimen,
for engineering surface quality control. For one
class of specimens the surface texture design is in-
tended to meet the functional requirements in en-
gineering surface quality control.

2. Calibration and Check Specimens

The reference conditions which should be de-
fined, calibrated, or checked in a stylus instrument
measurement are:

a) magnification, both in the vertical and horizon-
tal direction;

b) the stylus tip;
c) the stylus loading;
d) the type of skid or reference datum;
e) the type of filter, reference line, and cut-off

length;
f) profile digitization;
g) the algorithms for calculating parameters;
h) the number and distribution of profiles on the

surface.
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There are four types of calibration specimens ac-
cording to the ISO 5436 standard [37], each of
them are specially designed for the purpose of cali-
brating certain of the above characteristics of the
stylus instrument. It is important to prevent these
calibrations from errors caused by the other charac-
teristics of the calibrated instrument or by the ref-
erence conditions during these calibrations. The
four types of calibration specimens are discussed
below.

2.1 Specimens for the Calibration of Vertical
Magnification

I 0.1Lgm

I 1.0mm

(a)

I .llm

At the NIST surface calibration laboratory, a set
of step height standards with calibrated step
heights ranging from 0.0291 to 22.90 ,um is used for
the calibration of our stylus instruments. The cali-
bration profiles are taken under unfiltered condi-
tions, and the width of the step or groove on the
specimen is wide enough so that the step height
measurements are not sensitive to the stylus size.
Therefore, our consideration of the reference con-
ditions is focussed on the datum of the step and the
algorithm of the step height.

Most stylus instruments have mechanical refer-
ence datums provided by their slides. The straight-
ness of the traverse mechanism along the datum is
an important factor. It could be more than 0.1 pm
for a 2 mm traversing length. At high vertical mag-
nifications, say 50,000 x or more, such a straight-
ness error can deform the measured step profile
seriously (see fig. la). The use of the skid can re-
duce this error to a large extent (see fig. lb). How-
ever, the skid can only be used when the surface
has a smooth area which can serve as a datum for
the skid to move on. This approach works well as
long as the skid is offset sufficiently from the stylus
along the direction of travel so that the skid never
crosses the step itself but rides only on the outer
flat section of the surface. Otherwise, the step
could be damaged seriously when the skid touches
it.

Flexure pivots are used in some high resolution
stylus instruments instead of slides. The resulting
path of the stylus is slightly curved in the horizontal
plane. If the measured surface is not leveled per-
pendicular to the general direction of travel, the
measured profile of the step could be deformed to
be either convex or concave (see fig. 2b, c).

We recently tested the calibration of step height
for errors due to curvature in the measured profile.
There were two algorithms in the step height calcu-
lation. The first was adopted by ISO 5436 [37].

|- 1.0mm

(b)

Figure 1. The profile of a step
the straightness of the traverse
strument.
a) skidless;
b) with skid.

L.A 

height specimen distorted by
mechanism of the stylus in-

IA ' '. 

(a)

(b)

I0.2w m-- 20w m

(c)

Figure 2. The profile of the step height specimen distorted by
the unleveled surface for a stylus instrument with a flexure pivot
stage.

a) leveled surface;
b) and c) unleveled surface.
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It calculates the step height as the distance be-
tween two least square lines as shown in the Ap-
pendix. The second one is used at NIST. It
calculates the step height as the average of the left
and right step heights. Both of these are calculated
by one-side step-height algorithms [38]. We now
consider the effects on the calculated step heights
when the step profile is distorted during the cali-
bration of a stylus instrument or during a step
height measurement.

We measured a 0.303 pum two-sided step in lev-
eled and extremely unleveled positions with our
high resolution stylus instrument (see fig. 2). In
spite of the distortion, we got very repeatable re-
sults of 0.3024, 0.3029 and 0.3032 pum correspond-
ing to figure 2a, b, and c, when the step height was
determined by the average of the left and right.
However, a tremendous. error could be obtained
corresponding to figure 2b and c if the step height
was determined by the two least square lines. This
error A could be calculated analytically using con-
siderations discussed in the Appendix.

Such extreme profile curvature is unrealistic for
a step height measurement. However, a difference
of a few percent between results of the two al-
gorithms can arise both in instrument calibration
and step height measurement. The step profile can
be deformed by the straightness error of the tra-
verse mechanism of the instrument, by an un-
leveled step surface (for flexure pivot profilers) or
by curvature in the specimen itself. These curva-
ture problems become more significant at high
magnification. The variations could be remarkably
decreased if least squares circular arcs were used
instead of least squares lines to determine the step
height. That way the algorithm automatically antic-
ipates the surface curvature.

The straightness of the traverse mechanism
could be checked with the stylus traversing on an
optical flat glass surface. For one of our stylus in-
struments, such a profile segment is shown in fig-
ure 3a. The use of a skid could decrease this error
to a large extent (see fig. 3b).

2.2 Specimens for Checking Stylus Tip Condition

The stylus radius and apex angle have been
adopted by most national and international stan-
dards [27,39]. However, we have gradually found
that the stylus radius is a difficult quantity to de-
fine, especially for some chisel-shaped styli [40, 41].
We now prefer stylus width w, which is defined to
be the distance between the two points of contact
when the stylus profile is inscribed in a 1500 angle.

0.1 gm

0.5 mm

(a)

0.5mm |

(b)

Figure 3. The straightness of the traverse mechanism checked
by traversing on an optical flat (lithium niobate) surface.
a) skidless;
b) with skid.

If the stylus tip has a perfectly round shape, then
w = 0.52r [40].

Although several methods, such as SEM, optical
microscopy and the razor blade trace, have been
developed to measure the stylus size under labora-
tory conditions [41], the most difficult part of the
roughness instrument to check in the workshop is
still the stylus [3].

One method involves traversing a calibrated
roughness specimen having a series of fine
V-shaped grooves, the profiling of which is sensi-
tive to the stylus size. By comparing the roughness
value obtained with the true roughness value of the
specimen, the stylus size may be determined. These
specimens have been widely used for stylus tips
over 10 pum. However, finer grooves, useable for
checking 2 pum tips, are still difficult to make [3,37].

One set of specimens is fabricated by oxidation
and etching of silicon wafers [42]. Each specimen is
composed of square-profile arrays of four distinct
pitches, with wavelength 6, 20, 60, and 200 pum. The
pitches with 6 and 20 pum wavelength are nearly
equal to certain standard stylus sizes and could also
be used for testing stylus tips. One of the experi-
ments on such a wafer specimen with nominal Ra
value of 0.0425 pum is shown in figure 4. Roughness
average (Ra) values were measured on the four
pitches with styli of different nominal radius. The
measured Ra value, which decreases as the stylus
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Figure 4. The measured roughness values on a rec
file specimen with nominal Ra= 0.0425 Am and f
pitches [42].
a) D = 6 pm;
b) D = 20 rm;
c) D = 60 pnm;
d) D = 200 pm.
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size increases, should be less than the nominal
value, with the difference depending on the stylus
size as well as profile wavelength. Sometimes, when
the finer stylus was tested, the measured Ra value
could be larger than the nominal value, because of
"stylus flight" (see fig. 5) [43]. The stylus tip was

4 5 losing mechanical contact with the surface under
conditions of very low stylus force. Stylus flight
could even happen at a slow traversing speed of

0.122 mm/s on our high resolution stylus instru-
_ ment.

2.3 Periodic Profile Specimens
4 5

Various periodic specimens, with rectangular,
triangular, arcuate and sinusoidal profiles, are used
for the calibration of Ra readings of stylus instru-
ments. They may also be used for the calibration of
horizontal magnification, and the sinusoidal speci-
mens may be used for checking the signal filter

4 5 characteristics of stylus instruments.
The wavelength of these periodic specimens

should be long enough, say 30 pm or more, that the
measured roughness is insensitive to the stylus size;
and short enough, say less than 1/10 of the cut-off
length, [37] that the measured roughness is insensi-

4 5 tive to the filter of the instrument. Figure 6 shows
the effect of the stylus size on Ra results for differ-
ent periodic specimens. Results for the sinusoidal

our different specimens with 100 pm wavelength are insensitive
(fig. 6a), while those for the triangular specimens
with 15 pm wavelength are very sensitive to the
stylus size (fig. 6b). As an exception, the Ra value
increases with the stylus size on the specimen with
cusped peaks (see fig. 6c). That is because the

50 100 15() 200 250 300 350 400 450 500 550

Traversing Length (gum)

Figure 5. Stylus flight on the surface of a rectangular profile specimen.
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Figure 6. The effects of stylus size on roughness measurements
of different periodic profile specimens. The curves are eyeballed
fits.
a) sinusoidal profile specimens;
b) specimens for checking stylus tips; x -MV= 5,00X;

*-M,= 20,000 x
c) profile specimen with cusped peaks.

widths of the peaks were enlarged by the bigger
stylus size. Figure 7a shows a profile of the latter
specimen measured with a stylus of width 0.4 pnm,
yielding an accurate profile of the cusped peaks.
Figure 7b, on the other hand, was measured with a
5 pum width stylus and therefore shows broadening
of the peaks, leading to the increased Ra value.
This effect could even happen on real engineering
surfaces with cusped profiles formed by the cutting
tool radius during turning, planing, and side milling
processes [44].

The NIST sinusoidal specimens, SRM 2071-
2075, with Ra values ranging from 0.3 to 3 pLm and
wavelengths ranging from 40 to 800 ttm, were man-
ufactured by the numerical controlled diamond
turning process, and calibrated at NIST's comput-
erized surface calibration system consisting of a
stylus instrument integrated with a laser interfer-
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Figure 7. The peaks of the arcuate profile specimen are en-
I I larged by increasing the stylus size.

4 5 a) stylus width w = 0.4 lm, Ra = 1.26 pAm;
b) stylus width w = 5 plm, R. = 1.33 plm.

ometer. The Ra value was measured by a stylus in-
strument calibrated by one of our step height
calibration specimens. Meanwhile, the surface
wavelength was calibrated by using a laser interfer-
ometer to measure the lateral displacement of the
moving stylus. These sinusoidal specimens can
yield constant Ra values despite different stylus
sizes (see fig. 6a). The surface profiles of some of
these were machined with a fine-scale harmonic on
the sinusoidal profile as shown in figure 8. The
spacing of the fine-scale structure was approxi-
mately 4.2 pm. It can be useful for monitoring the
quality of the fine stylus tips. The upper profile in
figure 8 was obtained with a stylus of width 4 pLm,
while the lower profile was obtained with a stylus
of width 0.5 pim. The fine-scale structure can be
also useful for checking different zero-crossing and
peak-counting algorithms in the surface profile
analysis.

A set of sinusoidal specimens with various ampli-
tudes and wavelengths (X), X being equal to 1/3, 1,
and 3 x cut-off length, were also suggested in ISO
5436 for the calibration of filter characteristics of
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Figure 8. The fine-scale harmonic on the profile of sinusoidal
specimen SRM 2072.
a) stylus width w =4 ,um;
b) stylus width W = 0.5 pm.

stylus instruments [37]. Since our currently existing
sinusoidal specimens SRM 2071-2075 cannot cover
as wide a range in amplitude and wavelength as
discussed in ISO 5436, we can test the filtering
characteristics of the instruments at only a few fre-
quencies. We measured the Ra values of the sinu-
soidal specimen for various settings of the filter
cutoff length, and compared these values with the-
oretical tolerance values calculated from the B46.1-
1985 standard [27] or ISO 3274 [39] corresponding
to different cut-off lengths. By this method, we cal-
ibrated the filter characteristic of our stylus-com-
puterized surface measuring system as shown in
figure 9. All of these measured Ra values on SRMs
2072 and 2075 for various cutoff lengths of the sys-
tem are within the tolerance range.

2.4 Specimens with Random Profile

Many engineering surfaces have random profiles,
such as those manufactured by grinding, lapping,
polishing, or honing. Others have profiles with ran-
dom content superimposed on a periodic profile.
These include surfaces manufactured by turning,
planing and milling processes. Random profiles
have wide amplitude distributions (usually Gaus-
sian) and wide spatial frequency distributions.
Measurements of these surfaces with different in-
struments could produce varying results if the spec-
tral responses of the instruments differ
significantly. In 1965, HAsing at PTB [45] devel-
oped random profile roughness specimens to rep-
resent these types of surfaces. These specimens are
made with a measuring area having a unidirec-
tional random profile manufactured by the grind-
ing process. The random profile is repeated every 4
mm, a period exactly equal to the evaluation length
of the measurement. Therefore, the measured
random profile is always essentially constant within
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Figure 9. The filter characteristics of the NIST stylus-comput-
erized surface calibration system calibrated by a single sinu-
soidal specimen.
a) by SRM 2075, Ra = 1 pm, D = 800 pm;
b) by SRM 2072, Ra=1 =Ipm, D = 100 Am.

the measuring area, irrespective of the measuring
positions on the specimen. These specimens consist
of a set of three pieces, with Ra values of 1.5, 0.5,
and 0.15 (or 0.2) pm. With random profile speci-
mens, stylus instruments can be subjected to a sum-
mary test covering all stages in the instrument from
the stylus tip to the indication of the measured
value. These roughness specimens play an impor-
tant role in getting agreement for engineering sur-
face measurement among various instruments.
Hillmann [46] recently reported that a couple of
years ago, differences in measured surface parame-
ters of 40% and more were ascertained in national
and international comparison measurements. Now,
the differences between measurements carried out
within the framework of the German Calibration
Service amount to only a few percent; in an audit
of the European Communities less than 15% was
attained [26,46]. Hillmann's recommendations in-
cluded the use of both well defined measurement
conditions and well characterized roughness speci-
mens.

The PTB roughness standards are limited to Ra
values - 0.15 pm. However, smooth engineering
surfaces with Ra - 0.1 prm play an increasingly
important role both in industry and research. Most
smooth engineering surfaces, such as those made
by fine grinding, lapping, polishing, honing, and
electro-polishing, have random profiles. Since the
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importance of smooth engineering surfaces, as well
as their production costs are extremely high, the
surface quality control becomes increasingly signifi-
cant. Stylus and other surface measuring instru-
ments have been designed for this purpose, but
their measurement results can be divergent. One of
the important reasons is that most smooth engi-
neering surfaces have average spatial wavelengths
falling in the range of the stylus size itself (- 10 pum
or less). Therefore, measured results are very sen-
sitive to the stylus size. In addition, their surface
texture may vary widely from place to place.

In 1986, random profile precision roughness
calibration specimens were developed by Song at
the ChangCheng Institute of Metrology and Mea-
surement (CIMM) Beijing, China, to aid in identi-
fying various effects in smooth engineering surface
measurement [47]. These specimens are similar to
PTB random profile roughness specimens but have
smoother values of roughness. The measuring
areas are composed of several (4-8) identical
unidirectional random profile surfaces side by side,
and their profile repetitions are equal to the rec-
ommended evaluation lengths for measuring them
(see fig. 10). The specimens are a set of four pieces
having Ra values of 0.1, 0.05, and 0.025 pm (these
three with profile repetition of 1.25 mm) and 0.012
Pm (with profile repetition of 0.4 mm).

There are also two smooth reference surfaces at
opposite ends of the measuring area (see fig. 10).
The smooth reference surfaces were made to be

situated on the mean lines of the random rough-
ness profiles and have Ra < 0.005 pm and flatness
< 0.01 pum. The reference surfaces provide a me-
chanical measuring datum for a skid to move on.
By this means, the mechanical noise of the stylus
instrument can be reduced to a minimum [47] be-
cause the smooth reference datum, rather than be-
ing a slide located in the drive box, is located very
close to the stylus. This consideration is similar to
minimizing the Abbe offset in dimensional mea-
surement. Lines of intersection between the
smooth reference surfaces and the measuring area
also provide a datum for the start and end posi-
tions of the random profiles. It makes possible the
comparison between the profile graphs obtained
with various instruments.

PTB roughness specimens, with their relatively
longer peak spacing do not yield Ra results that are
sensitive to the stylus size [48] (also see fig. 11a).
However, CIMM specimens, with mean peak spac-
ing less than 10 pm are very sensitive to the stylus
size (see fig. lib), and could be used for checking
stylus condition. To obtain agreement between
results on CIMM specimens measured with various
instruments, the reference conditions, especially
the stylus size, should be carefully adhered to. Like
the PTB specimens, the CIMM specimens simulate
the situation of measuring real, smooth engineer-
ing surfaces and provide a means of exposing the
problems or obtaining agreement when stylus and
other instruments are used for measuring smooth
engineering surfaces.

START

TRAVERSING LENGTH I ( 1.25(or 0.4 )mm0
MEASURING AREA

! | END

- i

SMOOTH REFERENCE

Figure 10. Random profile precision roughness calibration specimen.
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Figure 11. The effects of stylus size of various random profile
specimens.
a) PTB specimens;
b) CIMM specimens.

3. Calibration and Measurement Proce-
dures

3.1 Coordinating Calibration and Measurement
Conditions

One of the important principles in metrology is
that the reference conditions in the calibration of
the instrument should be as close as possible to
those used in the measurement. One example
comes from length measurement. Having been cali-
brated by a calibration block, a height comparator
could be used for the measurement of the diameter
of a ball (see fig. 12). However, the parallelism
between two measuring surfaces has a significant
effect on the measuring error. If instead, a certified
standard ball with the same size and material as
those of the measured balls was used for calibrating
the comparator, the error from the parallelism
between the two measuring surfaces could be mini-
mized, as well as any error due to the elastic defor-
mation.

77-7-7 4 777

(a) (b)

Figure 12. The reference conditions used in the calibration
should be as close as possible to those used in the measurement.
a) calibration;
b) measurement.

Another example comes from surface profile
measurements. It is well known that a stylus with
large width or radius distorts the measured profile
seriously and can not be used for measuring the
fine structure of smooth surfaces. But certain dam-
aged styli with jagged tips could measure the fine
structure of smooth surfaces very well. However,
when a rough surface is measured, this type of
stylus could cause serious profile distortion. Such a
damaged stylus is shown in figure 13a. Using it to
measure a wafer specimen [42] with Ra = 0.0425 pm
and D = 20 pm, we obtained a perfect profile graph
(fig. 13b), since only the sharp tip (segment B, fig.
13a) contacted the surface. When we measured a
rectangular profile roughness specimen with Ra =
0.91 pm and D = 80 pm, we obtained the distorted
profile shown in figure 13c because segment C (fig.
13a) of the damaged stylus was involved. The pro-
file was also seriously distorted when measuring a
3.042 pm step height specimen because the dam-
aged stylus profile contacted the surface at several
different points in succession. This is shown by
segment D, figure 13a and d. If only the smoothest
rectangular profile had been used to check the sty-
lus tip, we would not have detected the problem of
the stylus condition for measuring rougher sur-
faces. This demonstrates once again the impor-
tance of having calibration and checking conditions
corresponding to the measurement conditions.
Therefore, the calibration or check standards,
should be as similar as possible to the measured
surface.
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Figure 13. Profiles measured with a defective stylus having a jagged tip profile.
a) the profile of the damaged stylus;
b) the measured profile of a rectangular roughness specimen, Ra = 0.0425 plm; D =20 pm;
c) the measured profile of a rectangular roughness specimen, Ra=0.91pm; D =80 pm;
d) the measured profile of a step height specimen, H=3.042 ptm.

3.2 Calibration Procedures at NIST

The above principle is being applied in the NIST
surface calibration lab. In order to ensure that the
calibration or measurement is correct, we measure
a check specimen with profiles as similar as possi-
ble to the measured surfaces. For example, when
calibrating our sinusoidal specimens SRM 2071-
2075, we use the following procedure:

a) Calibrate the instrument with an interferome-
terically measured step height specimen,
whose height about the same as the amplitude
of the specimens to be measured;

b) Check the instrument calibration by measuring
a certified step height or a certified sinusoidal
specimen;

c) Measure the specimens under test;
d) Check the measurement again by measuring a

check specimen as similar as possible to the
measured specimens.

Using the check specimen and getting the results
within a given tolerance helps to verify the entire
set of measurements taken during a run. We also
use roughness specimen calibration control charts,
in which the measurement results and uncertainty
of each calibrated specimen, as well as the calibra-
tion constant before and after these calibrations
are recorded day by day. The control charts help us
to maintain quality control in specimen calibrations
and make these calibrations traceable to measure-
ments taken several years ago.
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By using the procedure above, we have cali-
brated sinusoidal specimens, SRM 207-2073. The
resulting uncertainties on the Ra and wavelength
values are, for example, (SRM 2072/Serial No.
1021), Ra=1.004±0.027 pum (±2.7%) and
D = 101.64 ± 0.24 pm (± 0.24%, both ± 3o). Other
periodic profile specimens also have waveforms
and sufficiently long wavelengths as to be insensi-
tive to the stylus size. For these, we used the same
procedure as for the calibration of our sinusoidal
specimens, and a sinusoidal specimen with similar
Ra and wavelength was used as a check specimen.

However, our calibrations of some rectangular
profile specimens show variations of Ra with stylus
tip size of several percent, even for specimens with
a wavelength as long as 80 pm. In these specimen
calibrations, we made a detailed report of the ref-
erence measuring conditions, especially the stylus
size, on the calibration report. If the stylus size
used in other labs differ from ours, a few percent
difference in the Ra value could result.

3.3 Proposed Procedure for Engineering Surface
Measurements

If the same procedure were used for engineering
surface measurements, one of the important con-
siderations is whether or not the wavelength do-
main of the measured profile falls in the flat
portion of the transmission characteristics of the
instrument, as at position X in figure 14 [37], where
there is substantially no attenuation caused either
by the stylus width at the high end of the spatial
frequency spectrum, or by the electrical filter cut-
off length AC at the low end. Otherwise, a big mea-
suring error could occur. As a demonstration, by
using the same procedure as that used for our
sinusoidal specimens calibration, we measured the
same smooth engineering surface with different
stylus widths. The measured surface was a CIMM
random profile specimen, with the mean spacing of
profile irregularities [49] Sm equal to 6.6 pm.
Our results were Ra= 0.120 ± 0.013 prm and
0.165 ± 0.016 pum corresponding to stylus widths of
5 and 0.4 pm, respectively. The two contradictory
measuring results should be equally valid, since
both of them passed the checking procedure with a
sinusoidal specimen as a check specimen which was
not sensitive to the stylus size at all. Therefore, if a
CIMM random profile specimen were used as a
check specimen instead of the sinusoidal specimen,
we could spot a change in the stylus condition

when measurements of the check specimen are
compared with previous ones as on a control chart.

75

Stylus termination
(function of tip
radius Sm and Ra)

Filter cut-off

Trastnsissiott chtaracteristic
of practical two C-R network
(ISO 3274)

x % 

Figure 14. Schematic of the transmission characteristics of the
stylus instrument.

The suggested procedure to be used for engineer-
ing surface measurement, as well as in the calibra-
tion of reference specimens with a stylus instrument
is as follows:

1) Calibrate the vertical magnification of the in-
strument using a calibrated step height speci-
men whose height covers the range of the
amplitudes of the measured profile;

2) Verify that the calibration was correct by mea-
suring a certified step height, or an Ra value of
a calibrated roughness specimen, such as a
sinusoidal specimen;

3) Measure the engineering surface or specimen
to be calibrated;

4) Check the measurement by measuring a check
specimen with the same or similar waveform to
that of the measured surface. The Ra value of
the check specimen should have been mea-
sured under standardized reference measuring
conditions.

In addition the reference conditions for the sty-
lus instrument measurement, such as filter setting,
stylus loading, and straightness of the, mechanical
motion, should also be carefully checked periodi-
cally.

Existing roughness calibration specimens could
be used as the check specimens for a wide range of
engineering surface measurements. For example,
when the measured engineering surfaces have
mainly periodic profiles, such as those obtained by
turning, planing, or side milling processes, the peri-
odic roughness specimens with triangular, cusped-
peak, and sinusoidal profiles could be used as
check standards. When the measured engineering
surfaces have random profiles, as is obtained by
grinding, lapping, polishing and honing processes,
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the PTB and CIMM random roughness specimens
could be used. They would cover the range of Ra

values from 1.5 to 0.012 pum. If the checking mea-
surement shows that the difference between the
measured result for the check specimen and its cer-
tified value under reference conditions was within
a given tolerance, the measurement of the engi-
neering surface is considered to be under good
quality control.

At present, different stylus size standards are
adopted in different countries, for example, a 10
pum radius in the U.S. [27] and 2 pum radius in ISO
and Europe [39,2]. However, there is not a uni-
formly defined method for checking the effective
stylus size in the workshop. Therefore, it is difficult
to get agreement in measurements of smooth engi-
neering surfaces. However, the CIMM specimens
calibrated by a reference instrument under stan-
dardized reference measurement conditions with a
fine stylus size could be used as check standards.
They make it possible to validate the results of
smooth engineering surface measurements and ob-
tain agreement by various instruments.

4. Conclusions and Recommendations

1) Engineering surface quality control, which in-
volves the cycle of manufacture, texture mea-
surement, and functional usage of the engi-
neering surface, consists in choosing the right
parameters to measure and obtaining knowl-
edge of the right control values, as well as in
maintaining the accuracy of the engineering
surface measurement.

2) By controlled experiments, the right surface
parameters and their controlled values could
be determined for each application. If the
manufacturing process or the surface function
changed, a new controlled experiment should
be performed so that a clear relationship be-
tween surface manufacture and function could
be maintained. During these controlled experi-
ments, new functional parameters, such as the
Rk family, could be adopted.

3) Accuracy of engineering surface measurement
would be aided by the establishment of a Ref-
erence Surface Metrology Instrument (RSMI),
which would verify the standardized reference
measuring conditions, and by the use of vari-
ous calibration and check specimens with their
certified parameters measured with the RSMI.
A correct measurement procedure would in-
clude the choice and use of the check speci-
men for engineering surface measurement.

4) The check specimen's waveform, and parame-
ter values should be similar to those of the
measured engineering surfaces. The parameter
value certified by the RSMI (or under stan-
dardized reference measuring conditions),
provides an overall checking mechanism for all
processes in the instrument including stylus
tip, filter, and gain. The measuring results are
accepted only when the check specimen is
measured with the same instrument and a re-
sult within a given tolerance of its certified
value is obtained.

5) Some precision roughness calibration speci-
mens could be used as check specimens for a
wide range of engineering surface measure-
ment, from periodic to random profile, from
several pum to 10 nm Ra. But there are still
some new specimens that should be developed.
These include specimens for testing stylus con-
ditions, and specimens for testing scanning
tunneling microscopes and atomic force micro-
scopes to be used in super-smooth surface
measurements.

6) With the development of the functional
parameters, such as the Frech R & W [50,51]
and German Rk family [34,35], the function of
engineering surfaces could be assessed more
quantitatively. Therefore, it may be possible to
optimize functional performance of engineer-
ing surfaces by designing their surface texture,
material, manufacturing processes, and quality
control procedures. We call this combination
the "surface texture design." For example,
during the finishing of engine cylinder bores by
the plateau honing process following the hon-
ing process [52], an optimal cylinder bore sur-
face texture could be obtained. This surface
has a negatively skewed profile height distrib-
tution, (negative RAk) [49] which results in good
performances for running-in, long-term run-
ning and lubrication of the cylinder bores. The
Rk family of parameters including algorithms
and software have been developed for the
measurements of such engineering surfaces.
Meanwhile, some new specimens should also
be developed to simulate these designed sur-
face textures and used as check specimens in
engineering surface quality control. These
specimens could be manufactured by com-
bining the manufacturing techniques of the
PTB and CIMM specimens.

7) Replication techniques make it possible that
the "same" engineering surface could be used
as a check specimen on a great number of
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instruments. Various electro-formed replica speci-
mens with periodic profile have been successfully
used in engineering surface measurement. How-
ever, for random profile roughness calibration
specimens, especially those of Ra < 0.1 p.m, the
agreement between the original and the replica
specimens would have to be carefully investigated
so that the comparison among various instrument
measurements could be based on the "same"
smooth engineering surface.

5. Appendix

We discuss here certain difficulties with using the
ISO Standard 5436 for step height measurement on
curved surfaces. According to ISO 5436, the depth
of a groove (fig. 15) or the height a step is deter-
mined as follows:

"A continuous straight mean line equal in length
to three times the width of the groove (3w) is drawn
over the groove to represent the upper level of the
surface and another (w/3) to represent the lower
level, both lines extending symmetrically about the
centre of the groove (see fig. 15).

"To avoid the influence of any rounding of the
corners, the upper surface on each side of the
groove is to be ignored for a length equal to one-
third of the width of the groove. The surface at the
bottom of the groove is assessed only over the cen-
tral third of its width. The portions to be used for
assessment purposes are therefore those shown at
A, B, and C in figure 15.

"The depth d of the groove shall be assessed per-
pendicularly from the upper mean line to the mid-
point of the lower mean line.

"NOTE: The depth d as described here will be
equal to the mean of the portion C below the upper
mean line."

nffrw 3-rfp
A I -,* ) B

Figure 15. Assessment of step height according to the ISO 5436
Standard.

We now consider the effect when the profile
graph is distorted into a curve, perhaps because of
the straightness error of the traverse mechanism of
the stylus instrument, or because of surface curva-
ture.

As before, the step height d is determined by the
distance between two parallel least square lines ab
and cc, both of them calculated from the curved
profile, parts A, B, and C (fig. 16).

Since R > >H, where H is the true step height,
the error A caused by the distorted profile could be
determined by the distance between lines c'c' and
ab, where c'c' is a least square line calculated from
the curve Part C', which is situated on the same
curve with parts A and B, and parallel to the profile
part C with a distance H (the true step height).
Therefore, we have

A=d-H=k -k'

where k and k' represent the positions of the least
square lines ab and c'c' with respect to the origin 0.

The deformed profile, parts A and B, could be
represented by

Y =R _(R2 -x2)1/2

The least square line 9=k could be calculated
from

J3w12

f(x)= f

f(x) = f. 3w/2
SwI6

(y .Y)2 dx = min,

[(R -k)'- 2 (R -k) (R 2 X2)1/2

+ (R2-x 2 )] dx

= {(R -k) 2 X - (R -k) [x(R2_X2)12

+R2sin-'] 1 3wn2
+R2x _3x3 w
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Figure 16. The error of step height when the profile graph is distorted into a
curve.

Since R > >x, 4w(R-k)- 4Rw +151 w =00,

R-k=R151 w2
R-k =R-144 R '

151 w2

k=1R-

f(x)=((R-k)2x-(R-k)[Rx(1-x2R +Rx]

+ R2x - 1x 3w
S 1w/6 .

Let
The deformed profile Part C' could also be deter-
mined by

df(x) =0
d(R-k) y' =R -R2_X2

Then, The second least square line y' =k' could be calcu-
lated from

= 0,

B-'(x) 0.
B(R -k')
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+-Rwl _2 

3 (i4 ) =0

f'(x') f(y' -y')dx = min.

Let
4w(R-k)-3Rw 1- 2

( 16R )

2(R - k)x - 2Rx (1 - X2 ) 3w/2
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Then

2 (R-k')x-2Rx(1_-.4 R2 -0

key 1 W2

144 RB

Therefore,

,- - (15 1 -1) W2 25W2 W2

144 R 24

Since R > > x, the radius R could be calculated
by observing the depth or height (y) of the curva-
ture over the entire profile and using the formula
below:

x 2

R 2y.

From figure 2b, y is calculated by construction to be
0.136 pum. We therefore calculate R = 3676 mm. As
a result

A = 1.04 wp = 0.283 pm (+ 93%).

A similar result is obtained for figure 2c.
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1. Introduction

High-voltage, power-switching transistors are
used in a wide variety of applications including
such diverse fields as power conversion, motion
control, and electronic ignition. A critical element
for specifying the performance and reliability of
these transistors is their turn-off capability. Most
applications using high-voltage switching transis-
tors require the transistor to turn off from a state
of high-current conduction at low voltage with a
load circuit that may be somewhat inductive. Often
during turnoff, the voltage rises to a high value be-
fore the current begins to fall, and there is a period
of time when the transistor experiences a very high
level of peak power dissipation. If a particular com-
bination of current and voltage exceeds the switch-
ing capability of the transistor, it may enter second
breakdown and be destroyed. It is desirable to have
test apparatus that can test the transistors by sim-
ulating conditions that are typical of actual usage
in circuits, and it is especially desirable that the
testing be nondestructive so that one transistor can
be used to determine a safe operating area curve.

Equipment for testing the turn-off switching ca-
pability of high-voltage switching transistors has
been previously described [1-3], and various data
obtained from such testers have been discussed [4,
5]. These previous testers are difficult to use be-
cause each test requires multiple set-up steps and
once a breakdown is observed, subjective interpre-
tation is required. This paper describes a new
tester that was developed to automate the process
of making measurements of reverse-bias, safe-op-
erating area. The tester was designed as a stand-
alone instrument that can be used manually, or
with a computer that has an IEEE-488 interface
controller. This paper concentrates on the special
techniques required to automate the measurement
of reverse-bias safe operating area. The circuit de-
tails, including a complete set of schematic draw-
ings, are published elsewhere [6].
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2. The Automated Tester

Figure 1 is a block diagram of the tester. This
tester, like others, works by connecting the device
under test (DUT) in a common emitter (source)
configuration with a voltage supply and load induc-
tor in the collector (drain) circuit. The DUT is
turned on for a period of time sufficient to charge
the inductor to the desired test current. The device
is then turned off. The collapsing field in the in-
ductor causes the collector voltage to rise to a level
where the device may break down. As the voltage
rises across the DUT, either the voltage will be lim-
ited by an external clamp imposed by the tester,
allowing the device to safely turn off, or the device
may begin to avalanche with or without entering
normally destructive second breakdown. Second
breakdown is characterized by a sudden collapse of
voltage. If the DUT does experience second break-
down, it will be destroyed unless the current and
voltage are removed very quickly. The success of
making breakdown measurements is critically de-
pendent on the speed of diverting current away
from the DUT after the onset of second break-
down. The automated tester incorporates a fast
breakdown detector and shunting "crowbar" cir-
cuit that diverts up to 100 A of test current from
the DUT within 65 ns of device voltage collapse.
The time to divert the current includes both a cir-
cuit propagation delay and current fall time and
decreases to about 30 ns for test currents under 40
A. The voltage slew rate of the crowbar is 200 V/ns.
The maximum test voltage is 2000 V, and the clamp
voltage can be set at any level up to this maximum
voltage.

The DUT base (gate) drive circuits are both con-
stant current sources that can source and sink up to
25.5 A each for device turn-on and turn-off, re-
spectively. A settable drive clamping circuit allows
voltage limits to be imposed to prevent base-emit-
ter breakdown and provides voltage drive when
testing MOS gated devices.

Although the specific details and performance
capabilities of the various earlier testers differ from
those that characterize this tester, most of the
testers have the same basic building blocks as those
described up to this point. To automate the re-
verse-bias test, some additions and refinements
over manually operated testers are needed. The
most important improvements that must be made
involve the protection circuit that detects second
breakdown and diverts current from the DUT once
breakdown occurs.

Figure 1. Block diagram of the tester.

2.1 Breakdown Detector

Presently, two methods are commonly used for
nondestructive reverse-bias testing. One method
uses a dV/dt detector that senses voltage collapse
with a small capacitor which is coupled to an am-
plifier, which in turn drives a crowbar switch that
shunts the current around the DUT. The other
method is a pre-trigger scheme which always fires a
crowbar during the test for breakdown. This
scheme requires multiple tests whereby the trigger
delay is adjusted in small increments until break-
down is observed. The first method is faster, in that
multiple tests are not required to determine the
presence of breakdown, and the second method is
less demanding of the speed of the crowbar circuit.
Figures 2 and 3 are oscillographs of device voltage
and current waveforms taken by using the new
tester that demonstrate problems with the above
methods when automation is considered.

Figure 2a shows voltage and current waveforms
when a 500-V power MOSFET is turned off very
fast. A severe voltage overshoot reaching a peak of
480 V can be seen even though the clamp voltage
was set to 180 V. However, no breakdown has oc-
curred. The overshoot is caused by the parasitic in-
ductance and diode turn-on delay in the clamping
circuit in the presence of high dlldt. Figure 2b
shows voltage and current waveforms for actual
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Figure 2a. Voltage and current waveforms showing voltage overshoot for fast MOSFET
turn-off. Top trace: 100 V per small div.; bottom trace: 5 A per small div; time: 50 ns per
small div.

Figure 2b. Voltage and current waveforms for second breakdown in 200V MOSFET. Top
trace: 100 V per small div.; bottom trace: 10 A per small div.; time: 50 ns per small div.

second breakdown in a 200 V MOSFET. A dVldt
detector that is adequately sensitive to detect the
collapse of voltage as second breakdown in figure
2b will be triggered falsely by the overshoot in fig-

ure 2a where there was no breakdown. False indi-
cations of breakdown are clearly unacceptable
when automating the test for reverse-bias safe-
operating area.
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Figure 3 shows voltage and current waveforms
for a power MOSFET that sustains in avalanche
for 220 ns before entering second breakdown. Au-
tomating a tester based on a pre-trigger scheme is
very difficult for delayed breakdowns because sub-
jective interpretation is needed to determine if the
voltage collapse is a result of second breakdown or
of the crowbar firing. A further problem is that the
length of time that a device stays in the avalanche
mode is often subject to time jitter from test to
test.

A unique breakdown detector circuit was there-
fore developed that uses both voltage and current
to determine the presence of second breakdown.
Figure 4 is a simplified schematic of the breakdown
detection and protection crowbar. Half of a dual
triode is used as a diode detector, and the other
half is used as a comparator. The (+) input of the
comparator (cathode) is pulled negative upon
DUT voltage collapse, thus pulling the output plate
negative and firing the crowbar unless the (-) in-
put (grid) is driven negative by output from a dI/dt
sense transformer that determines the presense of
increasing clamp current. Increasing clamp current

thus blocks the firing. Vacuum tubes are used be-
cause of their inherent high-voltage capability and
low interelectrode capacitance. Tubes are free of
recovery problems, do not need overvoltage protec-
tion, and are unsurpassed in speed.

2.2 Crowbar Performance Enhancement Tech-
niques

Figure 4 also shows some additional important
features. There are two sets of clamp diodes with
the crowbar placed between them. During testing,
the diodes nearest the DUT are reverse-biased to
the maximum extent possible to keep parasitic ca-
pacitance at the test fixture low. A large negative
voltage is applied to the crowbar cathode to in-
crease the speed of current diversion from the
DUT. A reverse blocking diode and saturable in-
ductor work together to reduce current reversal in
the DUT when the crowbar fires. The actual crow-
bar circuit utilizes 16 vacuum tubes connected in
parallel that conduct the current for several hun-
dred nanoseconds, after which SCRs (not shown)
take over the crowbar function. The DUT voltage

Figure 3. Voltage and current waveforms for sustained avalanche with second breakdown in
MOSFET. Top trace: 100 V per small div.; bottom trace: 10 A per small div.; time: 20 ns per
small div.
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Figure 4. Simplified schematic showing critical elements of breakdown detector and crowbar circuit.

is measured through a 470 fl resistor to reduce par-
asitic capacitive loading. This resistor causes a mi-
nor degradation to the bandwidth of the voltage
measuring system.

2.3 Device Test Current and Test Load

In manually operated testers, a test current is
usually set by running a series of tests with the
clamp voltage set sufficiently low so as to prevent
breakdown. The current is observed on an oscillo-
scope and increased or decreased to the desired
level by adjusting the on-time or supply voltage. A
desirable feature for automating the reverse-bias,
safe-operating-area test is to have the ability to use
the DUT current as an independent variable. Test
current is determined by a number of factors, in-
cluding the duration of the time that the DUT is
turned on, the effective on-resistance of the device,

resistances in the load circuit, and supply voltage.
This tester incorporates a current limit detector
which is coupled to the on-time generator. During
either manual or automated tests, the on-time can
be set to its maximum value, and as the DUT cur-
rent ramps up and reaches a desired current set
point, the on-time is terminated, the test is exe-
cuted, and the new value of on-time is stored for
subsequent tests.

While in principle the load for the DUT is sim-
ply an inductor, the use of several inductors with
different values and saturation characteristics
placed in series permits automated measurements
over a wider range of currents. Figure 5 shows the
device load used in the tester. The 100 pH induc-
tor is linear up to the full 100 A test-current capa-
bility of the tester. The 300 ,uH inductor saturates
at 15 A, and the 1 mH inductor saturates at slightly
less than 1 A.

295



Journal of Research of
Volume 96, Number 3, May-June 1991

the National Institute of Standards and Technology

Device Power Supply

300 p H

1 mH

4.7 K

A1l
MUR 1560

30 pf 2.5 kV

]HI,

100gH
Clamp and

Crowbar

Current Probe

Ii

Base/Gate I
Drive "N

470
Voltage Probe

Device Under Test

Figure 5. Load circuit for the Device Under Test.

The 1 mH inductor works in conjunction with
the four diodes and the 260 pF capacitor to prevent
the voltage on the DUT from rapidly snapping to
zero when the current in the 100 pH inductor goes
to zero. Such a rapid voltage transition would oth-
erwise be detected as a device breakdown. The re-
sistors associated with this L-C-diode network are
used for damping. The 1 mH inductor needs to
store only enough energy to assure that the 260 pF
capacitor is left in a charged state when the current
goes to zero. The effect of the 1 rmH inductor on
the breakdown test itself is of no consequence, as it
is in saturation for all test currents of interest, and

it only adds a delay in the ramping up of the cur-
rent when the device turns on.

The effective load inductance for test currents is
400 pH for currents up to 15 A, and about 100 pH
for currents between 15 and 100 A. The dual-in-
ductor system enhances the accuracy of the cur-
rent-limit circuit at the lower currents because
dIldt is reduced, and additional time resolution is
provided to establish the proper on-time pulse
width needed to achieve the desired set current.

2.4 Voltage Clamp Power Supply

A large clamp capacitor is needed to effectively
clamp large currents while maintaining a nearly
constant voltage. During the course of making au-
tomated measurements, it is desirable to change
the clamp voltage as fast as possible, and a power
supply is needed that can both source and sink a
significant amount of power. During repetitive test-
ing, the clamp current charges the clamp capacitor,
and this charge must be removed. A two-quadrant
switching amplifier that sources and sinks up to
2000 V was developed to meet these requirements.

The switching amplifier can deliver a power out-
put of up to ± 60 W, or ±30 mA at up to 2000 V.
Negative power represents power absorbed by the
amplifier (negative current, positive voltage), and
most of this power is not dissipated as heat, but con-
verted back to the rectified power mains. A simpli-
fied schematic of the amplifier is given in figure 6a.
The amplifier is configured as a rectified voltage
source in series with a constant current sink, with
the output taken between these and applied to a
low-inductance 25 pF oil-filled capacitor. The ca-
pacitor is located as close to the DUT as possible.

The voltage-source portion of the amplifier is a
quasi-resonant converter, a topology chosen to offer
both the advantage of the wide control range of
pulse-width modulation (PWM), and the inherent
current limiting of the parallel resonant converter.
The PWM circuit is driven by a feedback signal that
includes the output of the amplifier and the output
of a controlling DAC. The current-sinking portion
of the amplifier is a parallel resonant converter op-
erating at resonance. The ac feedback keeps the cir-
cuit self-oscillating at resonance over the wide
range of supply voltage at the clamp capacitor. The
interesting property of this circuit is that on a dc ba-
sis it behaves like a constant current sink over a
wide range of supply voltage. The output current of
this converter is fed back to the rectified power
mains that runs the entire tester through a suitable
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transformer and rectifier, and is voltage-clamped
by this rectified mains voltage. The output current
returned to the rectified power mains is propor-
tional to the clamp voltage. The operating fre-
quency is about 110 kHz.

Figure 6b shows the output of the clamp supply
when the tester makes a test at 2000 V. Once a test

command is given, the clamp supply is gated on by
changing the data fed to the DAC from zero to the
desired test value. A time delay allows the voltage
on the clamp capacitor to reach the set point be-
fore the breakdown test. Once the test is executed,
the voltage returns to zero.

+

Quasi-Resonant Controlled
Voltage Source and
Multiplier 70 kHz

.' -.~'1

.-- ~ -1 //
) - -. - I-I .

1 s "I %"
s _ _

Resonant
Constant
Current

Sink
110 kHz

Figure 6a. Simplified schematic of two-quadrant switching amplifier for clamp supply. A con-
ceptual circuit appears to the left, and the actual implementation is shown on the right.
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Figure 6b. Clamp voltage for a test at 2000 V. Once a test command is given, voltage on the
clamp capacitor ramps up to the desired clamp voltage, the test is executed, and the voltage
returns to zero. Scale: 500 V per div.; time: 500 ms per div.

2.5 Tester Architecture

The functions in the tester that are pro-
grammable include test current, on-time, turn-on
drive current, turn-off drive current, clamp voltage,
and test-start. The tester can return a "device
failed" message. The first five parameters above are
represented as 8 bit binary numbers in the tester,
and can be set either remotely through an IEEE 488
interface, or on the tester with rotary optical en-
coders. An encoder and 7-segment-type display are
provided for each parameter. The interface uses the
Fairchild 96LS488 chip' which can be used in non-
microprocessor, asynchronous systems such as this
tester.

I Certain commercial equipment, instruments, or materials are
identified in this paper to specify adequately the experimental
procedure. Such identification does not imply recommendation
or endorsement by the National Institute of Standards and Tech-
nology, nor does it imply that the materials or equipment identi-
fied are necessarily the best available for the purpose.

3. Breakdown Measurements

The measurement of the second breakdown
voltage for a transistor can be done in two different
ways, which can give two different numbers. One
method is the unclamped measurement, whereby
the clamp voltage is set well above the expected
breakdown voltage. When the test is executed, the
peak voltage at the point of voltage collapse is mea-
sured with a storage oscilloscope or a fast digitizer.
The other method is the clamped measurement,
whereby testing is begun by setting the clamp
voltage well below the expected breakdown voltage,
and incrementally raising the clamp voltage until
second breakdown occurs. The clamp voltage is
then equal to the breakdown voltage. The
unclamped method generally gives a higher break-
down voltage indication than the clamped method.
The unclamped method can give an artificially high
number because a transistor can often withstand a
higher voltage for a very short period of time before
the voltage actually collapses. The clamped method
can give an artificially low number because clamp
overshoot can trigger second breakdown.
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Figures 7a and 7b demonstrate the differences in
the two measurement methods. In figure 7a, three
different clamp settings cause three different re-
sponses for a bipolar transistor. For this figure, the
transistor was turned off very hard, with a turn-off
reverse base current of 4.8 A for a collector current
of 6 A. For one trace, the clamp voltage was set
well above the peak voltage recorded, which was
about 640 V. Another trace was generated with the
clamp set at 410 V. The voltage reached a peak
value of about 510 V and the transistor voltage col-
lapsed, but rather slowly compared to the
unclamped case. A third trace was generated with
the clamp set to 400 V, and the transistor turned
off successfully, with the voltage reaching a peak of
about 500 V. In figure 7b, the same transistor was
tested with the same test conditions as in figure 7a,
except that the turn-off current was reduced to a
much more appropriate value of 1.0 A. Again, the
first test was unclamped, with a peak recorded

voltage of 550 V. When the clamp was set to 500 V,
the transistor broke down with a peak voltage of
about 510 V. With the clamp set to 490 V, the tran-
sistor did not break down and the voltage reached
approximately 500 V.

In view of the above measurements, it is clear
that some care must be taken when determining
the second-breakdown, safe-operating area (SOA).
Clearly, clamped measurements give a more con-
servative (lower voltage) SOA than unclamped
ones, but clamped measurements can be overly
conservative if the device is turned off too fast. The
most accurate SOA is determined when the two
methods are combined, by automating this tester
with a programmable fast digitizer. To combine the
methods, the clamp is raised incrementally until
second breakdown occurs, and at the same time,
the voltage waveform is digitized and the peak
voltage reached is recorded for the breakdown.

Figure 7a. Device collector voltage for three different clamp settings for high turn-off base
current. The transistor breaks down for two of the clamp settings. Scale: 100 V per small div.;
time: 20 ns per small div.
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Figure 7b. Same device and conditions as above; however, the turn-off is reduced, and a
different set of clamp voltages is used. The voltage difference between unclamped and
clamped measurements is reduced for reduced turn-off drive.

Figure 8 gives some typical SOA curves for a
bipolar transistor as measured by the tester under
computer control. The measurements were made
using the clamped technique without a digitizer,
and the turn-off currents used were sufficiently low
so as to avoid significant overshoots. One set of
data was generated when the tester was pro-
grammed to make a series of tests with collector
currents from 1 to 20 A, and the turn-on and turn-
off base currents were adjusted for each collector
current so that they were 1/5 the value of the col-
lector current for turn-on and turn-off gains of 5.
The other set of data was generated when the
tester was programmed to run the tests for the
same collector currents as previously used, but the
turn-on and turn-off currents were maintained at
the fixed values of 2.0 and 0.5 A, respectively. The
data of figure 8 follow a general trend observed for
bipolar transistors in that second breakdown occurs
at lower voltages for higher collector currents, and
also at lower voltages when higher turn-off currents
are used.

Second breakdown data are given in figure 9 for
a MOSFET. These data are representative of the
SOA of MOSFETs, showing a nearly constant sec-
ond breakdown voltage with drain current. For low
currents, it is common for a device to avalanche
without entering second breakdown as this device

does. The data points represented as circles on the
graph indicate that the device sustained avalanche
without entering second breakdown when the
clamp was set to 400 V (this voltage is not an indi-
cation of the actual voltage of the avalanche).

4. Limits On Nondestructive Testability

Some transistors avalanche for a relatively long
period of time before entering second breakdown,
and thus absorb much more energy than transistors
that break down without much delay. When transis-
tors sustain avalanches for microseconds, they are
often degraded or destroyed by the reverse-bias
SOA test. Figure 10 shows typical voltage (top) and
current waveforms that are generated by such a
transistor during the reverse-bias second break-
down test. The voltage across the device rises when
it begins to turn off, but begins to level off as the
device avalanches. No clamp is acting. The
avalanche voltage rises as the device heats inter-
nally. The current ramps down during the
avalanche period because the load inductor main-
tains a higher voltage on the node nearest the
device. At some point the device enters second
breakdown, and the current is brought to zero by
the protection circuit.
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Figure 8. SOA curves measured by the tester under computer
control for a bipolar transistor. The squares represent the SOA
limit when the turn-on currents and turn-off currents are set to
1/5 the value of the collector current. The circles represent the
SOA limit when the same transistor is tested with a fixed turn-on
current of 2.0 A and a fixed turn-off current of 0.5 A.
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Figure 9. The squares represent the SOA curve for a power
MOSFET. The circles at the lowest test currents indicate that
the transistor did not enter second breakdown when the clamp
voltage was set to 400 V, but rather sustained avalanche at a
lower voltage.

Figure 10. Voltage and current waveforms for a transistor that sustains avalanche for a rel-
atively long time before entering second breakdown. Such behavior is often destructive, even
when a protection circuit removes power very quickly. Top trace: 100 V per small div.; bottom
trace: 10 A per small div.; time: 5 gs per small div.
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Bipolar transistors can usually survive a long sus-
taining period, but MOS-type devices are generally
degraded or destroyed. Past experience has always
indicated that the success with which devices are
saved is strongly dependent on the speed of the
protection crowbar circuit. Although this auto-
mated tester has an extremely fast crowbar, it is not
able to save many of the devices that have long
sustain times. The question arises as to whether
these devices could be saved if the protection were
even faster.

There are also other possible stresses on the
device when it enters second breakdown. The lo-
calized portion of the device where second break-
down is instigated absorbs additional energy during
voltage collapse because the parasitic capacitance
of both the test fixture and the device itself is dis-
charged through the breakdown site. The total par-
asitic capacitance of the test fixture in the
automated tester is 83 pF, and internal device ca-
pacitances can be substantially larger. Once the
crowbar circuit acts, there is some reversal of cur-
rent in the device, although this automated tester
keeps it to a minimum with the saturable reactor
and reverse-blocking diode mentioned previously.
It is possible that these additional stresses are re-
sponsible in part for the destruction of these
devices.

A further attempt was made to nondestructively
test these devices by constructing another tester.
Reliability and ease of use concerns were set aside
to make the fastest device protection possible. In
this special tester, the load inductor and crowbar
current shunt are eliminated and replaced with a
controlled current source that can be turned off
quickly. The controlled current source is driven in
such a way as to simulate the load inductor in the
traditional reverse-bias SOA test. The waveforms
shown in figure 10 were made by using this special
tester. Additional goals achieved with this special
tester were reduced test-fixture capacitance and no
current reversal in the device when the protection
acts. The parasitic test-fixture capacitance is 62 pF,
and there is no clamp provision. This special tester
can test at voltage and current levels of up to about
1600 V and 25 A, respectively.

Figure 11 is a simplified schematic of the critical
portion of this tester. Representative waveforms
that govern the circuit's operation are also shown.
A single beam-type pentode acts as a current
source and replaces the inductor in the traditional
test. The current source is in series with the DUT.
However, the source is located on the negative
voltage side of the DUT, such as the source termi-

nal of an n-channel FET as shown in the figure.
Location of the current source in the drain circuit
would lead to higher parasitic capacitance at the
test fixture and would complicate the driver circuits
for the pentode. During the test, the gate of the
DUT is turned on first. The current-source
pentode is then turned on with a positive-going
step function with an amplitude that determines
the desired test current. This step function, which
can have an amplitude of up to 1500 V at 2 A (with
respect to the cathode) for the highest test cur-
rents, is applied to grid 2. Grid 1 is maintained at 0
V during this phase of the test. These conditions
are maintained for about 10 pus to give the charge
distribution and carriers in the DUT time to reach
equilibrium. The DUT is then turned off, and the
voltage across the device rises. At the same time,
the step function applied to grid 2 begins a linear
ramp down with a slope that can be adjusted to
simulate inductors of different sizes. If the simu-
lated inductor is set to a sufficiently small value, or
the test current is sufficiently low, the DUT may
simply avalanche until the current goes to zero. If
the DUT experiences second breakdown, the
voltage collapses, and the collapse is sensed as a
fast dV/dt signal and is used to drive grid 1 of the
pentode negative to turn it off. The current source
is thus open-circuited, and there cannot be any cur-
rent reversal in the DUT as there is with the crow-
bar that depends on the recovery of a diode.

Vg1 I"

I D

Figure 11. Simplified schematic of special reverse-bias SOA
tester that was developed for extremely short device protection
times. Timing waveforms for operation are indicated and are as
follows:
A-Device gate is turned on
B-Constant current source is turned on
C-Device is turned off and current source ramp-down begins
D-Device breaks down, and current source is turned off fast.
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The protection in this tester is extremely fast, as
demonstrated by the waveforms in figure 12.
Shown are voltage (top) and current waveforms for
a MOSFET second breakdown. The test current
was 20 A and the breakdown voltage was 550 V.
The time scale was 10 ns, and the current was
brought to zero within 10 ns of voltage collapse.
Voltage collapse corresponds to the upturn in cur-
rent just before it was brought down. The upturn is
caused by discharge of the test-fixture parasitic ca-
pacitance. The voltage waveform does not give a
good time reference for breakdown because of sub-
stantial time jitter from test to test on this fast time
scale, and two tests are needed to capture the two
waveforms. The voltage transistion was actually
faster than it appears in the figure because of

bandwidth limiting caused by the 470 fl isolation
resistor. The current was measured with a Pearson
411 current-to-voltage transformer, and the speed
of the measurement system may be a limiting factor
in determining the actual speed of the protection.

As fast as this special reverse-bias SOA tester is,
it is not able to consistently save the devices that
sustain long avalanches which cannot be saved by
the automated tester. It is perhaps less destructive
because some devices that can survive only one or
two tests on the automated tester can survive three
or four on this special tester before being de-
graded. It is possible that devices that do sustain
for long periods of time before entering second
breakdown actually are degraded by localized high
temperatures before actual voltage collapse.

Figure 12. Voltage and current waveforms for second breakdown in a MOSFET as observed
with the special tester. The current is removed in less than 10 ns after breakdown. Top trace:
100 V per small div.; bottom trace: 10 A per small div.; time: 10 ns per small div.
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5. Conclusions

An overview for the design of an automated re-
verse-bias safe operating area tester has been
given, with emphasis on special circuits that permit
automation. Some measurement examples have
been discussed, as well as sources of error in the
measurements. The reverse-bias second breakdown
measurement is generally nondestructive, provided
current and voltage in the device under test are
removed very quickly once second breakdown oc-
curs. Some devices that sustain avalanches for rela-
tively long times (microseconds) before entering
second breakdown are not saved by even the fastest
of protection circuits.
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1. Introduction

The performance of electro-optic devices varies
according to the crystal growth and fabrication pro-
cedures used; and increases in the ability to con-
trol these procedures now promise substantial
improvement in such devices. In particular, reduc-
tion of convection in the microgravity found in
space now offers control of one very important
parameter in crystal growth. Nevertheless, the

I Lockheed Engineering and Sciences Co., Hampton, VA.

absence of comprehensive knowledge of the princi-
pal structural defects engendered during the vari-
ous stages of crystal growth and device fabrication
and of the roles played in device performance by
the various defects has severely restricted device
improvement to date.

In order to begin to shed light on the principal
irregularities found in various electro-optic detec-
tor materials and their influence on device perfor-
mance, we have observed and compared
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irregularities found in three crystals grown in space
and in four directly comparable crystals grown on
the ground. These irregularities, which were ob-
served in mercuric iodide, lead tin telluride,
triglycine sulfate, and gallium arsenide by high res-
olution synchrotron x-radiation diffraction imaging
provide new clues to the nature and origins of the
principal irregularities in these important materials
and on their respective influence on detector
performance.

Detector materials are of special interest because
the performance of detectors made from space-
grown mercuric iodide has been reported to be far
superior to similar devices made from similar
ground-grown material. The charge carrier mobility
of x-and gamma-ray detectors made from space-
grown crystals was at least six times higher than for
similar detectors made from ground-grown crystals
[1] [2]. This is expected to lead to increased energy
resolution in the radiation detectors made from this
material. Determination of the principal irregulari-
ties in these materials is of interest: 1) for the sci-
entific insight to which it can lead, 2) for the
optimization of expensive space growth, and ulti-
mately 3) for the establishment of desirable growth
conditions in far less extreme and expensive envi-
ronments on the basis of the insight achieved.

Establishment of the specific nature of the meso-
scopic irregularities in these materials, determina-
tion of their level of incidence, and observation of
their distribution in space-grown and comparable
terrestrial materials are all important to these goals.
Fortunately, recent technical advances in diffrac-
tion imaging with highly parallel monochromatic
synchrotron x-radiation present the first opportu-
nity for crystal growers to obtain all of these
parameters simultaneously [3, 4, 5].

2. Imaging Goals
2.1. General Considerations

X-ray topography alone has long promised to
provide this information simultaneously on the
nature, prevalence, and distribution of structural
irregularities over the macroscopic areas important
to integration with crystal growth parameters. How-
ever, this information clearly has not been available.
A principal impediment to the fulfillment of this
promise has been x-ray beam divergence. Individual
irregularities and the immediately surrounding ma-
trix in a typical crystal are illuminated by laboratory
x-ray sources over an angular range measured in arc
minutes. The divergence of this incoming beam (at
a given point on the sample) unfortunately sup-

ports diffraction simultaneously from many irregu-
larities along with that from the surrounding regu-
lar regions. The spread in wavelength in white
beam synchrotron radiation also permits diffrac-
tion simultaneously from irregular and regular re-
gions. In both instances, contrast that would
otherwise be present is severely reduced or elimi-
nated entirely. Even where some contrast remains,
the spatial information contained is convoluted by
the differing Bragg angles in a way that will not
permit unfolding and subsequent detailed analysis.

Lattice deviations influencing diffraction by sec-
onds of arc, which are frequently critical to satis-
factory interpretation and understanding of
mesoscopic irregularity, are rendered visible in dif-
fraction only by a source of monochromatic radia-
tion parallel within an arc second. In such a beam,
spatial fidelity also is preserved at the micrometer
level. The recent availability of such a source of
x-radiation thus now permits the realization of the
long term promise of x-ray topography. Among the
irregularities that can now be observed over areas
large enough to interpret in terms of crystal growth are
the following.

2.2 Lattice Orientation and Strain

Of the various types of irregularity in high-qual-
ity crystals, perhaps the most pervasive is gradual
change in the lattice. The orientation of the lattice
or the magnitude of the lattice parameter, or both,
may vary. For any one orientation of the crystal
with respect to the incident beam, such variation
results in diffraction only from a portion of a single
grain.

Diffraction from grains whose lattice orientation
or parameter varies monotonically or aperiodically
yields images of restricted regions of a single grain.
The part of such a grain that is in diffraction shifts
gradually as the crystal is rotated. The moving edge
of this image is characteristically soft and relatively
indistinct in high resolution diffraction images.

In other systems, such as the Czochralski growth
of doped material, lattice variation may be oscilla-
tory, leading to striations in diffraction images of
crystals cut obliquely to the local growth direction
and oriented slightly off of the Bragg condition.
Contrast is inverted on opposite sides of the Bragg
diffraction peak. These striations record, like tree
rings, not only variation in chemical composition
but, taken together, also the shape of the crystal at
various stages in its growth; and they can be deci-
phered in a somewhat similar if more complex and
sophisticated manner [5, 6].
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2.3 Grain and Subgrain Boundaries

Sharp contrast in the image of a crystal can de-
lineate homogeneous grains or subgrains. In con-
trast to the preceding case, the boundaries of such
an image do not move as the crystal is rotated in
the Bragg direction. Where the lattice orientation
of a pair of such homogeneous grains differs by
rotation in the diffraction plane by more than the
acceptance angle, only one of these grains (or
subgrains) will diffract at a time; and, if it is not
strained, it does so in its entirety. Variations in
real-time images of such a crystal permit rapid and
detailed assessment of the relative misorientation (in
the Bragg direction) of the various grains and sub-
grains with respect to one another.

Where the lattice orientation of a pair of such
contiguous grains differs in a direction orthogonal
to the plane of diffraction, both grains may appear
in diffraction simultaneously, but the resulting im-
ages are displaced with respect to one another in
this direction. The pair of these images is either
separated or overlapped, depending on the relative
inclination of the two lattices.

2.4 Dislocations

Dislocations typically appear in diffraction im-
ages taken in Laue geometry (transmission) as lin-
ear features that are broader at one end than the
other. The broadening of one end of such a feature
arises from scattering deep within the crystal, while
the sharp end locates the intersection of the dislo-
cation with the x-ray exit surface of the crystal. The
orientation of a dislocation can be determined with
high precision for those cases in which the intersec-
tion of the dislocation with both entrance and exit
faces is distinct in the diffraction image.

Variation in the visibility of such a line feature in
successive diffraction images indicates the direction
of atomic displacement associated with a dislocation,
which is parallel to its Burgers vector. However,
since the visibility of such a dislocation varies rela-
tively slowly, that is, as the cosine of the angle be-
tween the Burgers vector and the diffraction vector,
the determination of this direction is most precise
when contrast can be observed to disappear at one
unique angle. When the direction of diffraction is
oriented normal to the atomic displacement, such a
feature vanishes from the diffraction image.

2.5 Phase Domain Boundaries

Twins are distinguished normally by absence of
diffraction from regions between sharp parallel

boundaries visible in some diffraction directions
but not in others. The contrast in the latter when
observed by high-resolution beams may be affected
by very slight differences in lattice alignment.

With angular collimation of the order of an arc
second, the images of other boundaries recorded in
Laue geometry may also become visible when the
diffraction vector falls along the boundary. Such
boundaries are visible even under these restrictive
conditions only when they separate atomically co-
herent regions differing by an atomic phase shift
[7, 8]. Those boundaries that have been observed
to date to fulfill these conditions appear to sepa-
rate antiphase domains. Radiation with a diver-
gence of the order of a second of arc or less is
necessary to image such boundaries.

2.6 Additional Phases

The absence of diffraction from particular re-
gions of a crystal under all diffraction conditions
supporting diffraction from the rest of the crystal
strongly suggests the presence of a second phase,
although in principle the non diffracting regions
may simply be misoriented with respect to the rest
of the crystal. In stoichiometric materials, the
boundaries of two phases are sharply delineated. In
alloys, this sharpness is vitiated by the gradual
changes in composition that may be permitted.

2.7 Surface Scratches

The strain associated with surface scratches is
linear, but sometimes gently curved, and typically
non crystallographic in orientation. They are typi-
cally distinguished also by three other charac-
teristics: 1) uniform width, 2) sharp edges, and
3) contrast reversal either laterally, longitudinally,
or both, particularly as the Bragg peak is scanned.
The latter two characteristics are evident both in
observation in Bragg geometry and when scratches
are present on the exit surface in Laue geometry.

3. Current Imaging Capability

Suitable synchrotron radiation sources now offer
opportunities to fulfill the long awaited promise of
x-ray topography; but the degree of success in their
realization depends upon the particular parameters
of the storage ring and its beam lines. Since the
precise orientation of the x radiation at individual
points on the sample is crucial to the analysis, the
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vertical source size, together with the distance of
the sample from the tangent point on the ring, may
limit the utility of the images produced.

The x-ray storage ring of the National Synchro-
tron Light Source at Brookhaven National Labora-
tory offers the most suitable combination of
characteristics of any existing storage ring, provid-
ing an unusually bright beam whose degree of ver-
tical divergence at a point on a sample mounted on
beam line X-23A3 is 1.5 arc seconds.

Although this 1.5 arc second beam provides a
considerable improvement over other sources, it is
not yet sufficient for diffraction imaging with opti-
mum sensitivity to defects. For useful sensitivity to
irregularities, which requires further improvement
in beam divergence by another order of magnitude,
i.e., 0.1 arc second, the optics of the monochroma-
tor are crucial. Such a beam is necessary for ren-
dering critical features visible, for preservation of
the spatial information in the image within the
plane of diffraction, and for displaying essential
clues to the strains upon which the success or fail-
ure of detailed analysis can depend [6].

With such a dedicated 0.1 arc second monochro-
matic capability, however, which is available on a
routine basis only on Beam Line X-23A3 at the
National Synchrotron Light Source, the detection
and interpretation of irregularities are limited prin-
cipally by their density. Irregularities can be
recorded photographically with a spatial resolution
of 1 ,im. Observation with an x-ray vidicon and
charge coupled device (ccd) cameras readily pro-
vides complementary information with a spatial
resolution of 35 pm with intermediate sensitivity in
real-time, and 20 pm with shot noise limited sensi-
tivity in quasi real-time.

4. The Crystals

Three crystals of mercuric iodide, two of lead tin
telluride, one of triglycine sulfate, and one of gal-
lium arsenide are included in the present study.

The three mercuric iodide crystals were grown by
identical physical vapor transport procedures, one on
Spacelab III, a second from identical source material
under full gravity, and a third also terrestrially from
more highly purified material recently available.
The resulting crystals were state of the art for each
material, as demonstrated by the performance of
detectors made from directly comparable material
and by the diffraction images.

The two lead tin telluride crystals were grown by
identical Bridgman techniques from identical source

material, one on Space Shuttle STS 61A and the
second terrestrially. The images strongly suggest
that this material also is state of the art for such a
ternary crystal.

The triglycine sulfate crystal consisted of a ter-
restrial seed and additional growth by identical
techniques from identical solution on Spacelab III.
The images indicate that this material contains rel-
atively few irregularities.

The gallium arsenide crystal consisted of a
Czochralski seed and Bridgman regrowth, all
terrestrial, but carried out under procedures iden-
tical to those due to be employed shortly in a space
experiment. The purpose of this particular re-
growth experiment is to examine various aspects of
the growth rather than to grow immediately the
most regular material. The terrestrial material is of
interest in its own right for diffraction imaging just
now in addition because it is the first Bridgman
material to be observed by high resolution diffrac-
tion imaging.

5. The Images
5.1 Mercuric Iodide

5.1.1 Terrestrial Crystal Compared with Space-
lab III Crystal While the terrestrial mercuric io-
dide crystal grown from source material identical
to that used for a crystal grown on Spacelab III
diffracts over a range of one half degree, a large
central portion is sufficiently regular to diffract
only within a few minutes of arc. Full high-resolu-
tion diffraction images of this terrestrial crystal ap-
pear in figures 1 and 2, and an enlarged portion of
the first in figure 3.

Most of the central portion of the crystal is in
diffraction in the (1 1 12) image in figure 1, indi-
cating lattice regularity with respect to rotation
around a [110] axis of the order of a few arc sec-
onds. However, the absence of diffraction in a wide
[110] (vertical) stripe in the center of this figure
indicates that the lattice is deformed by a sharp
twist of about 10 minutes of arc around the orthog-
onal axis defined by this stripe. The extent of this
twist is determined from the 100 ,um width of the
stripe, and the knowledge that the photographic
plate was located about 3.5 cm from the crystal.
This twist of the crystal lattice is evident also in the
(0 1 11) diffraction image, figure 2, for which the
crystal was rotated azimuthally 45°. In this orienta-
tion, the misalignment of the two parts of the
crystal precludes bringing them simultaneously into
diffraction. Examination of a number of full images
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Figure 1. High-resolution (1 1 12) 8 keV diffraction image in Bragg geometry of the (001) surface of terrestrial HgI2 crystal comparable
to that grown on Spacelab III. Lighter areas diffract more strongly.

and of a sequence of real-time images indicates
that the principal lattice twist axis itself bends
through several minutes of arc, differing slightly in
the two subgrains.

The other principal large feature of the full im-
ages of this crystal is a set of textural stripes, which
are oriented in the 110 direction. Enlargements
such as that in figure 3 show these stripes to consist
of a relatively high density of discrete features, typ-
ically out of diffraction in these images and there-
fore ascribable to one or more additional phases.
Some of these features take the form of thin
{100}-oriented stripes a few micrometers wide; they
are sometimes crossed. The others are more irreg-
ular, globular features, 1-60 pAm in diameter. These
may differ completely from the stripes, but may

simply represent similar stripes normal to the (001)
image and projected on it. In those regions charac-
terized by a high density of discrete features, dif-
fraction appear to be restricted to small (-5 jrm)
cells of the type observed in scanning cathodolu-
minescence microscopy [9].

The other areas of the crystal contain similar
features that are out of diffraction, but with a much
lower density. In addition, however, these regions
contain thin, curved features marked by varying
sections of higher diffraction, lower diffraction, or
alternating regions of higher and lower diffraction in
in tandem. The inability to observe diffraction in Laue
geometry in the current series of experiments, be-
cause of the sample thickness, precludes firm iden-
tification now of these features as dislocations.
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Figure 2. High-resolution (01 11) 8 keV diffraction image in Bragg geometry of the (001) surface of terrestrial Hg12 crystal comparable
to that grown on Spacelab 111. Lighter areas diffract more strongly.

The nature and arrangement of these various
features in this sample make this crystal into a
Rosetta stone in understanding the evolution of ir-
regularity in mercuric iodide. One principal ques-
tion that arises is associated with the origin of the
lattice twist. Does it appear during growth or only
later during subsequently handling of this very soft
crystal? Six distinct observations all indicate that
this lattice twist occurred during growth and in-
deed indicate the growth direction. The first two
observations are that the twist axis does not extend
across the entire crystal, and that once started, the
magnitude of the apparent separation of the two
parts of the images does not increase. It is difficult
to conceive of such a partial lattice twist, one lying
precisely in the (001) plane, developing through in-
advertent mishandling. The third observation is
that this twist axis is normal to the (110] layered
texture formed by a high density of additional
phase features. These layers appear to be broad
striations formed during growth and to indicate

its direction; the [110] lattice twist axis appears to
be aligned with the crystal growth direction.
Fourth, the gradually curved nature of some of the
linear multiple phase configurations in the vicinity
of the lattice rotation is more consistent with
growth than with post-growth bending. Fifth, the
onset of the lattice twist immediately p'ecedes a
major textural change that appears to be growth-
related. The final observation is the bending that
has been noted in the lattice twist axis, bending
that differs in the two resulting subgrains.

Examination of the interfaces between the
widest stratum of high-density features and the ad-
jacent low feature density strata confirms the
growth orientation and the origin of the lattice
twist. The linear additional phase features in the
low-density layer immediately adjacent to the high-
density region near the center of the crystal appear
correlated closely with individual features in the
high-density region. Growth thus took place in this
part of the crystal from the high-density stratum to
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Figure 3. Enlargement of central portion of figure 1, (1 1 12) diffraction. Darker areas diffract more strongly.
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the low-density stratum, i.e., in a direction project-
ing onto the (001) crystal surface in the [110] direc-
tion. Moreover, as just noted, the sharp lattice twist
appears to begin immediately preceding the onset
of the broad textural stratum of high density of
(precipitate) features, where it joins the preceding
low feature density textural stratum.

All of these observations are consistent with a
growth model in which growth begins in the ex-
treme [110] corner of this crystal (in fig. 1 this is the
top corner) and proceeds relatively uneventfully in
the [110] direction (downward in fig. 1), or in a di-
rection projected onto this direction in the images,
until just before the onset of the wide swath of a
high density of additional phase features, one of
which initiated the sharp lattice twist. The twist then
propagated for the remainder of the growth. During
this subsequent growth, briefer periods of relatively
high additional phase density alternate with periods
of relatively low additional phase density.

The nature of the additional phase material is
suggested by evaporation of such crystals. As mate-
rial is removed, small specks of foreign material
similar in size to the additional phase features ob-
served in this study accumulate on the surface, at an
irregular rate. Chemical analysis indicates these
specks are neither mercury nor iodine precipitates
but rather consist of organic and metallic impurities
with a 70% carbon content and a wide variety of
metals. It is tempting to associate these observed
impurity formations with the additional phase fea-
tures observed in diffraction and therefore to con-
clude that these impurities reside in such crystals in
discrete form.

The morphology of the diffraction images per-
mits us to develop two alternative growth models,
which tie together all of these observations. Growth
over a region of a few micrometers forms a crystal
with a relatively high degree of purity and crystal
perfection, creating small regions that diffract
strongly. Impurities are rejected from the crystal
during this stage of the growth process, in a manner
similar to constitutional supercooling, and accumu-
late near the growth surface.

In one model, the level of impurities after growth
of a few micrometers accumulates to such an extent
that they precipitate out, marking the local growth
surface in {100} directions. At reentrant corners of
such {100} growth surfaces a globular precipitate
possibly forms. In a second model, the rejection of
impurity stimulates dendritic growth, which leaves
the linear features observed in {100} directions. In
this case, the globular form of the precipitate may
form in the reentrant dendritic locations. Alterna-

tively, the features that appear to be globular may
simply represent the cross section of dendrites nor-
mal to the image surface. None of our observations
to date permit us to distinguish absolutely between
these two models.

Either model involves modulation of the general
impurity level by an as yet unidentified process that
produces textural stripes or striations delineated by
changes in the density of precipitates. The resulting
composite formed in either model resists deforma-
tion. It consists of relatively pure and thus relatively
strain-free components.

5.1.2 Spacelab III Crystal A crystal grown in
Spacelab III from material identical to that used for
the terrestrial growth of the crystal shown in the
preceding section diffracts over a wider angular
range, about one and one half degrees. A full high-
resolution diffraction image appears in figure 4 and
an enlarged region of this in figure 5. It is clear from
the appearance of the full images as well as from
the one and one half degree acceptance angle for
diffraction that the lattice orientation or parameter
of the space crystal in its entirety is less uniform
than the comparable terrestrial crystal shown in fig-
ures 1-3: that is, less of the space crystal appears in
diffraction at a given angle of incidence than does
the comparable terrestrial crystal, indicating grad-
ual variation either in lattice parameter or lattice
orientation, or both.

Perhaps closely related, but potentially far more
important, is substantial reduction in the enlarge-
ments of the images of the Spacelab III crystal of
arrays of features that are out of diffraction, the tex-
tural arrays characteristic of the comparable terres-
trial crystal. A few irregular regions of the order of
50 ,um across that are out of diffraction are ob-
served, but they are much less pervasive and sharply
delineated than are those in the terrestrial crystal.
None of the crystallographically oriented regular
regions that are typically out of diffraction in the
images of the comparable terrestrial crystal are
observed in the Spacelab III crystal. The formation
of regions of additional phase thus appears to be al-
most completely suppressed in the crystal grown in
microgravity.

The Spacelab III sample differed from the terres-
trial sample not only by its growth in microgravity
but also by the superposition of graphite electrodes;
so that its performance as a neutron and x-ray de-
tector could be measured. Since graphite is rela-
tively transparent to x rays, these electrodes were
not expected to interfere with the imaging process
itself. While they could in principle have affected
the surface strain, we found no evidence for this.
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Figure 4. High-resolution (1 1 10) 8 keV diffraction image in Bragg geometry of (001) surface of Spacelab III Hg12 crystal. Lighter
areas diffract more strongly.

However, this crystal was not encapsulated. With
the passage of the 5 years since the growth of this
crystal, some deterioration in electronic perfor-
mance of the device made from it actually has been
observed, as is characteristic also of unencapsu-
lated devices made in terrestrial environments.

The observed gradual variation in lattice is consis-
tent with varying retention within the lattice of some
foreign material. This leads to increased interest in
the results of the growth of a mercuric iodide from
the much purer material on a future flight.

5.1.3 Terrestrial Crystal to Be Compared to a
Future Flight Crystal Models ascribing a central
role in the structure and properties of mercuric io-
dide detectors to impurities are reinforced by ob-
servation of a third mercuric iodide crystal, grown
terrestrially in an identical manner from higher pu-
rity material similar to that to be used on a future
flight. It diffracts over a full two degrees. A full
high-resolution diffraction image appears in figure
6, with an enlarged region in figure 7. The extent
and character of the diffraction in these images, re-
flecting the general lattice uniformity, resembles
much more the diffraction from the Spacelab III

crystal than that from its terrestrially-grown counter-
part. Moreover, the absence of an array of small fea-
tures that are out of diffraction also gives these images
much more the character of those from the Space-
lab III crystal than those from the terrestrial crystal
grown about the same time from similar material.

The performance of devices made from the new
high purity material approaches the original per-
formance of the device made from the Spacelab III
crystal. The improved performance of the Spacelab
III crystal is traceable to the higher mobility of its
charge carriers. By contrast, however, the purified
terrestrial crystal here is characterized by improved
carrier lifetime. Although the electronic improve-
ments are quite distinct in these two cases, in nei-
ther crystal do we find the additional phase
features that we have observed in the first terres-
trial crystal. Thus absence of additional phase
precipitates appears to be much more important to
device performance than the generally higher level
of lattice uniformity that we observe in the first
terrestrial crystal. The stiffening provided by
additional phase precipitates apparently comes at
too high a price in terms of charge carrier trapping.
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Figure 5. Enlargement of main region of figure 4, (1 1 10) diffraction. Darker areas diffract more strongly.
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Figure 6. High-resolution (1 0 10) 8 keV diffraction image in Bragg geometry of the (001) surface of terrestrial HgT2 crystal, compara-
ble to crystal to be grown on future flight. Lighter areas diffract more strongly.

Future space growth of this high purity material
now assumes particular interest. Will incorporation
of residual impurities in the final crystal even below
their currently low level in the charge material be
achieved in space growth? And, if so, will these
lower impurity levels lead to greater general lattice
uniformity? And finally, will this new level of regu-
larity result in still further improvement in device
performance, improvements both in carrier mobility
and in carrier lifetime?

5.2 Lead Tin Telluride

5.2.1 Terrestrial Crystal Comparable to Space
Shuttle STS 61A Crystal Various regions of the
terrestrially grown sample of lead tin telluride
similar to one grown on Space Shuttle STS 61A dif-
fract as the crystal is rocked over a full two degrees.
Full high-resolution diffraction images of two
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distinct grains are shown in figures 8 and 9. Growth
was in the [001] direction, which is oriented "down"
in all figures.

The sample was a regular half cylinder. The
sharply delineated irregular outlines of the image in
figure 8 thus indicate immediately that several
grains are present: the curvature of the [110] (right
hand) edge indicates that a subsidiary grain started
to grow almost simultaneously with the main grain.
Then, after 1 cm of growth, a third grain started to
grow between the center of the boule and the oppo-
site edge of the main grain. It grew laterally more
rapidly than the nucleating grain, however, displac-
ing and, after another 2 cm, completely overtaking
the growth of the nucleating grain. The new grain
is brought into diffraction in figure 9 simply by
rotation of the sample about the boule (growth)
axis.
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Figure 7. Enlargement of lower left portion on figure 6, (1 0 10) diffraction. Darker areas diffract more strongly.
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Figure 8. High-resolution (220) 8 keV diffraction image in Bragg geometry of the approximately (220) surface of
terrestrial PbSnTe crystal. The growth direction is [001]. Lighter areas diffract more strongly.
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Figure 9. High-resolution (220) 8 keV diffraction image in Bragg geometry of the approxi-
mately (220) surface of terrestrial PbSnTe crystal. The angle of incidence is 33 arc minutes
larger than that for figure 8; the growth direction is [001). Lighter areas diffract more
strongly.

Subgrains within each of the main grains are
clearly visible through terraced variation in con-
trast and can be studied in real time images as the
crystal is rotated. The generally strong diffraction
from a 1.5 cm length of each of the two principal
grains observed is notable, however, in light of the
increase in tin level from 14 to 18% during the first
3 cm of growth visible in these images . The frac-
tional change in lattice constant over the 1.5 cm
length of the grains is 4 x 10-4, which changes the
Bragg angle by 90 arc seconds. Nevertheless, dif-
fraction is observed in a single image of one of the
grains through broadening by kinematic scattering,
which is difficult to quantify, as well as by local

compositional variation. Because of the mixture of
these two broadening mechanisms, unfortunately
we can not use the broadening to evaluate the de-
gree of local compositional variation.

Other aspects of this variation are evident in en-
largements such as figure 10. Cellular regions of
high diffraction varying in size from ten to several
hundred Am are observed. They are separated by
lines of reduced diffraction that are 10-50 prm wide.

Many of these lines at first glance appear to be
scratches because of their curvature and random
orientation. However, three characteristics typical
of surface scratches, such as those visible for exam-
ple in the gallium arsenide images to which we turn
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Figure 10. Enlargement of central portion of figure 8, (220) diffraction. Darker areas diffract more strongly.

later, are not observed in these linear features.
First, the lines vary in width, both from line to line,
and even over the length of a given line. In reality
these lines separate cellular regions of high diffrac-
tion. Second, the boundaries of the lines are very
indistinct. And third, contrast reversal is never ob-
served in them. They are invariably out of diffrac-
tion over their entire length, even as the crystal is
rotated while it is observed in real time. Thus,
while we cannot rule out scratches, the linear fea-
tures here differ markedly in several respects from
those of typical scratches in other materials. More-
over, they are not observed in the image of the
space-grown sample, whose images follow.

We are thus left with the postulate that the
highly diffracting cells are separated by material of
another phase. The indistinctness of the boundaries
between these regions of differing phase strongly
suggest gradual change in chemical composition on
a scale of 1-10 p.m or so, in contrast to the sharp

delineation between diffracting and non diffracting
features in the images of mercuric iodide discussed
above.

The pseudobinary phase diagram along the lead-
tin axis predicts complete miscibility [11]. However,
the observation of similar structure following elec-
trolytic etching led earlier to a series of experiments
on the metal/tellurium ratio, which delineated its
importance in the growth of this material. This ear-
lier work provides a satisfactory model for the cur-
rent observations as well [12,13]. While the metal
constituents are widely recognized to be inter-
changeable, a single phase is preserved only with
tellurium concentration in excess of 51%. Below
this value, two phases are formed, differing in
metal/tellurium ratio. Since the tellurium concen-
tration of the current crystals is 50.1%, two phases
are actually to be expected. Constitutional super-
cooling may also play an important role, depending
on the temperature gradients imposed [14].
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5.2.2 Space Shuttle STS 61A Crystal A full
image of a crystal grown on flight STS 61A appears
in figure 11 and an enlargement of the central por-
tion of this in figure 12. The multigrain nature of
the STS 61A crystal is generally similar to that of
the terrestrial crystal. But, while these images ap-
pear qualitatively similar to the full images for the
corresponding terrestrial crystal, they differ in im-
portant ways.

Each grain is more generally uniform than those
of the terrestrial crystal. This uniformity follows a
drastic reduction in the incidence of linear features
and subgrains. As a result, variation in diffraction
on a scale of 10-100 ,m is greatly reduced. Thus,
while the granular structure resembles that for the
terrestrial crystal, variation within individual grains
from the intrusion of a distinct second phase ap-
pears to be suppressed in microgravity. The ab-
sence of thermo-solutal instability for this system in
microgravity was noted in the preceding section.

5.3 Triglycine Sulfate

A normal slice from a disc-shaped terrestrial
seed crystal with additional growth achieved on
Spacelab III diffracts into images, each of which
appears over less than half of an arc minute. Full
high-resolution diffraction images appear in figures
13-16. The character of the diffraction from this
crystal is very different from that of the others.
This crystal was thin enough and low enough in
atomic number to allow diffraction in Laue geome-
try. Moreover, superimposed images of this crystal
taken as it was rotated about its [100] and [001]
axes appear in closely spaced groups, each associ-
ated with the diffraction directions expected for
diffraction from one set of (hO) or (001) planes,
respectively. The various images have similar, but
not identical, shapes. Subsequent work, summa-
rized in table 1, indicates that the members of a
given group of images appearing at nearly similar
diffraction angles come into diffraction at differing
sample orientation.

Table 1. Layers on sample of triglycine sulfate

Layer Figure No. (Wkl) Orientation (0)

C2 13 300 + 6.6
B3 200 + 2.1
B1 14 200 +2.5
A2 15 001 -19.2
A3 16 001 -36.8

The appearance of images in groups indicates
that this crystal consists of layered grains whose lat-
tices are similar but rotated with respect to one
another by rotation about the [100] and [001] axes.
Since each image is ostensibly nearly "complete,"
the grain boundaries are roughly parallel to the
(010) crystal surface. In an optically thick material,
transmission through such a layered crystal would
be precluded by the misalignment of the successive
grains. However, this crystal is optically thin, per-
mitting the observation of symmetrical diffraction
from each of the grains in turn. From the occur-
rence of similar features in pairs of images, which
can be ascribed to features shared by adjacent
grains at their interface and the degree of clarity,
we can assign a tentative order to the various
grains as intersected by the x-ray beam. This is the
order in which their images are presented in the
figures and in table 1. Most of the features thus
appear to be associated with irregularities at the
granular interfaces, although radiographic effects
from each layer are present.

The seed portion of this crystal takes up most of
each image. Space growth was in the [001] direc-
tion along that one edge of the seed. The absence
of a clear demarcation between the seed and new
growth in this region in most of the images is in
contrast to the terrestrial growth of comparable
material. The interface between the seed and the
new growth is visible in figure 14, but irregularities
in this grain do not appear to propagate into the
new growth in the central portion of the disc. In
the other grains, irregularities from the seed
indeed appear to have propagated into the part
grown in microgravity. Toward the edge of the disc,
the irregularity observed in all of the grains is con-
sistent with rapid growth anticipated from the
defects observed near the edge of the seed. Irregu-
larities near the edge in such systems before
faceting becomes fully developed later in growth
are observed optically as well.

The last of these images, figure 16, differs in
shape along the growth edge from the others. It
thus appears that new growth did not occur uni-
formly on all layers. On this one layer, growth ap-
pears to have been much slower than on the others,
although this may represent initial etching of the
seed crystal associated with premature contact with
the solution.
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Figure 11. High-resolution (220) 8 keV diffraction image in Bragg geome-
try from the approximately (220) surface of PbSnTe crystal grown on STS
61A. The growth direction is [001]. Lighter areas diffract more strongly.
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Figure 12. Enlargement of central portion of figure 11, (220) diffraction. Darker areas diffract more strongly.

5.4 Gallium Arsenide

A terrestrial crystal of lightly selenium-doped
Bridgman grown gallium arsenide diffracts over
several degrees. Growth of identical material by
identical techniques is scheduled for an early space
flight. A low resolution diffraction image of the ter-
restrial crystal, achieved by rocking the crystal 4°
around a [112] axis during diffraction is shown in
figure 17. An infrared image of the same crystal is
shown in figure 18. The similarity of these two im-
ages is striking. The additional information in a full
high-resolution diffraction image of this crystal,
figure 19, is evident. An enlargement of a portions
of this image is shown in figure 20.

The demarcation of the Czochralski seed from
the new Bridgman growth is very clear in those im-
ages in which this region is in diffraction. The seed/
growth boundary is delineated in two ways. First,
toward the periphery of the boule it marks a

smooth limit to diffraction, past which the lattice
does not diffract under the same conditions. Thus,
either the lattice constant, or orientation, or both
differs in the new growth. Second, in the one re-
gion of the seed interface supporting diffraction
from both sides, the mesoscopic structure of the
growth is observed to be transformed at the inter-
face. The cellular structure of the seed is charac-
teristic of diffraction images of Czochralski-grown
undoped gallium arsenide. In the new Bridgman
growth, the formation of cells appears to be com-
pletely suppressed. Freedom from other demarca-
tion, however, indicates that, to the extent
permitted by the lattice parameter match, the two
lattices continue uninterrupted. The lattice
parameter mismatch appears to set up a gradual
warping of the crystal lattice. Further analysis of
the features observed is precluded by the inability
to observe diffraction in Laue geometry.
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Figure 13. High-resolution (300) 10 keV diffraction image in Laue geometry from the (001) surface of grain C2 of TGS crystal from
Spacelab III. Lighter areas diffract more strongly.

6. Summary of Initial Observations

These results are summarized in the following
sections. The three crystals of mercuric iodide, two
of lead tin telluride, one triglycine sulfate crystal,
and one gallium arsenide crystal show remarkable
differences in their irregularities.

6.1 General Effects of Microgravity

Seven very different crystals do not provide a
sample that is sufficiently large to form definitive
conclusions. Nevertheless, our observations provide
guidance for further evaluation and crystal growth.

The formation of pervasive multiple phases ob-
served in two terrestrial crystals appears to have
been greatly suppressed on growth of two compara-
ble crystals in microgravity.

6.2 Mercuric Iodide

A terrestrial specimen comparable in growth pro-
cedure and source material composition to one
grown on Spacelab III displays more than one
phase. The features containing the additional phase
appear to be globular in part and partly in the form
of thin layers oriented along the {100} crystallo-
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Figure 14. High-resolution (200) 10 keV diffraction image in Laue geometry from grain BI of TGS crystal from Spacelab 111. Lighter
areas diffract more strongly.

graphic directions of the matrix. One of these fea-
tures appears to have initiated a sharp lattice twist
by 10 minutes of arc around an axis aligned with the
growth direction and to have stiffened the two re-
sulting subgrains. Formation of the additional

phase material is suppressed both in a comparable
Spacelab III crystal and a recently grown high pu-
rity terrestrial crystal. At the same time, the general
regularity of the lattice of these latter crystals is
lower than in the earlier terrestrial crystal. Superior
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Figure 15. High-resolution (001) 10 keV diffraction image in Laue geometry from grain A2 of TGS crystal from Spacelab 111. Lighter
areas diffract more strongly.
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Figure 16. High-resolution (001) diffraction image in Laue geometry from grain A3 of TGS crystal from Spacelab III. Lighter areas
diffract more strongly.
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Figure 17. Low resolution (220) 8 keV diffraction image of the approximately (220) surface of terrestrial GaAs
crystal, in Bragg geometry. The sample was rocked through an angle of 4° during this exposure; the growth
direction is [111]. Lighter areas diffract more strongly.
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Figure 18. Infrared image of crystal shown in figure 17.

performance of detectors made from these materi-
als thus appears to be limited far more by sharp dis-
continuities associated with additional phase(s)
than by slow variation in the lattice.

6.3 Lead Tin Telluride

The mesoscopic structure of lead tin telluride
appears also to be influenced strongly by the intru-
sion of additional phase material. But in this in-
stance all available evidence points to
identification of the additional phase with the ma-
jor constituents. Indeed, the presence of two
phases has been predicted for systems with tel-
lurium concentration very close to 50%.

Although the STS 61A crystal has grain structure
that appears to be similar to that of the comparable
terrestrial crystal, the formation of the subgrain
variation characteristic of the terrestrial sample is
suppressed in microgravity. This suppression is cor-
related with the predicted thermo-solutal stability
in microgravity.

6.4 Triglycine Sulfate

Interpretation of the space-growth of triglycine
sulfate has been complicated by the layered struc-
ture that we observe in the seed. Defects in one of
these layers appear not to have propagated in the
central portion of the disc in microgravity, while
defects in the other seed layers appear indeed to
have propagated into the new growth. In addition,
one of the seed layers appears to have grown at a
rate slower than the others, but this may simply
represent inadvertent contact between the seed
and the solution prior to space growth.

In the IML 1 mission scheduled, use of multi-
faceted natural seeds is planned. They will be char-
acterized not only for various physical properties
but also for defects and structural properties prior
to flight. In this way, definite information should
be obtained on the generation and propagation of
defects during growth.

6.5 Gallium Arsenide

Although gallium arsenide has not yet been
grown in space in the NASA program, space
growth directly comparable to that used for our
terrestrial sample is scheduled shortly. Meanwhile,
the mesoscopic structure of our terrestrial
Bridgman regrowth has been observed to differ
from that of the original Czochralski-grown mate-
rial. The Bridgman-grown lattice also appears to be
warped more than that of the Czochralski-grown
seed.
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Figure 19. High-resolution (220) stationary diffraction image from the approximately (220) surface of terrestrial GaAs crystal in Bragg

geometry. The growth direction is [111]. Lighter areas diffract more strongly.
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Figure 20. Enlargement of figure 19, (220) diffraction, near the center of the seed/new growth interface. Darker areas diffract more
strongly.
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Volume 96 Number 3 May-June 1991

John A. Simmons Until recently it has been impossible to fication of the time series whose Z
accurately determine the roots of poly- transform has an appropriately modified

National Institute of Standards nomials of high degree, even for polyno- root distribution. Such a modification

and Technology, mials derived from the Z transform of can be employed in a manner which is
Gaithersburg, MD 20899 time series where the dynamic range of very useful for filtering and deconvolu-

the coefficients is generally less than 100 tion applications [2]. Examples given
dB. In a companion paper, two new pro- here include the use of boundary root
grams for solving such polynomials were projection for front end noise reduction
discussed and applied to signature anal- and a generalization of Prony's method.
ysis of one-sided time series [1]. We
present here another technique, that of
root projection (RP), together with a Gram-Schmidt algorithmu Pronyos
Gram-Schmidt method for implementing Gm-Shmd; t alorith; ona y. s
it on vectors of large dimension. This method; root projection; signal process-
technique utilizes the roots of the Z ing; time series; Z transforms.
transform of a one-sided time series to
construct a weighted least squares modi- Accepted: February 25, 1991

1. Introduction

Let y be a complex number. We define 1 to be
the "geometric sequence" vector with components
Yn =y", n = 0,..., N. Then given a time series of
length N + 1 represented by the vector a.N,
a (y) = ?Ta; and the condition that y be a root of
a(y) is:

y aTa= (1)

Given a (possibly complex) time series a.N and any
set of complex roots of eq (1), y:,..., ym, MS N, we
shall construct a linear projection to modify a.N to
another time series b:N so that b (ya) = 0, a = 1,...
M, and so that

(a -b)TG(a -b)*, (2)

where "'" means complex conjugate, is a minimum
for any positive definite Hermitian weighting ma-
trix G. In other words b:N is the series closest to
a:N in a weighted least squares sense, which has a
chosen set of complex numbers among the roots of
its Y transform. We refer to this process as root
projection (RP).

In a slightly more general context consider a
(possibly complex) time series a.N, a set of com-
plex numbers yl,..., YM with M-N, and a set of
complex values vi,..., vm. We construct a time series
b:N whose difference from a.N is minimal among
those series with b (Va) = Va, a = 1,..., M.

Because of the slight complication due to the
complex numbers involved, we shall set and solve
the above minimization problem using Lagrangian
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multipliers. We want to find the time series b:N
such that:

b:N = .N [(a -x)G(a -x)* +

M M

ZAa*(x5,- va) + , A. (x*jy V. (3)
a=l a=1l

Using index notation and differentiating eq (3)
with respect xj * and Aa*, we have:

Gki (a- bi) = A(y )
(4)

bk(ya)k = Va.-

Setting yak-(ya)k, ya~k 3 (va* )k, and Gi 1 = (G -)qj;
solving for bi in the first of eqs (4), substituting into
the second equation and solving for An:

Ap = Q -I (ajyq-v,,a), where

Qal3 =ykGk y Al
(5)

whence:

bi = a -ajyaQ 8.y PGmVT + vaQ ;. lPtGmV. (6)

To make the connection to linear vector space
theory, we start with complex N space, TN, having
an inner product given by the positive-definite Her-
mitian matrix G:

(ab) =aTGTb (7)

and complex M space, CM, having an inner product
given by the Hermitian matrix Q - (assumed, here,
to be non-singular) with an inner product defini-
tion similar to eq (7) and with vectors such as v
(with components va, a =1,..., M) [3]. We define
the mapping Y from EN to VM by:

Y-[Y =yd; a = 1,...,M, i = 1,...,N].

the projection property, P2 =P, following directly
from eq (6). It also follows directly from eq (6) that
the range of I -P is contained in the null space of
Y', while the range of P is contained in the range
of Yt. Since both I -P and P as well as the null
space of Y and the range of Yt decompose VN (the
latter being an orthogonal decomposition), I -P
and P are orthogonal mappings onto the respective
spaces. The mapping I -P is, then, the desired root
projection.'

2. A Gram-Schmidt Algorithm for Root
Projection

In order to carry out root projection, we need an
orthogonal basis for the range of Yt in the unitary
space with metric G. From eq (8) we see that this
space is spanned by vectors of the form G " yZ. For
any two such vectors:

(G -1)G(G-1Y83 )*=(G -2y )T(G~ Y;3()
(1 1)

where

(G 2) =G . (12)

Thus, an orthonormal basis chosen from the vec-
tors G -2y by applying the Gram-Schmidt process
using the ordinary unitary inner product will deter-
mine an orthogonal basis for the range of yf in the
unitary space with metric G by multiplying each
vector by G -. However, when only a limited num-
ber of vectors need to be projected, the projection
can be carried out more efficiently by:

i) transforming the vector a to G2a
ii) projecting G2a in the Euclidean norm us-

ing the modified basis G 2ya

iii) transforming the result back by multiplica-
tion with G -±2 (13)

Y has an adjoint mapping Yt, from (M to VN given
by the condition (Ytv)TGTa * = vT(Q -l)T(ya)*,
from which

Yt = G -'Y*TQ -. (9)

In matrix notation eq (6) becomes:

b =(I -P)a +Ytv
(10)

p=ytYp=p,

The root projection process is especially simple
when the set Of Ya'S is closed under complex conju-
gation (i.e., if ya belongs to the set, so does y,*) for
the case of simple time or frequency weighting. Be-
cause of the closure under complex conjugation,
the y vectors can be replaced by the vectors con-
sisting of their real and imaginary parts, 91(a ) and

l A concise exposition of the linear algebra required for root
projection, with G =I can also be given in terms of the QR
decomposition [4] (although we use the "transposed" form of
that in [4]).
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Z3(y9). By the time weighting case we mean that
G - and G -2 are diagonal (and, therefore, positive
and real), so that no unitary transformation is re-
quired. In that case each of the rows is multiplied
by the same factor. Thus, the basis for the range of
Yt can be obtained by applying the real form of the
Gram-Schmidt process to the vectors 91(G 2yi )
and Z(G 2ya ). The root projection of a real time
series, outlined in eq (13), will, in this case, also be
real.

In the case of frequency weighting we mean
scalar weights applied to the DFT components of a
time series. The DFT process is, itself, a unitary
transformation, and the orthogonalization process
can be made real by the trick of putting 91(k)-V 2

in place of the DFT component ak and putting
Z(dk) )/2 in place of the DFT component a-k. The
real dot product of these series is the same as the
unitary dot product of the DFT's. A diagonalized
frequency weighting metric can then be applied to
these transformed DFT series and the diagonaliza-
tion process carried out. If projection is to be car-
ried out on a real time series, it can be done in
these transformed coordinates, otherwise, the new
orthogonal DFT coordinates have to be recon-
structed before doing the projection. Of course, the
projected DFT series has to be reconverted to time
series form after projection.

The real form of root projection can also be ob-
tained by using QR algorithms such as given in
LINPACK [4]. However, the implementation of
the QR algorithms in LINPACK is CPU core con-
suming for large N and does not easily allow stor-
age of the orthogonal matrix. These disadvantages
are overcome using the Gram-Schmidt method
given above. Employing a form of the Gram-
Schmidt algorithm suggested by G.W. Stewart
[5,6], a dynamically dimensioned Fortran 77 code
was constructed allowing efficient use of a user se-
lected buffer with the option of saving the orthogo-
nalized basis vectors on disc for rapid repeated
projection [7]. For ya with modulus greater than
one, projection was carried out using the root re-
ciprocal to avoid overflow. In this case the series
starts at ya -N and goes up to 1, a procedure equiva-
lent to reversing the series to be projected.

3. Examples

We have principally used root projection for de-
convolution. That topic is discussed in the third pa-
per in this series [2]. Here we give four illustrative
examples of root projection. The fourth example,

applying root projection to Prony's method may
have some practical use. However, a detailed study
has not been conducted.

1. Figure 1 shows a normalized 101 point Gaussian
with 60 dB dynamic range (ratio of center to edge
points). In figure 2 we show the 800 point result of
convolving the first 700 points of the experimental
waveform of figure 2.4a in [1] with the Gaussian of
figure 1. The noise pattern shown in figure 3 re-
sults from rounding off the time series in figure 2
to 8 bit accuracy. The rounded-off time series is
not shown. The standard deviation of this noise is
6.02 x 10-4.

A basis for all 800 point time series can be
formed from the waveform of figure 2 together
with the 799 geometric root vectors formed from
the roots of the Y transform of that waveform. The
noise vector of figure 3 must then be a linear com-
bination of all these vectors, while the true signal

30. 0

2E4. 0

x

"I

CD

-LJ
F0)

cI

18. 0

12.0

6. 00

0. 0

Figure 1.
range.

40 .00 80. 00
POINT NUMBER

Normalized 101 point Gaussian with 60 dB dynamic
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Figure 2. Convolution of the first 700 points of the time series
in figure 2.4a of reference (1] with the 101 point time series of
figure 1.
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4_c
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-15. C

vector of figure 2, which is one of the basis ele-
ments, is orthogonal to all of the 799 geometric root
vectors. If we use the geometric root vectors built
from the Gaussian of figure 1 and apply root projec-
tion to the rounded-off series built from the series
in figure 3, the noise of the resultant series will be
reduced in magnitude, since it is orthogonal to the
100 geometric root vectors formed from the roots of
the Y transform of the Gaussian. The standard devi-
ation of that noise is 5.6 x i10-, almost exactly the
theoretical estimate of (62 expected for Gaussian
noise. If the 799 geometric root vectors from both
the Y transforms of the Gaussian and the waveform
of figure 2.4a in [1] are used for the projection, then
the error appears as in figure 4-a mini-image of
the correct time series-with a standard deviation
of 2.0 x 10 (again approximately (800)-2 of the
original noise deviation). This time, of course, the
noise is biased with a mean value of 4.9 x 10-5. This
curve also indicates the precision of the root finding
and Gram-Schmidt routines used in these calcula-
tions.

0.00 200.00 400.00 600.00 800.00
POINT NUMBER

Figure 3. 8-bit roundoff noise for the series in figure 2.
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Figure 4. Error from projecting the series in figure 2 plus noise
through all roots of the Y transform of the series in figure 2.
Note that the remaining error is proportional to the original
series.
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2. The use of an extensive causal boundary root set
for front end filtering is shown in figures 5a and Sb.
To the Gaussian filtered curve of figure 2.3a in [1]
we add the - 40 dB noise distribution shown in fig-
ure 5a and apply root filtering using only the causal
boundary roots from figure 2.1b of [1]. The noise
after filtering showing extensive front end reduction
is shown in figure 5b.

3. A more general example of root projection em-
ploying both time and frequency weighting is af-
forded by constructing an approximation to an
optimal maximal-ripple lowpass filter. Figure 6
shows such a filter of 151 elements designed using
the Remez exchange algorithm of McClellan et al.
[8]. In this case the passband was set for 20% of the
Nyquist frequency and the stopband for frequencies
over 33% of the Nyquist frequency.

We start with a delta series shifted so that the
value 1.0 lies at position #76 in the center of the
time interval. To use unweighted projection and 101
roots evenly spaced from - 60 ° to + 60 0 on the unit
circle would produce the familiar series obtained

100.00 200.00 300.00 400.00
POINT NUMBER

Figure 5a. Noise added to series in figure 2.3a of reference [1].
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-0.
100.00 200.00 300.00 400.00

POINT NUMBER

Figure 5b. Noise after filtering using causal boundary roots of the series in figure 2.3a of
reference [1] showing extensive front end noise reduction.

from windowing the DFF of the shifted delta se-
ries. However, by using time weighted projection
with the center symmetric time weight shown in fig-
ure 7 and adding two extra roots near each edge
of the stopband region, one can produce a filter
with 120 dB attenuation in the stopband and
-2.5 x 10' leakage in the time domain, but with
0.11 ripple in the passband. Without time weight-
ing the filter produced has 64 dB attenuation in the
stop band and 0.08 ripple in the passband, but with
- 1.0 x 10' leakage in the time domain.

To remove the passband ripple from the
weighted filter we subtract from it the shifted delta
series. The resulting series should be close to zero
in the passband region. We place 31 roots evenly in
the passband and again place two extra pairs of
roots near the edge of the band. Applying fre-
quency weighted projection with a simple square
frequency weight to hold the stopband attenuation
in place, we obtain (after re-adding in the shifted
delta series) the doubly root projected filter shown
in figure 8, where it is compared with the un-
weighted doubly projected and optimal filters. The

weighted series closely resembles the optimal series
of figure 6 with leakage at the ends of the time
interval of -8.0x 10' as opposed to -2.0x 10'
for the unweighted filter. The leakage for the opti-
mal filter is -6.0x10-8. The attenuation in the
stopband is 70 dB and the ripple in the passband is
1.0 X 10- for the weighted filter while the
unweighted filter has 36dB attenuation and
8.0 x 10' ripple. The optimal filter has 116 dB at-
tenuation and 5.0 x 10-5 ripple. The spectra for the
three filters are compared in figure 9.

The root patterns in the stopband for the opti-
mal filter are shown in figure 10. As can be seen,
they also cluster near the edge of the stopband, but
they are not evenly spaced throughout the stop-
band. Similarly, the roots of the optimal filter mi-
nus the shifted delta series, shown in figure 11,
exhibit the same uneven spacing and clustering in
the passband region.

4. Root
"global"
method.

projection can be used to provide a
least squares generalization to the Prony
Prony's method is applied to the case of
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Figure 7. Time weights for approximating an optimal filter.

Figure 6. Optimal maximal ripple filter of 151 elements.

N + 1 data points which one wants to represent as
the sum of n decaying exponentials (Prony takes
N + 1 even and n = (N + 1)/2):

n

Fk = EAjyj, k = 0,..., N.
j=1

(14)
[(1 -yly)---( 1-YnY)]-

Here yj is thought of as a complex number of mod-
ulus less than 1, yj = eA, real(A,) <0, and T a sam-
pling interval (See, e.g., [9]). Eq (14) can be
rewritten, taking advantage of the cyclotomic poly-
nomial expression, as

N N1( +v~ 1

F (y ) = EFkyk = EAj (V-y Y (15)

Combining the terms in eq (15) together to form
a single fraction gives

Equation 16, then, has the form

F(y&) =p(y)+yNR(y) (17)

where Q (y) is a polynomial of degree n whose
roots are (y>)' , and P(y) +yN+lR (y) is a polyno-
mial of degree N + n whose N +1-n coefficients
from that of yn to that 0 fyN are zero. The roots of
Q (y) are referred to as the poles of F. Conversely
one can show that if eq (17) holds with the corre-
sponding coefficients zero, then setting
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Figure 8. Comparative time plot showing the effects of using weighted projection for approximating an optimal filter.
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Figure 10. Roots of the Y transform of the optimal filter shown in figure
6 showing roots in the stopband.
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Figure 11. Roots of the Y transform of the optimal filter of figure 6
minus the shifted delta series showing roots in the pass band.
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Q(Y) = H1 (i -yjy)
j=1

(18)

j= P (1 1Y1 )
Q I(1 /Yj)

yields the expression 14.
The goal, then, is to solve the algebraic equation:

Q(y)F(y) =P(y)+yN+lR(y), (19)

where P, Q, and R are all unknown. Only the in-
teger n is given. This is generally a very ill-condi-
tioned process, but when the yj's are real or occur
in conjugate pairs, the following root projection
procedure is often successful:

a. Use an initial estimate for the coefficients, ci, of
P +yN+IR by setting c, = Ki for i = 0,..., n-1, ci = 0
for i=n,..., N, and C=K2 for i=N+1,.., N+n;
and use for the diagonal weighting matrix, W, the
series wj with w, = Al for 1=1,..., n, w, = 1 for
l=n+1,..., N+1, and w,=A2 for l=N+1,...,
N +n + 1, where Ki, K2, Al, and A2 are user selected
values.

b. Project the series made from P +yN+ R into the
range of F using W and the geometric row vectors
made from the roots of F(y). The projected poly-
nomial will have negligible values for the coeffi-
cients between n + 1 and N + 1 (depending on the
noise in the data) and will be divisible by F(y).
Further, P(y) can be read off from the projection
and Q(y) found by simple division (using FFT
methods, for instance, as discussed in [2]).

As long as: i) the projection is stable, ii) the
projected vector is not zero, and iii) the values of
the weights are large enough to produce an answer
within the noise for similar cases with no data
noise, then the values of Ki, K2, Al, and A2 have very
little effect on the calculated yj's and Aj's. In the
ordinary Prony case there are as many degrees of
freedom added in R as are restricted between P
and R (one degree is an irrelevant multiplicative
constant since F is expressed as a ratio).

This method has been tried for several examples
with both real and complex poles with maximum to
minimum root amplitude ratios up to 60:1 and with
minimum root separation down to 0.01. Using dou-
ble precision data (with Kj = 108, K2 = 104, Al = 1028,
and A2 = 1018) it works well up to about eight poles
after which the positions of the larger poles start to
degenerate (due to the ill-conditioning of the prob-

lem). The representation of the time series coeffi-
cients of F remains accurate to a relative error of
about 1012, which represents approximately the
cumulative accuracy of the algorithms involved. Us-
ing data given to 16 bit precision (around 5 place
accuracy), the method is able to resolve about 3
poles (where Ki = 103, K2 = 102, Al = 1012, and
A2 = 106) with the positions of the larger poles again
beginning to degenerate first.

4. Summary

The idea of root projection (RP) was introduced
to permit least-squares modification of a one-sided
time series allowing a set of given complex num-
bers to be roots of the Y transform of the time
series. The general framework of the method was
presented, and techniques were given to adapt the
method to the Gram-Schmidt algorithm. For time
and frequency least-squares weighting, a dynami-
cally dimensioned form of the Gram-Schmidt al-
gorithm has been developed to carry out root
projection. The code has been employed for root
projection on time series with up to 1600 points
and achieved better than 12 place accuracy. Illus-
trative examples of root projection were shown for
noise reduction and filter construction as well as a
least-squares extension of Prony's method.
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John A. Simmons A new technique, root projection (RP), presents a model acoustic emission
is given for quantitative deconvolution of transducer calibration problem with typi-

National Institute of Standards causal time series in the presence of cal noisy and incomplete output data.
and Technology, moderate amounts of noise. Deconvolu- This example is treated by the use of a
Gaithersburg, MD 20899 tion is treated as a well-conditioned but robust cross-cutting algorithm combining

underdetermined problem and a prori both the RP and SVD methods.
information is employed to obtain com-
parable noise reduction to that achieved Key words: acoustic emission; causal
by singular value decomposition (SVD) time series; cross-cut algorithm; decon-
techniques while providing more accu- volution; FFT deconvolution; Gaussian
rate frequency information about the in- deconvolution; root projection; signal
verse. Two detailed examples are given. processing; singular value decomposi-
The first gives noise analysis for alter- tion; time series; transducer calibration.
nate methods for deconvolution with a
Gaussian kernel. The second example Accepted: February 25, 1991

1. Introduction

Because of the almost ubiquitous presence of
Green's functions in linear physical theories, de-
convolution (or inverse filtering) is the most com-
monly encountered special inverse problem
associated with many characterization problems in
NDE, both electromagnetic and elastic. A difficulty
with inverse problems is their susceptibility to ill-
conditioning; and, as is well-known, deconvolution
problems can range in difficulty from those simply
solvable by forward substitution to those for which
no known method holds any hope of solution.

Some of the most powerful techniques that can
be applied to deconvolution are those, such as reg-
ularization and singular valued decomposition
(SVD), arising from general linear inversion meth-
ods. However, there are other methods available
which take advantage of the special properties of
the convolution process. We shall review briefly

some of these methods, compare them with an
SVD method especially adapted for deconvolution
and present a new approach to deconvolution rest-
ing on the concept of root projection which, when
combined with SVD, offers the possibility of ap-
proaching currently intractable deconvolution
problems.

Two examples-both ill-conditioned-will be
presented, and signal-to-noise concepts will be in-
troduced to sharpen the SVD and root projection
deconvolution (RPD) methods. These will then be
compared with more standard deconvolution meth-
ods. The first example involves convolution with a
Gaussian kernel in which the entire output is given,
but corrupted by varying amounts of noise. In the
second example the convolution kernel is derived
from the actual response of a "standard" acoustic
emission transducer in a calibration experiment. As
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is typical in many such experiments, the entire out-
put is not available. So one is faced with deconvolv-
ing a one-sided kernel from an incomplete
one-sided time series output. To treat this prob-
lem, the SVD and RPD methods are combined
into a more robust cross-cutting algorithm which
provides both superior time and frequency infor-
mation about the inverse.

2. Deconvolution Methods

Full convolution of two finite-length, real-valued,
one-sided time series may be expressed as

a.N*b.M = (a *b):(M +N), (1)

where a is a causal time series with elements
ao ...,aN, b is a causal time series with elements
bo,...,bM, and where a *b is a causal time series with
elements'

(a *b). = Ykak b. -k, n = 0,.,M +N. (2)

The fact that a:b or b:M are truncated at finite
length makes no difference to the first min(M,N)
terms in the output.

In the deconvolution problem one is given the
series a.N and some part of the right hand series in
eq (1), usually M terms, which is possibly corrupted
by noise. For most applications one assumes that
M =N, if need be by zero padding the shorter trun-
cated series, and one writes the deconvolution
problem in the form

a.N*b.N = v.N (3)

where a:N and v.N are assumed known and f.iN is
to be reconstructed as closely as possible. The se-
ries a.N is called the kernel series. In Y transform
terminology eq (1) may be paraphrased as

a (y) (y) = v(y) +yN+u (y), (4)

where u :(N -1) is usually an unknown time series.
In the notation used in eq (1) with N <M, if a.N

is thought of as an Nth order difference operator,
then eq (1) becomes a high order difference equa-
tion with the first K terms associated with the
boundary conditions at the causal boundary and
the last N -K-1 terms associated with the

I We use here the modified Dirac bracket and Ytransform nota-
tions employed in references [1] and [2].

boundary conditions at the transient boundary.
Treating eq (3), then, has the interpretation of
solving a one point boundary value problem, while
eq (4) may be thought of as solving the two point
boundary value problem where the influence of the
transient boundary conditions on the solution may
be studied and these conditions possibly restricted
using a priori information.

In Y transform terms the inversion of eq (4)
merely amounts to finding the coefficients of the

Taylor's series of (vy) +u (y)yN+1)/a (y) about the

origin, and the first N + 1 of these coefficients are
the same as those of v(y)Ia(y) so long as ao•O.
From this point of view the expansion of v(y)Ia (y)
about the origin is only valid within the radius of
convergence of the Taylor's expansion. Since v(y)
is a truncated series and has noise, its zeroes will
not include those of a (y), so that this expansion is
generally only valid to the innermost zero of a (y).

Let the modulus of the smallest zero of a (y) be
ro. If we use a circle of radius r <ro, then we can
write the Cauchy formula for the Taylor's expan-
sion coefficients as

J3= 1 v()dy.
/ 2ri f a(y)

b1 =r

(5)

Approximating this integral by numerical evalua-
tion on r times the Mth roots of unity gives:

r nM-1 / 2-rki\ 2rki
.Bn= M -vare M e M . (6)

This formula is exact when 0< n S N <M if
v.N = (a *.8):N. Otherwise, all coefficients /,,
n' -m (mod M) of the Laurent expansion of v(y)I
a (y) will be aliased onto f.

If one defines the "radiused" time series a'r.N,
where (ar). =anrn, n =0,---,N, then eq (6) is merely
a DFT inversion formula on the quotient of the
DFT's of the radiused time series vr.iN by ar.:N
where the nth term of the inverted series is multi-
plied by the expansion factor of ri". We refer to
this technique implemented with the FFT al-
gorithm as radiused FF1T inversion. The factor r -n
in eq (6) expands noise exponentially rendering
this algorithm generally useless in its raw form. The
algorithm can, however, be employed in conjunc-
tion with root projection. That application will be
discussed in detail shortly.

If one attempts to employ eq (6) for r <ro to re-
duce the noise buildup, one obtains the expansion
of the wrong Laurent series form of v/a, a form
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yielding a non-causal time series whose terms de-
pend on the residues of v(y) at the roots of a (y)
inside r. In moving r from the inside to the outside
of any one of these roots one changes the contribu-
tion due to that root from a causal time series with
a factor of the residue times r -n into an anticausal
time series with terms of the type residue times
r" -. In a DITT context these terms also wrap
around through negative times to produce time
aliasing, especially for large positive times. The ra-
pidity of convergence of the partial fraction series
associated with a given root y, depends on that ra-
tio y/Ir or rly, which is less than one.2

In matrix notation the deconvolution problem is
almost exclusively formulated
of eq (3):

ao 0

a, ao
. a,

aN-I
aN aN-I

0 0

. 0 .
. . ao 0
. . a, ao

in the parallel form

,8 -
132

f8N- 1

13N_

VO

VN-1

_ VN _

(7) r -e N+I -.N=

The simplest method for solving eq (7) is by for-
ward substitution, which is equivalent to formal di-
vision of the Y transforms v(y)/a (y) starting at the
constant term. This is generally the most unstable of
inversion methods. The matrix equivalent of zero-
padded and radiused FFT inversion is obtained by
considering inverse-radiused circulant matrices.

From a real-valued time series c:NW we build the
(NI + 1) x (NI + 1) inverse-radiused circulant matrix
Cr defined by:

(C,)kl =rT r c(mod(k-INv+1)),kI = 0, ,A. (9)

It is then a simple matter to show that the vectors

1
-27rmi

rle N+l

-4rMi
r- 2e NlV+

-2&lmmi

r Ne ,+,

(10)

while eq (4) takes the form:

ao
al

aN-I
aN

0

0

0

0

ao
a,

aN-1
aN

0

0

0 0

0

a. 0
a, ao

al

aN1l
aN aNlI

0 aN

pi
,32

f3N- 1

_PN

ZA_

VI

VN-1

VN

U1

U2

-UN _

(8)

Equation (7), while completely determined, is gen-
erally ill-conditioned. Equation (8), on the other
hand, while underdetermined, is generally well-
conditioned and offers new algorithms for dealing
with the deconvolution problem.

2 In the ideal continuous case there is no truncation or aliasing
problem associated with v(y), only the noise problem. In that
case the Fourier transform for ,8(y) should be entire in the up-
per half plane, and the exponential noise buildup and non-
causal representation arguments against the continuous Stokes'
deconvolution formula for dividing the appropriate Fourier
transforms are still valid [3].

are eigenvectors for Cr. That is:

-2.IV= 2wmi T -2ima

[Cr ]e N+1 e N= [e N N]) c:r N 1e N+I IV

=-Cm (r-le7,+ -N), (11)

where O:N is the N + 1 point DFT of c:/N. In addi-
tion, the radiused DFT provides a decomposition of
the discrete 8 function:

2wmi ) T -12imi (iI+ 1) .
(reN+I:l/ r~' _ N+l =( +lOm (12)

Then, the inversion of the equation:

C,r:PN= t4N (13)

is easily carried out by eigenvector decomposition:

IV)m T

p \{ 1 E [(rN: ) N] (~eNl:%
1 NO N

(14)

To relate c:NV to a:INV, we set Ck = akr', k =,...,N,

ck = 0, k =N + 1,...,//, which is the radiused form of
the zero-padded kernel series. Then the inverse-ra-
diused matrix Cr has the form shown in eq (15) of a

347



Journal of Research
Volume 96, Number 3, May-June 11

of the National Institute of Standards and Technology

ao 0 0
a, ao 0

al

0 0 aNr(N+l1)

0 . . . . . 0 0
0

. a 2r(N+ 1) air(N+ 1)

a2r (+ 1)

al ao 0
al ao

0
0 0

0 0

a(Nr+ 1)aNr~ 
0 aNr(N+1)
0 0

0

ao 0

al ao
al

0
0

0

0
aoaN aN- 1

0 aN aN-1

0
0

al ao

zero-padded convolution matrix with an extra ex-
ponentially damped upper right hand Toeplitz cor-
ner. Thus radiused FFT inversion solves the
"damped" circulant rather than the convolution
matrix problem. As seen from eqs (12) and (14),
the answer obtained from this method will be cor-
rect for the convolution problem if r(N+l) times the
last N terms of the answer are effectively zero.
That happy circumstance is usually frustrated by
the exponential buildup in the eigenvectors of eq
(10) together with the presence of noise compo-
nents in v.N, as discussed previously in the Y trans-
form context. However, referring to that
discussion, one can conclude that if r<1 and if
there are no zeroes of a (y) with modulus less than
r, then with sufficient zero padding FFT inversion
will approach convolution inversion.

Least squares techniques are the standard way to
deal with noise problems. Frequently they are
formulated in terms of minimizing the norm
1v.:N - A 13PNIJ. However, since v.N contains signal-
plus-noise, applying this condition too stringently
forces induced domain noise into 18:N. What is re-
quired is a technique to separate the range signal
from the range noise either by applying a priori in-
formation about the signal in the range or a priori
information about the signal in the domain. In a
simple sense the example given in reference [2] giv-
ing rise to figure 4 accomplished this in the range
using root projection when the complete informa-
tion was available in the domain. We shall extend
that concept below.

Another way to deal with this difficulty is
through regularization, in which the norm is modi-
fied by adding another norm-usually a scalar
times a domain norm -onto the above range norm

to adjust the range residuals to be of the order of
magnitude expected from the noise. The question
is: Which norm should one add? The techniques
for choosing an appropriate norm and carrying out
this process efficiently lie somewhat outside the
framework of this work, so that we shall not
provide detailed comparisons with regularization
methods here.

For eq (7) the least-squares method is usually
implemented by multiplying the equation by
A ' = (A 7) to give the equation

A *A f3.N =A ° v.N (16)

where A 'A is a non-negative Hermitian matrix.
The multiplication accomplishes two results: i) It
forces the output vector into the range of A,
thereby eliminating some of the components of the
noise, and ii) It modifies the left hand matrix to a
Hermitian form allowing eigenvector decomposi-
tion methods and algorithms to be employed. How-
ever, this approach suffers from two drawbacks: i)
If A has a simple structure - e.g., A is a convolution
operator-efficient algorithms which take advan-
tage of this structure may be lost, and ii) The ei-
genvalues of A°A are effectively the squares of
those of A (in a meaning to be described directly),
thus greatly increasing the ill-conditioned nature of
the problem.

A closely related approach to the above is the
singular value decomposition technique (SVD). In
the SVD method one need not multiply the right
hand side of eq (7) byAl. Rather, one represents
A in the form

A =UODV (17)
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where U and V are unitary matrices and D is a
diagonal matrix whose diagonal elements are called
the singular values of A. The SVD method, while
usually slower to compute than the method arising
from eq (15) has the advantage of finding diagonal
elements which are the square roots of those stem-
ming from A 'A. This permits greater dynamic
range for treating very ill-conditioned problems
such as frequently occur when solving eq (7). For
the deconvolution problem the SVD algorithm has
been implemented using an efficient form of an-
other algorithm due to Lanczos (in addition to the
SVD decomposition) to permit a small dimensional
approximation to the full SVD approach [4]. How-
ever, this Lanczos/SVD approach, while more effi-
cient may not permit accurate inversion especially
when N is much greater than the dimension of the
Lanczos subspace.

We turn now to least squares algorithms associ-
ated with eq (8). Calling A 2 the (2N + 1 xN + 1)
matrix in that equation, one can say that A 2 de-
scribes an embedding of the generally N + 1 dimen-
sional range of A in 2N + 1 dimensional space. In
terms of the Euclidean inner products for both
(2`+1 and `N+1 given by (uv)=urv*, the adjoint
of A 2, A 2t is A 2t =A 2° =A 2', since A 2 is real [5].
Given a vector c:2N we can use A 2t to construct a
least squares projection to map c:2N into the range
of A 2. Once in the range, we shall see that inver-
sion is well-conditioned and simple.

The necessary and sufficient condition that c:2N
lie in the range of A 2 is that c:2N lie in the orthog-
onal complement of the null space of A 2t [5]. That
is:

If A 2t b:2N = 0, then (b:2N)Tc:2N = 0. (18)

To find a basis for the null space of A 2t, we con-
sider the geometric sequence vector '-where y is
any complex number. These vectors are eigenvec-
tors of A 2 t satisfying

A 2t -- 2N = 6j:2N)TA 2 =a (y )yr.2N. (19)

Thus, if a (y) has distinct roots, we can identify the
N dimensional null space of A 2 t as spanned by

Y., where a (ya) = 0, a = 1,**,N. (20)

The condition 17 then becomes the relation that ya
are among the roots of c (y), or in algebraic terms
a (y) divides c (y). From this point of view the exis-
tence of CBR implies a set of "continuity" equa-
tions that must be satisfied by time series in the
range of a (y) under polynomial multiplication.

The root projection discussed in reference [2]
provides us with the required mapping into the
range of A 2 [2]. Also, since there must exist a poly-
nomial b(y) of degree N such that a (y)b (y) =c (y),
we can find this polynomial simply by radiused
FFT division with at least 2N+ 1 points using any
numerically reasonable radius near one.

Thus we can formulate the root projection de-
convolution (RPD) algorithm as an alternative
least squares approach to deconvolution:

i) Embedding wN in 2N + 1 dimensional space

This is usually done by replacing an a priori
range estimate with more accurate a posteriori
range data where available. It can be done from
the domain by convolving an a prori domain esti-
mate with the kernel to give the a priori range esti-
mate. Since the root projection of an a priori range
estimate in this case is equal to itself, an equivalent
method here is to subtract the a priori range esti-
mate from the a posteriori range data, where avail-
able, and fill out the rest of the range with zeroes
to produce a reduced problem with a zero a prori
estimate. The a prior domain estimate can then be
added back on to the inversion estimate from the
reduced problem to give an upgraded inversion es-
timate. This latter approach can also be directly
applied to introduce a priori information into the
Lanczos/SVD method.

ii) Applying root projection

Here time weighted inversion is employed using
weightings on the a priori and a posteriori parts of
the range data reflecting the relative uncertainties
of the a priori versus a posteriori parts of the data. A
very high weighting factor applied to the a priori
part of the data will cause the root projection to
return a result with very small residuals in the a
posteriori part of the range data. This means that
the inverse fits both the range signal and the super-
imposed noise more closely as one increases the
ratio of weights of a priori to a posteriori points in
the time weight file.

iii) Inverting using FFT division

The entire FFT division operation is carried out
on an M 3 2N + 1 dimensional space. The basis for
this space is the set of DFT vectors built from the
(M - 1)st roots of unity. However, only N of the M
FFT components of any domain vector are inde-
pendent, since there are M - (N + 1) conditions re-
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quiring all components after N + 1 to be zero. In
the range there are still only M - (N + 1) FFT com-
ponents independent. This time there are N condi-
tions requiring orthogonality to the geometric root
vectors of the kernel and M - (N + 1) conditions
requiring all image space components (2N +1) to
be zero. Thus, the basic range projection consists
of projecting through the set of geometric root vec-
tors supplemented by any simple basis of the
M - (N +1) dimensional space of vectors whose
first 2N + 1 components are zero using the time (or
frequency) weighted norm. The basic domain pro-
jection is through the M - (N + 1) dimensional
space whose first N + 1 components are zero. An
independent orthogonal base for the range space is
never built in root projection.

Few practical deconvolution problems can end at
this point. Because of the presence of range noise,
any inversion process will induce a domain noise
which frequently obscures some or all of the fea-
tures of the inverse. The critical problem when car-
rying out deconvolution consists of separating
those aspects of the inverse which are "unequivo-
cally" determined by the inversion process from
those which are not. From the SVD or RPD point
of view this means finding the signal-to-noise ratios
in a series of orthogonal channels, accepting those
aspects of the signal in the channels where the ra-
tio is high and trying to supply a priori information
in those where it is not. The SVD method provides
an excellent means for optimal signal-to-noise sep-
aration. RPD, which works with frequency infor-
mation, often provides an excellent representation
for testing and including a priori information. One
can add or remove various hypothetical features
from an a priori estimate and test the consequence
of these changes. Since with adequate weighting
root projection always forces the range residuals
back to within the noise limits, the result obtained
will be a possible solution. However, essential solu-
tion features will be added and inessential ones
taken away will not return.

Both RPD and SVD offer the possibility for de-
termining the relative probability of a particular
deconvolution estimate. However, we shall not dis-
cuss statistical algorithms in any systematic way
here. Rather, we shall present two numerical ex-
amples principally to compare the accuracy and
flexibility of the SVD, RPD, and radiused FFT di-
vision algorithms as inversion techniques and to
present a cross-cut method for deconvolution
combining Lanczos/SVD inversion (and filtering)
with RPD and frequency space filtering.

In the first case discussed the noise we add is
produced by rounding off the range data to a cer-
tain degree of accuracy, thus simulating an A/D
conversion process. This noise while crudely uni-
form in frequency amplitude is not independent of
the output, since one expects a negative correlation
with the output derivative. In the second case the
noise added was produced by a random number
generator. Error will be measured by using a rela-
tive standard deviation. The ordinary standard de-
viation of one file from another will be divided by
the generalized geometric mean of the non-zero
terms of the reference file to give an order of mag-
nitude correction to the error without being overly
sensitive to "spikiness" in the reference file. Errors
will only be compared for the same reference file.

3. Examples

3.1 Example I

We return to the example arising from the con-
volution of the 101 point Gaussian of figure 1 in
reference [2] with the first 700 points of the experi-
mental waveform of figure 2.4a in reference [1].
This example has the form of eq (1) with full range
information; only noise has been added. This ex-
ample illustrates one way of looking at M +N di-
mensional deconvolution in terms of root filtering.
The 8 bit noise added on in that example was an
"arbitrary" element of M +N + 1 dimensional
space.

The projection condition placing the signal in the
range of the kernel reduced the "power" of the
noise by one eighth in this case. Another 700 de-
grees of freedom in the noise are connected to the
roots of the Y transform of the answer, j3(y). Al-
though usually impractical, each piece of a priori
information describing a root of f3 (y) removes one
degree of freedom from the noise. When the roots
of both the answer and the kernel are known, only
the magnitude of the answer is undetermined. This
is reflected in the fact that the only degree of free-
dom left for the noise is associated with the one-di-
mensional space generated by the convolution of
the kernel and the answer, any element of which is
orthogonal to the geometric series root vectors
from both the kernel and the answer.

Two levels of range noise will be imposed for this
example. We first consider the case where only 24
bit noise is added to the output, thus reducing the
output to "single precision" accuracy.

Even with 24 bit accuracy the use of the forward
substitution (or "real time deconvolution") method
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for this problem produces errors in excess of 400%
by term 100. The errors increase exponentially af-
ter that point.

Because most of the roots of the Gaussian lie on
the unit circle, we carry out our analysis on a circle
inside the unit circle. We choose a radius of 0.997 as
reasonable for dealing with a series of length 700
and a zero-padded FFT of length 8192. Only two
roots of the Y transform of the Gaussian lie inside
this radius and the value of the Y transform of the
noise at these roots is quite small so that in the case
of 24 bit accuracy even radiused FFT inversion of-
fers a good estimate of the answer if adequate zero
padding is provided.
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Figure 1 shows the range noise spectrum versus
the spectrum of the range signal-plus-noise after
root projection on the circle of radius 0.997.

Since the projected output lies in the range of the
Gaussian under convolution, FF1T division on a
space of dimension 800 or greater is now accurate
and each of the FFT components can be considered
as lying in an orthogonal channel.3

Using the principle that throwing out a channel
throws out both the signal and the noise in that
channel, we have a simple criterion that we should
reject all channels where the signal/noise ratio is
less than one or, crudely, where the (signal-plus-
noise)/noise ratio is less than N/2. In this case that

LEGEND
SIGNRL + NOISE

---a NOISE

D 0.60 0.80 1.00
RELTIIVE FREQUENCY

Figure 1. 800 point FFT on the circle of radius 0.997 of the range signal-plus-noise and noise for
the convolution of the time series in figures 2.4a[1] and 1[2] with 24 bit roundoff noise added
(Example la).

'The lack of independence of the FFT components in the image
space means that projecting out some components will produce
inverses no longer zero beyond point #700, thus no longer satis-
fying the multiplication of FFT's rule of the space of dimension
M. Signal-to-noise analysis, then, is not rigorously correct in
RPD on a channel by channel basis. To avoid this complication,
filtering for RPD will be carried out in the domain space after
the inversion. This change of dimension before filtering implies
a pror information about the carry-over of "relevant" frequency
features between FFT representations of different cardinality.
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means essentially every channel is acceptable so
that no filtering of the inverse should be necessary.

Figure 2 shows a comparison of the errors of the
estimated inverse versus correct answer for RPD,
radiused FFT inversion, and SVD inversion using a
subspace of dimension 100. As can be seen, the
RPD error is the smallest, merging with the FFT
results for higher frequencies. The spectrum of the
RPD error is, of course, exactly the quotient of the
spectra of the range noise with that of the Gaus-
sian kernel (padded to 800 points which was the
FFT dimension used for RPD). The significantly
larger error associated with the best Lanczos/SVD
estimate arises from the use of only a 100 dimen-
sional Lanczos subspace. The algorithm chosen
uses the signal-plus-noise range vector as one of
elements of the Lanczos subspace, but i)The range
basis obtained may not be adequate to expand the
noise or ii) The range basis may not separate the
signal and the noise well, iii) The domain basis may
not be adequate to expand the answer accurately,
and iv) The matrix used to represent the convolu-
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tion matrix has to be truncated at the last row per-
turbing it from its correct form on the whole space.

In this case the error appears to stem equally
from the last two of these causes. The relative stan-
dard deviation (r.s.d.) from the answer caused by
inadequate domain basis is 1.6% while the r.s.d. for
the best SVD estimate is 2.2%. Tne r.s.d. in ex-
panding the noise is negligible. The two errors
stand in the ratio about -/2 which would be ex-
pected from equal independent contributions. By
comparison the r.s.d. of the error of the RPD esti-
mate is 0.16% while that of the FFT estimate is
0.25%. The relatively large error in the Lanczos/
SVD estimate for this example remains no matter
how small the roundoff error; only when the inver-
sion error becomes small relative to the induced
domain noise does the Lanczos/SVD method be-
come effective. The SVD inversion estimate is
shown in figure 3; the FFT and RPD estimates are
visually identical to the correct answer.

The ill-conditioned nature of the deconvolution
process becomes apparent when the output has
more noise. A comparison of range signal-plus-
noise to noise after RPD is given in figure 4 for the

LEGEND
RPD ERROR

---- SVD ERROR
.------ RRDIUSED FFT ERROR

0. 60 0.80 1.00
RELRTIVE FREQUENCY

Figure 2. Comparison of spectra of errors for 3 deconvolution methods for Example la. An 800
point FFT was used on the circle of radius 0.997.
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Figure 3. Example la: Overplot of the SVD inversion estimate and the correct answer.

case where the output has been truncated to 8 bit
accuracy. The same figure made before root pro-
jection would appear visually to be substantially the
same. The noise level is lowered about 0.6 dB by
RPD. These spectra were also carried out on the
circle of radius 0.997. Because the time curves were
not renormalized after radiusing, the average noise
level reads slightly below the -64 dB expected
level for unradiused noise. As can be seen the (sig-
nal-plus-noise/noise) ratio is clearly greater than
V2 until about 0.065 of the frequency band, drop-
ping to less than one beyond 0.1.

Figure 5 shows the comparison of the errors for
the estimated inverses from radiused FFT inver-
sion (again padded to 8192 points) and inversion
following RPD. In this case radiused FFT inversion
produces incorrect answers, not only in the esti-
mate for the inverse, but in the range upon recon-
volving the "inverse" with the kernel. The values of

the Y transform of the noise at the two roots lying
inside the radius 0.997 have now greatly perturbed
the radiused FFT division result.

The errors for the inverse estimated by RPD are
determined by the ratio of the 800 point FFT of the
root projected noise to the 800 point FFT of the
zero-padded Gaussian. One sees that root projec-
tion has preserved the low-frequency features of
the signal which are contained in the channels of
high signal/noise ratio.

Even without knowing the true noise distribution
we can estimate the meaningful channels and build
a time domain approximation from them. Figure 6
shows the complete spectrum of the root projected
inverse. We can use obvious a priori information
that all channels beyond 0.08 of the frequency
range, where the steep rise begins, are dominated
by noise. We use an 801 point optimal filter with a
pass band of 0.0 to 0.065 and stopband of 0.08 to
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Figure 4. 800 point FF1' on the circle of radius 0.997 of the range signal-plus-noise and noise
after RPD for the convolution of the time series in figures 2.4a [1] and 1 [2] with 8 bit roundoff
noise added (Example Ib).

1.0 with attenuation of 90 dB, convolve this with
the complete RPD inverse and "trim the ends" to
select out the 700 points from point 401 to point
1100. Figure 7 gives the graph of that filtered esti-
mate from RPD. It has an overall r.s.d. of 10.5%,
mostly due to errors near the front and back.
Throughout much of the first 400 points, the r.s.d.
is less than 3%.

A signal-to-noise analysis similar to that for RPD
can be carried out for SVD inversion. In this case
the channels in which one carries out the analysis
are no longer associated with the familiar fre-
quency eigenvectors but are built by the SVD pro-
cess and are peculiar to the kernel series. However,
one has the same number of range dimensions as
domain dimensions which makes analysis of the fil-
tering process simpler in SVD than in RPD.

Figure 8 presents the actual signal and noise
spectra for the Lanczos/SVD representation in the
case of 8 bit range data accuracy. The signal gener-
ally falls with decreasing singular values while the
noise remains relatively constant at the expected
value of - 64 dB except for a rise for small singular

values (large dimension number). The fraction of
the noise which can be represented by only 100 of
the 800 range eigenvectors is (799.995/800)2 of the
total noise. This highlights one of the features asso-
ciated with the Lanczos/SVD method, notably the
linkage between the range data and the SVD basis
whose first element is the signal-plus-noise data
vector. Since the SVD basis vectors have a special
form, however, it can be difficult to obtain informa-
tion on the noise statistics for detailed analysis.

The plots of signal-plus-noise and inverse SVD
spectra are given in figure 9. As can be seen by
comparing figures 8 and 9, it is harder to find a
best guess from the available data shown in figure 9
than it was for root projection. The technique of
truncating above a singular value, which leads to a
residual closest to the expected noise residual, is
completely in error here. It gives rise to more than
70 terms in the expansion and produces an esti-
mate full of noise with about 1000% r.s.d. from the
correct answer. However, based on an expected
signal-plus-noise cutoff value of about -61 dB, a
reasonable guess might be to include all compo-
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Figure 5. Comparison of errors for root projection and radiused FFT inversion for Example lb.
An 800 point FFT was used on the circle of radius 0.997.

nents from dimension 1 through 59.4 The use of
this "reasonable" guess produces the estimate
shown in figure 10. The result is remarkably similar
to that obtained by filtering of the root projection
inverse. It has an overall r.s.d. of 10.4%.

3.2 Example II

The second example concerns deconvolution in
the presence of incomplete range information. The
kernel for this example is the experimental curve
shown in figure 2.4a of reference [1] which was the
answer in the previous example [1]. This time only
400 output data points are given as shown in figure
11. The error added was -40 dB random noise,

I One could also use a S/N cutoff at - 61 dB; the resultant esti-
mate in this case is visually identical to that chosen. However,
we have found by experience that something like a Gibbs phe-
nomena also occurs in SVD expansions so that including all
components up to a given dimension number tends to give
slightly less oscillations in the estimates than using a S/N cutoff.

A regularization type approach to this problem would be to
use all channels for the inversion, but to replace each singular
value, A, by A +e where e is some appropriately chosen small
constant.

which produces an r.s.d. of about -41 dB. The
noise is clearly visible in the figure. The answer,
shown in figure 12, represents a possible trans-
ducer response function. The output data then rep-
resents the response of the transducer to the same
stimulus that produced the kernel response of fig-
ure 2.4a in reference [1] for the calibrating capac-
itive transducer.

As would be expected in a problem with a rising
transient front end, the forward substitution ap-
proach is inapplicable, producing relative errors of
5000 on the third point and overflowing soon there-
after. The result of applying FF1 division using an
800 point FFT is shown in figure 13. The range
r.s.d. for this curve is 158% indicating a completely
erroneous result even though the correct answer
has less than 200 non-zero points and 400 points
were given. If zero padding is added to the FFT
(8192 point FF1) the range r.s.d. drops to 44%
rather than the 0.8% needed to be within the ex-
pected range noise error. The domain r.s.d. against
which the SVD and RPD estimates will be com-
pared below is 1976%. Noting that only two roots of
the kernel lie below 0.979, one can apply radiused
FF1 division with a radius of 0.975 to produce a
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Figure 6. Spectrum from 800 pt FFT (with radius= 1.0) of estimated inverse for projection show-
ing evident break between signal and noise dominated regions.

range r.s.d. of 1.1%. The range r.s.d. is almost
within acceptable limits, but the domain errors are
substantially greater than those produced by either
Lanczos/SVD or RPD.

To deal with this model problem for which one
has only limited a priori information (mostly that
the answer should not be filled with high frequency
noise), we introduce the cross-cutting deconvolu-
tion algorithm (CCD) shown schematically in fig-
ure 14. This algorithm uses the Lanczos/SVD and
RPD methods in tandem to produce a more robust
estimate which is at least as good as the particular
choice of either estimate and often better than
both of these methods. Lanczos/SVD and RPD
with optimal filtering are first applied indepen-
dently to produce first estimates to the decon-
volved inverse. Typically, with a kernel whose
spectrum is dominated by low frequency compo-
nents, the SVD estimate will show some of the
most prominent high frequency features, but will
have reduced low frequency fidelity.

The RPD estimate, on the other hand, will tend
to have good low frequency fidelity but reduced
resolution of some of the high frequency features
and possibly greater end noise. The outputs from

each of these algorithms, conservatively filtered to
avoid extraneous features, is then fed into the
other algorithm as an a prori estimate. Each of
these two methods uses a different orthogonal de-
composition to separate signal from noise and the
reuse of the output from one of these algorithms
provides essentially no improvement in the estimate
(although RPD may be rerun to reduce end noise).
However, what one algorithm may discard as noise
can contain useful signal when decomposed using
the other algorithm. The second, cross-cut esti-
mates are then frequently significant improvements
upon the initial estimates. They each, of course,
contain induced domain noise which may be par-
tially independent so that the average of the esti-
mates can be expected to provide some overall
improvement over the second approximations.

Figure 15a shows the signal-plus-noise and do-
main spectra and figure 15b the actual signal and
noise spectra upon applying Lanczos/SVD inver-
sion to the model problem data. Based on figure
15a with an approximate signal-plus-noise value of
-37 dB, reasonable choices might lie between se-
lecting all components from 49 up to 80. As one
increases the dimension number past 49, the actual
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Figure 7. Filtered root projection estimate for Example lb.

r.s.d. decreases more or less steadily (cf. fig. 15b)
from 103% to 65% at dimension number 77. How-
ever, as the domain noise increases (and due also
to increasing "high frequency" characteristics of
the SVD base vectors) more extraneous features
become added to the signal. In this case because
the eigenvalues are not too small in the 49 to 80
range vis-a-vis those below 49, the "risk" is not too
great of introducing a great deal of "high fre-
quency" domain noise by inadvertently adding a
channel with excess noise. The only guideline then
for choosing among these candidate estimates is a
priori information about the signal.5 We choose the

5 The Lanczos dimension used throughout this paper is 100.
However, a special run was made for this example using Lanc-
zos dimension 200. Although the error in representation of the
answer was much better in the 200 case, the range noise was
sufficiently large that only small improvement occurred in the
r.s.d. of the estimates. The main improvement was in the signal-
plus-noise diagram which showed a distinct plateau now making
the choice of dimension number 77 as a cutoff almost apparent.

estimate made up from all dimension numbers
through 62. This estimate has an overall r.s.d. of
75%. No matter which of these estimates is used as
a starting point, the final output of the cross-cut-
ting algorithm varies only between 52% and 54%
r.s.d.

The RPD techniques for finding the initial ap-
proximation from incomplete range data differ
somewhat from those of the SVD method. The po-
tentially large amount of noise that can be intro-
duced by the a priori part of the range estimate
required by the RPD method can preclude a sig-
nal-to-noise analysis similar to that used for SVD.
Instead we examine the a posteriori data separately
to estimate bounds on the useful part of the fre-
quency range and re-run RPD on windowed raw
estimates to remove excessive end noise.

Figure 16a shows the FFT of the 400 points of a
posteriori data after they have been windowed using
a 400 point window built from a maximal ripple
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Figure 8. The true signal and noise spectra for Example lb using the SVD basis (not the Fourier
basis) on a Lanczos subspace of dimension 100.

filter to smooth the frequency distribution. The fig-
ure shows essentially no information above the
- 40 dB noise level beyond 30% of the Nyquist fre-
quency. Any information about the inverse above
the relative frequency of 0.3, then, must either be a
priori information or information obtained from the
SVD estimate. In other cases there will be informa-
tion over the noise level through high frequency or
other "difficult" parts of the frequency range
where the kernel has a small spectral amplitude.

With no a priori information available we employ
a simple extrapolation procedure to create the in-
put range signal for the first RPD approximation.
Figure 16b shows the normalized signal-plus-noise
and domain spectra after RPD inversion of the
given data with the endpoint values continued out
to the end of the range data and then windowed. A
time weighting of 1:16 (one in the given data and
16 in the extrapolated data) was used to bring the
range residuals to well within the expected -41 dB
r.s.d. over the initial data. When the weight factor
is increased much beyond 20 in this example, expo-
nentially increasing noise terms begin to show up in
the inverse and negligible further information
seems to be obtainable. In other less noisy or ill-

conditioned cases the weight factor can be in-
creased to several thousand.

Figure 16c shows the spectra of the true signal
and range noise for the first RPD approximation.
The range signal is merely the product of the 800
point FFT's of the kernel and the answer. The
range noise, on the other hand, is not simply the
-40 dB a posteriori noise, but is here completely
dominated by the a prori noise which, because of
the smooth extrapolation used, has very large low
frequency components. Without a prori informa-
tion, there seems to be no simple way of estimating
the actual range noise which can be dominated by
such errors. The initial procedure for RPD in this
case, then, is to choose as broad-band a filter as
possible producing an estimate which doesn't show
excessive high frequency noise and to use the gen-
eral a prori information that the inverse should not
have a rising high frequency spectrum. No matter
which filter is chosen, however, one can expect ex-
tensive low frequency errors. How they manifest
themselves is shown in figure 17.

Figure 17 shows the SVD and RPD first esti-
mates. As described above the overall r.s.d. for the
SVD estimate is 75%. The overall r.s.d. for the
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Figure 9. Range signal-plus-noise and estimated inverse spectra for Example lb using the appro-
priate SVD bases built in the Lanczos subspace of dimension 100.

RPD estimate is 471%. Examination of the two
curves shows this difference to be due to the much
greater end error in the RPD estimate. Both of
these methods tend to produce larger errors at the
end of the time domain since the end values of the
answer are involved in fewer terms of the a posteri-
ori data. RPD, particularly without a reasonable a
priori range guess, produces such errors due to
leakage of the large a priori errors into the a poste-
nori part of the time domain.6 It's easy to confirm
in this case that there is almost no valid data be-
yond point 140 in either estimate. This is done for
RPD by using the RPD estimate of figure 17 win-
dowed to 140 points as an a priori estimate and
reinverting. A lower time weighting ratio of 1:4 is
all that's needed in this case to produce good resid-
uals since the a priori range data are more accu-
rate. After filtering the resultant estimate is almost

6 Errors also tend to occur very near the causal time boundary in
both methods when extensive projection is employed. One can
give a heuristic interpretation of this front end error for RPD
based on the fact that the RPD estimate is low-pass filtered. By
reducing the frequency range by a factor of M, say, lower reso-
lution occurs in the time domain which shows up most clearly in
the first M points of the time domain.

indistinguishable from the original for the first 140
points and has only small oscillations past point
140. This indicates that the large end oscillations in
the initial estimate were forced by a priori range
errors. The overall r.s.d. of the error of this RPD
estimate is 60%.

A similar process to show that there is almost no
valid data beyond point 140 of the SVD estimate
can also be carried out. However, there is nothing
intrinsically "wrong" with the estimate produced
by the RPD process which returns range residuals
almost within the expected noise limits (some in-
crease in residuals is due to filtering). It is only that
the a priori range data chosen forced features in
the answer which were irrelevant to the essential
features required by the a posteriori data. In fact
one can establish a different "model" problem in
which the correct answer is the curve given as the
RPD estimate in figure 17. Application of SVD to
400 points of range data from this second "model"
problem with similar noise added produces esti-
mates similar to those of the model problem as we
have presented it with only slightly increased end
oscillations. The overall r.s.d. of the error of the
similar 62 component estimate from the answer to
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Figure 10. Best Lanczos/SVD estimate for Example lb using S/N projection.

the alternate problem, for instance, is 366%. The
extra data needed to identify the end features of
the alternate answer are contained in the last 399
points of missing data.

In most problems with 50% incomplete range
data one can still obtain accurate information
about the answer through most of the time domain
involved. Typical examples we have checked show
good accuracy for 60% to 95% of the time range.
An assessment of the importance of missing end
data may be possible in RPD using knowledge of
the positions of the roots in the root transform of
the answer vis-a-vis those of the transform of the
kernel.

The second stage of the cross-cut algorithm uses
each of the two first stage outputs as a priori inputs
to the alternate algorithm. For this example, since
we have established that little meaningful data lie
beyond point 140, we will use the windowed first
estimates rather than the full estimates as a priori

inputs. For the SVD process, then, the windowed
RPD first estimate is convolved with the kernel
and the first 400 points of the resultant time series
are subtracted from the a posterori data. Lanczos/
SVD deconvolution is then performed on this re-
duced problem and the estimated inverse added
back onto the a priori estimate to produce the sec-
ond estimate.

Figure 18a shows the signal-plus-noise and in-
verse SVD spectra and figure 18b shows the true
signal and noise spectra for this reduced SVD
problem. With a - 37 dB signal-plus-noise approxi-
mate cutoff, a reasonable choice from figure 18a
would be a cutoff at 12 vectors, which in this case is
confirmed by the curves in figure 18b. The r.s.d. for
the second SVD estimate is then 56%.

Figure 19a shows the signal-plus-noise and in-
verse RPD spectra and figure 19b shows the actual
range signal and noise spectra for the reduced
RPD problem which has as its a priori input the
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Figure 11. Synthetic output data with noise for model trans-
ducer calibration problem (Example II).

windowed first estimate from the Lanczos/SVD al-
gorithm. The extensive high frequency a priori
noise level is no longer present, and the apparent
cutoff from figures 19a and 19b is between 0.16 and
0.2 relative frequency. We choose the same filter
(transition between 0.16 and 0.3 relative fre-
quency) for this stage as in the first stage, since no
high frequency noise is apparent. This second RPD
estimate has an overall r.s.d. of 60%.

The final step in the cross-cut algorithm is to av-
erage the two estimates arising from the second ap-
proximations. The resultant average is shown
compared with the correct answer in figure 20. It
has an overall r.s.d. of 52%. Since the geometric
mean of the answer is 0.014, the actual domain
noise is -42.5 dB or 2.5 dB less than the added
range noise. Figure 21a gives a comparison of the
spectrum of the cross-cut estimate, windowed to
200 points to smooth the spectrum slightly, with
that of the answer. Figure 21b gives a similar com-
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Figure 12. Correct answer for Example II.

parison of the phases. As can be seen from these
figures, almost all the error in the estimate is at
frequencies above 0.1.

4. Summary

A comparative development has been given of a
number of related deconvolution methods includ-
ing a new algorithm based upon root projection.
Radiused FFT division, singular valued decomposi-
tion (SVD) and root projection deconvolution
(RPD) were compared in detail in two examples.
The first example involved deconvolution of a 101
point Gaussian filter from a relatively complex 800
point waveform in the presence of noise. Two lev-
els of noise were used. The concept of signal-to-
noise filtering was introduced and applied to both
SVD and RPD. It was shown to be particularly
powerful when used in conjunction with the SVD
method. In both cases RPD provided the most ac-
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(CCD) algorithm.

Figure 13. Result of using 800 point FFT division to estimate
answer for Example II.

curate inversion estimate although this accuracy
was matched by the SVD method for the higher
noise level. The second example was a model trans-
ducer calibration problem with typically incomplete
range data. A robust cross-cut deconvolution
(CCD) algorithm utilizing the orthogonal decompo-
sitions of both the RPD and SVD methods was used
in this example. The deconvolved estimate showed
virtually no errors for frequencies below 10% of the
Nyquist frequency.

Root transforms were applied in this work only
for one dimensional time series. The study of the
comparable Riemann surfaces for higher dimen-
sional series or the use of boundary roots in finding
signatures for the Radon transforms of such series
have yet to be studied.
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Figure 15a. Range signal-plus-noise and estimated inverse spectrum for Example
II using the appropriate SVD bases (not the Fourier bases) built in the Lanczos
subspace of dimension 100.
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Figure 15b. The true signal and noise spectra for Example II using the SVD range
basis on the Lanczos subspace of dimension 100.
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Figure 16a. Normalized 400 point FFT of the windowed output data of figure 11.
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Figure 16b. Signal-plus-noise and estimated inverse spectra for example II using an
800 point FF1' on the result of root projection where the data of figure 11 were
simply end extrapolated out to 800 points.
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Figure 16c. Spectra of 800 point FF1 of true range signal for Example II and noise
from initial RPD inversion.
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Figure 17. Initial SVD and RPD estimates for Example II.
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Figure 18a. Range signal-plus-noise and estimated inverse spectra for the second
stage of the cross-cut algorithm in Example II. The appropriate SVD bases built in
the Lanczos subspace of dimension 100 are used. The input is the first stage RPD
estimate windowed to 140 points.

1 0. 0

- 1 0. 01

-30. 01

.uU 40.00 60.00 80.00
LRNCZOS DIMENSION NUMBER

1 00. 00

Figure 18b. The true signal and noise spectra for the second stage of the cross-cut
algorithm in Example II using the SVD range basis on the Lanczos subspace of
dimension 100.

366

(0

co

_j
Lu

Q

UC

a-
Xc

(0-j
LLJ

U)
Luj

Lu

D -50. 01

-j

-70. 0(

-90.



Volume 96, Number 3, May-June 1991

Journal of Research of the National Institute of Standards and Technology

10.

1 0.

-30.

a -50.

ar:

L -70.
a-
co)

-90.
0. 40 0. 60

RELATIVE FREQUENCY
1. 00

Figure 19a. Signal-plus-noise and estimated inverse spectra for the second stage of
the cross-cut algorithm in Example II. An 800 point FFT is used on the result of
root projection from the windowed first stage SVD input.
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Figure 19b. The true range signal and noise spectra for the second stage of the
cross-cut algorithm in Example II. An 800 point FFT is used on the result of root
projection from the first stage SVD input.
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Figure 20. The CCD estimate for Example II.
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Figure 21b. Phase of the CCD estimate for Example II.
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News Briefs

General Developments

NIST SIGNS AGREEMENT WITH STATE FIRE
MARSHALS GROUP
NIST and the recently established National Associ-
ation of State Fire Marshals have signed an agree-
ment to formalize a number of cooperative fire
safety activities already in place and to set up sev-
eral new ones. NIST has long worked with fire
marshals in many states, including the investigation
of major fires. Recently, a group of marshals and
NIST staff worked together to define national fire
research needs and priorities. As part of the new
agreement, the two organizations will establish a
database accessible by computer network contain-
ing technical information necessary to run fire
models such as NIST's HAZARD I. Also, the
agreement calls for a deputy fire marshal to work
at NIST as a way to transfer technology to the fire
community. Other activities will include joint fire
safety research, especially on issues of national in-
terest such as smoke toxicity.

INTEGRATED COOPERATIVE PROGRAM
EXPANDED
NIST has expanded a cooperative program to bring
together federal agencies and private organizations
to develop prototype systems in Open Systems In-
terconnection (OSI), Integrated Services Digital
Network (ISDN), and computer security. Program
goals include facilitating the development and
commercial availability of OSI, ISDN, and security
mechanisms and services; providing a facility for
users, developers, and vendors to jointly define, de-
velop, and test systems in telecommunications, net-
work management, and security; and coordinating
funding from federal agencies. Program informa-
tion and guidelines are available by writing the

Integrated OSI, ISDN, and Security Program, B154
Technology Building, NIST, Gaithersburg, MD
20899. Fax requests to 301/948-1784. General pro-
gram information is available from Patricia
Noonan Edfors, B154 Technology Building, NIST,
Gaithersburg, MD 20899, 301/975-3758.

NEW COMPUTER SECURITY SERIES
PUBLICATION ISSUED
The first publication in a new series on computer
security, entitled Bibliography of Selected Com-
puter Security Publications: January 1980-October
1989 (NIST/SP-800/1) has been issued. Compiled
by Rein Turn and edited by Lawrence E. Bassham
III, the 200-page document serves as an excellent
resource for individuals interested in computer se-
curity issues. The citations are listed under 10 cate-
gories: general, management, foundations, access
control, trusted systems, database security, commu-
nication and network security, cryptography, pri-
vacy, and pre-1980 publications. Included in the
bibliography are appendices with the addresses of
all journals and magazines referenced in the bibli-
ography and a list of key words. Available from the
Superintendent of Documents, U.S. Government
Printing Office, Washington, DC 20402. Order by
SN #003-003-03060-1 for $11 prepaid.

USERS' GUIDE TO DIODE LASERS
NIST and University of Colorado researchers have
produced a guide for atomic physicists who want to
use diode lasers in their work. The review article
appeared in a recent issue of Review of Scientific
Instruments. Traditionally, physicists have used dye
lasers to tune to particular atomic transitions. But
semiconductor diode lasers have many advantages:
they are smaller, more efficient, less expensive, and
very reliable. They have reasonable power, and
their wavelength coverage is steadily increasing. "It
is now possible to have a diode laser system which
will produce more than 10 mW of tunable light
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with a bandwidth of 100 kHz for a cost of less than
$1,000," the researchers report. They discuss basic
diode laser characteristics, advantages, and limita-
tions. They also explain how to purchase the cor-
rect laser, tune it to the desired frequency, and
control the laser's frequency. The guide, paper No.
68-90, can be obtained from Jo Emery, Div. 104,
NIST, Boulder, CO 80303, 303/497-3237.

PRODUCING HYDROGEN SLUSH
NIST researchers have constructed an auger-type
generator for producing hydrogen slush, the pre-
ferred fuel for the National Aerospace Plane. Until
now the freeze-thaw method has been the most
common for producing hydrogen slush, but it has
several disadvantages not present with the auger-
type method. For example, freeze-thaw produces
hydrogen slush in batches whereas auger is a con-
tinuous process. The NIST-developed generator
features a large (approximately 18 cm diameter)
auger with a supercritical helium flow loop that sim-
ulates the performance of a helium refrigerator.
Paper No. 6-91 discusses design and construction
and is available from Jo Emery, Div. 104, NIST,
Boulder, CO 80303.

APPARATUS FOR MEASURING COEFFICIENT
OF FRICTION
NIST researchers have developed a novel apparatus
to measure the coefficient of friction in oxygen envi-
ronments. It will be used specifically to study prob-
lems with ball bearing wear in the high-pressure
oxygen turbo pump of the space shuttle main en-
gine. Although designed to last 7 1/2 h, these bear-
ings often fail after 45 min of use. The NIST
apparatus can handle loads up to 900 kg, and fric-
tion measurements can be made in inert atmo-
spheres or in flowing oxygen at temperatures from
80 to 1030 K. To meet the various requirements,
two measurement cells, one hot and one cold, were
developed. One cell, made of high-temperature
nickel alloy and cooled by ambient air, is used from
room temperature to 1030 K. The other cell, made
of high-purity nickel and cooled by nitrogen gas, op-
erates from 80 to 523 K. Paper No. 8-91 describes
the apparatus and is available from Jo Emery, Divi-
sion 104, NIST, Boulder, CO 80303, 303/497-3237.

OUTREACH PROGRAMS HELPING INDUSTRY
NIST's Advanced Technology Program (ATP) will
help industry to develop and apply generic technol-
ogy it needs to commercialize new products and
manufacturing processes, said the NIST Visiting
Committee on Advanced Technology in a 31-page

report to the Secretary of Commerce. The commit-
tee was established by the Omnibus Trade and
Competitiveness Act of 1988 and given the respon-
sibility to review and make recommendations re-
garding the general policy, organization, budget,
and programs of NIST. Its 1990 Annual Report of
the NIST Visiting Committee on Advanced Tech-
nology gives special attention to NIST's new indus-
trial outreach programs, including the ATP and the
Manufacturing Technology Centers program. The
report also reviews progress in the institute's sci-
ence and engineering programs, discusses NIST's
industrial relations policies, and examines the
agency's budget picture and organizational plan.
Available by sending a self-addressed, stamped
envelope to Dale Hall, A527 Administration Build-
ing, NIST, Gaithersburg, MD 20899.

STM BUILDING OF ROOM-TEMPERATURE
NANOSTRUCTURES
The vision of custom-building atomic-scale
structures-perhaps "nanomachines" or ultra-
high-performance electronic devices-by individu-
ally manipulating atoms with a scanning tunneling
microscope (STM) has inspired a number of recent
experiments. The most dramatic results to date
have involved positioning individual xenon atoms
on a very cold ( - 269 'C) surface. Practical applica-
tions of that technique are somewhat limited be-
cause it requires that the surface be maintained at
cryogenic temperatures, and only works with a lim-
ited class of atoms. NIST researchers recently
demonstrated a novel room-temperature proce-
dure for manipulating atoms or molecules on sur-
faces that promises much more general application.
By generating an electric field at the tip of the
STM probe, they induced cesium atoms adsorbed
on typical semiconductor substrates to collect
under the probe tip, forming novel structures that
would not otherwise occur by simple adsorption.
Details are reported in the March 8 issue of
Science.

DEVICE PROMISES BETTER TRACKING OF
DRUGS, VIRUSES
A prototype device that shows promise as a reliable
detector of drugs, pollutants, bacteria, and viruses
in humans has been developed at NIST. Called the
liposome-based flow injection immunoassay
(LipoFIlA) system, the device uses a component of
the human immune system to measure the amount
of a specific chemical compound from complex mix-
tures such as blood and urine. Automated,
reusable, and fast, the system improves on the
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performance of many other commercially available
instruments. An analysis takes minutes instead of
the hours or even days required by other methods.
The LipoFIIA system is as much as 100 times more
sensitive than comparable devices, allowing analy-
ses at levels as low as parts per billion. It uses lipo-
somes - submicroscopic, balloon-like globules - to
detect how much of a given substance is in a bio-
logical sample. Antibodies, similar to the proteins
the human body uses to recognize and latch onto
foreign substances, also play a major role. The sys-
tem recently passed clinical trials at the National
Institutes of Health.

IGNITION CHARACTERISTICS STUDIED
At the request of the National Aeronautics and
Space Administration, NIST is studying the igni-
tion and combustion characteristics of selected al-
loys in pressurized oxygen. A number of serious
accidents and fires have involved the ignition and
combustion of metals in oxygen systems. As the op-
erating pressure in these systems increases, the po-
tential for disaster also increases due, in part, to
the increased reaction rate of materials with oxy-
gen. To reduce this potential, the ignition and com-
bustion characteristics of metals must be known. In
the past, NIST researchers have studied the char-
acteristics of the iron-based alloy UNS S66289 and
the nickel-based alloy UNS N07718. Most recently,
NIST reported on the characteristics of the nickel-
based alloy UNS N07001 in Ignition Characteristics
of the Nickel-Based Alloy UNS N07001 in Pressur-
ized Oxygen (NISTIR 3947). Available from the
National Technical Information Service, Spring-
field, VA 22161. Order by PB #91-144428 for $17
prepaid.

PROTOCOL DEVELOPED TO ANALYZE
ALTERNATIVE REFRIGERANTS
NIST researchers have developed a protocol for
scientists studying alternatives to fully halogenated
chlorofluorocarbons (CFCs). These CFC fluids,
used for many years as refrigerants and propel-
lants, must be replaced because they are thought to
be contributing to ozone depletion in the atmo-
sphere. In searching for alternative fluids, exten-
sive experimental measurements of the replace-
ments' physical properties are needed to evaluate
their performance. Sound interpretation of these
measurements requires that all components of the
fluids be known. Impurities in the samples can
plague an experimental measurement and ruin in-
terpretation of results. The protocol, Strategy for
Chemical Analysis of Alternative Refrigerants

(NIST TN 1340), provides for verifying sample
identity, characterizing major impurities, and
determining the concentrations of impurities. A
protocol and apparatus for high-temperature, high-
pressure thermophysical property measurements
are also described. Available from the Superinten-
dent of Documents, U.S. Government Printing
Office, Washington, DC 20402. Order by stock no.
003-003-03062-7 for $5 prepaid.

"EXPECT" AUTOMATES INTERACTIVE
PROGRAMS
"Expect," a software tool for automating interac-
tive programs, is available on request from NIST.
Expect, originally designed to automatically log in
NIST's Automated Manufacturing Research Facil-
ity computers, runs on UNIX systems but can also
control non-UNIX computers and networks. A
NIST scientist says the software "uses a script -
much like a movie script -to simulate a human in-
teracting with a computer. An important difference
is that, unlike a movie script, Expect scripts can
describe alternatives and then 'play' differently
each time as they adapt to the situation." Since
April 1990 over 1,600 sites have requested Expect.
Requests should be sent to Don Libes, A127
Metrology Building, NIST, Gaithersburg, MD
20899 or library@cme.nist.gov.

GRANTS ANNOUNCED TO ADVANCE
INDUSTRIAL TECHNOLOGY
Commerce Secretary Robert A. Mosbacher re-
cently announced the first grant awards under the
Commerce Department's Advanced Technology
Program (ATP), which he said could lead to the
birth of revolutionary products and processes in key
U.S. industries and help boost the country's trade
and competitiveness. Eleven new research and de-
velopment programs were selected for funding un-
der the ATP in fundamental industrial technologies
including improved manufacturing techniques for
electronics (such as x-ray lithography); optical
recording; a variety of hardware and software tech-
nology for computers; high-temperature supercon-
ductivity; machine tool control; and novel laser
designs. The awards will provide approximately $9
million in first-year grants to initiate nearly $100
million in R&D programs over the next 5 years. The
research and development programs selected for
funding are:

Volume Holographic Mass Storage Subsystem -
Microelectronics & Computer Technology
Corporation
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* Nonvolatile Magnetoresistive Semiconductor
Technology-Nonvolatile Electronics, Inc.

* Short-Wavelength Sources for Optical Record-
ing-National Storage Industry Consortium

* Tunable Deep UV and VUV Solid-State Laser
Source-Light Age, Inc.

* New User-Interface for Computers Based on
On-Line Recognition of Natural Handwriting-
Communication Intelligence Corporation

* Printed Wiring Board Interconnect Systems-
National Center for Manufacturing Sciences,
Inc.

* Advanced Manufacturing Technology for Low-
Cost Flat Panel Displays-Advanced Display
Manufacturers of America Research Consor-
tium

* Fabrication and Testing of Precision Optics for
Soft X-Ray Projection Lithography-AT&T
Bell Laboratories

* Solid-State Laser Technology for Point-Source
X-Ray Lithography-Hampshire Instruments,
Inc. & McDonnell Douglas Electronic Systems
Co.

* Advanced Compensation Techniques for En-
hancing Machine-Tool Accuracy-Saginaw
Machine Systems, Inc.

* Advanced Thallium Superconductor Technol-
ogy-E.I. du Pont de Nemours & Co.

TWO SITES NAMED FOR TECHNOLOGY
TRANSFER CENTERS
The Industrial Technology Institute in Ann Arbor,
MI, and the Kansas Technology Enterprise Corpo-
ration of Topeka, KS, were selected to establish
regional manufacturing technology transfer centers.
The two organizations now will negotiate coopera-
tive agreements with NIST for approximately $1.5
million each for the first year, which they will
match. "The establishment of Michigan and Kansas
centers means that small and medium-sized busi-
nesses in the two areas soon will have improved ac-
cess to the advanced manufacturing technology and
processes they need to compete and prosper,"
Commerce Secretary Robert A. Mosbacher said.
"The new centers complement the efforts of centers
in Ohio, South Carolina, and New York, which are
already working with the Commerce Department to
modernize America's industrial sector through
technology transfer." The NIST manufacturing
technology centers act as clearinghouses between
industry and sources of manufacturing technology.

COMMENTS SOUGHT FOR MACHINE TOOL
STANDARD
Comments are invited on a proposed American
Society of Mechanical Engineering (ASME) stan-
dard to provide machine tool builders and users a
uniform method to evaluate performance of metal-
cutting machining centers. A NIST mechanical en-
gineer who heads the ASME committee that
drafted the voluntary industrial standard, says "A
single national standard will give buyers a more
credible way to selecting manufacturers. Manufac-
turers, at the same time, will have a clear way for
verifying their improvements in the marketplace."
"Methods for Performance Evaluation of Com-
puter Numerically Controlled Machining Centers"
is based on research at NIST, Lawrence Livermore
National Laboratory, the University of North Caro-
lina (Charlotte), and the University of Florida
(Gainesville). Contact Denver Lovett, Fabrication
Technology Division, NIST, Gaithersburg, MD
20899, 301/975-3503.

ELECTROMAGNETICS PUBLICATIONS LISTED
Two new bibliographies list all publications (1970-
July 1990) by staff in two NIST divisions. A Bibli-
ography of the NIST Electromagnetic Fields
Division Publications (NISTIR 3945) deals with
measurement methods and standards for antennas;
dielectric properties; electromagnetic interference
and susceptibility; microwave power, impedance,
and attenuation; near-field antenna measurements;
noise; remote sensing; time domain reflectometry;
and waveform measurements. Metrology for Elec-
tromagnetic Technology: A Bibliography of NIST
Publications (NISTIR 3946) covers measurement
methods and standards for laser systems; optical
fibers and communication equipment; cryoelec-
tronics; magnetics; superconductors; and other un-
usual electrical engineering materials. Available
from the National Technical Information Service,
Springfield, VA 22161. Order NISTIR 3945 by PB
#91-132241 for $23 prepaid and NISTIR 3946 by
PB #91-132266 for $17 prepaid.

MULTIMEDIA COURSEWARE PUBLICATION
ISSUED
The federal government and other U.S. organiza-
tions are likely to invest billions of dollars to de-
velop multimedia training materials for use in
computer-based interactive training systems. Multi-
media Courseware in an Open Systems Environ-
ment: A Federal Strategy (NISTIR 4484), dis-
cusses the federal strategy for creating an environ-
ment in which high-quality portable courseware is
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available as commercial off-the-shelf products
competitively supplied by vendors. The strategy
comes from the Department of Defense Portable
Courseware Project, which requires standard soft-
ware interfaces. Available from the National Tech-
nical Information Service, Springfield, VA 22161.
Order by PB #91-143362 for $17 prepaid.

1992 OSI WORKSHOP SCHEDULES RELEASED
NIST announced the 1992 workshop schedules for
implementors of Open Systems Interconnection
(OSI). The 1992 meeting dates for the workshops
to reach implementor agreements on OSI com-
puter network protocols are March 9-13, June 8-12,
Sept. 21-25, and Dec. 14-18. Hosted by NIST and
held in Gaithersburg, MD, the workshops will
cover protocols in seven layers of the ISO Refer-
ence Model. Attendance is limited by space re-
quirements. Registration is on a first-come,
first-served basis, and a fee will be charged for at-
tending the workshops. For registration informa-
tion, contact Brenda Gray, 301/975-3664;
individuals with technical questions may contact
Tim Boland, 301/975-3608.

NIST/ASM COMPLETE ALLOY PHASE
DIAGRAM PROGRAM
Marking the completion of a successful $10 million
program between government and industry, offi-
cials from ASM International presented the second
edition of the Binary Alloy Phase Diagrams to
NIST recently. The three-volume compendium, de-
signed to help engineers and materials users world-
wide, contains more than 3,000 alloy phase
diagrams-"road maps" describing what happens
when two elements are combined at various tem-
peratures. The data represent the results of a 10
year effort by ASM and NIST to assess the quality
of all previous work in the field. Under a 1981
agreement, NIST was responsible for providing
quality control and technical guidance to more than
50 technical experts worldwide. The new edition re-
places a smaller one, which had become an interna-
tionally accepted source of critically evaluated
standard reference data on alloy phase diagrams.
For information, contact the Alloy Phase Diagram
Program, ASM International, Materials Park, OH
44073, 216/338-5151.

AUTOMATION DECISIONS EASIER WITH
AUTOMAN 2.0
AutoMan 2.0, a new version of the personal com-
puter software package that supports complex
automated manufacturing investment decisions,
should make life easier for industry managers. The

revised program enables users to see graphically
the results of investment alternatives. AutoMan
2.0's sensitivity analysis feature depicts how invest-
ment alternatives would be rated if the importance
of any criterion, such as lead time, return, life-cycle
cost, or product quality, was changed. The software
includes several starter decision models with crite-
ria already specified. Users can apply these models
or develop entirely new ones with up to 49 impact
criteria. NIST's Office of Applied Economics de-
veloped AutoMan 2.0 in collaboration with NIST's
Automated Manufacturing Research Facility and
the U.S. Navy. Available from the National Techni-
cal Information Service, Springfield, VA 22161.
Order by PB #91-506568 for $50 prepaid, plus $3
shipping.

FIPS PUBLICATION 160 APPROVED FOR C
The Commerce Secretary approved a Federal In-
formation Processing Standard (FIPS) for the pro-
gramming language C, adopting voluntary industry
specifications (ANSI X3.159-1989). This standard
specifies the form and establishes the interpreta-
tion of programs written in the C programming lan-
guage. The purpose of the standard is to promote
portability of C programs for use on a variety of
data processing systems. The standard is used as
the reference authority in developing compilers, in-
terpreters, and other forms of high-level language
processors. It is also used by computer profession-
als who need to know the precise syntactic and se-
mantic rules adopted by ANSI. Federal standards
for high-level programming languages permit fed-
eral agencies to exercise more effective control
over the production, management, and use of the
government's information resources. For technical
details, contact L. Arnold Johnson, A266 Technol-
ogy Building, NIST, Gaithersburg, MD 20899,
301/975-3247.

COMPUTER GRAPHICS METAFILE TEST
SERVICE DEBUTS
On May 1, the Computer Graphics Metafile
(CGM) Test Service begins a 1 year trial program.
The service will analyze a CGM file to test if it
meets requirements that allow the transfer of pic-
tures among different graphical software systems,
graphical devices, and computer graphics installa-
tion. The testing will benefit both users and ven-
dors by increasing confidence in the performance
and quality of CGM products and in successfully
interchanging graphics pictures. The two require-
ments used are the Federal Information Processing
Standard (FIPS) 128, "Computer Graphics
Metafile," and the Computer-aided Acquisition
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and Logistic Support (CALS) Application Profile
(MIL-D-28003). An information pack containing
details on prices, the test service, and how to sub-
mit files is available from Lynne S. Rosenthal,
A266 Technology Building, NIST, Gaithersburg,
MD 20899, 301/975-3353.

NEW DIRECTORY OF STANDARDS ACTIVITIES
AVAILABLE
Standardization Activities of Organizations in the
United States (SP 806) summarizes the standards
activities of more than 750 organizations in the
United States, including federal agencies and ap-
proximately 425 private-sector groups. The largest
section contains an alphabetical listing of 637 non-
government organizations that develop standards or
contribute to the standardization process by work-
ing with other organizations, or are sources of doc-
uments and information. The format provides quick
access to information on the type of organization,
scope of activities, whether standards are voluntary
or mandatory, availability, and key words. Entries
for 77 federal agencies, departments, and other or-
ganizational components that develop standards
are included, as well as a section on sources for in-
formation, a subject index, acronyms and initials,
former names of some organizations, and names of
those in a previous directory no longer involved
with standards. Available from the Superintendent
of Documents, U.S. Government Printing Office,
Washington, DC 20402. Order by stock no. 003-
003-03070-8 for $31 prepaid ($38.75 foreign).

MICROWAVE POWER MEASUREMENT TO BE
IMPROVED
NIST expects to announce within a year a new pre-
mium calibration service for coaxial microwave
power sensors. Advance notice is being provided
since users of this service will need to have a ther-
mistor-type bolometer mount built to NIST specifi-
cations. This is necessary because some essential
design characteristics of commercially available
general-purpose thermistor mounts make them in-
compatible with a microcalorimeter. The special
mounts, which may have either a Type N or APC-7
connector, will be measured directly in the NIST
microcalorimeter. This will give the customer a ref-
erence standard equal to that used by NIST for cal-
ibration transfers. By using the proper transfer
technique, the customer will be able to calibrate
other power sensors with an uncertainty equal to
the standard service offered by NIST. Measure-
ment uncertainty for the new service is expected to
be approximately one-half to one-third the presently

stated uncertainty of 1.8 percent at 18 GHz. The
present service, with some accuracy improvement,
will continue to be available. For more informa-
tion, contact Fred Clague, Division 813.01, NIST,
Boulder, CO 80303, 303/497-5778.

106 COMPANIES VIE FOR 1991 BALDRIGE
AWARD
NIST announced that 106 companies have applied
for the 1991 Malcolm Baldrige National Quality
Award. That number includes 38 manufacturing
firms, 21 service companies, and 47 small busi-
nesses. Last year, 97 companies applied. The award,
named for the late Commerce Secretary Malcolm
Baldrige, was established by legislation in August
1987. It promotes national awareness about the im-
portance of improving quality management and rec-
ognizes quality achievements of U.S. companies -

though the award is not for specific products or ser-
vices. Firms applying must undergo a rigorous
examination. On-site visits for those passing an ini-
tial screening will take place in September and will
be followed by an announcement and award cere-
mony in the fall. In previous years, the awards have
been presented by the president during a ceremony
in Washington, DC. The award program is managed
by NIST with the active involvement of the private
sector. A maximum of two awards may be given an-
nually in each of three categories: manufacturing,
service, and small business.

FEDERAL LAB ACCREDITATION PROGRAMS
GUIDE AVAILABLE
The Directory of Federal Government Laboratory
Accreditation/ Designation Programs (SP 808) is
designed to help users from government, com-
merce, and industry locate federal laboratory ac-
creditation programs and the organizations
designated by the agencies to assist them in carrying
out their responsibilities for testing products and
services. Thirty-one lab accreditation programs are
listed, as well as 13 federal programs with limited
types of assessment. Entries are organized by
agency, department, or independent commission
and contain a program description, date initiated,
authority, fields of testing accredited or designated,
products affected, program requirements, availabil-
ity of publications, and accreditation criteria. A lim-
ited number of copies are available. Send a
self-addressed mailing label to Standards Code and
Information Program, A633 Administration Build-
ing, NIST, Gaithersburg, MD 20899, 301/975-4031.
A list of other standards-related and certification
directories also is available.
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IONIZING RADIATION CALIBRATION
PROGRAM AVAILABLE
NIST has established a program to accredit labora-
tories to perform ionizing radiation calibration ser-
vices under the National Voluntary Laboratory
Accreditation Program (NVLAP). The program is
designed for users of instruments to ensure the
protection of workers in medical facilities, defense
plants, and nuclear fuel-cycle operations. The pro-
gram was requested by the Departments of Energy
and Defense and other federal labs that provide
the types of secondary calibration services included
in the program. Laboratories will be accredited by
NIST for 1 year and can maintain accreditation by
demonstrating compliance with NVLAP criteria
through on-site assessment every 2 years and an-
nual proficiency testing. For information, contact
Nancy M. Trahey, Chief, Laboratory Accreditation
Program, A124 Building 411, NIST, Gaithersburg,
MD 20899, 301/975-4016, fax: 301/975-3839.

INTERCOMPARISON OF POWER
MEASUREMENTS CONDUCTED
Precise measurement of optical power is crucial to
proper performance of modern optical communica-
tion systems. Power measurements need to be
traceable to national standards, and standards from
various countries should show good agreement. In a
recent intercomparison of power standards among
laboratories in the United States (represented by
NIST), United Kingdom, Germany, and Australia,
the maximum difference between any two laborato-
ries was 0.36 percent and the maximum deviation of
any one laboratory from the average ranged from
0.19 to 0.26 percent. Limited to wavelengths and
power levels useful for optical fiber measurements,
the intercomparison was made of responsivity scales
at wavelengths of 1300 and 1500 nm-the wave-
lengths of interest to the optical fiber telecommuni-
cation community. The intercomparison served as a
pilot study for a larger intercomparison now under
way, which involves 14 countries. Paper No. 13-91
gives the conclusions of the pilot study. Available
from Jo Emery, Division 104, NIST, Boulder, CO
80303, 303/497-3237.

FOURTH GENERATION LANGUAGES REPORT
ISSUED
Use of fourth generation languages (4GL) has in-
creased in data processing organizations, especially
where end-users take on more programming re-
sponsibility. (4GL generally refers to nonproce-
dural, end-user-oriented computer languages.)

Since no standards exist for 4GL, managers who
select a given 4GL need a method to determine
how well it will meet organizational, application,
and user requirements. This 60-page report, Func-
tional Benchmarks for Fourth Generation Lan-
guages, contains functional benchmarks (as opposed
to performance benchmarks), which consist of a
testing method and descriptions of tests to evaluate
a particular 4GL. There are two levels of test result
evaluation: the ability of the 4GL to perform a
task; and the ease of performing it. Available from
the Superintendent of Documents, U.S. Govern-
ment Printing Office, Washington, DC 20402. Or-
der by stock no. 003-003-03071-6 for $3.25 prepaid.

LASER DAMAGE SYMPOSIUM PROCEEDINGS
PUBLISHED
The proceedings of the 21st Annual Symposium on
Optical Materials for High-Power Lasers (Boulder
Damage Symposium), held Nov. 1-3, 1989, are now
available. Laser Induced Damage in Optical Mate-
rials: 1989 (SP 801) describes sessions held on ma-
terials and measurements, surfaces and mirrors,
thin films, and fundamental mechanisms. The em-
phasis was on new frontiers and developments, par-
ticularly on materials for high-power apparatus, and
primarily in the wavelength range from 10.6 pm to
the ultraviolet. Highlights include surface charac-
terization, thin-film substrate boundaries, and ad-
vances in fundamental laser-matter threshold
interactions and mechanisms. Full text and illustra-
tions of all papers presented at the symposium are
included in the 670-page book. Available from the
Superintendent of Documents, U.S. Government
Printing Office, Washington, DC 20402. Order by
stock no. 003-003-03061-9 for $30 prepaid.

ACTIVE GLASS INTEGRATED OPTICAL
DEVICE DEMONSTRATED
NIST scientists have designed, fabricated, and
demonstrated the successful operation of an active
glass integrated photonic device that demonstrates
the potential for new active multifunction compo-
nents fabricated in rare-earth doped glass. This
technology combines many of the attractive aspects
of the well-established rare-earth doped optical
fibers with the dense packing and integration possi-
bilities provided by methods that have already been
worked out for silicon integrated circuits. The
device is known as a 1-by-2 Y-branch splitter. The
NIST active splitter compensates for the loss of
signal amplitude that occurs in passive devices when
the signal from a single channel is split into two.
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Splitters are used in optical broadcast networks
to fan the output from a single channel to N output
waveguides. A feed optical fiber attached to the
input waveguide launches light into it; other fibers
are attached to the N output channels. The splitter
is designed to disperse light uniformly from the in-
put fiber to the output fibers. In the passive split-
ters now in use, the signal amplitude per channel is
reduced by 1/N. The NIST active splitter is fabri-
cated in neodymium-doped glass and provides for
signal gain through separate optical pumping.
Demonstration of the splitter operation has shown
that the 3 dB splitting loss otherwise expected in a
1 x 2 splitter can be compensated for fully. In addi-
tion, the NIST device has been operated as a multi-
output integrated photonic laser. In this mode, the
Y-branch splitter is folded on itself through optical
feedback to form two phase-locked lasers operating
simultaneously. NIST is extending these concepts
to more complex devices and developing metrology
to support them; for example, a nondestructive
interferometric technique has been developed to
measure precisely the optical path length of the
component branches.

NEW STRUCTURES AND PROPERTIES
DATABASE AND ESTIMATION PROGRAM
RELEASED
A NIST scientist has completed a major new per-
sonal computer software product, with an affiliated
database that has just been made available for
distribution by the Standard Reference Data
Program.

NIST Standard Reference Database 25, Struc-
tures and Properties Database and Estimation Pro-
gram, presents a program that allows the user to
use either a mouse or the keyboard to draw a
molecular structure or substructure on the screen.
Evaluated thermochemical data on the species can
then be retrieved from a database that contains
information on 5,000 chemical compounds. If data
are not available for the compound of interest, the
program includes software that can calculate values
of enthalpies of formation, vapor pressures, and
boiling points from widely used estimation proce-
dures. Properties are estimated solely from the
molecular structures drawn by the user, and the
features of the program include automatic percep-
tion of rings and long-range interactions, determi-
nation of symmetry number corrections, and the
computation of equilibrium constants for user-cre-
ated chemical reactions. The program, which re-
quires 3.2 megabytes of disk space, 640 K RAM,

and EGA, VGA, or Hercules graphics adapter,
also allows for data searches by chemical formula,
name, and Chemical Abstracts Registry Number.
The cost is $240.

ELLIPSOIDAL-MIRROR ANALYZER AT
SURF-II
NIST recently commissioned an ellipsoidal mirror
analyzer (EMA) at the NIST-SURF-II synchrotron
light source. This instrument is a unique charged-
particle energy analyzer that produces two-dimen-
sional images of the emission from solids. This
"display-type analyzer" shows the intensity of emis-
sion as a function of the angle from surface normal.

The heart of the instrument is an ellipsoidal mir-
ror: a concave mirror that is elliptical in one plane
and spherical in the perpendicular direction. A
charged particle emitted from a sample placed at
one of the foci reflects back from the mirror to the
other focal point with its angular information intact.
This reflection and an additional retarding-field
provide the energy analysis. The particles are
detected using pulse-counting techniques that
provide a two-dimensional image.

The EMA permits simultaneous measurement of
the energy, angle, and mass of an emitted particle;
the latter coming from the use of time-of-flight
techniques. By collecting all the pulses, angle-
integrated spectra can be obtained. In the imaging
mode, the "angle-resolved" spectra are unique.
These images give a cross-sectional (k-space) view
of the occupied states at a particular energy.

Initial images of electron and ion emission have
been obtained from Ru(0001). The Ru 4d bands
give images with dramatically different symmetries,
depending on the initial binding energy of the state
imaged. Present effort is focused on improving im-
age transfer rates to give the enhanced signal-to-
noise necessary to image monolayers of adsorbed
molecules.

LASER ATOMIC LENS
Researchers at NIST have recently shown analyti-
cally that nanometer-sized spots of atoms can be
produced by focusing an atomic beam with a laser.
In a soon to be published paper they examine the
focusing effects of a hollow, tube-shaped ("donut"-
mode) laser beam on an atomic beam. When the
laser beam is focused, such that the inside diame-
ter attains a minimum at some point in space, it
was found that this region acts as a lens for a neu-
tral atom beam traveling down the axis of the laser
beam.
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The origin of the force exerted by the laser lies
in the dipole moment induced in the atoms by the
oscillating laser field. This dipole moment feels a
force when the laser intensity has a gradient, as is
present inside the hollow laser beam. In order for
the force to be sizeable, the laser frequency must
be tuned near a resonance in the atomic absorption
spectrum.

One of the most intriguing properties of this
laser-atomic lens is that, if the dimensions of the
laser and atomic beams are kept small (of order
1 jim), spot sizes as small as 1 nm (0.001 jim) can
in principle be obtained. In this situation, one of
the major contributions to the spot size is diffrac-
tion of the atoms arising from their De Broglie
wavelength. Such small spot sizes suggest a number
of possible applications, such as microscopic
atomic deposition, atomic microscopy, and preci-
sion measurements.

NEW X-RADIOGRAPHY FACILITY
NIST has installed a new, high-current, high-
energy, industrial radiography source. The new fa-
cility, available to all NIST researchers as well as
outside industry users, greatly expands NIST
on-site capabilities for industrial radiographic
applications. The high energy (420 kV) and high
current (10 mA) will permit radiographic imaging
through 10 cm of steel. In a recent application for
the American Dental Association Paffenbarger
Research Center, zirconium alloy ingots were
radiographed to select specimens free of internal
casting defects prior to machining.

The x-ray tube is mounted on a movable gantry
to permit various beam orientations. The source is
rated for 100-percent duty cycle and provides for
automatic timing of exposures from 1 to 100 min. It
may also be operated manually for any period. The
stable, high-current device is also well suited for
x-ray fluorescence studies in basic physics.

MEASURING GRAIN ORIENTATIONS IN
THE SEM
A system for determining the crystallographic ori-
entation of grains as small as 0.2 prm in any poly-
crystalline material has been installed on a
scanning electron microscope at NIST. Orientation
information increases understanding of the struc-
ture and properties of a number of materials
systems, for example, high Tc superconductors,
interfaces in electronic packaging systems and
fiber-reinforced composites, and thin films. The

specimens require very little specialized prepara-
tion beyond the production of a clean surface.
Electron backscatter diffraction patterns are
recorded in real time using a phosphor screen and
low-light video camera. Analysis of the orientation
information is carried out using software written
here over the last year. Given the crystal structure
of the material, the software is capable of automat-
ically indexing the pattern once the positions of
three or more zone axes have been measured.
Additional hardware and software currently being
installed will perform digital image processing and
produce patterns of much higher quality, which will
improve the accuracy of the technique.

HIGH-STRENGTH COMPOSITE
INTERMETALLIC ALLOYS
In aerospace applications, there is an urgent need
for low-density structural materials with high-tem-
perature strength and low-temperature ductility.
Titanium aluminides provide several alloy phases
that show promise in these directions. By produc-
ing a composite of two such alloy phases, NIST
scientists have developed a new intermetallic
heterophase alloy with expected superior mechani-
cal properties.

This development is based on the idea of
combining two titanium aluminide ternary phases
having complementary properties. The two phases
were found to be in thermodynamic equilibrium
with each other at elevated temperatures, thus
providing stability in use. The phases combine to
produce a high-strength composite microstructure.
A variety of fine microstructures can be achieved
by the use of different cooling and heating
schedules.

REFERENCE DATA FOR FIRE MODEL
VALIDATION
Fire models are becoming accepted for product de-
sign and building code use. The establishment of
the accuracy of such models is thus as important as
their creation. The NIST fire program, the interna-
tional leader in fire and fire hazard modeling, has
just completed documentation of five sets of real-
scale fire tests, over 125 tests in all. These involve a
variety of combustibles burned in enclosures rang-
ing from a single room to a seven-story building.
An upcoming report will include this information
as well as a brief history of room fire testing, delin-
eation of the model validation process, a discussion
of the key measurements in validation testing, and
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guidance for comparing experiment with predic-
tion. The data from these tests will be available
from NIST (via INTERNET), enabling fire model-
ers around the world to test their models
uniformly.

NEW AUTOIGNITION MEASUREMENT
METHOD
NIST scientists have developed and tested a new
apparatus for making short-duration autoignition
measurements of hydrocarbon fuels under condi-
tions where the fuel/air stoichiometry, the nature of
the hot metal surface, and the contact time are well-
controlled. The work was sponsored by the U.S. Air
Force Engineering and Services Laboratory. Find-
ing serious problems with current closed-container
methods, NIST scientists developed a flow-through
device that provides much more reliable data on the
importance of fuel structure effects. A key innova-
tion is the ability to use various evenly heated metal
foils as the igniting surface. They performed over
1,100 autoignition temperature determinations for
15 fuels, three metal surfaces, and three stoi-
chiometries. The measured temperatures generally
decrease slightly for larger hydrocarbons (with the
C2 hydrocarbons being quite low) and for richer
mixtures. For the metal surfaces, the decreasing or-
der of autoignition temperatures is nickel >304
stainless steel> titanium. The data are consistent
with literature suggestions that branched alkanes
should be Imore resistant to autoignition than the
lineasr isomers. A report on the work concludes with
a discussion of the implications for engine knock
and recommendations for further study.

FEDERAL INFORMATION PROCESSING
STANDARDS (FIPS) REVISED
The Secretary of Commerce approved a revision to
FIPS 120, Graphical Kernel System (GKS), which
will be published as FIPS 120-1. FIPS 120, which
adopts American National Standard Graphical
Kernel System (ANS GKS), ANSI X3.124-1985,
was modified to add a requirement for validation of
GKS implementations acquired by the federal
government. The standard specifies a library or
toolbox package of subroutines to produce and ma-
nipulate two-dimensional pictures.

Also approved was a revision to FIPS 54, Com-
puter Output Microform (COM) Formats and Re-
duction Ratios, 16 mm and 105 mm, to be published
as FIPS 54-1. Effective July 1, FIPS 54-1 adopts
American National Standard for Information

and Image Management-Specifications for 16 mm
and 35 mm Roll Microfilm, ANSI/AIMM MS14-
1988, which specifies the image arrangement, size,
and reduction ratios for 16 and 105 mm microforms
generated by computer output microfilmers.

FIPS 9-1, Congressional Districts of the United
States, provides the structure of numeric codes for
representing congressional districts and similar ar-
eas defined for the various Congresses of the
United States. A reissue of FIPS 9 incorporating
technical changes, FIPS 9-1 is used in the collec-
tion, processing, and interchange of coded data by
federal agencies.

NIST PUBLISHES VALIDATED PROCESSOR
LIST
A new publication, NISTIR 4500, Validated Pro-
cessor List, identifies COBOL, FORTRAN, Ada,
and Pascal programming language processors that
have a current validation certificate and those SQL
language processors that have a registered test re-
port. The list also includes GOSIP conformance
testing registers. Processors scheduled for valida-
tion or processors having a current validation cer-
tificate or test report may be offered or delivered
by vendors in response to requirements set forth in
solicitations by federal agencies. The list is updated
and published quarterly.

HIGH-TEMPERATURE JOSEPHSON
JUNCTIONS FOR CRYOELECTRONIC
INTEGRATED CIRCUITS
NIST has designed and fabricated a form of
Josephson junction from high-critical-temperature
superconductor material. This step completes the
demonstration of capability to fabricate all the
components needed for cryoelectronic integrated
circuits such as ultrasensitive magnetic field detec-
tors and microwave detectors and constitutes a sig-
nificant step toward fabrication of more complex
circuits such as high-speed digital processors,
analog signal processors, and even voltage standard
arrays. Because high-T. superconductors do not
require cooling with the expensive and difficult-
to-obtain liquid helium required for low-T, super-
conductors, capability to fabricate operating inte-
grated circuits from high-T. superconductors will
promote their practical application and is expected
to give rise to a range of commercial products. The
NIST development contributes to a growing per-
ception that successful commercialization will be
possible.
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In addition to the Josephson junctions, in the
form of microbridges of high-Ta superconductor/
normal metal/high-Ta superconductor, NIST has
fabricated insulated crossovers between high-T.
layers, contacts between resistors and high-T, ele-
ments, and contacts between one high-T: element
and another. The microbridges are formed by in
situ deposition of YBCO and silver-gold alloy from
different directions onto a substrate having a 100 to
500 nm step previously formed by ion milling. The
step shadows the superconductor, leaving a gap
which is crossed by the unshadowed normal metal.
Device length, critical current, and resistance are
controlled by forming the Josephson weak link on
the edge of the step.

NIST ANNOUNCES SPECIAL-TEST SERVICE
FOR HIGH-ACCURACY ELECTRICAL
INSTRUMENTS
Special test measurement services to support preci-
sion multifunction calibrators, digital multimeters
(DMMs), and low-voltage ac-dc transfer standards
are now offered by NIST. These services have been
developed in response to requests from users of a
new class of highly accurate, stable, commercial
DMMs and multifunction/multirange calibrators
that have appeared in the marketplace in the past
several years. Organizations frequently require cali-
bration by NIST when they purchase these instru-
ments to use them as laboratory standards for
calibrating other instruments.

NIST measurement services for multifunction,
multirange instruments had been available previ-
ously for the ac voltage function from 100 mV to
1 kV. Following the development and implementa-
tion of the necessary physical standards and mea-
surement techniques, these services have been
broadened to support the ac current, dc voltage and
current, and dc resistance modes found on many of
the new calibrators and DMMs. In addition, the ac
voltage range has been expanded to lower voltage
values between 1 and 100 mV, and the scope of low-
voltage ac calibrations has been broadened to in-
clude ac-dc difference devices. The NIST
calibration system is automated, employing stan-
dards that themselves are calibrated against higher-
echelon standards maintained by NIST. The
accuracies and ranges for these multifunction cali-
brations cover the capabilities of instruments
known to be commercially available through early
1991.

NIST AND AIR FORCE APPROVE MOU ON
INTELLIGENT CONTROL SYSTEMS
The Air Force Manufacturing Technology Direc-
torate (MTD) and NIST have signed a Memoran-
dum of Understanding (MOU) for the develop-
ment of an open system architecture for real-time
intelligent control systems. This MOU establishes
the framework for cooperative research whose goal
is the improvement of the national competitiveness
of the aerospace manufacturing industry.

Under this MOU, MTD and NIST will identify
and evaluate specific problems and research oppor-
tunities related to intelligent control systems,
develop improved or new practices and standards,
and conduct research to support these activities.
The first joint efforts under this MOU involve
research being conducted by NIST on the Air
Force's Next Generation Controller (NGC) Pro-
gram. This program has adopted the NIST NAS-
REM control architecture for the NGC. NIST is
assisting the Air Force in mapping the control
modules for an intelligent machine tool controller
into the NASREM architecture.

SURFACE ROUGHNESS OF TURNED PARTS
IN REAL TIME
As part of real-time process-control strategy being
implemented in the Quality in Automation (QIA)
project, an investigation has been carried out at
NIST to study the feasibility for pulsed ultrasound
to resolve average roughness values and discrete
asperities of less than 1 pm. A range of ultrasonic
frequencies and beam dimensions was applied to
turned sample surfaces using both scattering and
profiling techniques. As a result, the ability to
resolve an average surface roughness Ra value of
less than 0.5 pum on a stationary 50 mm-diameter
turned aluminum part has been demonstrated.

ELECTRON TRANSFER REACTIONS OF
CYTOCHROME C ON MOLECULAR
MONOLAYERS
A NIST scientist and university colleague have de-
veloped a new experimental strategy for studying
the long-distance electron transfer reactions of the
protein cytochrome c. Protein electron transfer is
vitally important in controlling the bioenergetics of
photosynthesis and respiration. In their approach,
thin (25 A), compact molecular monolayers termi-
nated by carboxylic acid groups are formed by
self-assembly on gold electrode surfaces. These
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monolayer surfaces bind cytochrome c molecules
irreversibly, thereby holding them a fixed distance
from the gold electrode. The interfacial electron
transfer rate from the gold electrode across the
monolayer film to cytochrome c is then measured
electrochemically. The* researchers estimate an
electron transfer distance of -30 A from both the
electron transfer kinetic data and structural models
of the monolayer-cytochrome c complex. The
significance of this work is that the distance depen-
dence of electron transfer can now be studied rig-
orously and easily by varying the thickness of the
self-assembled monolayer. Moreover, the experi-
ments show that self-assembled monolayers can be
used to molecularly engineer surfaces to control
the adsorption of biomolecules. This work is de-
tailed in the Journal of the American Chemical So-
ciety 1991, 113, 1847-1849.

HIGH-TEMPERATURE SUPERCONDUCTOR
THIN FILM
Thin films of high-temperature superconducting
oxides are likely to play an extremely important
role in many technologies, and research on the pro-
duction of thin films is proceeding at a rapid pace.
Scientists at NIST are currently producing thin
films of DyBa2 Cu307 , a superconducting oxide with
a transition temperature of 89-90 K, by evaporation
of the constituent elements in an ultra-high vac-
uum environment. This method, similar to the
molecular beam deposition methods employed in
the semiconductor industry, provides the control
necessary to allow one to assemble the thin films in
an almost atom-by-atom manner. In addition to
studies employing a wide variety of high-resolution
electron-microscopies (transmission and scanning
electron microscopies), this growth method is cou-
pled to in situ electron spectroscopic diagnostics
for investigating the electronic and atomic struc-
ture of the oxides as grown. This combined
approach will provide NIST scientists with the
tools necessary to study in detail the growth of
these materials, the correlation between growth
conditions and superconducting properties, and
chemical aspects of possible processing steps
necessary for the success of high-temperature
superconducting technologies.

RADIOCARBON ('4C) MEASUREMENTS USED
TO TRACE ATMOSPHERIC ORGANIC
POLLUTANTS
NIST researchers have succeeded in apportioning
the significant contributions of residential wood
combustion and motor vehicle emissions to organic
aerosols collected during the winter in Boise,
Idaho. This work was a collaboration with the EPA
as part of their Integrated Air Cancer Project. The
origin of these aerosols was important in terms of
visibility degradation and their potential for caus-
ing human health problems, since this material may
have contained mutagenic compounds. The tech-
nique used by NIST scientists includes micro-ana-
lytical methods to prepare organic extracts of fine
particulate material for accelerator mass spec-
trometry (AMS) '4C measurements. The group has
advanced the 14C AMS measurement process to a
sensitivity measured in sample size to about 30 pg
carbon. Through the use of NIST Standard Refer-
ence Materials, a high level of quality assurance
has been established throughout the process of
isolating and measuring the organic fraction.

HOW DO YOU MAKE A METAL OUT
OF ATOMS?
As manmade structures become increasingly
smaller and smaller, eventually we will be dealing
with materials consisting of only a limited number
of atoms. In this limit, where quantum effects be-
come the rule, an intriguing question of importance
in possible future atomic size devices is: will very
small metal atom structures still exhibit metallic
characteristics? Would they conduct electricity like
normal metals? NIST scientists have found that
one- and two-dimensional structures of cesium
atoms on III-V semiconductor surfaces exhibit in-
sulating characteristics; metallic properties are not
present until three-dimensional structures form.

The ability to probe the electronic properties of
atomic-size structures has become possible with the
spectroscopic abilities of the scanning tunneling
microscope. This ability allows NIST scientists to
examine with atomic resolution the spectrum of
electronic states near the Fermi level of nano-
meter-sized structures. This is accomplished by
recording the tunneling current flowing into and
out of electron energy levels of a specimen as a
function of voltage applied between the tip and
sample; the voltage controls which energy levels
are examined. Cesium structures on GaAs and
InSb(110) surfaces were studied because NIST
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scientists discovered that, as the cesium density
increases, this system exhibits such structures as a
one-atom-wide linear chain, a one-atom-thick two-
dimensional film, and finally, a three-dimensional
overlayer. Tunneling spectra on these structures
show a band gap in the electronic energy levels that
narrows in going from the linear chains to the two-
dimensional film. Because of the band gaps these
structures are insulating, even though they are
composed of "metal" atoms. True metallic charac-
teristics, as evidenced by an absence of a band gap,
were not observed until three-dimensional struc-
tures of cesium were formed. This work has
spurred experimental and theoretical interest
in both U.S. and European communities in trying
to understand the insulating behavior of these
intriguing systems.

NIST DEVELOPS RADIOACTIVITY
STANDARDS FOR HOLMIUM-166 AND
RHENIUM-188 BONE-SEEKING
PHARMACEUTICALS
Holmium-166 and rhenium-188 are bone-seeking
radionuclides of therapeutic interest for improved
cancer treatment. Holmium-166 is under investiga-
tion by drug manufacturers, while rhenium-188,
available from Oak Ridge National Laboratory, is
receiving considerable attention from the same
manufacturers. NIST standards are needed for
these nuclides to allow proper assays for the inves-
tigational new drugs and for use in new drug appli-
cations to the FDA.

Both radionuclides were standardized for activity
by the method of 47rnj liquid-scintillation efficiency
tracing with tritium. For applications in nuclear
medicine, the clinical users of a radionuclide re-
quire accurate half-life and decay scheme informa-
tion. Therefore, measurements were made on the
photon emission rates of the principal x and
gamma rays using semiconductor detectors. Half
lives measured with the NIST primary ionization
chamber were 26.77 ± 0.01 h for the holmium-166
and 17.01 ± 0.01 h for the rhenium-188. Calibra-
tions for both radionuclides are now available from
NIST.

TENSILE CREEP OF SILICON NITRIDE
High-temperature deformation is one of the impor-
tant properties in determining lifetime and reliabil-
ity of advanced ceramics. NIST researchers have
recently completed the tensile creep data collec-
tion process on a candidate heat engine silicon ni-
tride. Substantial transient effects have been

observed. A creep rupture analysis shows all the
data fit a Monkman-Grant type curve, wherein the
time-to-failure depends only on the creep rate.
Preliminary lifetime predictions indicate this
material will withstand an applied stress of approx-
imately 50 MPa for the DOE-prescribed tempera-
ture and time limits of 1370 'C for 1 year. Analysis
of all the data currently available on silicon nitride
shows that it also fits the Monkman-Grant formu-
lation and, in fact, fits within a narrow band,
regardless of composition or the presence of rein-
forcement such as whiskers.

COMPUTER MODEL FOR THE ANALYSIS OF
CORROSION MEASUREMENTS
Scientists at NIST have developed a computer
model for the analysis of electrochemical corrosion
measurements. Currently, curve fitting to an equiv-
alent electric circuit is usually employed for analy-
sis, but a physical interpretation of the electric
circuit in terms of the corrosion processes simu-
lated is often difficult. For the NIST model, a
system of equations describing the physical
processes is used to calculate the response of the
electrochemical cell to the perturbations imposed
by an experiment. The curves calculated by the
computer can be compared to the experimental
results. The main advantage of this approach is
that interpretation is straightforward, allowing a di-
rect assessment of the processes that determine
corrosion behavior. This work is continuing with
the aim of treating more complicated systems.

MAGNETIC SEMICONDUCTORS
SUPERLATTICES
A research effort involving researchers from NIST
and the University of Notre Dame, in which neu-
tron diffraction has been used for the study of mag-
netic semiconductors, has shown for the first time
the dependence of the crystalline and magnetic
structure on epitaxial strain in alternating layer su-
perlattices of MnSe with ZnSe and MnSe with
ZnTe. In these materials the zincblende crystalline
structure, which does not exist in the bulk, is stabi-
lized. It has been discovered that when MnSe is
grown with ZnTe, the epitaxial strain "tunes" the
tetragonal distortion so that new incommensurate
antiferromagnetic structures are stabilized. In ad-
dition, the strain alters the first-order phase transi-
tion in MnTe so that it becomes second order.
These materials are of technological interest for
electro-luminesence and tunable infrared sensors.
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COMBUSTION IN MICROGRAVITY
Researchers at NIST recently developed a theoret-
ical model and computer simulation of ignition and
flame spread over a thin paper in a microgravity
environment. The model consists of complex heat
and mass transport, flow motion, and chemical re-
actions in the gas phase and in the condensed
phase. At present such calculations are only feasi-
ble without gravity. The results indicate that igni-
tion can occur in air but there is no transition to
flame spread. The transition can occur in 35 per-
cent oxygen concentration or higher. This project is
supported by NASA's Microgravity Science Pro-
gram and the results can be used for fire safety in
the Shuttle and in the Space Station.

NIST INVESTIGATES DESIGN OF HEAT
EXCHANGERS FOR AIR CONDITIONERS
WITH REFRIGERANT MIXTURES
NIST researchers built and incorporated into a
central residential air-to-air heat pump a new type
of refrigerant-to-air heat exchanger designed
specifically for refrigerant mixtures. In tests of the
full heat pump, efficiency was increased by 14 per-
cent compared to the unit with the conventional
R-22 refrigerant. NIST scientists had previously
demonstrated more than 30 percent increases in
efficiency with similar equipment and refrigerant
mixtures; however, all previous research focused on
refrigerant-to-water heat exchangers where coun-
terflow is accomplished easily to take advantage of
the temperature changes when refrigerant mixtures
boil or condense at constant pressure. The chal-
lenge for conventional air-to-air heat pumps that
predominate the residential market was to accom-
modate the counterflow design without large pres-
sure drops in the air stream and the attendant
large fan power required. A cross-counterflow de-
sign was used along with the binary mixture
R22/R114. A modified design procedure was also
developed and verified in the course of this re-
search to allow equipment to properly size these
types of heat exchangers in future equipment.

NIST DEVELOPS INTERDISCIPLINE
INTEGRATION PROCEDURES FOR ISO
STANDARDS IN PRODUCT DATA EXCHANGE
A NIST scientist recently published integration
procedures used in the specification of product
data requirements for computer-aided information
systems. Traditionally, the specification of product
data requirements has been segregated by disci-
pline boundaries inhibiting the exchange of infor-
mation and impeding such approaches to product
development as concurrent engineering. Providing
an integrated specification of generic product data
requirements establishes the foundation upon
which data exchange and sharing are possible both
across disciplines and throughout the life cycle of a
product. The integration procedures enable the
users of computer-aided systems to contribute to
the development of an integrated specification that
accommodates their common data requirements.
The integration procedures have been adopted by
the Project Management Advisory Group of the
International Organization for Standardization
(ISO) Technical Committee on Industrial Automa-
tion Systems (TC 184) Subcommittee on Manu-
facturing Data and Languages (SC4) responsible
for ISO 10303, informally referred to as STEP
(Standard for the Exchange of Product Data).

ADVANCED ACCESS CONTROL SYSTEM
DEVELOPED
NIST has developed the Smartcard Access Control
System (SACS), which provides more effective
security than conventional password-based access
control. SACS requires users to have a valid smart-
card and a correct personal identification number
to be granted network access.

SACS incorporates advanced features, including
cryptographic authentication, secure data storage,
support for automatic key distribution, and the
capability to generate message authentication
codes. SACS is the first smartcard application
designed through use of formal verification, a math-
ematical technique which demonstrates con-
formance to a specification with much greater
precision than conventional software verification
techniques.
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NIST HOSTS WORKSHOP FOR
IMPLEMENTORS OF OPEN SYSTEMS
INTERCONNECTION (NIST/OSI WORKSHOP)
On March 11-15, NIST and the IEEE Computer
Society co-sponsored the NIST/OSI Workshop,
part of a continuing series to develop implementa-
tion specifications from international standard de-
sign specifications for computer network protocols.
The workshop attracted around 300 participants.

Highlights of the workshop included a proposal
for a new special interest group on conformance
testing and the review of a European document on
that subject. Minor changes were made to the text
of the stable implementation agreements document
in the areas of X.400, message handling systems;
file transfer, access, and management; and the
lower layers of the OSI Reference Model. In the
working document, new text was generated in the
areas of transaction processing, network manage-
ment, and office document architecture.

OMNITAB 80 SOFTWARE RELEASED
FOR PUBLIC DISTRIBUTION BY NIST
OMNITAB 80 Version 7.00 maintained by NIST
was delivered to the National Technical Informa-
tion Service for public distribution. The software
package consists of procedures written in FOR-
TRAN source language and test problems to assist
in implementing OMNITAB on any large main-
frame computer. The OMNITAB system is opera-
tional at NIST on the Cyber 855 on the SUN and
SUN-SPARC workstations and will be available on
the new Cray. A users' manual and complete docu-
mentation are provided.

OMNITAB 80 Version 7.00 is a highly inte-

grated general-purpose programming language and
statistical software computing system. Conceived in
the early 1960s by NBS and implemented in collab-
oration with the NBS Computation Laboratory,
OMNITAB was the first data analysis system based
on the idea of worksheets (spreadsheets). It 1

been maintained and moderized by Stat:
Engineering since about 1966. The system pro,
statistical analysis, numerical analysis, matrix/array
analysis, and plotting capabilities. The user can
also perform simple and complex arithmetic and
trigonometric calculations, data manipulation, and
special function calculations.

Standard Reference Materials

NEW STANDARD AVAILABLE FOR METAL
PRODUCERS
Standard Reference Material (SRM) 347, Magne-
sium Ferrosilicon, is a new standard in a group of
ferroalloy SRMs developed by NIST for quality as-
surance in the steel industry. The ferroalloy is pri-
marily used in the production of ductile iron. The
new standard is for evaluating chemical and instru-
mental methods of analyses and for calibrating in-
struments. SRM 347, in the form of a powder (0.1
to 0.2 mm) with certified values for 15 elements,
including rare earths, is available for $112 per 100 g
unit from the Standard Reference Materials Pro-
gram, Room 204, Building 202, NIST, Gaithers-
burg, MD 20899, 301/975-6776, fax: 301/948-3730.

U.S. COMPANY TO MARKET NIST SRM
A leading manufacturer of analytical laboratory in-
strumentation, has recently agreed to market Stan-
dard Reference Material (SRM) 869, Column
Selectivity Test Mixture for Liquid Chromatogra-
phy (Polycyclic Aromatic Hydrocarbons), as part of
its product line.

SRM 869 is a result of research carried out over
the past 5 years at NIST. This SRM contains three
chemical probes that provide a sensitive measure
of column selectivity. These probes belong to a
class of compounds known as polycyclic aromatic
hydrocarbons, and their retention behavior corre-
lates strongly with subtle changes in bonding chem-
istry used in column preparation.

SRM 869 provides researchers with a much
needed tool for assessing differences in generically
identical liquid chromatographic columns. Such in-
consistencies in column performance often make it
difficult to reproduce published results. Chromato-
graphic tests utilizing SRM 869 permit columns to
be classified into groups with similar retention be-
havior, thus facilitating column selection. Because
SRM 869 provides an indication of overall column
selectivity, a single experiment can indicate the
suitability of a specific column for the analysis of
various complex mixtures, thus increasing labora-
tory productivity by reducing methods development
time.



Volume 96, Number 3, May-June 1991

Journal of Research of the National Institute of Standards and Technology

NEW SRMs FOR THE MARINE
ENVIRONMENT DEVELOPED
Two new Standard Reference Materials (SRMs)
have been issued to support the measurement of
pollutants in the marine environment. SRM 1941,
Organics in Marine Sediment, and SRM 1974,
Organics in Mussel Tissue (Mytilus edulis), were
developed at the request of both state and federal
agencies involved in marine environmental moni-
toring to provide an accuracy base for their na-
tional marine monitoring programs. Sediment
collected in the Baltimore harbor was air dried,
pulverized, and sieved to provide a homogeneous
material for distribution as SRM 1941. For the
preparation of SRM 1974, approximately 2,400
mussels collected from the Boston harbor were
cryogenically pulverized and homogenized. Since
SRM 1974 was prepared as a fresh frozen ho-
mogenate, it is representative of the tissue matrix
generally used in analytical procedures for marine
samples and represents the first fresh frozen bio-
logical SRM issued by NIST.

Both SRMs were analyzed using gas chromatog-
raphy-mass spectrometry and liquid chromatogra-
phy with fluorescence detection to provide certified
values for the concentrations of selected polycyclic
aromatic hydrocarbons (PAHs). Additional mea-
surements by gas chromatography provided non-
certified values for polychlorinated biphenyl (PCB)
congeners and chlorinated pesticides such as the
DDTs.

Even though the primary use of both SRMs is for
the measurement of organic contaminants, inor-
ganic analysts will also find them useful as natural
matrix trace element reference materials. Non-
certified concentrations for over 30 trace elements
were determined at NIST primarily using neutron
activation analysis. SRMs 1941 and 1974 are the
first environmental matrix SRMs that have NIST-
assigned concentrations for PAHs, PCB congeners,
chlorinated pesticides, and inorganic constituents
on the same material.

NEW PHOTOMASK LINEWIDTH STANDARD
NIST has issued a new bright-chrome on glass pho-
tomask linewidth standard SRM 476. This new
standard is a companion to the older antireflecting-
chrome SRM 475, which has been available for
almost a decade. It consists of a series of calibrated
lines and spaces ranging from a nominal 0.9 to
10.8 pm as well as a series of pitch (i.e., center-to-
center) patterns designed for the microelectronics
industry in calibrating their optical instruments
that measure the critical dimensions on the photo-

masks used to pattern integrated circuits and
devices. A submicrometer antireflecting-chrome
photomask standard, designated SRM 473, is also
being developed that will extend this range down to
0.5 pm and up to 30 pm. All of these photomask
standards are calibrated on a new automated
system that has improved the precision and accu-
racy of the calibration and reduced the calibration
time for each photomask from 2 weeks (for SRM
475 on the old manual system) to less than one
24-hour day (on the new automated system).

CERTIFICATION OF A NEW NIST TOTAL DIET
STANDARD REFERENCE MATERIAL
As a result of growing public demands for food
quality surveillance programs, there is an increased
need for reference materials to improve the quality
of chemical analysis for foods. A recent example of
this is the recent legislation in the United States on
nutrition labelling. In addition, nutritional consid-
erations such as bioavailability are resulting in new
design of reference materials requiring specialized
kinds of foods. To meet some of these needs, NIST
has just released Standard Reference Material
(SRM) 1548, Total Diet. This SRM was prepared
with foods obtained from collections of the U.S.
Food and Drug Administration's Total Diet Study,
which represent that consumed by a 25-year-old
American male. The foods were weighed, com-
posited, freeze-dried, blended, radiation sterilized,
and packaged in bottles. This material has now
been certified for fat, protein, (Kjeldahl) nitrogen,
ash, cholesterol, fiber and caloric content (bomb
calorimetry), sulfur, phosphorous, chlorine,
sodium, potassium, calcium, magnesium, iron, zinc,
manganese, copper, selenium, and cadmium. Infor-
mation values are available for additional trace ele-
ments, including tin, aluminum, boron, lithium,
nickel, molybdenum, lead, and rubidium. Addi-
tional reference materials to address future needs
in the field are under consideration.

Standard Reference Data

NEW MOLTEN SALTS DATABASE AVAILABLE
FOR PC USERS
The new molten salts database, designed for per-
sonal computers (PCs), provides rapid access to ap-
proximately 750 compilations on the properties of
320 inorganic salts in the molten state, including
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density, surface tension, electrical conductance,
and viscosity. This information will be helpful for
researchers engaged in the development of new
high-temperature advanced materials for aero-
space products and for scientists performing high-
temperature and high-pressure physical property
measurements. Information can be obtained by
chemical formula or by browsing through the col-
lection of carefully evaluated data to find the sys-
tem of choice. NIST Standard Reference Database
27, Thermodynamic and Transport Properties of
Molten Salts, is available for $190 and is designed
for use on any AT- or XT-Class PC with a color
monitor. The information occupies 250 kilobytes,
which can be stored on a hard disk. To order, con-
tact Standard Reference Data Program, A320
Physics Building, NIST, Gaithersburg, MD 20899,
301/975-2208, fax: 301/926-0416.

STANDARD REFERENCE DATA PRODUCTS
CATALOG UPDATED
The NIST Standard Reference Data Products 1991
Catalog (NIST SP 782, 1991 Ed.) provides scien-
tists and design engineers with the latest informa-
tion on the data computations, publications, and
computerized databases available from the NIST
Standard Reference Data Program and other
sources. Critically evaluated data compilations are
available in the following areas: analytical chem-
istry, atomic physics, chemical kinetics, materials
properties, molecular structure and spectroscopy,
thermodynamics and thermochemistry, and the
thermophysical properties of fluids. Since 1968, the
NIST Standard Reference Data Program has been
responsible, under an act of Congress, for coordi-
nating on a national basis the evaluation of numeri-
cal data in the physical sciences. The evaluation of
chemical and physical properties of substances and
materials is carried out in the National Standard
Reference Data network of data centers. To obtain
a copy of SP 782, 1991 Ed., send a self-addressed
mailing label to Standard Reference Data Pro-
gram, A320 Physics Building, NIST, Gaithersburg,
MD 20899, 301/975-2208.
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Calendar

July 15-18, 1991
FIFTH INTERNATIONAL

CONFERENCE ON LIQUID
ATOMIZATION AND SPRAY

SYSTEMS (ICLASS '91)

Location: National Institute of
Standards and Technology
Gaithersburg, MD

Purpose: To present the state of the art in experi-
mental and computational techniques related to all
aspects of atomization processes and sprays used in
industrial, transportation, and agricultural systems.
Topics: Spray formation; instrumentation tech-
niques; modeling of sprays and spray flames; agri-
cultural sprays; spray coatings; metal atomization;
and atomization processes in gas turbines, internal
combustion engines, and furnaces/boilers.
Format: Plenary lecture, invited and contributed
papers, poster session, and instrumentation and
equipment exhibits.
Audience: National and international technical
community involved in the application of atomiza-
tion and sprays to industrial, transportation, and
agricultural systems.
Sponsors: NIST and ILASS-Americas (Institute of
Liquid Atomization and Spray Systems).
Contact: Hratch Semerjian, B312 Physics Building,
NIST, Gaithersburg, MD 20899, 301/975-2609.

July 30-31, 1991
JOINT U.S./GERMAN CONFERENCE

ON NEW DIRECTIONS FOR OPERATIONS
RESEARCH IN MANUFACTURING

Location: National Institute of
Standards and Technology
Gaithersburg, MD

Purpose: To provide a forum for participants to
discuss new directions for operations research in
manufacturing.

Topics: Distributed real-time scheduling, hierar-
chical and heterarchical control systems, integrated
algorithms for design, process planning, and equip-
ment level programming.
Format: Open forum.
Audience: Universities and manufacturers.
Sponsors: NIST, Operations Research Society of
America Special Interest Group on Manufacturing,
German Operations Research Society, and
National Science Foundation.
Contact: Al Jones, A319 Metrology Building,
NIST, Gaithersburg, MD 20899, 301/975-3554.

October 1-4, 1991
14th NATIONAL COMPUTER

SECURITY CONFERENCE

Location: Omni Shoreham Hotel
Washington, DC

Purpose: To share information with government
and the private sector on present and future tech-
nologies on "Information Systems Security:
Requirements and Practices."
Topics: Systems application; criteria, evaluation
and certification; management and administration;
international computer security activities; innova-
tions and new products; awareness, training, and
education; disaster prevention and recovery; and
privacy and ethical issues.
Format: General session and workshops.
Audience: Federal agencies, industry, and academia.
Sponsors: NIST and the National Computer
Security Center, NSA.
Contact: Irene Gilbert, A216 Technology Building,
NIST, Gaithersburg, MD 20899, 301/975-3360.
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October 14-18, 1991
THIRD INTERNATIONAL

SYMPOSIUM ON ESR
DOSIMETRY AND APPLICATIONS

Location: National Institute of
Standards and Technology
Gaithersburg, MD

Purpose: To focus on current applications of elec-
tron spin resonance (ESR) spectroscopy.
Topics: Ionizing radiation dosimetry, including
reference and transfer dosimetry, archeological
dating, geology, solid-state effects, instrumenta-
tion, imaging, medical applications.
Format: Symposium.
Audience: ESR spectroscopists, health physicists,
representatives from industry, government, and
academia.
Sponsors: NIST, Department of Energy, China
University of Science and Technology, and Interna-
tional Atomic Energy Agency.
Contact: Marc F. Desrosiers, C214 Radiation
Physics Building, NIST, Gaithersburg, MD 20899,
301/975-5639.

October 22-24, 1991
GAGE BLOCK CALIBRATION

Location: National Institute of
Standards and Technology
Gaithersburg, MD

Purpose: To emphasize the concepts, techniques,
and apparatus used in gage block calibration.
Topics: Statistics, process control, gage block com-
parators, interferometry.
Format: Short instructional course.
Audience: Metrology laboratory managers and
technicians.
Sponsor. NIST.
Contact: John Stoup, A107 Metrology Building,
NIST, Gaithersburg, MD 20899, 301/975-3471.
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