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1. Introduction

In the early 1970s the NAS/NRC Evaluation
Panel for the Electricity Division of the National
Bureau of Standards (NBS) made recommenda-
tions that the Electrical Instruments Section begin
to address the metrology problems associated with
precision electrical/electronic instruments and test
equipment where dynamic performance consider-
ations were becoming paramount. In September
1974, a workshop was held at the NBS Gaithers-
burg facility to identify critical metrology needs as-
sociated with modern electronic instrumentation.
The discussion topics, session notes, feedback re-
ports, and conclusions of the workshop are well
documented in an NBS Technical Note [1]. A gen-
eral theme running through the summaries of the
workshop discussions was the need for NBS to
provide improved metrology support for the digi-
tal technology being incorporated in electrical/

electronic devices, test equipment, and systems,
and to address dynamic as well as static test condi-
tions.

A number of specific project activities recom-
mended by the Panel and the 1974 Workshop were
undertaken by what has since been renamed the
Electronic Instrumentation and Metrology (EIM)
Group [2]. This article is a synopsis of the descrip-
tion of some of the new physical laboratory stan-
dards, together with their operating principles and
performance, that have come out of this research.
The work to be described covers three general
areas in the following order: data converter char-
acterization, generating reference waveforms digi-
tally, and measuring waveform parameters using
digital sampling. These three areas are summarized
briefly below.
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1.1 Data Converter Characterization

Since a critical part of "digital" measurement
technology involves the basic principles associated
with converting analog signals to digital form and
vice versa, an initial project was started for pro-
viding a basis by which to test precision data
converters (both digital-to-analog (D/A) and
analog-to-digital (A/D) converters, often desig-
nated as DACs and ADCs). A precision 20-bit D/
A converter (DAC 20) was developed during the
late 1970s to serve as the reference against which
12- to 18-bit converters could be compared [3]. A
static test set was developed for providing these
comparison measurements automatically [4]. A test
set was also developed for measuring the dynamic
performance of ADCs with up to 16 bits of resolu-
tion [5]. With the ability to quantify the linearity,
offset, and gain errors of precision converters (both
statically and dynamically), the limitations in the
performance of these devices can be determined
when used for synthesizing and sampling analog
waveforms.

1.2 Generating Reference Waveforms Digitally

Concurrent with the development of DAC 20
was an effort to develop a precision audio-fre-
quency phase angle standard that utilized 16-bit
DACs to generate two output waveforms whose
relative phase difference could be established digi-
tally rather than with analog bridge methods [6,7].
By making use of 18-bit computations and 16-bit
DACs, both the amplitude and phase of the two
output waveforms from a dual-channel generator
were digitally controlled in order to provide a low-
frequency ac power source with amplitude and
phase stability of 20 ppm and 1 ,urad, respectively,
over a 100-s measurement period [8]. By using two
DACs to prevent "glitches" in the stepped output
waveform, a calculable rms ac voltage source has
recently been developed. It can be used as a trans-
portable ac reference standard with uncertainties at
the 7-V rms level typically less than ± 10 ppm from
30 Hz to 15 kHz [9]'. These physical standards are
being used in several different automatic test sys-
tems at NIST to provide calibration services for
phase angle meters, wattmeters and watthour me-
ters (also var and varhour meters), and ac digital
voltmeters.

I Uncertainties quoted in this paper are taken from the refer-
ences given and are not uniformly defined.

1.3 Measuring Waveform Parameters Using
Digital Sampling

The characterization of sample and hold (S/H)
amplifiers and ADCs for sampling and digitizing
waveforms was also part of the EIM Group's de-
velopment efforts during the 1970s [10,11]. An
early application of precision synchronous wave-
form sampling was the development of a digital
wattmeter that used 15 bit successive approxima-
tion ADCs, phase locked to the input signals, to
provide power measurements good to an uncer-
tainty of ±0.02% from dc to 2 kHz [12]. Using a
12-bit resolution data acquisition module (S/H, in-
strumentation amplifier, and ADC), together with
an internal microcomputer, a low-frequency sam-
pling voltmeter was developed that acquired ac
voltage input signals below 10 Hz good to an un-
certainty of ±0.1% with a total autoranging, set-
tling, and measurement time of only two signal
periods [13]. In the early 1980s the principles of
asynchronous sampling of corresponding voltage
and current signals were studied, and a wideband
sampling wattmeter was developed, capable of
measuring audio frequency power from 1 Hz to 10
kHz (with distortion harmonics up to 100 kHz)
with an uncertainty of less than ±0.1% [14]. More
recently, an equivalent-time sampling and digitiz-
ing system, based on a sampling voltage tracker
(SVT) circuit, has been developed that has been
shown to be capable of making state-of-the-art
measurements of signals with frequencies up to 200
MHz [15]. These sampling instruments are also be-
ing used in both stand-alone and automatic test sets
for calibrating wideband power meters, low-fre-
quency voltmeters, and step/arbitrary waveform
generators.

2. Data Converter Characterization

A number of special methods have been devel-
oped for testing various performance parameters of
data converters, and commercial, general-purpose
test sets for these devices are now available. How-
ever, these methods and systems typically are not
capable of measuring the integral linearity, differ-
ential linearity, gain, and offset errors of 12- to 18-
bit converters good to fractions of a least
significant bit (LSB). (An LSB represents the reso-
lution of a converter and is defined as (full scale
range)/2' where n is the number of bits of the con-
verter.) For quantifying the accuracy errors of 12-
to 18-bit data converters, test methods have been
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developed and test sets are available at NIST. A
NIST calibration service for data converters is of-
fered, as described in [16].

2.1 Measuring Static Transfer Characteristics

The primary property of concern when charac-
terizing precision data converters is the relation-
ship between the input and output variables under
both static and dynamic conditions. The transfer
characteristic for a DAC is shown in figure 1,
where the straight dashed line indicates the ideal
relationship between the digital input codes and the
corresponding analog output levels. Due to offset
voltages/currents, mismatches in the divider cir-
cuit (typically an R-2R ladder network), and other
sources of nonlinearities, the actual characteristic
deviates from the ideal. When an increase in the
digital input code does not produce a correspond-
ing increase in the analog output level, the behav-
ior is described as nonmonotonic. Similarly, the
transfer characteristic for an ADC is shown in fig-
ure 2, where the perfect "staircase" relationship be-
tween the analog input levels and the
corresponding digital output codes represents the
ideal. Due to noise from the logic circuits, speed
limitations of the analog comparator, errors of the
internal reference DAC, etc., the actual ADC

DIGITAL OUTPUT

characteristic has the non-uniform steps and non-
ideal edge transitions indicated in figure 2. Finding
and quantifying these small deviations can be im-
portant in critical applications of precision data
converters.

ANALOG OUTPUT

NONMONOTONICITY -

DIGITAL INPUT CODE

Figure 1. The transfer characteristics for an ideal and an actual
DAC.

INTERNAL DAC

Figure 2. The transfer characteristics for an ideal and an actual ADC.
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Figure 3 shows a simplified diagram of the NIST
test set for measuring the essential parameters of
the static transfer characteristic of precision data
converters. The basic operation involves a com-
parison of outputs of the test DAC or ADC with
the corresponding levels from the NIST DAC 20.
This multirange, 20-bit+sign, programmable
voltage source exhibits less than 1 ppm linearity
error and incorporates a self calibration feature [3].
The design is based on an R-2R ladder network in
the current steering mode, using miniature latching
relays (to minimize thermal effects) with mercury-
wetted contacts for the switches. Ten buffered,
temperature-controlled, unsaturated standard cells
(providing direct linkage to the legal volt) com-
prise the voltage reference.

For testing DACs, the DAC 20 standard and the
test unit are given the same digital input code from
the system controller via an IEEE-488 bus and
coupler, with code conversion as needed. The dif-
ference in their analog output levels (error signal)
is then amplified, digitized with a voltage to fre-
quency (V/F) converter, and averaged over a 60-
Hz period (to reduce power frequency noise). The
error data (both binary and BCD coded) are dis-
played on front panel readouts and returned to the
controller for logging and further analysis. By se-
quencing through all 2' code states (or only 1024,
corresponding to the ten most significant bits), the
complete DAC static transfer characteristic can be
determined with a full scale output resolution of 1
part in 220.

Testing an ADC is more complicated in that
each digital output code from the test unit corre-
sponds to a small continuous range of analog input
values, as illustrated in figure 2. A complete deter-
mination of the ADC transfer characteristic re-
quires locating and measuring each of the voltage
levels corresponding to the transitions between
digital codes. Transition level location in the NIST
static data converter test set is accomplished by
placing the test ADC in a feedback loop that con-
trols the input voltage to the ADC, as shown in
figure 3. The upper digital code of the transition
level of interest is input over the IEEE-488 bus
from the controller to a digital comparator whose
other digital input comes from the ADC output
(with code conversion, as needed). The digital
comparator's "less than" output sets the polarity of
a programmable voltage (+V, -V), which is
switched to the input of an integrating amplifier.
Thus, the output voltage from the integrator,
switched to the input of the test ADC, ramps up
(or down) until the upper transition level code is
output from the ADC, whereupon the less than
output from the digital comparator changes state,
causing the slope of the integrator's output voltage
to reverse. The ADC then outputs the lower transi-
tion level code so that the process continues at a
preset clock rate (normally 10 kHz), generating a
small (<<1 LSB) peak-to-peak triangle waveform at
the ADC input with an average value very near
the transition level. Once locked onto a transition
level, that voltage is then measured by the same

BIN ERROR DATA EOFSRST
AOG COMMANDS
FROM COUPLER

SEARCH
COMMAND

STATIC DATA CONVERTER TEST SET

Figure 3. A simplified diagram of the NIST static data converter test set.
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comparison circuitry described above for DAC
testing. The error data are collected by sequencing
through 1024 (or, all 2' if desired) code states in
order to determine the complete ADC static trans-
fer characteristic. Since bits less significant than the
10th generally contribute insignificant errors, typi-
cally only 210=1024 codes are tested, correspond-
ing to the 10 most significant bits.

2.1.1 Analyzing Static Linearity Errors At
each of the 1024 codes the test set automatically
measures the errors, defined as the difference be-
tween the output (input) of the DAC (ADC) under
test and the output of reference DAC 20 (cali-
brated to have negligible linearity errors). These
measured errors are then numerically corrected for
offset and gain by the following calculations:

E'i = (i-E0-(E10 23 -E0)i/1023, (1)

where E'i is the offset and gain corrected error at
the ith code,

E, is the measured error at the ith code,

i is the code index 0 to 1023,
E0 is the measured error at the negative-

most code, and
E10 23 is the measured error at the positive-

most code.

The values of CEi obtained from testing over the full
scale range of the converter are used to determine
the maximum, minimum, and rms value. Shown in
figure 4 are some representative linearity error vs
codeword plots obtained from the NIST static data
converter test set. Keep in mind that these error
plots show the deviations from an ideal transfer
characteristic. Since differential linearity error
(DLE) is defined as the error in separation between
adjacent code transition levels, these errors are as-
sociated with the discontinuities observed in the
plots of figure 4 (assuming as before that the bits
less significant than the 10th contribute insignifi-
cant errors). Major discontinuities almost always
occur at major code transitions; consequently, an
abbreviated test is used to provide actual measure-
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Figure 4. Typical linearity error plots. (a) 14-bit, 10-gs ADC. (b) 16-bit,
32-gs ADC. (c) 18-bit DAC, data average of five measurements.
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ments of the DLEs at those 2(n-1) adjacent code
pairs where the errors are likely to be the greatest.
The DLE at each of these code pairs is simply
computed as

EDL=-Ej -i-, (2)

where Ej and Ej-, are the measured linearity errors
at the selected adjacent code pairs.

2.2 Measuring Dynamic Transfer Characteristics

For most applications of data converters, the re-
lationship between the analog and digital input/
ouput variables under dynamic conditions is a
primary property of concern. For DACs, this rep-
resents a deviation of the static transfer characteris-
tic due to the inherent settling time of the DAC.
Given a change in the digital input code, there will
be a characteristic time required for the analog out-
put of the DAC to settle to a new static level
within some tolerance. Generally, the maximum
settling time can be observed by giving the DAC a
full scale code change at its input. This large
change in the input will exercise the switching cir-
cuitry associated with the most significant bits of
the converter, which are the critical ones in terms
of settling time.

Making an accurate measurement of the settling
time of a precision DAC to within 1 LSB, how-
ever, is not a trivial matter since it requires a good
measurement of both amplitude and time. Methods
for accurately measuring the settling time of DACs
(as well as amplifiers and step generators) have
been developed at NIST. These can be used to de-
termine settling times as short as 10 ns to within a
settling error of ±0.1% [15] (or as short as 1 Its to
within a settling error of ±2 ppm [17]) for voltage
output devices. Further improvements in the sam-
pling voltage tracker system described in [15] are
being pursued at the present time in order to im-
prove the NIST capability to measure settling time
accurately in the 1-10 ns region.

Dynamic errors in ADCs also are defined as any
deviations from the static transfer characteristic
that result from prior exercise, i.e., previous
changes in input [5]. Since high-resolution (>12-
bit) ADCs in most applications are preceeded by
an analog multiplexer or a S/H amplifier, exercis-
ing the ADC's input with a fast-settling voltage
step gives a good representation of the dynamic
input conditions during actual use. An accurate
method for providing stepped input voltage
changes to ADCs for dynamic testing purposes

was developed at NIST in the early 1980s [18]. Fig-
ure 5 shows a simplified diagram of the circuit used
at NIST for dynamic ADC testing. It employs a
programmable pulse level, Vi, which is converted
to a programmable current that is then switched
(with optical isolation) through a low-value (200
fl) resistor (RL) in series with the output of the
feedback loop integrator. A programmable voltage
step is thus superimposed on the transition level
voltage established by the transition-locking feed-
back loop described above for static ADC testing.

Figure 6 gives some of the signal and timing dia-
grams associated with this test method, where the
step changes to the programmed pulse level and
back to the transition level are made between con-
versions, with time (At) allowed for the test ADC's
specified settling time. Although the test ADC
converts when the input voltage is at either level,
the ADC output samples (fed back to the digital

"vREF

REFERENCE
CODEWORD

Figure 5. Simplified
ADC test set.

f4 J~

circuit diagram for the NIST dynamic

Programmable
Pulse Level Vp
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Figure 6. Timing diagrams, showing the relationships between
the input voltage to the test converter (top) and three of the test
set control signals.
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comparator) are latched only for conversions made
near the transition level. Any dynamic limitations
of the test ADC (due to input buffer amplifier set-
tling, internal DAC settling, delay in the internal
analog comparator, etc.) will be manifest as a
change in the static transition level that nominally
would be maintained by the feedback loop. There-
fore, the transition level maintained under the dy-
namic conditions just described is then measured
by a precision digital voltmeter (DVM) and logged
by the test set controller. Referring to the top
waveform diagram in figure 6 (the input signal to
the test converter), the portion of the signal about
the transition level changes slowly, due to an ad-
justably long time constant of the integrator, with
an amplitude given by

A V=(V/RC)(M+N)(t +At), (3)

where V is the input voltage to the integrator,
M is the number of conversions made with

the input at the programmable pulse level,
N is the number of conversions made with

the input at the transition level,
t is the conversion time duration of the test

ADC,

0

CO

N
a:

0
ccc:
CC

At is the time delay to allow for the pulse to
return to the transition level and the test
unit to respond, and

RC is the time constant (7r) of the integrator.

Since the resolution of the transition level measure-
ment is limited by A V, R (and, hence, T) is adjusted
to obtain an adequately small A V (nominally <0.1
LSB).

Figure 7 shows a 3-D plot of the dynamic linear-
ity error data obtained from a 16-bit ADC on the
NIST dynamic ADC test set. The codeword axis is
the measured code transition level and the pulse
level axis is the range of possible pulse level ampli-
tudes applied to the test ADC, with the vertical
axis being the corresponding error in LSBs. This
"surface" of dynamic bit errors is typical of the
multi-bit errors that can often be observed, as com-
pared to the fractional static LSBs typical of most
ADCs (e.g., fig. 4). By varying the test set parame-
ters (M, N, and At) given in eq (3), one can investi-
gate the cause of various features observed on the
error surface [4].

DYNAMIC ERRORS
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Figure 7. 3-D plot of typical dynamic linearity errors for a 16-bit ADC.
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3. Generating Reference Waveforms
Digitally

By making use of precision DACs that have
small linearity errors (both statically and dynami-
cally), reference waveforms can be generated by
applying a time sequence of digital codes to the
DAC and obtaining an analog output waveform
consisting of steps corresponding to each of the in-
put codes. Without further data processing on the
input samples and the resultant output waveform,
this stepped waveform is often referred to as a
"zero order hold" reconstruction of the digital
code sequence. Figure 8 (a) shows a representation
of such an ideal stepped sinusoidal waveform in the
time domain, with its corresponding line spectrum
in the frequency domain given in figure 8 (b) (see
the Appendix). Filtering out harmonics of the fun-
damental frequency located around multiples of the
sampling frequency is relatively easy if the number
of samples, N, is large enough so that the sampling
harmonics are relatively small and fall outside the
passband of the filter. The filtered output is then
the original sine wave, only with its amplitude at-
tenuated by the magnitude of the sin(7rf/f,)/(7rf/fs)
function at the fundamental frequency. Of course,
for imperfect filters and nonideal DACs, an actual
line spectrum, such as the one shown in figure 8
(b), would have other small frequency components
due to distortion and noise.

3.1 Audio Frequency Phase Angle Standard

As illustrated in figure 9, by changing the time
sequence of digital codes that are input simulta-
neously to a second DAC, a pair of stepped sine
waves can be generated having a relative phase an-
gle difference that is established essentially by the
calculated sets of sample points, independent of the
fundamental frequency and any other timing con-
siderations used in the digital synthesis process.
This is the basis for a precision 2 Hz to 50 kHz
Phase Angle Calibration Standard that was devel-
oped at NIST [20,21]. An earlier version of this
design approach was used for generating reference
phase angle signals up to 5 kHz [6,7].

A functional block diagram of the NIST Phase
Angle Calibration Standard is shown in figure 10.
A 20-bit, high-speed microprocessor (gP) com-
putes the data needed for generating the 0-100 V
rms output waveforms (delivered to a test phase
meter). A slower 8-bit ,tP handles keyboard en-
tries, correction data from the auto zero circuit,
output scaling via the multiplying DACs
(MDACs), and IEEE-488 interface and display
functions (not shown). Eighteen-bit angle data (cal-
culated by the 20-bit arithmetic logic unit (ALU)
from phase and frequency keyboard entries) is fed
sequentially to an angle-to-sine conversion module
(sine table). Pairs of corresponding 16-bit ampli-
tude data are then input simultaneously to the dual
DACs through latches (not shown). The sample-

b
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Figure 8. Time domain (a) and frequency domain (b) relationships of an ideal stepped (zero-order-hold) reconstruction of a sinusoidal
waveform.
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The angular resolution of the phase standard de-
pends on the number of sample points per cycle

and on the amplitude resolution,
the number of bits of the DACs
steps shown for the stepped sine
ure 9 occur at a phase angle of

corresponding to
[20]. Each of the
waveform of fig-

(4)

with an amplitude resolution of

A V = 2 Vp/2 (5)

Figure 9. Stepped sine waves, phase difference 60°, 64 steps per
cycle.

point strobe pulses to the latches are generated by a
crystal-controlled time base (also not shown).
Thus, the waveforms that are output from the two
DACs look like those of figure 9. These waveforms
are then filtered to remove the unwanted steps
(sampling harmonics), as mentioned above in con-
junction with figure 8. Since most phase meters
have voltage ranges that can accept input signals
both above and below the 7 V rms output from the
lowpass (L.P.) filters, the two sine waves are then
scaled either up or down (from keyboard-entered
amplitude data) by the MDACs and amplifiers.
These scaling circuits cause small phase differences
between the two output waveforms. To minimize
these differences, a quadrature phase detection cir-
cuit is used to measure and compensate for the
residual differential phase at 900, thus establishing a
fixed point on the phase angle scale.

where N is the number of samples per cycle,
M is the number of bits of the DAC, and
Vp is the peak value of the sine wave.

That is, at each step the phase angle can be set
precisely, but the amplitude is limited to a quan-
tized value within the resolution of the DAC. For
N=64 and M= 12, 4>1=5.625o, and AV= Vp/2048.
Because the amplitude steps are quantized, the
phase angle between the output waveforms will
also be quantized, although not necessarily uni-
formly. Thus, small changes in the programmed
phase angle will not necessarily cause the phase
difference between the two output waveforms to
change. By incrementing 4) a small amount at the N
sample points until at least one sample pair (1800
apart) changes by A V, the theoretically attainable
phase resolution can be determined. Simulations
have shown that for N=64, M= 12, 97 percent of
the possible phase increments will be less than or
equal to 0.005° [20]. Below a fundamental fre-

Figure 10. Block diagram of the NIST phase angle calibration standard.
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quency of 5 kHz where the phase standard uses
16-bit DACs, the theoretical resolution is better
than 0.0010.

Because actual DACs are not perfectly linear
and noise limits the uncertainty of the auto-zero
compensation circuit, the NIST phase standard de-
parts somewhat from its theoretical performance.
Figure 11 shows the experimentally determined lin-
earity for the phase standard using a 1800 bridge
[7,20]. The upper plot (a) shows the departure from
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the ideal 180° difference using 16-bit DACs at a
frequency of 3125 Hz, generating the waveforms
with both 64 and 128 samples per cycle. The lower
plot (b) shows similar data obtained for the linear-
ity using 12-bit DACs at a frequency of 31250 Hz.
The range of the phase angle settings used for these
plots is the basic 5.6250 angle interval for N=64
and M = 12. Using these and other experimental re-
sults, the maximum errors in the phase standard
have been determined, as summarized in table 1.

ITNFARTTY TEST: AMPL - 7 V : 7V 26 FEB i985

X 3216 Hz (64 STEPS)

o 3125 Hz (126 STEPS)

0 1 2 3 4 5 6

PHASE ANGLE SETTING (DEG)

(A.)

LINEARITY TEST: AMPL - 7 V: 7V 4 MARCH 1985

* 31260 Hz (64 STEPS) -- FILE 31260R

0 31250 Hz (±28 STEPS) -- FILE 31250R

0 ± 2 3 4

PHASE ANGLE SETTING (DEG)

(B.)

5 6

Figure 11. Measured phase linearity of the NIST phase angle calibration stan-
dard output (a) with 16-bit DACs at 3125 Hz, and (b) with 12-bit DACs at

31250 Hz (64 and 128 samples per cycle.
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Table 1. Estimated maximum phase angle uncertainty (in mil-
lidegrees)

60Hz 400Hz 5kHz 15kHz 30kHz 50kHz

Auto-zero corr.' ±1 ±2 ±5 ±6 ±12 ±20
Linearity ±2 ±2 ±3 ±10 ±15 ±20
7:1 voltage ratio ±1 ±2 ±3 b b ±40

aThe uncertainty due to frequency adjustment is included.
b Data not available.

With the development of the above-described
NIST Phase Angle Calibration Standard, an auto-
mated calibration service for precision phase me-
ters is now available [22].

3.2 Power Calibration Source

The traditional method of calibrating precision
wattmeters and watt-hour meters is to compare the
readings of the meter-under-test (MUT) to a stan-
dard wattmeter or watt-hour meter connected in
parallel. However, it is advantageous, particularly
in an automatic test setup, to be able to supply a
separate source of voltage and current ("phantom"
power) to the MUT where the source of voltage,
and current (and the relative phase angle) is known
and stable. Such a digitally synthesized power cali-
bration source was developed at NIST to provide
known parameters in order to test and calibrate a
new class of multifunction instruments capable of
measuring voltage, current, power factor, and ac-
tive and reactive power [23].

Figure 12 shows a block diagram of the NIST
Power Calibration Source. The digital generator
(shown in more detail in the lower part of fig. 12) is
the heart of this source, and generates sine wave
voltages VI and V2 in a staircase approximation, as
illustrated in figure 9. The waveforms in this case
consist of 2048 steps per period at 60 Hz, which are
then scaled by specially designed amplifiers Al and
A2 [24,25] to produce typical test voltages, V,
ranging from 60 to 240 V rms, and typical test cur-
rents, I, ranging from 1 to 5 A rms. The relative
phase angle between these voltages and currents
applied to the MUT is determined essentially by
the digital code sequences supplied to the MDACs
from the random access memories (RAM1 and
RAM2), similar to the technique used in the phase
angle standard discussed above. In this generator,
however, the codes to the MDACs are calculated
by the controller (desktop computer), which uses
sufficient numerical resolution to compute the sam-
ple points that roundoff or truncation errors in the

phase angle are negligible. Consequently, the angu-
lar resolution using 16-bit MDACs is approxi-
mately 1 j.rad (0.0000570) [23]. The amplitudes of
VI and V2 are independently set between 0 and
10 V peak by controlling the dc reference voltages
supplied to MDAC1 and MDAC2 with a pair of
18-bit DACS. Consequently, the amplitude resolu-
tion for the power calibration source is 1 part in 2'"
(about 4 ppm).

The performance of the power calibration
source (particularly at 60 Hz) has been measured
using both a time-division-multiplier (TDM)
wattmeter [26] as a transfer standard, and a cur-
rent-comparator power bridge [27] as a +15 ppm
laboratory standard. Once again the nonlinearities,
gain error, etc. in the characteristics of the actual
DACs and amplifiers used in synthesizing the
voltage and current outputs of the power calibra-
tion source limit its performance. However, soft-
ware gain corrections for any amplitude (based on
a linear fit to a few data points) help to reduce
voltage-dependent gain error by a factor of 5 to 10.
Figure 13 shows the integral amplitude nonlinear-
ity (after gain corrections) in the voltage and
current over a 5-to-I range, using the current-com-
parator power bridge, where 100 percent of full
scale represents 240 V rms and 5 A rms, respec-
tively. Thus, we see residual uncertainties of

Figure 12. Block diagram of the NIST dual-channel power cali-
bration source.
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20 40 60

AMPLITUDE (X of full scale)

80 100 120

Figure 13. Integral amplitude nonlinearity in the power calibra-
tion source voltage and current outputs after gain corrections.

< ±20 ppm for current and < ± 10 ppm for
voltage. However, differential linearity errors
(about small changes in the output voltage and cur-
rent at full scale) are in the 5 ppm level, as seen
from figure 14. Figure 15 shows the phase differen-
tial nonlinearity at zero power factor (90°), as
measured by a TDM wattmeter. This plot demon-
strates the 1 jgrad resolution of both the digital gen-
erator and the TDM wattmeter. Finally, by
comparing the power calibration source with the
NIST current-comparator power bridge, figure 16
shows the agreement in active power to be within a
±+30 ppm band at power factors from zero lead to
zero lag. The two curves represent an envelope of
data points where the pair of dots connected by a
dashed line at a given phase angle are the extremes
of the measured errors.

Figure 15. Phase differential nonlinearity: change in power indi-
cation of a TDM wattmeter (at zero power factor) versus
change in phase angle from the NIST power calibration source.

60

40

200

-20

-40 -

-60 -

-80 l I I I I I I

-100 -60 -60 -40 -20 0 20 40 60 80
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00

Figure 16. Maximum differences between the power calibration
source and the NIST current-comparator power bridge, after
correcting for current drift in the source.

120

APPLIED CHANGE (pe.)

Figure 14. Differential nonlinearity of
outputs around 120 V and 5 A rms.

the voltage and curn

3.3 Calculable RMS ac Voltage Source

For an ideal stepped sine wave, illustrated in fig-
ure 8(a), it can be shown that the rms value is iden-
tical to that of the corresponding pure sinusoidal
waveform, i.e., Vp/\/2 [28]. However, the stepped
waveform contains harmonics in its frequency
spectrum [see fig. 8(b)], so that the unfiltered re-
construction contains harmonic distortion relative
to the fundamental frequency component. Conse-
quently, there is a tradeoff between the exact rms

620 accuracy of ideal stepped waveforms (with their
inherent harmonic distortion) and the rms error in-
herent in filtered reconstructions (that can have no
distortion for a perfect low pass filter).
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Total harmonic distortion (or, distortion factor) is
defined as [29]

THD= rms value of all harmonics
rms value of the fundamental'

= (PA 2 X/A 2i)
11 2, (6)

1=2

where Ai is the peak value of the ith harmonic,
computed from

Ai = Vjsin(7rfil/f)/(rgf/lf)], (7)

Vp is the peak value of the sine wave,
f is the ith harmonic frequency, and
fs is the sampling frequency.

For comparison of the tradeoff between the rms
error and THD between two sine wave reconstruc-
tions, table 2 shows these relationships for a
stepped sine wave composed of 20 steps and an-
other composed of 200 steps. It also shows a com-
parison with perfectly filtered (i.e., "brick wall")
reconstruction.

Table 2. Comparison of rms error and THD for unfiltered and
filtered stepped sine waves

Unfiltered Filtered
Reconstruction Reconstruction

No. of steps rms rms
per period error THD error THD

20 0 8.9% -0.4% 0
200 0 0.9% -0.004% 0

An ac reference standard was developed at NIST
in the early 1980s that used zero order hold digital
waveform synthesis to produce both filtered and
unfiltered sine wave reconstruction [30]. A built-in,
rms-to-digital converter that used a thermal
voltage converter (TVC) and voltage-to-frequency
ADC was used to measure the rms value of the
output waveform and provide error corrections.

Uncertainties of ±+50 ppm were achieved in the
0 to 7.07 V rms output voltage over a frequency
range of 1 Hz to 50 kHz (with only 0.5% THD at
50 kHz using a lowpass, active filter). This ac refer-
ence is very useful for calibrating narrowband,
rms-responding voltmeters having a ±0.01% accu-
racy specification.

However, new wideband voltmeters (and most
thermal voltage converters) can respond to the
harmonics in stepped waveforms, and still claim
rms measurement accuracy below 0.01% (100
ppm). To provide a transportable ac source for
these voltmeters at an accuracy of ± 10 ppm over a
30 Hz to 15 kHz range, a digitally synthesized
source (DSS) using zero order hold reconstruction
has been developed [31]. As indicated above (and
shown in table 2), ideal stepped sine waves have no
rms error and are, therefore, desirable rms refer-
ence waveforms.

Figure 17 shows a simplified circuit diagram of
the dual-DAC synthesis approach used in the DSS.
Its general design is similar to that of the generat-
ing circuits used for the phase angle standard and
the power calibration source (see figs. 10 and 12).
In addition, a "deglitching" technique (used to im-
prove phase angle precision [32]) is employed in
the DSS to enhance the quality of the generated
steps. By toggling between the output currents of
the two MDACs, which are updated with data
from the latches at different phases of clock signals
A and B, the output voltage steps from the ampli-
fier are not subject to code-dependent transitions
and settling-time errors from the MDACs. From t,
to t2, MDAC2 supplies the output step (via switch
S3 and the output amplifier) while MDAC1 is set-
tling to the level corresponding to the input code.
At time t2 new data from the ROM is latched into
MDAC2, SI and S4 are closed (S2 and S3 are
opened), and MDAC1 now supplies current for the
next output voltage step. Obviously, successive
data are clocked from the ROM into the latches,
alternately, at twice the rate of clocks A and B.

t i2

Figure 17. Simplified diagram of the circuit used in the dual-
DAC, digitally synthesized source (DSS).
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Of course, imperfect steps still remain due to
small amounts of strobe feedthrough from the (fast
CMOS) switches and finite bandwidth and slew
rate limitations in the amplifier. However, as seen
in figure 18, the improvement in the fidelity of the
steps using this technique is significant. The major
code transition glitch seen in figure 18 (a) and other
structural differences between the steps are virtu-
ally eliminated in figure 18 (b).

The rms voltage of the waveforms generated by
the DSS over its nominal frequency range is calcu-
lated by stepping through the sample points stored
in the ROM at a low speed in order to measure the
amplitude of each step with a high-accuracy DVM.

2

go .l . . .l .

... .... .... .... ... .... .... - . .

IV

(A.)

(B.)

Figure 18. Oscilloscope traces of an unfiltered portion of a 28-
step digitally synthesized sine wave (1-MHz clock rate). (a) Us-
ing a single DAC. (b) Using the dual-DAC deglitching tech-
nique.

The estimated rms value of the waveform using
this "step calibration" is determined by computing
the square root of the mean value of the squares of
the measured step voltages, i.e.,

Vrms = [Vi(l + C/A (8)

where vi is the voltage of the ith step
N is the number of steps in one period, and
C is the DVM correction.

In order to assure that the estimate is good to a few
ppm, the DVM nonlinearity must be only a few
ppm of full scale and have similar short term stabil-
ity during the test time. This computed rms value
then will be valid for low- frequency waveforms,
but will degrade at higher frequencies as imperfec-
tions due to transients become a larger portion of
each of the steps.

The rms values of the outputs from two of the
DSS prototypes have been measured at NIST with
coaxial TVC standards at sine wave frequencies be-
tween 30 Hz and 15 kHz. The results of these step
and thermal measurements are given in figure 19
for two different units (DSS1 and DSS2) using
both internal and external clocks to synthesize 128-
step sine wave approximations (A, B, and C). As a
further demonstration, the results of measurements
on a nonsinusoidal waveform (sine wave approxi-
mation with 30% third harmonic) are shown in D.
The plots show the average difference between
three sets of measurements consisting of two step
calibrations (represented by the dashed line) and
five thermal measurements (plotted points with one
standard deviation error bars) at each frequency.
Agreement between the two measurements is bet-
ter than ±5 ppm from 30 Hz to about 2 kHz. A
small capacitor on the output amplifier (see fig. 17)
is initially adjusted to obtain flatness of the rms
value to within ± 10 ppm from 2 to 15 kHz. Recent
designs have now extended this performance up to
50 kHz.

4. Measuring Waveform Parameters
Using Digital Sampling

To make accurate measurements of signal wave-
forms that can be stored and processed further
with a computer requires the use of precision
ADCs having small linearity errors (both statically
and dynamically), as described above. In order to
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FREQUENCY (kHz)

(A.)
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FREQUENCY (kHz)
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03.
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UJ0.
wC,ccwa:

0
0.1 1 10 0.1 i 10
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(C.) (D.)

Figure 19. The difference in ppm between the rms value computed by the step calibration (dashed line) and the rms value measured
using thermal techniques: (a) DSS 1 using the internal clock to generate a sine wave. (b) DSS2 using the internal clock to generate a sine
wave. (c) DSS2 using an external clock to generate a sine wave.
waveform.

convert fast signals that change during the conver-
sion time of the ADC, a sample-and-hold (S/H) or
track-and-hold (T/H) circuit is inserted between
the signal source and the ADC to capture samples
of the waveform and hold the ADC input signal at
a steady level while the ADC completes a conver-
sion cycle. Often there are also signal conditioning
amplifiers and filters, as well as multiplexing
switches, employed in a complete data acquisition
channel. Figure 20 shows a block diagram of a typ-
ical multichannel measurement system. Analogous
to the reconstruction of analog waveforms using a
time sequence of digital input codes to a DAC (de-
scribed earlier), the process of digital waveform
sampling generates a time sequence of digital out-
put codes from an ADC, corresponding to the am-
plitude levels of the analog input waveform at the
sampling instants.

In order to understand the limitations imposed
by using digital sampling methods to measure the
parameters of signal waveforms, a short discussion
on the basics of sampling theory is provided in the
Appendix.

4.2 Low-Frequency ac Sampling Voltmeter

The speed and versatility that is possible with
digital waveform sampling of low-frequency ac

(d) DSS2 using an external clock to generate a (nonsinusoidal)

waveforms was demonstrated with the develop-
ment of the NIST Low-Frequency ac Sampling
Voltmeter 135]. An rms low-frequency (0.1 to 50
Hz) voltmeter/calibrator had been developed at
NIST about the same time, and employed a multi-
junction thermal converter device for making ac-
curate rms-to-dc conversions. This instrument is
capable of making ac transfer measurements (com-
paring ac input voltages against its internal calibra-
tor), good to ±0.02% accuracy [36]. The thermal
converter-based instrument serves as the standard
in a NIST calibration service for ac voltmeters and
calibrators from 0.1 to 10 Hz [37]. With the sam-
pling-based voltmeter, rms measurements good to
±0.1% accuracy at 10 mV to 10 V levels from 0.1

Hz to 120 Hz are available, as are measurements of
the input signal frequency, total harmonic distor-
tion (THD), and the rms value of the ac compo-
nent (only). Also, the sampling instrument uses
"window crossing" and error function algorithms
in the software of its internal microcomputer to
permit measurements within two signal periods at
frequencies below 10 Hz [38]. Thus, measurements
of a 0.1 Hz signal can be made in 20 s (2 s for a 1 Hz
signal), which is 2-10 times faster than the thermal
converter-based instrument.

Figure 21 shows a simplified block diagram of
the low-frequency sampling voltmeter. Function-

391

0.E

CUJ

C),zwa:w
LL

0

10 -

5-

0

-5-

-to -

0.1

----- - - - - - - - - --- -I - -

- -I - - I- I I I I

0.

UJ0.w

U-1
0



Volume 95, Number 4, July-August 1990

Journal of Research of the National Institute of Standards and Technology

ally similar to the measurement system st
figure 20, this instrument employs a low-nc
ferential-input preamplifier with progra
gain-setting resistors, so that four decades
can be programmed from the microcomp,
the memory, timing, and control section.
acquisition module consisting of an S/H ai
an instrumentation amplifier, and a 12-bit A

ANALOG INPUT
SIGNALS ILTER
CH 1i--- 

CH 2-

CH 3_

bits plus sign bit) provides the sampling, signal con-
ditioning, and digitizing of the preamplifier output
signals. With the three programmable input voltage
ranges of the data acquisition module, a total of 12
gain settings are available using combinations of
preamplifier gain and data acquisition range set-
tings. The memory, timing, and control block con-
tains the instruction program (2048 16-bit words)

TIMING
- - - - - - AND _ - - - - - -

____ _ CONTROL

-~ ~ I

DIGITAL

OUTPUTCODES

Figure 20. Block diagram of a typical multichannel sampling measurement system.

L - - - - - - - - - - - - - -
DATA ACQUISITION MODULE

NBS 722 79141 A

Figure 21. Simplified block diagram of the NIST low-frequency sampling voltmeter.
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stored in read-only-memories (ROM), as well as a
small amount of random-access-memory (RAM)
for temporary storage of input values and program
variables. The 16-bit microcomputer used for this
application was chosen for its powerful micropro-
grammable instruction set that allowed straightfor-
ward implementation of the multiplications used in
computing the fast Fourier transform needed for
calculating THD.

Because the algorithm for calculating rms value
requires an accurate value for the period of the
sinusoidal input signal, the initial sampling se-
quence is used to obtain an approximate value for
the period (see fig. 22). During the first cycle (TI),
sampling is begun at any arbitrary point on the
waveform, after possible adjustment of the pream-
plifier gain. Since the frequency may be as low as
0.1 Hz or as high as 120 Hz, a decision is made,
based on the slope of the signal, whether a fast
(8 kHz) or slow (500 Hz) sampling rate will be used
to find the approximate period. With the sampling
rate set at 500 Hz, an initial reading is taken; a
higher and lower threshold value is then calculated
with respect to this initial reading. Thus, an "initial
window" of sample values is established, as shown
in figure 23. Depending on the number of samples
it takes to cross the upper or lower threshold, the
sampling rate continues to be 500 Hz, or else the
sampling rate clock is reset to 8 kHz, and the mea-
surement sequence is restarted. After the wave-
form is sampled further, and a "2nd window
crossing" is found, approximately one signal period
has elapsed. The sampling rate clock is then set for
128 times the approximate frequency (f0), the recip-
rocal of the approximate period, and sampling con-
tinues for slightly more than one period (cycle T2 ).

Set preamp for en scale reading

Sample waveform to detereine wheG end If cycle occurs
Set Gample rute clock tG 126 G .f set preamp gain

Sample waveform over sne cycle and store readings
Calculate ms value and Fourier cefficients;

/ Update display with -ee values

| | |tart new reading

1-1-- I' I

T3

Figure 22. The time sequence of the measurement cycle in the
voltmeter, relative to a typical sinusoidal input.

Initial window
ist Window

In

crossing
-2nd Wind(

-- One Period-

lw crossing

Figure 23. Approximate period detection using window cross-
ing.

To determine the signal period more exactly, an
autocorrelation technique is performed using sam-
ple points taken during T2. To take possible effects
of noise and frequency modulation (FM) into ac-
count, 147 samples are taken during T2 . The corre-
lation is then accomplished by evaluating an error
function, Ef, that consists of summing the differ-
ence in the values of samples taken at approxi-
mately corresponding times in the cycle:

Ef=X1Ei-Ei+NI
i=1

(9)

where N is the variable number of samples in pe-
riod (125, 126, 127, 128, 129, 130, and
131),

E; are sample values at the beginning of the
cycle,

Ei+N are corresponding values at the begin-
ning of the next cycle, and

n is the number of difference values
summed; 16 points chosen, based on em-
pirical testing.

If the period was exactly an integral number of
samples and the input signal was free of noise or
FM, this sum would go to zero for N= 128. Since
this is rarely the case, N is varied from 125 to 131
until a minimum value for the error function is
found. However, because this error function can
exhibit an undesired second minimum that can be
difficult to distinquish from the true minimum, the
two smallest sums of the seven error functions of
(9) are used to linearly interpolate to the minimum
point between them [38].
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The rms value of the input is then calculated in a
straightforward manner from the appropriate set of
stored samples. The sample values are squared and
summed using 32-bit precision arithmetic. For the
"ac only" feature of this instrument, the mean
squared value is calculated as usual, and then the
square of the average of the input samples (the dc
component) is subtracted before taking the square
root for the net ac rms value.

To obtain the dc, fundamental, and first 30 har-
monic components of the input signal, the data
samples from the second cycle (T2) are used to cal-
culate the coefficients of the discrete Fourier trans-
form (DFT) of the signal. This calculation is
accomplished by using a 64-point radix 2 fast
Fourier transform (FFT) algorithm. The magni-
tudes of these coefficients are then used to calcu-
late the THD as a figure of merit of the signal as a
pure sine wave. However, this instrument is de-
signed mainly for measuring low-distortion sinu-
soidal signals, with the highest computed harmonic
being

fms = 30fo, (10)

so that

fs= 128fo>2f>max, (11)

thus more than satisfying eq (1 5A) (see the Ap-
pendix) for the Nyquist frequency criterion to pre-
vent aliasing.

4.3 Wideband Sampling Wattmeter

With the widespread use of solid-state thyristor
switching devices for controlling the delivery of
electrical power, the need has grown for making
accurate measurements of highly distorted power
signals. To meet this need a wideband sampling
wattmeter was developed. This wattmeter uses
asynchronous sampling of its input waveforms to
realize a measurement uncertainty of less than
±0.1% of the full scale range for fundamental fre-
quencies from 1 Hz to 10 kHz (and harmonics up to
100 kHz) [14]. A prototype instrument, constructed
in the mid 1980s, is programmable from the front
panel and has-the necessary hardware and software
to optimize the sampling frequency and to make
corrections for truncation errors [39]. In the early
1970s the feasibility was demonstrated for making
precision ac power measurements (±0.02% accu-
racy up to 2 kHz) using a sampling technique, and

computing the power with a suitable algorithm
[40].

In contrast with the synchronous (phase-locked)
sampling method used in the earlier sampling
wattmeter (and the correlation approach used in
the low-frequency ac sampling voltmeter described
above), asynchronous sampling of the two input
(voltage and current) waveforms is used in the
wideband sampling wattmeter. That is, the average
power for the periodic input signals is calculated
by using the approximation given by

n-I
W= len Yk V(tk) I00,

k=O
(12)

where V(tk) and I(tk) are the uniformly spaced
samples,

n is the total number of samples in the
record, and

W is the indicated average power.

The sampling times, tk, are not synchronized with
the period (i.e., frequency) of the input signals.
Consequently, the interval over which the summa-
tion is taken does not coincide with an integral
number of cycles of the input signals. Figure 24
shows the relationship between the sample times
and the associated voltage and current signals. To
calculate the power in such signals, the sample val-
ues from a finite interval (the summation interval)
of the waveforms are used, as indicated by the cir-
cled sample values. With the sample interval, 'y,
expressed in radians, the voltage and current sam-
ples are given by

X - Sample Values

1 - Values used in Summation

S= I I

KE Input Cycle, 2ffc

I I
I I
I I
I I
I I
I I

I I
I

IESummation Interval, ny-31

Figure 24. Asynchronous sampling of voltage and current sine
waves showing the relationship of various sampling parame-
ters. In this example, c = 1, n =5, a=90', /3= -30Q, T=80', and
a= -40°.
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V(tk) = Vk = V sin(ky + a) (13) E = 2n sin cos(2a+13-8-y).

and

I(tk)=Ik =I sin(ky+a+,±1), k =0 to n -1 (14)

where k is the sample number,
a is the starting voltage phase angle,
,/ is the relative phase angle between the

voltage and current, and
V and I are the peak values.

For a signal of period T seconds and a sampling
rate of r samples per second,

y=27r/rT. (15)

Using eq (13), the approximate average power is
then,

VI n-l
W=-2 [cos/3- 1n E cos(2ky+2a+,8)]. (16)

k=O

The true power, P, is just the first term in this ex-
pression, so that the second term is the error due to
the nonintegral number of samples in the period
(i.e., truncation error, E). The difference between
the summation interval, given by n y, and the
nearest integral number of cycles, c, of the input
signal is defined as the truncation angle, 8; that is,

8927rc-ny. (17)

The truncation error then can be shown to be ex-
pressed as [14]

This expression shows that if the truncation angle,
8, is zero, then E is zero, which is the reason why
many sampling wattmeters use synchronous sam-
pling. Although the wideband sampling wattmeter
described here has asynchronous sampling, it uses
trigger and cycle counting hardware, as shown in
the block diagram of figure 25, to control the sum-
mation interval. By starting and stopping the sum-
mation interval with a trigger pulse synchronized
with the signal being measured, the truncation an-
gle, 8, is kept to less than the sample interval, -y.
For y<90, eq (18) shows that the maximum error
occurs when sin 8=sin -y and the cosine term is
± 1. Then, the maximum error is given by

Emax=± _+VI2n (19)

showing that the maximum truncation error can be
made small by taking a large number of samples, n,
independent of the input signal frequency. With the
NIST wideband sampling wattmeter, power mea-
surements are typically made with an n of greater
than 150,000 samples so that the truncation error is
negligible. With a sampling rate of 300 kHz, this
number of samples requires a summation interval of
about one-half second.

With the truncation error due to asynchronous
sampling minimized, the remaining measurement
errors are a combination of the errors in the scaling
amplifiers, the track and hold (T/H) amplifiers, and
the 12-bit A/D converters shown in figure 25. The

v_…-
_ __t _ _ _ _ __ __
Optical isolation

Figure 25. Block diagram of the NIST wideband sampling wattmeter.
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T/H and ADC modules were tesi
NIST static data converter test set de:
ously and found to have rms lin
< ±0.5 LSB, or < ±0.012% of full sc
tial time delays between the two inj
(as much as 46 ns) are compensated I

by the programmable fixed and varial
that control the time when the conv
signals are applied to the T/H and A
The need to correct for this error can
by considering that if the wattmeter i
10 kHz power signal at half-power.
phase angle of 600, then a differential
only 18 ns could cause an error of
true power value.

Figure 26 shows the percent rms
NIST wideband sampling wattmeter
of frequency (on the 1 V range), d
comparing its measurements result:
from an ac voltmeter whose frequenc
to 100 kHz had been established usih
brated thermal voltage converter st
error in both the rms value of each c}
product (simulated power) function
the desired goal (±0.1%), even ou
kHz. The results for the 0.1-, 0.2-, anc
are better than these, and those for th
V ranges using a specially-designed I
uator are poorer by a factor of
Comparison tests made with a stan
wattmeter [41] showed agreemen
±0.03% of full scale over the fre(
from 40 Hz to 2 kHz [14]. Since di
forms can be decomposed by Fourie:
harmonically-related sine waves, and
linearity (and, hence, superposition) I
formance of the wideband sampling,
measuring distorted waveforms can
by using the errors shown in figure ,

0.05 -
To K
Li 0.00 _

o -O. 05
a)

-0.10 

c1 = Channel 1 rms error
A = Channel 2 rms error
0 = Product error

I I

100 1 k
Frequency (Hz)

Figure 26. RMS error (in percent) versus frc
channel and for the product (simulating a ur
input signal).

ted with the
.r'rih-d Arpi-

4.4 Sampling Voltage Tracker

-eariy errors -A third method of accurately sampling and digi-
cearity errors tizing repetitive waveforms has been employed at

NIST in the development of a sampling voltage
out amplifiers tracker (SVT) system. This system is capable of
:o within 1 ns making state-of-the-art equivalent-time measure-
)e delay und ments for signals with frequency components up to
Dert command 200 MHz [15]. The rf rms voltage measurement ac-
.DC idllustrad curacy of this system has been shown to be com-
be illustrated parable to that of thermal voltage converter

s measuring a standards [42].

-factor, i.e., a The equivalent-time sampling process imple-
time delay of mented by the SVT is somewhat different from
f-0.2% of the that illustrated in figure 38 (see the Appendix). The

error of the SVT is constrained by its design to sample each
as a function point on the waveform numerous times (over as
determined by many waveform periods), and the data processed
s with those to estimate the value at that point on the wave-
,y response up form. Then, the time base is incremented one sam-
yg NIST-cali- pling interval to acquire and process samples for

andards. The the next point, and so on, until the entire sequence
tannel and the of estimated sample values is obtained. It should be

is well within noted that no large amount of memory is required
.t through 50 by this method in order to perform the averaging
I 0.5-V ranges process.
e 10- and 500- As with any sampling system, timing jitter af-
100-to-1 atten- fects the measurement accuracy of the SVT. How-
fabout two. ever, unlike many sampling systems, the SVT is
dard thermal insensitive to timing jitter over all locally
Lt to within monotonic regions of the input waveform. This
4uency range property results from the statistical estimator that is
istorted wave- used by the SVT to deduce the "true" sample val-
br analysis into ues from many time-jittered observations-the so-
.assuming that called Markov estimator. It has been investigated
aolds, the per- [43] and found to be equivalent to the median esti-
wattmeter for mator, which is known to be unbiased for
be predicted monotonic functions. On the other hand, the sam-
b6 d ple mean, which is typically used in most sampling

systems, is generally biased for any function that
has second or higher order derivatives.

Figure 27 illustrates the basic components of an
integrating feedback amplifier SVT circuit, of the
type used in the NIST SVT system. The analog
comparator is triggered by strobe pulses to make
successive comparisons of the input waveform am-
plitude with that of the feedback signal from the
100 integrator, at a given instant on the input wave-1 0k 100 k inertrataothwv-
form. The feedback signal, obtained by integrating
the emitter-coupled logic (ECL) level waveform

equency for each from the output of the comparator, is an estimate of
ity power factor the amplitude at a given point on the input wave-

form. When the average (dc) level of the feedback
signal amplitude matches that of the input, the
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Figure 27. Basic circuit of the NIST sampling voltage tracker.

comparator output is a square wave. Consequently,
the output of the integrator is a triangle wave
whose peak-to-peak amplitude is made relatively
small by adjusting the RC time constant of the inte-
grator. As shown in figure 28, a precision DVM is
used to measure the average value of the integrator
output waveform. The process is repeated at suc-
cessive points, determined by a precision time-de-
lay generator, until the entire input waveform has
been sampled and the computer/controller has re-
constructed the waveform in equivalent-time.

In order to use the NIST SVT as an accurate
waveform measurement tool, its performance as a
precision sampling system has been characterized
in terms of static and dynamic linearity errors, time
base errors, and step and frequency response errors
[15].

4.4.1 Linearity Errors Figure 29 shows a typi-
cal plot of the static linearity error obtained by sup-
plying known, programmable dc voltages to the
SVT input terminals, recording the readings, and
performing a linear regression of the form

Y=ax +b (20)

on the results. The residuals of the fit are the static
linearity errors. Dynamic linearity errors (or har-

a

0

I-

z_J

s5 1

0

-so .

-100 -1 -. 5 0 .5

INPUT VOLTAGE (VOLTS)

Figure 29. Typical plot of the SVT linearity errors.

monic distortion) are measured by inputing high
purity sine waves, and fitting an ideal sine wave to
the recorded samples. The residuals of the fit in this
case include not only the amplitude linearity errors,
but also errors due to nonlinearities in the time base
(which are minimized by using an averaging tech-
nique explained in the next paragraph). Figure 30
shows typical plots of the dynamic linearity errors
for 1 V and 50 mV sine wave input signal ampli-
tudes, at a frequency of 50 MHz; similar data were
obtained for other frequencies. The rms linearity
error versus frequency, expressed as a percentage
of the rms value of the fitted sine wave, can be

1.5
1.0

co 0.5
F 0.0

0-0.5

-1.0
-1.5

1.0
0.5
0.0

-0.5
-1.0

U-0

I 1.0

a- 0.5

LL 0.0
O -0.5
at -1.0

I

T\7Q�77

Figure 28. Block diagrams of a complete SVT system.

Figure 30. Typical plot of a digitized 50 MHz sine wave (top)
and dynamic linearity errors derived from curve fitting for 1-V
peak input (middle), and 50-mV peak input (bottom). The hori-
zontal scale is 4 ns per division.
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found in table 3 (together with other characteristics
that summarize the performance of the NIST SVT
system). Note that the linearity errors (given as a
percentage of the applied signal) generally de-
crease at lower signal levels.

4.4.2 Time-Base Errors Nonlinearities in the
time base cause displacements of the sampling in-
stants, which in turn cause apparent amplitude er-
rors proportional to the derivative of the signal
being measured. By incrementally shifting the
phase of the input sine-wave signal relative to the
trigger pulse, a record is obtained in which the
time-base errors are shifted with respect to the
phase of the sine wave. This process is repeated m
times. The records are then realigned in phase and
averaged point-by-point, which requires two peri-
ods of the signal. The time-base errors can be esti-
mated by subtracting the averaged data, in which
the time-base errors have been filtered out, from
the nonaveraged records, and dividing by the
derivative of the signal at each sample point (re-
gions near the cusps of the sine wave where the
derivative approaches zero, of course, must be
avoided). The results of such measurements are
given in figure 31 for two different time bases. In
both cases the period of each record was 100 ns
(two cycles of the 20-MHz test sine wave), the
equivalent-time sampling interval was 1 ns, and the
m = 9 shifted records provide up to 10 estimates

>

c]
n:

0)

a:

a:
uJ

I.-

a:
z

(a)

U)
a.

0

ID

0
xa:

-

a:

_j

(b)

Figure 31. Time-base linearity errors for (a) and (b): two differ-
ent time bases. The errors shown in (a) result from ten different
data sets overlaid for each plot. In (a) the linearity errors are
buried in noise. The horizontal scale is 10 ns per division.

Table 3. Performance summary of the SVT

dc 1 10 20 50 100 200 300 MHz

Linearity Error
1 V (peak) 0.002 0.03 0.06 0.08 0.39 1.4 4.2 9 %
50 mV (peak) 0.06 0.12 0.20 0.2 0.7 1.3 %

Gain Error 0 0.004 0.02 0.30 0.7 -0.3 -4.5 %

Bandwidth (3 dB) 600 MHz

Step Response

*Transition Duration (10-90 %) 600 Ps

-Settling Time (-1 to + 1 V step)
0.1 % 4 ns
0.02 % 20 ns

*Long Term Settling Error (0-1 Is)
-I to + 1 V step ±0.4 mV

Time Base Linearity Error
100 ns epoch <2 ps rms

Time Base Phase Noise, > 1 Hz <10 ps peak

398

- h h k k � h A
I. . . N-N-N� -

I I I I 1. I 1. -. 1,



Volume 95, Number 4, July-August 1990

Journal of Research of the National Institute of Standards and Technology

per sample point. The time base used for figure
31(a) has small random errors of only 7 ps over the
- 140 ns time epoch; figure 31(b) is an example of a
time base where the linearity errors are much more
evident. The periodicity of these errors is due to
the interaction of the separate coarse and fine ad-
justment circuitry used in this time base.

Another significant source of time-base errors is
the result of timing jitter (phase noise) between the
strobe pulses and the input signal. Phase-noise com-
ponents in the measured signal, the trigger signal,
and the time-delay generator all contribute to the
overall phase-noise error. The low-frequency com-
ponents of this noise cause relatively slow varia-
tions in the integrator feedback signal; these can be
observed by monitoring the feedback signal on an
oscilloscope. With the delay set to sample the input
waveform at a point where the rate of change is
high, amplitude fluctuations in the feedback signal
resulting from phase noise are easily observed with
the scope set for high sensitivity and ac coupling.
The observed peak amplitude is the product of the
peak phase displacement (expressed in units of
time) and the time rate of change of the input signal
at the nominal sampling instant. For low phase-
noise signals, the equivalent timing uncertainty
measured in this way on the NIST SVT was less
than 10 ps (peak).

4.4.3 Step and Frequency Response Errors
The transition duration (rise time) and settling-time
performance of the NIST SVT is shown in figures
32, 33, and 34. The measurement of fast step-re-
sponse performance at high accuracy is difficult be-
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Figure 32. Response of the NIST SVT to a 2-V step from the
NIST programmable step generator, showing settling to within
±0.1% of full scale range (FSR) in 4 ns. Note that the lower

curve is a magnified version of the final settling, with the scale
given on the right hand side of the plot.
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Figure 33. Response of the NIST SVT to a 2-V step from a
slower, more accurate version of the NIST programmable step
generator, showing settling to within ±0.02% of FSR in 20 ns.
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Figure 34. Longer term response of the NIST SVT to a step
from the slower NIST programmable generator, showing ab-
berations less then 0.4 mV (0.02% of FSR) out to 1 pts.

cause of the lack of reference waveform generators
having the requisite characteristics. Some of the
best reference waveform sources available for this
work have been those developed by NIST
[44,45,46]. The NIST programmable voltage step
generator was used to obtain the short and long
term settling response of the SYT shown in figures
32, 33, and 34. The step response data given in table
3 are derived from these plots.

Accurate measurement of the frequency re-
sponse of the NIST SVT is also difficult, since the
direct measurement requires using sine-wave
sources having high spectral purity and known am-
plitude uncertainty in the 1 to 1000 MHz range.
Alternatively, indirect measurements based on
time-domain data require fast risetime, fast settling
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step generators, preferably with transition dura-
tions of 300 ps or less [47]. The step generator used
for these measurements is an improved, commer-
cial version of the NIST Reference Flat Pulse Gen-
erator [44] with the manufacturer-specified rise
time of -400 ps. The step is sampled with an
equivalent-time sampling rate sufficient to give
negligible aliasing errors over the frequency range
of interest. The discrete impulse response is then
computed from the step-response data, and the fre-
quency-magnitude spectrum is obtained by a
Fourier transform of the impulse response. For one
type of comparator that was used in the NIST
SVT, figure 35 (a-c) shows: (a) the last 4% of the
sampled input step, (b) the frequency response
computed from this data, and (c) the gain error
relative to the first spectral line at 1.2 MHz. The
lower trace of figure 35 (b) is the frequency re-
sponse of the composite step generator-SVT sys-
tem. The upper trace is an estimate of the actual
frequency response of the NIST SVT itself, ob-
tained by deconvolving the equivalent response of
the (nonideal) input step, estimated from rise time
measurements of the input step and an assumed sin-
gle pole model.

ments used in automatic test systems, such as high-
speed digitizers and arbitrary waveform
generators. Characterizing the performance of
electronic stimulus and measurement devices con-
tinues to be a challenge as the testing technology
changes.
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5. Conclusion

By the mid 1970s it was apparent that digital
techniques would have significant advantages over
analog methods for reducing the problems of off-
set, drift, and noise in making precise electrical
measurements. Also, the proliferation of digital
computers into laboratories and offices in the 1980s
spurred the need to convert analog signals into dig-
ital form and vice versa. Consequently, there has
been a corresponding requirement for better means
to support the performance specifications of digital
devices and associated instrumentation.

The NBS/NIST program in the research and de-
velopment of new test methods and physical stan-
dards for this purpose has provided the improved
capabilities described in this article. These digital-
based standards and associated test methods also
have been described in numerous journal and con-
ference papers and talks. The work now provides
the basis for new, improved NIST calibration ser-
vices and special tests.

Future efforts will likely concentrate on similar
approaches for supporting the devices and instru-

-, -0.001
H

z

U

a: -0.01

a-

o -0.,a:a:
Li

Z -I.(
a:

-10.0

2 .2UPPER TR 1CE: I

masSU X
1.2 10 low

FREQUENCY IN MHZ

(B.)

RELRTIVE GRIN ERROR

1.2

I 000

10 100

FREQUENCY IN MHZ

(C.)

Figure 35. Gain corrections derived from measurements of the

NIST SVT response to the output from a fast (-400 ps transi-
tion duration) step generator: (a) the last 4% of the step re-

sponse, (b) the corresponding frequency response computed
from the step response data, and (c) the gain error relative to the
first spectral line at 1.2 MHz.
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6. Appendix
6.1 Relationship Between yz (t) and Its Fourier

Series Line Spectrum

In the notation of figure 8(a),fs=N/Tis the sam-
pling frequency, and the sampling times are
tn=nT/N=n/fs, n=O,1,...,N-1. Then, over the
time interval O<t<T, the stepped waveform yQ(t)
can be written as

N-I
Yz~t)n= = Y(tn0 A(t-tn)0-Ut-tn+ )]

n=O
(1A)

where u (t) is the usual unit step function, conve-
niently defined as a discontinuous step that occurs
when its argument is zero, i.e.,

u(t)=O, t<O
=1, t>O.

Hence, a rectangular pulse between tn and tn+, is
readily described by the time difference of two
such step functions, and the stepped waveform is
created by indexing n over the N sample points on
the waveform. Extending y:N(t) periodically for all
t, one obtains the periodic function yj(t), which
can be written as a Fourier series of exponential
terms,

is a sum of equally spaced impulses in the fre-
quency domain, i.e.,

+x0

F(v,(t)) =F(f) =27T E Ck *5(f-kIT),
k=-x

where the Ck (coefficients of the exponential
Fourier series) are related to the truncated function
yZN(t) through the formula

Ck = 1/Tf YZN(t).e j2OTktTdt, (5A)

and 8(f) is the usual Dirac unit impulse function,
conveniently defined as an infinite amplitude spike
(with an area of one) that occurs when its argu-
ment is zero, i.e.,

8(f)= oo, f=0
=0 elsewhere,

and

icc0 W8(/) df= W,

where W is the area under (or "weight" of) the
impulse.

+x0

YAOt)= Y, Ck .e/1kT (2A)
k=-x

or, as indicated in the line spectrum of figure 8(b),
as a trigonometric Fourier series,

+x0

y(t) =Ao/2 + I Ak *cos(27rfkt + ek),
k=1

where

[See reference [19] (Papoulis, Ch. 3); in particular,
the integral in eq (4A) has to be interpreted in the
sense of distributions (Papoulis, Appendix I)].

Since

T

11/Tf, [u (- t, )-u (t - tn+ 1)] e ',fkI dt

1 -e-J2 ,k/N
=eJ2 kN. j27rk/T '

Ok =-tan 1 [Im (Ck)/R e(Ck)], fk =k/T,

and Ak(f) vs. frequency is the plot of the line spec-
trum.

Given the Ck coefficients of eq (2A), Ak can be
found from

Ak = 2(Ck -C-k) * (3A)

It is known that the Fourier transform of a continu-
ous periodic function such as y,(t),

F(yz(t))= Yye(t)-eJ27fft dt, (4A)

then eq (5A) can be evaluated as

N-1 _ -ei-j27kIN
Ck=b/T > sin(27rn/N).e ''*.kn/. .

n=0 j27rk/T (
(6A)

The summation over N terms of the sin (27Tn /
N).e -2 lkn/N combination can be computed by
means of the formula for finite geometric sums
since

sin(2'n-n /N).e -j27rkn/N

f{e f' -k )/N}n n {e-2-(l' +k)INfn

2j (7A)
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If the factor 1-k or 1 +k in the exponents is not a
multiple of N, the corresponding summation is
zero; hence, Ck=O if neither 1-k nor l+k is a
multiple of N. If 1-k is a multiple of N and, hence,
1+k is not, then the exponentials involving 1-k
are equal to 1 (and sum up to N), and those involv-
ing 1 +k sum up to zero. Thus, in this case

1-e-J2ffk/N
Ck = b (N/2]). j27rk (8A)

Similarly, if 1 + k is a multiple of N,

1-e -J2
7k/N

Ck =-b(N/2). j27rk (9A)

Equations (8A) and (9A) are valid for both positive
and negative k values. To compute Ak from eq
(3A), either Ck or C-k must be expressed by eq
(8A) and the other coefficient by eq (9A). Thus,

Ak = 2 b2N2/( 1 6r 2k2).(l - ei22Tk/N)(1 - e-J27rk/N) 1/2,

= bN/27rk *{2-2cos(27rk/N)} ,2 ,

k/N=N/Tf=k/fs-

Therefore,

|Ak I =b s in (rfk/f,)
I 'fk /fs II

(11A)

(12A)

which is shown plotted in figure 8(b). QED.

6.2 Some Basics on Sampling Theory

Figure 36 (a) shows a periodic waveform of arbi-
trary shape in the time domain that can be de-
scribed by a Fourier series (shown expressed as a
series of exponential terms rather than the trigono-
metric series). Each term is one of a pair of com-
plex conjugates whose coefficient, Ck, is the
amplitude of the corresponding frequency in the
line spectrum of figure 36 (b). If this were a single
arbitrary pulse, its frequency domain representa-
tion would be found by taking the Fourier trans-
form:

(13A)

(1OA)

00 J 2 _kt
y(t) = 2: Cke T

k= -h

t (t)

0

ICkI
IF(f) I

' C

f

Tk = Ify (t) e iT dt
0

+00

'T N t (t) I -f Yt (t) e -J 1 tdt
-00

= F(f)

(A.) (B.)

Figure 36. Time domain (a) and frequency domain (b) relationships for both a periodic and single occurrence arbitrary waveform.
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where y,(t) is the transient arbitrary pulse, and
F[ ] is the frequency dependent Fourier

transform.

In this case, the frequency representation is a con-
tinuous function of frequency rather than a discrete
line spectrum.

When synchronously sampling this waveform, as
shown in figure 37 (a), the sample set mathemati-
cally can be given a discrete time domain represen-
tation y *s(tn) that is a series of impulses at the times
tn, whose areas (or "weights") are equal to y(tn):

N-i
y*S = Z y )8(t - nt), (14A)

n=O

where At = T/N is the sampling time interval,
T is the period or record length

the sample set,
N is the total (integral) number

samples, and
5(t-n At) is a unit impulse at t=nA't.

The sampled time function has a corresponding dis-
crete Fourier transform (DFT), which can be
shown to be the regular Fourier transform shifted
along the frequency scale at infinite multiples of
the sampling frequency [33], where f,= l/At -N/
T [see fig. 37 (b)]. Obviously, to prevent overlap-
ping spectra (or aliasing) requires that

fs>2frax. (I5A)

For periodic waveforms, nonoverlapping requires
that

N>2k+1. (16A)

These are the usual forms for the well-known
Nyquist frequency criterion that comes from com-
munication theory [34].

In order to satisfy the Nyquist frequency crite-
rion when the highest frequency in a periodic sig-
nal becomes comparable to the available maximum
sampling frequency, waveform sampling is done in
"equivalent-time" rather than in real time. Figure
38 is an illustration of equivalent-time sampling
where N samples of the waveform are taken over
equivalent time NT, rather than taking N samples
in real time T. Each sample is obtained by
incrementing one additional sampling interval (rel-
ative to the sync pulse) in each successive period
of the signal. Multiple sets of N samples may be
obtained, and averaging performed on correspond-
ing sample points, in order to reduce the effects of
noise and jitter. This method works even for sig-
nals with frequency components above the sam-
pling frequency, as long as the effective sampling
frequency (reciprocal of the equivalent-time sam-
pling interval) satisfies the Nyquist criterion.
Equivalent-time sampling requires periodic signals
that are cycle-to-cycle repeatable (except for noise
and jitter limitations). Also, as with real time sam-
pling, the time base must be linear over the time
interval T, and stable over the record length, as
well as accurate.

00 j 2.-kt

y tM -k2 Cke T

N - I
y t) Yi itni -2

. ~~~~n -
where it - n

At = N0 I

Yltln) 9 t - not)

5t) - an Impulse a t t * noAt
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A
ti t2 ...tn
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Figure 37. Time domain (a) and frequency domain (b) relationships for a sampled arbitrary waveform.
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Figure 38. Illustration of a typical equivalent-time sampling process. Waveform samples are obtained at a rate N times slower than in

real time sampling.
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1. Introduction

The interpretation and planning of measure-
ments of the properties of partially ionized, quies-
cent plasmas at low and moderate pressures usually
requires an understanding of the loss of charged
particles by diffusion to the walls. This paper is a
review of models and associated experiments on
the effects of space charge on the diffusion of
charged particles to the walls of a discharge vessel
for a wide range of discharge conditions. Previous
reviews of this subject are those of Oskam [1] and
of Cherrington [2]. For the most part, we will be
concerned with transport perpendicular to applied
electric and magnetic fields, e.g., we will not con-

sider space charge and transport in the cathode fall
or the large amplitude oscillations of electrons and
ions driven by a high frequency field [3]. Phenom-
ena which can be described by the models dis-
cussed range from nearly unperturbed or free-fall
motion of electrons and ions at the low gas and
charged-particle densities, through low-pressure
fluorescent lamps and lasers, to the near equi-
librium transport of electrons and ions in high pres-
sure, high-temperature arcs.

This paper is both critical and tutorial in nature.
It is assumed that the reader has at least a general
familiarity with gas discharges and associated colli-
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sion phenomena. This author still finds the review
by Druyvesteyn and Penning [4] to be the most
useful general discussion of gas discharges and re-
lated phenomena. Important reviews of specialized
aspects include: collision phenomena, McDaniel
[5]; electron energy distribution functions, Holstein
[6], Allis [7] and Kumar, Skullerud, and Robson
[8]; microwave discharges, Brown [3] and McDon-
ald [9]; ion drift and diffusion in uniform electric
fields, McDaniel and Mason [10]; electron trans-
port, Huxley and Crompton [11] and Hunter and
Christophorou [12]; electrical breakdown, Raether
[13] and Dutton [14]; glow discharges, Francis [15];
spark channel formation, Craggs [16] and Gallim-
berti [17]; and gas lasers, Cherrington [2].

This discussion is divided into three major sec-
tions. In section 2 we consider the diffusion of
charged particles in the absence of space charge
fields. Under that topic we discuss the concept of
the diffusion length, the treatment of boundary
conditions, and the use of the boundary condition
to calculate effective diffusion coefficients for a sin-
gle type of charged particle for a wide range of gas
densities. We do not discuss the very extensive
work on the effects of diffusion on the electron or
ion energy distributions in space-charge free and
spatially uniform, applied electric fields [7,8,18-20].
The second part of the paper, section 3, is con-
cerned with the calculation of the effects of space
charge electric fields. We begin with a derivation
of the Debye screening length. We then calculate
the electric field strength and the ambipolar diffu-
sion coefficient appropriate to electrical discharges
with high electron densities and high gas densities.
This is followed by a consideration of the range of
mean-free paths, screening lengths, and diffusion
lengths appropriate to various experimental condi-
tions. The presently available theory ranges from
models appropriate to the free-fall of charged parti-
cles in the absence of space charge fields to models
for high gas densities and charge densities. We con-
sider the theory of the transition from ambipolar
diffusion of the charged particles at high gas densi-
ties and then at low gas densities. Next the theory is
reviewed for high electron and ion densities but a
range of gas densities from very low values to very
large values. Finally, we discuss theoretical results
which cover the whole range of gas and charge
densities. In the last major section, section 4, appli-
cations of the models to specific experimental dis-
charges are reviewed. Except in section 4.1.2 we
assume that the electron energy distribution is inde-
pendent of position and is determined by an applied

dc or high frequency electric field or by the gas
temperature.

2. Space-Charge-Free Diffusion
2.1 Diffusion Length

In this section we review models for the diffu-
sion of charged particles in the absence of space
charge fields and at high enough gas densities such
that the boundary conditions are simple. Equations
describing the electron and ion behavior under
these conditions are [7]

anq =- * t, +ki n ne,

rq =-Dq Vf nq + q nq E,

(1)

(2)

where q is e for electrons or + is for positive ions
and the + and - signs are for ions and electrons,
respectively. Equation (1) is the continuity equa-
tion for the electron density ne or for the density
n , where rq is the flux density for the electrons or
ions. According to eq (1) the time derivative of the
electron density is equal to the outflow of electron
particle flux plus the production by electron impact
ionization. This latter term contains the rate coeffi-
cient for ionization ki, the neutral atom density n,
and the electron density n,. Equation (2) expresses
the electron and ion flux densities in terms of the
density gradients and the contributions from
charged particle drift in any field that may be
present. Here Dq is the diffusion coefficient and JLq
is the mobility for the electrons or ions. In this sec-
tion we will assume that only a single type of
charged particle is present and that electric fields
are negligible.

If we combine the continuity equation and the
flux equation we obtain the relation between the
production term and the loss of charged particles
by diffusion [7], i.e.,

at~ rla I(r an")+ 2n] - kinn
at ar az ar (3)

Equation (3) is written in a form appropriate to
cylindrical geometry and includes diffusion in both
the radial direction and the axial direction. As
shown in the next section, the electron/ion density
is approximately zero at absorbing boundaries. The
lowest mode solution [2,7] to eq (3) is then

nq(rzt)=nqo exp(v t) cos(42) Jo (2A r) (4)
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Substitution of eq (4) into eq (3) gives

v=ki n- f 2 iV-Vw, (5)

where

1 (7)
2 ± (2.405)2 (6)

v; is the ionization frequency, and vw is the fre-
quency of particle loss to the walls. Here L and R
are the length and radius of the container, respec-
tively. We will use the concept of the diffusion
length A [5,7], defined for cylindrical geometry by
eq (6), to characterize the size of the container
throughout this report. For parallel plane geome-
try R = oo in eq (6) and A=L/ r, where L is now
the electrode separation. The approximations made
in assumption of zero density at the boundary are
discussed in section 2.2.

2.2 The Effect of Boundaries

In this subsection we are concerned with a math-
ematical treatment of the effects of boundaries on
the solution to the diffusion equation. Our ap-
proach is to solve for the transport of charged par-
ticles using the techniques of astrophysics in order
to take into account the effects of charged particle
reflection at the boundaries [21]. We begin with
equations for the intensity I(e,z), flux F(z), and
density nq(z) of charged particles, taken from the
theory of radiation transport [22].

respect to the direction of positive z. The left-hand
side of eq (7) gives the rate of change of the inten-
sity with respect to position. The cos e factor rep-
resents the projection of the intensity in the
direction z. The first term on the right-hand side of
this equation gives the loss of intensity as the result
of isotropic elastic collisions with a cross section
Q. The second term represents the effects of colli-
sions which scatter the charged particles into the
solid angle dfl about the direction of the intensity.
The 4wT factor is the result of the assumption of
isotropic scattering. The last term in this equation
represents production of charged particles, which
is also assumed to be isotropic. Equations (8) and
(9) are expressions for the current density in the z
direction and for the density of charged particles in
terms of integrals over the intensity.

Equations (7)-(9) are solved using what is
known as the two-stream approximation. In the
formulation from Chandrasekhar [22], the two
streams are assumed to lie on the surface of a cone
making an angle ei with the positive z direction.
With this approximation one obtains equations for
1+, representing the intensity in the +z direction,
and I-, representing the intensity in the -z direc-
tion which are

cos -i d -+ = Q ± +Q n I2 +S(Z) (10)

and

-Cos Oi dI_ _ _ Q n I +Q S ++S(z)-cos2,2 4- 2+ (11)

cos e d I(Ez) _-QnI(Oz)+Qn f{

+S(z)
4dr '

r(z) =f dQ I(O,z) cos e,

df' I(e',z)

(7)

In this section only the subscripts + and - refer to
direction relative to the z axis and not to the sign of
charge. The flux or particle current density and the
particle density are then given by

r(z)=27 cos eO(I+-I4),

(8)

and

(12)

and

n(Z) = +(I++I-).
V

(13)

nq(z)=! f de I(e,z). (9)

Here v is the speed of the particles, which are as-
sumed to be monoenergetic. Equation (7) describes
the attenuation of the beam of charged particles of
intensity I. This intensity is assumed to be a func-
tion of the single dimension z and the angle e with

On the right-hand side of eq (10) we first have the
loss of the I+ component of intensity due to colli-
sions. The second term is the gain due to collisions
of the other component of the intensity. Finally
one has the source term. Equation (11) is a similar
equation giving the continuation of the negatively-
directed component. Equations (12) and (13) give
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expressions for the current density and the particle
density in terms of the positive and negative com-
ponents of the intensity. It should be noted that
with the choice of cosEj = 1/A3, the equations for
the flux and density in the two stream approxima-
tion to the angular distribution are identical to
those obtained with the first two terms of the
spherical harmonic expansion [21].

Our next step [21] is to rewrite eqs (10)-(13) in
forms similar to those of eqs (1) and (2). Adding eqs
(10) and (11) for 1+ and I_ gives

cose, d(I+,-I-) _S(z)

nq

(14)

while subtracting the equations yields

Cosel d(l, +I-) =_Qn (I+ -I-). (15)

Term by term comparison of eqs (14) and (15) with
eqs (1) and (2) in the limits of E =0 and dnq/dt =0
leads one to define a diffusion coefficient for this
approximation by

Dq = Cos 2E) Qn = 3Q = Xv (16)
'Qn 3Qn 3'

where Xq is the mean-free-path for the particle of
charge type q. If one adopts a Gaussian weight fac-
tor of cos Oi = 1/V3 as discussed by Chandrasekar
[22], then one obtains the familiar form for the dif-
fusion coefficient [21] given in the second and third
equalities of eq (16).

We now come to the part of the derivation di-
rectly concerned with boundary conditions and
follow the treatment of Chantry, Phelps, and
Schulz [21]. We express the boundary condition at
z =0 by writing the intensity leaving the boundary
1+ as equal to a reflection coefficient times the in-
tensity I_ arriving at the boundary, i.e., I=pL.
Substitution of this relationship into eqs (13) and
(15) yields the magnitude of the normalized slope
of the density of charged particles at the
boundaries, i.e.,

1 dn, Qn (I-p) V'3(1-p)_ 1

n dz I =cosOi(Ip7) Xq (I+p) 7q
(17)

Equation (17) is often called the Milne boundary
condition [23].

The meaning of the various terms in the
boundary condition represented by eq (17) are il-
lustrated in figure 1. The dashed line shows the

ci)
C:
c)0

1 dnq
Slope = - -

/ nq dzz =0

0 Iq z

Distance from boundary

Figure 1. Boundary condition for electron and ion densities.

value of (1/n)(dn /dz) at z =0. The intercept of this
line with the abscissa occurs at a distance beyond
the boundary equal to q (I +±p)Xq/\/3(l -p). In
the limit of zero reflection t q=Xq/A3. A more
detailed calculation [23,24] leads to the conclusion
that for planar geometry the V/3 in eq (17) should
sometimes be replaced by a number between 1.41
and 1.5 depending on the reflection coefficient.

2.3 Effective Diffusion Coefficient

We now consider the boundary condition appro-
priate to the problem of diffusion in an infinite
cylinder and in the limit of a steady-state solution.
We follow the treatment of McCoubrey [25]. The
fundamental mode solution to eq (3) is the well-
known zero-order Bessel function, i.e., n(r)=Jo(jr/
R). Substitution of this solution into the boundary
condition, eq (17), yields the relation between the
quantity j, the radius of the cylinder R, the mean-
free path Xq, and the reflection coefficient p

iJi(j) V3(1-p)
R J0o() Xq(1 +p)

(18)

Note that jis smaller than the value of 2.4 which is
the first root of J0Q). For parallel plane geometry
the left hand side of eq (18) becomes j tan (#)/L.
Substitution of eq (18) into eq (3) yields the condi-
tion for a steady-state discharge, i.e., the discharge
"maintenance" condition,

k;n =D. 2=Dj(A/AXp)
ki=R= A 2 (19)
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or for cylindrical geometry

n Dsq(A/Xq,p)= (j(A2/45p) n Dq (20)

In the second equality of eq (19), we have chosen
to express the results in terms of an effective diffu-
sion coefficient D,,.

Chantry [24] has recently proposed a simple em-
pirical approximation to eq (20) which is

Or

a,t1

(21)Dq (1i A )

where ( is the volume of the discharge chamber
divided by its surface area and the "extrapolation
length" eq is defined by eq (17). This relation is
useful for arbitrary geometry, e.g., (/A is 2.405/2
for infinite cylindrical geometry and v/2 for paral-
lel plane geometry. The curve and points of figure
2 show plots of the ratio Dlq/Dq as a function of the
ratio A2/( eq for p=0. The solid curve is eq (21)
while the circles are calculated from eq (20) for
cylindrical geometry [25]. The squares are calcu-
lated from the corresponding equation for parallel-
plane geometry. The agreement among the values
shown by the points and the curve is evidence of
the success of Chantry's approximation. Figure 2
shows that the effective diffusion coefficient Dsq
used to describe the loss of charge particles in eq
(19) approaches Dq as the container size increases
and the extrapolated length eq and mean-free-path
Xq decrease. At low values of A2/g eq the value of
D, decreases below the high pressure limit.

Since a cursory glance at figure 2 makes it ap-
pear that charged particle losses to the wall be-
come much less important as the mean-free path
becomes longer, we show in figure 3 a plot of the
wall loss frequency vw, defined in eq (5) and nor-
malized to its value at low densities vwc, as a func-
tion of the gas density. The horizontal scale for
figure 3 is actually A2 /e 1 ,q which is proportional
to gas density through l/eq. At low gas densities
the loss frequency vw=vwo is independent of den-
sity, i.e., collisions are negligible and the charged
particles move freely to the wall. At large gas den-
sities the wall loss frequency varies inversely with
gas density and is given by the vw=Dq/A 2 =Xqv/
3A2, where Dq and Xq vary inversely with density.
Figure 3 shows that the transition between the two
regions occurs when A2 /0teq is equal to I. Note
that the transition seen here between the two limit-
ing forms of loss to the boundary is often observed
for neutral free radicals in chemical reactors [26].

10-2 1
10-2

Figure 2. 1
particle.
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Figure 3. Apparent diffusion coefficient vs gas density.

3. Effects of Space Charge on Diffusion of
Electrons and Ions

We begin this section with a simple formulation
of the length which characterizes space charge
phenomena in steady-state plasmas, i.e., the screen-
ing length. We then consider limiting forms of the
theory of effects of the self-consistent electric field
or space charge field on the steady-state diffusion
problem. Finally, we review the general solutions
and compare empirical approximations to the re-
sults of numerical models.
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3.1 Screening Length

The screening or shielding length [27] character-
izes the distance over which an electric potential
change influences the charge distribution. The spa-
tial variation of the potential V(r,z) is related to the
positive ion and electron densities by Poisson's
equation, i.e.,

V2 V(r,z)=--e (n+-n-ne).
E0 \J

Note that here and in the rest of this paper, the
subscripts + and - refer to positive and negative
ions. Plasmas with several types of ions, including
negative ions, will be considered in section 3.4. For
the purposes of this discussion, we assume one di-
mensional geometry and that either positive ions or
electrons are dominant and of nearly uniform den-
sity. The solution to eq (22) is then

-vow z2e (23)

where nq is the density of charged particles. We
then characterize this change by the distance re-
quired for the potential energy to change by an
energy equal to half that of the particle tempera-
ture, i.e., by eAV=kTq/2. This distance is called
the screening or Debye length XDq and is given by

Dq eznq 87rRy aonq' (24)

where in the second equality Xdq is in m, kTq is the
charged particle temperature in eV, nq is in m
Ry = 13.6 eV, and ao=5.29X 1010 m. Note that the
screening length for electrons and ions differ be-
cause of differing temperature and densities. We
will be primarily concerned with the electron
screening length XDe-

The screening length relation is used for scaling
the results of space charge controlled motion and
can also be derived from the detailed theories, such
as that of Allis and Rose [28], to be discussed in
section 3.3.2.

3.2 Ambipolar Diffusion Theory for High Elec-
tron, Ion, and Gas Densities: (A/XDe> >1 and
A/X+> >1)

We now consider the effects of space charge in
the limits for which the screening length and the
mean-free path for positive ions X+ are much

smaller than the diffusion length A, i.e., in the re-
gion of high electron, ion, and gas densities but
negligible electron-ion recombination, etc.. This
problem was solved many years ago by Schottky
[29] and the resultant diffusion is termed ambipolar
diffusion. One begins with expressions for the flux
of electrons and ions:

'e(z) = -De V nfe-te ne Es, (25)

(22)
and

F+(z)=-D+ V n++,u+ n+ E,,. (26)

Equation (25) shows that in the limits considered
here the electron flux is equal to the negative of a
diffusion term minus a term representing the drift
of electrons in response to the electric field E, gen-
erated by the difference in the electron and ion
densities, i.e., the space-charge field. A similar ex-
pression is given in eq (26) for the positive ions.
Note that the sign of this mobility or drift term has
been changed as is appropriate to the change in
sign of the charge. For the steady-state problems of
interest to us the electron flux is equal to the posi-
tive ion flux so that there is no build-up of charge
difference, i.e., IF is equal to F,. Next it is assumed
that ne-n+ < <n, or n+, i.e., the quasi-neutrality
assumption. With these assumptions eqs (25) and
(26) yield an expression for the space charge elec-
tric field:

ES- _ Y Vle i _ De Vn
s- (He + t + ) ne S ue n

(27)

In the second equality we assumed that De> >D+
and ,L+> > +, as is usually the case. In this limit
the electric field is determined entirely by the elec-
trons.

Substitution of eq (27) for the electric field into
eq (25) shows that the two terms on the right-hand
side essentially cancel each other. Physically this
means that the electron diffusion current is bal-
anced rather closely by the electron drift current
and that the electrons essentially sit in a potential
well. The potential well appropriate to parallel
plane geometry is drawn in figure 4. It is based on
the approximate solution for an absorbing
boundary, i.e., that n(z)=no cos(7rz/L) so that
V(z)=(De/,le) ln[cos('7rz/L)]. Note that this poten-
tial becomes infinite at the boundary so that the
electrons cannot escape. The resolution of this
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such as coaxial cylinders, have been considered
[32-34]. The second equalty in eq (29) assumes that
the electron and ion energy distributions are
Maxwellian at temperatures of T, and TF, respec-
tively. When the electron energy distribution is not
Maxwellian the concept of a temperature is only
approximately correct and it is better to retain eDe/
Iue from the first equality of eq (29) rather than use
kTe [35]. The effects of a non-Maxwellian ion en-
ergy distribution apparently have not been dis-
cussed in this context.

Two useful limits of eq (29) are the thermal equi-
librium limit, i.e., T,= T+, and the active discharge
limit, i.e., Te> > T+. The thermal equilibrium limit
is often applicable in the afterglow of pulsed dis-
charges [1,5] and results in

-1.0

Figure 4.
trons.

-0.5 0.5
z/A

1.0

Ambipolar space charge potential as seen by elec-

difficulty through departures from the ambipolar
limit, i.e., the presence of a space charge sheath,
near the boundary is treated in the models of sec-
tion 3.3.

The final expression for the positive ion flux is

(JeD+ + +De)
r+=_ / \Vfl+=DaVfl+, (28)

(t~e+II+)

where for e»> > 1A+

Da= I 1 + Deduce AD+ I { 1+ Te AD+ (29)
a( D+4t+J ) T+J

The effective diffusion coefficient Da is known as
the ambipolar diffusion coefficient. Equation (29)
shows that when the electron De/)le ratio is much
greater than the positive ion D+/pt+ ratio, as in an
active discharge, then the ambipolar diffusion coef-
ficient is much greater than the positive ion diffu-
sion coefficient. The motion of the positive ions in
the potential shown in figure 4 is that of a continu-
ally accelerating drift. We will see later how this
model fails as one approaches the boundaries of the
discharge tube.

The electron and ion mobilities and diffusion co-
efficients have been assumed constant in eqs (25)-
(29). The effects of an EA dependent ion mobility
have been considered by Frost [30] and by Za-
kharova, Kagan, and Perel' [31]. Other geometries,

Da=2 D+. (30)

This subject will be considered further in section
3.5.1. The active discharge limit often applies in the
positive column, etc., [4] and results in

Da=De ,+. Te D (31)
Ile T+

This limit will be considered in more detail in sec-
tion 4.1.1.

3.3 Transitional Ambipolar Diffusion

3.3.1 Map of A/XDe and A/X+ Space In order
to correlate various experimental and theoretical
investigations of ambipolar diffusion, we have
shown in figure 5 a schematic of the range of diffu-
sion lengths, positive ion mean-free-paths, and
screening lengths considered in the theories we
will discuss, i.e., O<A/XDe< oo and 0<A/X+< o.
The space-charge free limit resulting in indepen-
dent particle transport which we considered in sec-
tion 2 corresponds to moving downward along the
left-hand side of this square. At the upper left cor-
ner we have the independent diffusion of the elec-
trons and the positive ions. At the lower left corner
we have the collision-free and field-free, i.e., "free
fall," motion of the ions and electrons to the
boundary. The ambipolar diffusion limit considered
in section 3.2 occurs in the upper right-hand corner
of the square, where both the mean-free-path and
the screening length are short compared to the dif-
fusion length. The transition from free diffusion to
ambipolar diffusion at high gas densities which oc-
curs along the top side of the square is discussed in
section 3.3.2. This is followed in section 3.3.3 by a
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Figure 5. Map of transitional ambipolar diffusion parameters
and solutions.

summary of theory of the collisionless transition
along the bottom of the square from space charge
free to space charge dominated or ambipolar mo-
tion. This theory includes inertial effects which de-
scribe the acceleration of ions in the absence of
collisions. The theory including both collision and
inertia terms is summarized in section 3.3.4 for the
limit of XDe < <A, i.e., along the right-hand side of
the square. Section 3.3.5 summarizes theoretical re-
sults applicable to all of figure 5. Positive ion diffu-
sion for A/X+ > > 1 is discussed in section 3.3.6.

3.3.2 The Transition from Free to Ambipolar
Diffusion at High Gas Densities: A/X+>t and
0<A/XDe<x < We now consider the transitional
ambipolar diffusion problem for electrons and posi-
tive ions corresponding to experiments in which
the mean-free-path is much smaller than the diffu-
sion length, and in which the electron screening
length may vary from much smaller than the diffu-
sion length to much larger than the diffusion
length. This problem was first solved by Allis and
Rose [28] and we will summarize their results. The
applicable equations are

Fe(z)=-De V nfe-e feEs, (25)

r+(z)= -D+ V n+ +,.+ n+ E,, (26)

V * r,,+=ki n ne, (32)

and, since n- =0, eq (22) becomes

(33)

with the boundary conditions for absorbing walls
of

ne(R)=n+(R )=0.

Equations (25) and (26) repeat the continuity equa-
tions for electrons and ions. Equation (32) is the
steady-state form of eq (1) for positive ions (q = +),
while eq (33) is eq (22) with n =0. The mobility jt

and diffusion D coefficients are usually treated as
independent of position. The boundary conditions
require that the electron and positive ion densities
are zero at the generalized boundary at R. Follow-

-0 ing Allis and Rose [28] we expressed the results in
terms of an effective diffusion coefficient Dse for
electrons defined for a steady-state discharge such
+1,h+

fl Dse nEo
kin neo = vW eo A 2 (34)

where ne0 is the electron density at the center of the
discharge. The ratio Dse/De is a measure of the
change in the diffusion loss of electrons caused by
the ambipolar electric fields. Note that some au-
thors, e.g., Ingold [36] and Cohen and Kruskal [37],
express the results of the theory in terms of the
ionization frequency vi-ki n required to maintain
the discharge, or in terms of its equal for a steady-
state discharge, the frequency of electron loss to
the walls vw. Two important limits of the solutions
to eqs (25), (26), (32), and (33) have been discussed
in sections 3.2 and 2 of this report. When XiDe< <A

the ambipolar limit applies and Dse=Da. When
XiDe> > A, free diffusion of the electrons occurs and
Dse=De. According to the expression for the am-
bipolar diffusion coefficient given in eq (29), the
ratio of the ambipolar diffusion coefficient to the
free electron diffusion coefficient Ds/De for an ac-
tive discharge (Ta> > T+) is equal to the ratio of
the positive-ion mobility to the electron mobility.
Typical experimental values of Dse/De are from 10'
to a few times 102.

A number of solutions have been obtained for
the transition from free to ambipolar diffusion at
high gas densities. One of the earliest was that re-
ported by Holstein [38], who replaced the radius of
the tube for electron loss by the radius minus a
plasma sheath thickness very nearly equal to the
screening length. A second approximation uses the
idea that since electron and ion densities have the
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same spatial distribution in the limits of large and
small screening lengths one can assume that the ra-
tio of the electron and ion densities is everywhere
constant [28,39,40]. Since these solutions are not
accurate at intermediate values of XD/A, one must
beware of this popular approach. Numerical solu-
tions of eqs (25), (26), (32), and (33) were obtained
by Allis and Rose [28] for parallel plane geometry.
More recently, numerical techniques have been
used for O<A/XD,<oo in the A/X+>1 limit by
Kregel [41] as part of time dependent solutions and
by Ingold [36] as part of steady-state solutions for
0<A/X+ < oo. Models based on the separation of
the plasma into a central region matched to a
sheath have been extended and refined by several
authors [28,37,42,43]. The more recent results
agree well with the numerical results of Allis and
Rose [28]. Another approach uses power series ap-
proximations to the electron and positive ion densi-
ties in parallel-plane geometry [44,45] and
cylindrical geometry [46]. For reasons which are
not understood, the latter results [46] for Dse are
lower than the numerical results [28]. An analytic
solution for an isothermal plasma, i.e., T, = Te, by
Numano [47] agrees with Allis and Rose [28] for a
limited range of IL+/Jte-

Figure 6 shows schematics of spatial distribu-
tions for the electric potential and the electron and
positive-ion densities obtained by the numerical
techniques [28]. The upper curve shows a sche-
matic of the space-charge potential V(z) as a func-
tion of distance for parallel-plane geometry. In the
central portion of the gap near z = 0 the potential is
the same as shown in figure 4, i.e., it is approxi-
mately parabolic near its origin and increases with
distance from the origin at a rate determined by the
Dilp value for the electrons. At a distance from the
electrodes of the order of the screening length for
the electrons, the potential variation changes char-
acter and increases less rapidly, reaching a finite
value at the electrodes. This finite potential allows
the electrons to escape over the potential barrier
and reach the wall. The transition region near the
wall is known as the ion sheath, because of the
dominance of positive ions. In the lower part of
figure 6 we show a schematic of the calculated pos-
itive ion and electron densities. Note that the elec-
tron density curve has been multiplied by 100. The
electron density decreases more rapidly than given
by the cosine function characteristic of free diffu-
sion or of ambipolar diffusion, and it approaches
zero at a distance from the wall of the order of the
electron screening length. The positive ion density
on the other hand is much flatter and decreases

-1.0 -0.5

Figure 6. Schematic spatial
cle densities.

0.5 1.0

z/A

distributions of potential and parti-

rapidly only at distances from the wall such that
ion diffusion becomes more important than the ion
drift in the space charge electric field which domi-
nates over most of the volume.

In figure 7 we have compared some of the theo-
retical results for the effective diffusion coefficient
as a function of the ratio of the diffusion length to
the electron screening length. The simple approxi-
mation due to Holstein is indicated by + 's. We see
that it is close to the other points when the ratio of
the electron mobility to the ion mobility is rela-
tively small, as in the case of u_/vt+ = 32. Hol-
stein's approximation is much worse for larger
ratios of mobility. The numerical results of Allis
and Rose are indicated by the X's and solid circles
and show the smooth transition from values DseDe
near unity at low values of the ratio A/ADe to
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in the electrostatic potential and to obey the Boltz-
mann equation for their distribution in that poten-
tial, i.e., ne=no exp[-eV(z)/kT]. The density of
positive ions is

n+(Z)= dy kinne(Y) (35)

Here v+(y,z) is the velocity a positive ion acquires
in moving of its point of production at y to the
point z. The equations for the electron and ion
fluxes given by eqs (25) and (26) are no longer ade-
quate and are replaced by

(36)FeI -DeV ne-lle Es-m v V(meve/2),
MeVen

Figure 7.
A<<1.

Normalized diffusion coefficients vs A/XAD for X+/

values equal to the ratio of mobilities of positive
ions and electrons at high ratios A/XDe. Similar ra-
tios have been calculated numerically by Cohen
and Kruskal [37], solid squares, and by Ingold [36],
inverted triangles. The solid curves are empirical
fits to these calculations and will be discussed later.

3.3.3 Effects of Space Charge at Low Gas Densi-
ties: X+/A> >1 and O<A/De< OO We now turn
to the transition between free "diffusion" and am-
bipolar "diffusion" which occurs at low gas densi-
ties, that is when X+/A> >1 and the charged
particle motion approaches free-fall in the space
charge electric field. The long mean free paths
mean that the collisional-equilibrium model of
charged article motion eq (2) will have to be re-
placed by a model in which the ion velocity distri-
bution is no longer a function of just the local
electric field. The screening lengths vary from
very small values to large values compared to the
diffusion length. In the X+/A>>1 limit, the fre-
quency of charged particle loss or reciprocal life-
time is independent of gas density as for low A/X+
in figure 3. Nevertheless, for the sake of unity we
will express the results in terms of an effective dif-
fusion coefficient for electrons relative to the free
diffusion coefficient. Here we are concerned with
solutions obtained along the lower side of the
square of figure 5.

We follow the treatments of Tonks and Lang-
muir [48] for XDe/A < < 1 and the treatment of Self
[49] for arbitrary values of A/XDe. Another discus-
sion of related models is given by Dote and Shi-
mada [50]. For simplicity we discuss only the one
dimensional solution. The potential form of Pois-
son's equation, eq (33), is the basic equation for this
treatment. The electrons are assumed to be trapped

and

r+=-D+ V n++,u+ n+ Esm n+ V(M+V2/2).

(37)

Here ven and V+n are the collision frequencies for
electrons and ions with the neutral gas and are de-
fined for practical purposes by their relation to the
corresponding mobilities, i.e., vjse/(mj p.j). Equa-
tions (35)-(37) were obtained from the first two ve-
locity moments of the Boltzmann equations for
electrons and ions. The last terms on the right-hand
sides of eqs (36) and (37) are called the inertia terms
and become important when Xe or X+ becomes
comparable with the dimensions of the plasma re-
gion under consideration [36,51-55].

For the conditions of interest here the electrons
are sufficiently close to equilibrium in the potential
well that the inertia and flux terms of eq (36) can be
neglected. On the other hand, at the low gas densi-
ties considered in this section an approximate solu-
tion to eq (37) is obtained by equating the last two
terms on the right-hand side to obtain

My 2 =JI dz Es(z)= V(zI)-V(z 2).
z2

(38)

Here the electron starts at rest at zi. Equation (38)
is simply the conservation of energy in the colli-
sionless limit. When eq (38) is solved for v+ and
used in the integral form of eq (35) for n,, the one
dimensional form of eq (33) becomes

d2V(z) 2eno [{mb2k I dy exp[eV(y)/kTe]
dz2 - [K 2eJ ij [V(y)-V(Z)]"/2

-e -eVKz)/kT]
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In the Tonks and Langmuir treatment the left-hand
side of eq (39) was neglected. From eq (33) we can
see that this corresponds to the assumption of
charge neutrality or that XD,/A < < 1 and results in
the neglect of space charge sheaths near the walls.

Self [49] obtained numerical solutions for the
complete eq (39). Once this potential has been ob-
tained one can calculate the flux of charged parti-
cles and the effective diffusion coefficient using eqs
(35) and (37). The results of this calculation for ions
of one atomic mass unit are shown in figure 8. The
solid triangles show the results obtained by Self for
parallel-plane geometry. The inverted triangles
show the results we obtained by extrapolating cal-
culations by Ingold [36] for parallel plane geometry
to small values of the A/XA using the relations of
section 3.3.5. The open circles show results ob-
tained by Forrest and Franklin [56] for cylindrical
geometry. These authors agree with the extrapo-
lated results from Ingold when corrected for ge-
ometry at high A/XDe. Possibly their smaller values
of Ds,/De at low values of A/XDe are the result of a
different numerical factor relating the density to
the collisionless flow of charge to the wall. Note
that the effective diffusion coefficients at large val-
ues of A/XDe are independent of mass, while at very
low A/XDe (free fall) the values of Dse/De vary as
the square root of the mass. Again the solid curve
is an empirical fit to the detailed theory for paral-
lel-plane geometry which will be discussed in sec-
tion 3.3.5. The dashed curve is calculated using the
empirical formula for cylindrical geometry. A sim-
plified model for these conditions, but without ex-
plicit consideration of the sheath, has been

1I

a

a

1,52

To3

1I-4
)-2 -I I 2

10 I 10 10

AADe
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Figure 8. Normalized diffusion coefficients vs A/XDe for X+/
A> > 1 and ions of 1 amu.

developed for cylindrical and rectangular ge-
ometries by Kino and Shaw [57]. Models devel-
oped for application to argon-ion lasers will be
cited in section 4.1.

3.3.4 Ambipolar Motion at Various Gas Densi-
ties: A/XDe>>l and O<A/X+<oo Self and
Ewald [58] have combined eqs (35) through (37)
with eq (33) to obtain the results shown in figure 9
by the open circles and squares for cylindrical and
planar geometry, respectively. The solid circles are
results obtained by Ingold [36] for planar geome-
try. The solid curve is calculated using the empiri-
cal formula discussed in section 3.3.5. The results
shown in figure 9 correspond to the right-hand side
of the square in figure 5. In figure 9 we see that the
use of A2/(X, instead of A/X+ allows one to com-
press the calculations for cylindrical and parallel
plane geometry into a single curve.

1o-1

a)

n

1 0-2

10-3

lu -_
10-2 l0o1 1 10 102 103

Figure 9. Normalized diffusion coefficients vs A'/gX+ for XDe/
A< < 1.

3.3.5 General Solution: O<A/XDe< 00 and
O<A/X+< oo General results appropriate to es-
sentially all of the area of figure 5 have been ob-
tained by Forrest and Franklin [56] and by Ingold
[36] for the case of Te> > T+, i.e., for the "active"
discharge of Allis and Rose [28]. Some of Ingold's
results are shown by the solid points in figure 10.
Here again we have used A2/ek, instead of A/X+
in order to combine results for cylindrical and par-
allel plane geometry. The curve shown for A/
XDe=0 and the curves and points shown for
A/XDe= oo are the same as those in figures 2 and 9,
respectively. The curves shown for intermediate
values of A/ADe are empirical fits obtained by
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Figure 10. Normalized diffusion coefficients vs A'/gX+ for vari-
ous A/XrDr

Muller and Phelps [59] by sliding the solid curves
for A/XDe=O downward and slightly to the right,
so as to pass through the calculated points from
Ingold. In other words, we have assumed that the
theory derived for the motion of particles in the
absence of space charged fields can be scaled to fit
Ingold's results for various values of the ratio of
diffusion length to screening length, including the
value of infinity. Extrapolations of these curves to
very low values of A2/eX+ were used to obtain the
points attributed to Ingold in figure 8.

Ingold's results [36] were obtained using eq (36)
and (37) for the flux of charged particles. He used
boundary conditions equivalent to those of section
2.2 for a completely absorbing boundary. In figure
11 we have combined figures 7 and 8 to show the
comparison of various calculations as the ratio A/
XDe is varied. Figures 10 and 11 also show a com-
parison of the various theoretical calculations of
the effective diffusion coefficients with the smooth
curves generated by the empirical formula of
Muller and Phelps [59]. These formulas have been
simplified by Chantry [24] with negligible changes
in magnitude. The resulting relation for Dse/De is

Dse e, -1

(20 + 1O(A/XDe) + (A/ADY)2)

(20+ 12(o-+ 1)'/ 2(A/XDe)+(a-+ l)(A/XDe)2)

Figure 11. Normalized diffusion coefficients vs A/ADX for vari-
ous A/X+ and pW/t+ = o-. The symbols are the same as in figures
7 and 8.

where the effective linear extrapolation length e,
defined by Chantry [24] is given by

e, (7r me (1 +3.3(A/XDe))

A+ (6 m+) 2-34(o+ 1) M+ 2

(41)

0=,ue/.L+ and the boundaries are assumed to be
completely absorbing. The quantity g was dis-
cussed in section 2.2. Note that eqs (40) and (41)
correct some typographical errors in the original
paper [24,60].

In the limit of large electron and ion densities or
A/ADe > > 1, eqs (40) and (41) reduce to

D e (1 3) 1/2 eXO- ? I 1
De V + A2 (1 + C-) ) (1 + of) 

(42)

Alternate empirical expressions derived from the
results of Self and Ewald [58] discussed in section
3.3.4 have been given by Ferreira and Ricard [61].

Chantry [60] has suggested that eqs (40) and (41)
can be used when Te is comparable with T+, e.g., in
thermal equilibrium where Te= T+, by replacing
the (1+a-) factor in these equations by De/Da,
where Da is given by eq (29).

3.3.6 The Diffusion of Positive Ions Thus far
we have discussed the results in terms of the effec-
tive diffusion coefficient for electrons. Since the
production rates for electrons and ions by electron
impact ionization are equal and the steady-state
densities of electrons and ions are unequal, the
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effective diffusion coefficients for positive ions and
electrons must differ. Relatively little effort has
been devoted to evaluation of the effective diffu-
sion coefficient for positive ions in a steady-state
discharge.

The results of Allis and Rose [28] can be used to
calculate the effective diffusion coefficient for posi-
tive ions at high gas densities. These results are
shown by the solid circles in figure 12 where D,,/
D+ is plotted as a function of A/AD+ for A2/

e+,>1, where AD+ is the screening length for
positive ions defined by eq (24) with q = +. Values
of Dse/D+ versus A/XD+ are shown by the dashed
curve for comparison. This plot is for -=32 and
(De,,/e)/(D+/,u+)= 100, as one might expect in an
active discharge in H2. For values of A/XD+ less
than about 100 there are significant differences in
the effective diffusion coefficients for positive ions
and for electrons, but at higher A/AD+ the positive
ions and electrons diffuse together as in the am-
bipolar limit. The author has extended the results
of Allis and Rose to low A/XD+ by assuming that
the electron density is small enough so that the
electric field is determined only by the ions and
that the ion production varies as the electron den-
sity, i.e., as cos (z/A). Thus, self-repulsion domi-
nates the ion motion for 1 <A/XD+ <10. The solid
diamonds show numerical results. Numerical and
analytical results show that for 2<A/XD+<10,
D,,/D+ varies as (A/XD+)2 . For A/XD+<1, D,+/
D+ approaches 1 as expected for no space charge
effects. The solid curve shows an empirical fit to
the data for all A/X+. Dote and Shimada [62] have

103 D \ s/D+

C 1 o2

C102

0 10 S+/D+ *Allis and Rose
*Phelps

A/XD+

Figure 12. Normalized positive ion diffusion coefficients D,+/
D+ vs A/XD+ for A/X+--XoX.

investigated theoretically the diffusion of positive
ions in an active discharge, but do not find the max-
imum in the D,+/D+ values found by Allis and
Rose [28]. In the afterglow, where Fe = T+, Gerber,
Gusinow, and Gerardo [63] find a maximum in
D,+/D, similar to that of figure 12. See section
3.5.2.

3.3.7 Summary of Transitional Ambipolar Diffu-
sion In sections 3.3.1-3.3.6 we have reviewed the
available theoretical models describing the loss of
charged particles to the wall of the discharge ves-
sel when only electrons and one type of positive
ion are present in the gas. The theory for the loss of
electrons covers the complete range of ratios of the
diffusion length to the screening length and of the
diffusion length to the positive ion mean-free path.
A relatively simple empirical expression enables
one to relate all of the various theoretical results
for the diffusion of electrons. The theoretical effec-
tive diffusion coefficient for the loss of positive
ions to the walls has been extended from that for
the ambipolar limit to include all values of A/XD+
for A/A+> >1, but theory is not available for A/
XD+1Z and X,/A 1.

3.4 Electrons and Several Types of Ions

In this section we review work on the simulta-
neous diffusion of electrons and several types of
positive ions and/or negative ions.

3.4,1 Electrons, Positive Ions, and Negative
Ions: A/XD»>>1 and A/X+(A/X.> >1 This re-
view of the simultaneous diffusion of electrons,
positive ions, and negative ions is largely based on
the early treatment of the subject by Oskam [1].
For recent general discussions see Rogoff [64] and
Tsendin [65]. The equations appropriate to the
simultaneous diffusion of electrons and one type
each of positive and negative ions in the limit of
A/XDe> >1 and A/X+> >1 are eqs (25) and (26)
for electrons and positive ions and

rF(z)=-D. V n_-,_ n- E, (43)

for negative ions. Here rF and n. are the flux and
density of negative ions, while D_ and pt_ are the
diffusion and mobility coefficients for the negative
ions. As expected, eq (43) for the negative ion cur-
rent is very similar to eq (25) for the electrons. In
the steady state one requires that rP+r F-. +, so
that there will be no accumulation of charge within
the discharge. This condition allows one to calcu-
late the space-charge electric field from eqs (25),
(26), and (43) as
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(DeVne+DVnl -D+Vn+)
Es =- . (44)

(Aene+A n-+A+n+ )

This rather complicated expression simplifies when
we take into account the condition that A/
XDe> > 1 so that there is charge neutrality, i.e., the
sum of the electron and negative ion densities
equals the positive ion density. Further simplifica-
tions result if we follow Seeliger [66] and Oskam
[1] and assume that the spatial distributions of elec-
trons and all ions are the same, i.e., that

Vne Vn_ V Vn
ne n-_ n+ n (45)

and that nIn,,= a. When the congruence assump-
tion represented by eq (45) is valid, the electric
field is then given by

(D.+a D_-(1 + a)D+ ), Vn

(Ae+ OI A_+ 0+a) A+) n
(46)

Since the diffusion coefficient and mobility coeffi-
cient for electrons are much larger than the corre-
sponding coefficients for negative ions and positive
ions, this expression becomes rather simple when
ad_ and A+< < e, i.e., when the value of a is
less than about 10. In this case the space charge
electric field is determined by the electrons just as
in the absence of negative ions, i.e., as in the second
form of eq (27). The ambipolar diffusion coeffi-
cients for this situation are given by

Dae=(1 +ct) D+(1 +')+at.) (-_)

4 I + Cott) + att)De, (47)

Da_-= [2(1 + a)D+ Te + 1 ]D_D e_ Z (48)

De A-P ~~~~~~(48)
AC,

Here we have used the relationship kTF/e =D/Ai
to simplify the equations. The second forms of the
equations are the limiting forms for Te> > T_ and
TF. Of particular interest is the negative value for
Da-, which means that the negative ions flow to-
ward the center of the discharge. This phe-
nomenon leads to a breakdown of the assumption
of congruent spatial distributions of the ions and
electrons and eventually to a contraction of the
discharge [66-72]. The consequences of this flow
are discussed below. When T,= F = T+, then
Dae=(1+a) 2D,, Da-=(l+a) 2D+DD/De, and
Da+ = 2D+. These results would be appropriate to
an afterglow where the electrons have cooled to
the gas temperature. See section 3.5.1.

The equations of continuity for the electrons,
negative ions, and positive ions are

a, = _V1re+ki n n,-kan n,,+kdn n-,
at

an = -V.F. +ka n n,-kd n _-,
a t

(50)

(51)

and

at+ =-v.r+ +ki n ne- (52)

Here ka is the electron attachment rate coefficient,
kd is the collisional detachment rate coefficient for
the negative ions, and ki is the ionization rate coef-
ficient. In eq (50) we have indicated that the elec-
trons may be lost by flow and by electron
attachment, while they are produced by electron
impact ionization and by collisional detachment
from the negative ion. We have neglected poten-
tially important processes such as electron-positive
ion and positive ion-negative ion recombination. In
eq (51) we see that in this model the negative ions
are lost by flow and by collisional detachment, and
are produced by electron attachment to the neu-
trals. Finally, eq (52) gives the positive ion loss by
flow and production by electron impact ionization.
We are particularly interested in the steady state
equation for the negative ions.

If we solve eqs (50)-(52) for the steady-state ra-
tio of the negative ion density to the electron den-
sity a, we obtain

and

(a, +F D,---De A+. (49)
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The second form of eq (53) applies when Tel
T_ > > 1 and shows that when the diffusion contri-
bution is less than collisional detachment, the value
of a is positive as required for a meaningful solu-
tion [65]. In this case one pictures the negative ions
as diffusing toward the center of the discharge tube
where they undergo collisional detachment. The
negative charge then diffuses toward the wall of
the discharge tube in the form of electrons. In a
real plasma one has to be concerned that the as-
sumption of the same spatial distribution for all ions
may not be valid [65,73].

The consequences of various limiting values of a
are discussed further by Oskam [1] and Rogoff [64].
The case of very large a leads to almost free diffu-
sion of the electrons in the presence of large densi-
ties of positive and negative ions. This case will be
discussed further in connection with afterglow
models and experiment in section 3.5.1.

The effects of the change in steady-state, space
charge fields produced by negative ions have been
considered for flowing afterglows [74] and high
pressure mass spectrometers [75].

3.4.2 Electrons and Several Types of Positive
Ions We now consider the situation with several
types of positive ions and no negative ions [1,64,76-
78]. The particle flux equations for electrons and
two types of positive ions, labeled 1 and 2, are

Ie(Z) =-De V ne-ae n-e Es, (25)

ra(z)= -DI V nl+jxl nl Es, (54a)

and

r2 (z)= -D 2 V n2+ t 2 n2 E,. (54b)

Here the rj and nj are the fluxes and densities of
ions 1 and 2 and the Dj and pj are the diffusion
coefficients and mobilities for these ions. In the
steady-state [,,==r +r2 SO that

D(DVn,-DVn1 -D2 Vn2 )

(gten,+At1n_ + +n+)

DeVn
/le n

(55)

This equation is very similar to eq (44). If one
makes the assumptions that the ratio of Vn/n is the
same for each ion and for the electrons, as in eq
(45), and that the plasma is quasineutral,
nl+n 2 -n <<ne, one obtains the familiar expres-
sion for the electric field given in the second form

of eq (55). Substitution of this expression into eqs
(25), (54a), and (54b) yields expressions for the am-
bipolar diffusion coefficients for each of the ions
and for the electrons. These relationships were
used by Phelps [77] to analyze the observed decay
of helium ions and of electrons in the afterglow of
a helium discharge. Note that the assumption of
congruence, i.e., the equality of the VnIn values
for the electrons and both types of ions, is not gen-
erally applicable [1,78]. It should apply when non-
linear loss and production processes, such as
electron-positive ion and positive ion-negative ion
recombination, are negligible and the ions are dis-
tributed in the fundamental diffusion mode [1,77].
In the case of positive ions only, we do not have
the tendency for diffusion to destroy congruency
as we did in the negative ion case of section 3.4.1.

3.5 Ambipolar Diffusion in Afterglow

Many experimental measurements and theoreti-
cal analyses have been applied to the diffusion of
charged particles in the afterglow of a discharge.
See Oskam [1] for an extensive review of the sub-
ject. Here we will be concerned with the after-
glows which are dominated by diffusion. Reactions
which are nonlinear in the charged particle densi-
ties, such as recombination, are neglected. The dif-
fusion models discussed previously for steady-state
electrical discharges are applicable to many after-
glow experiments. We will also be concerned with
departures from the description which have been
given in previous sections, i.e., with phenomena
such as diffusion cooling.

3.5.1 Isothermal Plasmas In this section we
assume that the electron temperature is equal to the
positive ion temperature and that both of these
temperatures are equal to the gas temperature, i.e.,
TF,= T = Tg. We also assume that XD,/A < <1 and
X+/A< < 1. For these conditions we obtain the by
now familiar expression for electron particle flux in
terms of the ambipolar diffusion coefficient given
by eq (29). When this equation is substituted into
the time-dependent electron continuity equation,
we obtain

an, =DaV2 n,,
at

(56)

where Da is given by eq (29). We consider the solu-
tion to eq (56) for sufficiently long times such that
higher order diffusion modes have disappeared.
The conditions necessary for the neglect of higher
order diffusion modes are discussed in detail by
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McDaniel [5]. The result for the lowest diffusion
mode is

n,(t) = n,(0) et, (57) 103

where

102
1 Da m 2kT+
y A2 A2 eA2 + (58)

The final form of eq (58) is often used to obtain the
ion mobility from measurements of the decay con-
stant for the electron and ion densities [1,5,79]. Be-
cause of various ion conversion processes [1,77],
not included in eqs (56)-(58), it is generally neces-
sary to plot the experimental values of n/y as a
function of n and extrapolate to n = 0. Many au-
thors have used this technique to determine ion
mobility and under proper circumstances it can
yield reliable information. However, under many
circumstances it has not yielded ion mobilities that
agree with those measured with drift tube tech-
niques [6,79]. We therefore need to consider
sources of error in the interpretation of afterglow
experiments [80]. First, we will consider the depar-
tures from ambipolar diffusion and the solutions
given by eqs (57) and (58) which occur when XD'

becomes comparable with A. Second, we will dis-
cuss the phenomenon of diffusion cooling.

3.5.2 Departures from the Ambipolar Limit
Measurements and models of the decay of electron
density and ion wall current in the afterglow of
pulsed discharges in helium give very direct evi-
dence of the transition from ambipolar to free
diffusion [41,63,81-84]. Figure 13 shows schemati-
cally the results of numerical solutions by Gusinow
and Gerber [82] of eqs (25), (26), (32), and (33) and
of eqs (1) with ki=0 for the time-dependence of
electron and ion densities in a helium afterglow. At
early times the electron and ion densities are equal
and decay with a reciprocal time constant of Da/
A2 =2D,/A 2 . When the charge density decreases
such that when A/XDeZ 10 there is a more rapid
decay of the electron and ion densities. At still
lower values of A/AD, the electron and ion densi-
ties no longer decay together. The electron decay
continues to become more rapid until it approaches
the free diffusion rate. The positive ions, on the
other hand, soon reach a maximum decay rate cor-
responding to the peak in figure 12. Their decay
rate then decreases to a value characteristic of the
free diffusion of the positive ions, i.e., 1/r=D+/A2 .
During this transition the ambipolar field decreases
to zero. This transition has also been analyzed [85]
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Figure 13. Schematic of
tional ambipolar diffusion.

afterglow transients showing transi-

for infinite spherical geometry using the constant
ion density ratio approximation discussed in section
3.3.5.

In the case of afterglows in which negative ions
are present the electrons disappear rapidly when
A/XDe, 1 and one is left with a plasma composed
of negative and positive ions. According to eq (46)
there is very little space charge electric field. A
number of investigators have shown experimen-
tally [86-88] and theoretically [41] that since the
electric field is no longer sufficient to stop the neg-
ative ion flow, the negative ion wall current sud-
denly increases at this time. Qualitatively similar
results have been obtained [89] using the constant
ratio ion density approximation.

An interesting feature of these theories and ex-
periment is the apparent applicability of the steady-
state results to experimental afterglows [81]. This
effect is presumably the result of the ability of the
highly mobile electrons to readjust their density
rapidly on the time scale of interest.

3.5.3 Diffusion Cooling A second phe-
nomenon, which can cause significant errors in the
simple model of the diffusion of ions in an after-
glow, is that of diffusion cooling. This effect was
discovered by Biondi [90] in neon afterglows
where he observed that the apparent diffusion coef-
ficient for the electrons and ions dropped by almost
a factor of two at low gas densities. This effect is
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particularly pronounced in neon because the rela-
tively small ratio of electron to atom mass and low
momentum transfer cross section for electrons in
neon result in poor energy exchange between elec-
trons and gas atoms. Biondi showed that the addi-
tion of small amounts of helium restored the
thermal contact between electrons and the gas and
led to higher values for the effective diffusion coef-
ficient.

Figure 14(a) shows in a schematic fashion the
potential well and electron distribution functions
appropriate to the diffusion cooling problem. The
potential well has the typical parabolic shape at the
center and reaches the finite value at the walls of
the container. Electrons with energies larger than
that indicated by the horizontal dashed line can es-
cape from the well to the walls. If the frequency of
energy relaxation collisions is sufficiently rapid,
only those electrons that are very close to the wall
will be able to cross the potential barrier and the
space charge field in most of the plasma will be
unperturbed from the ambipolar value. As the en-
ergy relaxation frequency is reduced by decreasing
the elastic collision frequency or by increasing the
mass of the atom, electrons from near the center of
the container can reach the wall without undergo-
ing energy relaxation. The effect of this process is
to deplete the high energy tail of the distribution as
indicated by the unperturbed energy distribution
FO(E) shown by the solid curve and the cooled dis-
tribution Fc(E) shown by the dashed curve. The
loss of high energy electrons reduces Dee,/1x i.e.,
reduces the effective temperature of the electrons,
and reduces the space charge electric field and the
loss of ions by ambipolar diffusion. In the limit of
D/J,-40, the ambipolar field goes to zero and the
ions diffuse freely. Detailed theoretical treatments
of diffusion cooling are now available [91-94].

Figure 14(b) shows the schematic of the values
of NA 2 /r as a function of gas density under condi-
tions in which diffusion cooling is important. The
points and line through them indicate qualitatively
the kind of experimental diffusion coefficient re-
sults obtained [88,90]. Diffusion cooling has also
been observed via measurements of the decrease in
radiation temperature of the electrons [95,96]. Un-
fortunately, the density dependence of the apparent
ambipolar diffusion coefficient caused by diffusion
cooling is qualitatively similar to that which would
be expected if the ions were being converted from
an ionic species with a low diffusion coefficient to a
species with a high diffusion coefficient [77]. This
possibility illustrates the need for mass spectromet-
ric identification of the ions in such experiments.
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Figure 14. Schematic of electron energy distributions and data
in diffusion cooling experiment.

We note that the phenomenon of electron mo-
tion from one portion of the plasma to another in
times which are fast compared to energy relaxation
times, which is responsible for diffusion cooling, is
also responsible for excess ionization in the center
of the discharge in the steady-state "active" dis-
charge to be discussed in section 4.1.2.

4. Applications of Models of Ambipolar
Diffusion

We now turn to applications of the models of
ambipolar diffusion discussed in sections 2 and 3 to
the interpretations of several gas discharge sys-
tems. Firstly, we consider the maintenance of
steady-state dc and microwave discharges at low,
moderate, and high pressures. Secondly, we sum-
marize the effects of magnetic fields on the diffu-
sive loss of charged particles from discharges. We
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then briefly discuss the role of diffusion in transient
discharges at high pressures.

4.1 Steady-State Discharge Maintenance

In this section we apply the models developed in
sections 2 and 3 to the prediction of the applied
electric fields, gas densities, etc. required to main-
tain a low power, low pressure electrical discharge
in which the ionization is by single-step electron
impact excitation of ground state atoms or
molecules. In most models of steady-state dis-
charges the ambipolar electric fields Es are perpen-
dicular to the applied electric field Ea and the
effects of the ambipolar fields on the electron en-
ergy distribution function, the excitation and ion-
ization rate coefficients, and transport in the
direction of the applied field are neglected. In sec-
tion 4.1.2 we will, however, summarize work on
the effects of ambipolar electric fields on the elec-
tron energy distribution functions and the resultant
changes in applied fields necessary to maintain the
discharge.

4.1.1 Discharge Maintenance at Moderate Gas
Densities: (A/X+>>1, A/X,>>1, and O<A/
XDN< 00) We now consider the application of the
theory developed for the effective diffusion coeffi-
cient for electrons to the calculations of the proper-
ties of an electric discharge. Equation (34) shows
the balance between the production of electrons by
electron impact ionization at the axis of the dis-
charge and the loss of electrons by diffusion. This
equation can be written as

n A = De ki (59)

Rose and Brown [97] have applied eq (59) and the
theory developed in section 3.3.5 to an analysis of
steady-state microwave discharges in H2 and find
generally good agreement between theory and ex-
periment. Poor agreement with the simple theory
represented by eq (59) is found for Ar at mi-
crowave frequencies and at dc, presumably be-
cause cumulative or multistep ionization processes
are important for the rare gases [98]. Muller and
Phelps [59] have applied the results discussed in
section 3.3.5 for D,,/De to an analysis of low cur-
rent discharges in H2-He mixtures and find good
agreement with experiment at their higher gas den-
sities. Hydrogen and H2-He gas mixtures are suit-
able for these comparisons because of the short
lifetime of metastable H2 states [99] and rapid

quenching of the He metastables through Penning
ionization of the H2 [4]-

In the analysis of the H2-He positive column dis-
charge, eq (59) has been used to calculate the
product nA using theoretical values of the ratio
D,,/De and of nD/k1 . The D,,/D, values are given
by the empirical expressions in eqs (40) and (41)
involving the ratios X0D,/A, XA/A, and e/A. The
ratios XD,/A and XA/A are calculated using the
equations

_ eDe/g,, ecA W,,

A2 87rRyao I A 2 (60)

and

A,_\2 + ,u~nAm 3 eDn 1
A 2 e J , m+' Zn A2 (61)

where c is the ratio of the mean electron density to
its peak value and A is the area of the discharge.
Equation (60) is a reformulation of eq (24). Note
that the second factor in eq (60) is the electron den-
sity on the axis of the discharge. For a long cylin-
drical discharge the radius cancels out of eq (60)
and the ratio A2/XD,2 is proportional to I. Keeping
in mind that nD, D,,/pe,, and ki are functions of
Ea/n, one sees that eqs (59)-(61) also show the ap-
plicability of the experimental scaling parameters
[4] nA, J/n 2 , and Ea/n, where J-I/A is the cur-
rent density at the axis of the discharge. The defini-
tion of the mean-free path of the positive ions in eq
(61) is that given by Ingold [36] and involves the
ion mass M+, the ion mobility pt+, and the D,,/u,
value for electrons. The first factor on the right
hand side of eq (61) is the square of the mean-free-
time for ion-neutral collisions per atom evaluated
from the ion mobility. The ion speed is evaluated at
the effective temperature D./pte for the electrons
and is determined from theory or experiment by
the Ea/n value for the given gas or gas mixture.

Figure 15 shows the results of calculations of the
ionization rate coefficient ki as a function of Ea/n
for the mixture of helium and hydrogen that was
used in the experiments. These curves were calcu-
lated using electron collision cross section sets for
helium and hydrogen and taking into account the
Penning ionization of the hydrogen. The character-
istic electron energy D,/pt, is a relatively slowly
varying function of Ea/n and is not shown.

Figure 16 shows the results of this analysis. In
this figure the Ea/n values are plotted as a function
of n for several different fractional concentrations
of hydrogen in helium. The points are the experi-
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parison of experiment with predictions of transitional ambipolar
diffusion theory.

mental data and the smooth curves are the results
of calculations. The dashed curve shows values of
Ea/n predicted when the diffusion loss is assumed
to be given by the ambipolar limit. The solid
curves show the results when departures from am-
bipolar diffusion are taken into account. The solid

curves show good agreement with experiment at
the higher values of n A. At the lower values of n A
there is small but systematic disagreement between
theory and experiment. The sign of this disagree-
ment suggests that the theory has omitted a source
of ionization. Muller and Phelps [59] propose that
the source of ionization is the motion of the elec-
trons from the outer portion of the discharge to-
ward the axis in the space charge potential as
discussed in section 4.1.2.

Many other comparisons have been made be-
tween positive column models and experiment. In
most of them the model is very complicated be-
cause of the important ionization resulting from
electron-metastable and metastable-metastable col-
lisions [62,100-102]. Here we have cited only some
of the more recent papers.

4.1.2 Radial Nonequilibrium at Low Gas Densi-
ties: (A/X+>>1, A/X,,61, and O<A/IXD<oo)
In this section we are concerned with the changes
in the ionization rate coefficient ki resulting from
the motion of the electrons in the potential well
created by the space charge electric field as com-
pared to the ionization coefficient in the absence of
such a field. This problem has been addressed for
microwave discharges by Bernstein and Holstein
[103] and for dc discharges by Blank [104], Her-
rmann, Rutscher, and Pfau [105], and by Tsendin
[106,107]. Radial energy nonequilibrium effects are
very important in the low-pressure discharges used
for rare gas, ion lasers [108-111].

The origin of the excess ionization is illustrated
by considering electrons at large radii of the dis-
charge which are accelerated in the axial direction
to kinetic energies just below the ionization poten-
tial and then move radially inward at constant total
energy to reach kinetic energies above the ioniza-
tion potential. These electrons are less likely to suf-
fer inelastic collisions than those accelerated to the
same final kinetic energy in a spatailly uniform
electric field. After producing ionization these
electrons may move radially outward at low ki-
netic energies where, at least in the rare gases, en-
ergy losses in inelastic collisions are small. In some
models [112] the spatial change in the electron en-
ergy distribution function is approximated by a ra-
dially varying electron temperature. This process is
one of "diffusion heating" and, in a sense, is the
inverse of the diffusion cooling discussed in section
3.5.3.

Thus far, there appear to be no simple expres-
sions that allow estimates of the magnitude of the
increase in ionization resulting from this nonequi-
librium effect.

425

N
E

z
w



Volume 95, Number 4, July-August 1990

Journal of Research of the National Institute of Standards and Technology

The nonequilibrium effects caused by radial am-
bipolar fields discussed in this section and in sec-
tion 3.5.3 do not require the introduction of a third
dimension for the map of figure 5. The importance
of nonequilibrium is determined by the ratio A/XAU,
where Xau is an energy relaxation distance for elec-
trons. We define Xau in terms of the energy ex-
change collision frequency vu/n used in some
analyses of electron transport data [113]. Thus, for
De/jt,,> >kFg,

1 (2e D,, n (2g, \e 
xuv lvu (Mle) WE (emDe)' (62)

where We is the electron drift velocity at the dis-
charge Ea/n. Note that this relaxation distance is a
property of the whole of the electron energy distri-
bution and so may be only a rough measure of en-
ergy relaxation for the high energy tail of the
electron energy distribution which is of importance
in the nonequilibrium ionization. Since the ratio Xu/
X+ is a constant for a given gas and Ea/n, the over-
all scaling discussed in section 3.3.1 should be
preserved.

Measurements of radial ambipolar electric fields
E, in active discharges have been made by Baghuis
et al. [114] and by Ganguly and Garscadden [115].
In the first case the data were obtained at rather
high pressures and currents, i.e., A/X+> >1, A/
X.>> >1, and A/XDe > > 1, and the agreement with
predictions [101] is good. In the latter case no com-
parison with discharge models was made.

Note that ion energy relaxation effects have al-
ready been included in the models of section 3.

4.1.3 Diffusive Nonequilibrium in High Pressure
Arcs The phenomenon of diffusive nonequi-
librium in high pressure arcs leads to effects such as
diffusive separation or demixing of components of
the gas [116,117]. Ambipolar diffusion also plays an
important role in departures from local thermody-
namic equilibrium by depleting the ions through
transport to the wall where they recombine with
electrons to produce neutrals which flow toward
the center of the discharge [118-122]. Because the
analysis of such effects involves the competition
between diffusion, ionization, and the nonlinear
loss process of electron-ion recombination, we will
not consider the models used to describe these ef-
fects. Note that we have cited only some of the
more recent references.

4.2 Magnetic Field Effects

The research on the effects of magnetic fields on
space charge dominated plasmas is much too exten-

sive to summarize in this paper. Therefore, we limit
the discussion to applied electric fields parallel to
the magnetic field, as in the case of magnetic field
lines parallel to the axis of the positive column of a
glow discharge; to quiescent ranges of plasma
parameters; to weakly ionized plasmas; to no rela-
tive motion of the magnetic field and the neutral
gas; and to the ambipolar limit of XDe/A < < 1 [123-
127]. The basic relations governing the transport of
a single type of charged particles in the presence of
a magnetic field are given by a number of authors
[7,127] and are often expressed as modifications of
the diffusion and mobility coefficients. For energy
independent collision frequencies for electrons vem
and ions Vin with the gas, the coefficients describing
electron transport parallel to the electric field and
transverse to the magnetic field are:

1LeT 2 -2+ DeV- = 1 +(,2 V -2
1 + (I)Be,-',em~ Be 

(63)

In addition, the electron transport transverse to the
magnetic field but perpendicular to the electric
field is characterized by

JXe C)eB Vem

+ Ce vem (64)

while transport along the magnetic field is indepen-
dent of B. Here &B,,=eB/me, where B is the mag-
netic field. Alternate derivations [124,128] of eqs
(63) and (64) show that one can replace the cov
products by the corresponding values of
j3 ,,uLeB t=)Be/vem. The proper averaging of these
expressions for gases in which the collision fre-
quency varies with electron energy has been dis-
cussed by various authors [7,127]. In the limit of
low B/n the v's are much larger than the co's and
one recovers the De and Fe values in the absence of
a magnetic field. The corresponding equations for
ions are obtained by replacing coBe/vm by coe/
vim-,ijBI,8j, where ct)Bo=eB/M and M is the ion
mass. The details of averaging of the mobility equa-
tions for ions have been discussed by Shunk and
Walker [129].

Because of the ease with which a magnetic field
prevents the transport of electrons across field lines
relative to their transport along the field lines, the
predictions of the models of ambipolar diffusion in
the presence of a magnetic field are very dependent
on the geometry [123-132]. The models usually as-
sume spatially uniform electron and ion tempera-
tures, a single type of positive ion, and negligible
electron-ion collisions. We first consider a steady-
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state plasma in which the net flow of charge to any
surface element is zero, as for a container with non-
conducting surfaces, and for which /3,,2> > 1 and 8i
is of the order of unity. In this case the effective
ambipolar diffusion coefficient DB is given by
[124,125,131,132]:

D * Da (65)

On the other hand, when the surfaces (or a sec-
ond plasma) at the "end" of the plasma or the use
of a metallic container allow efficient transport of
charge across magnetic field lines, the effective dif-
fusion coefficient is given by [123,126,130,133]

DaB- Da+B2 for 1e>,>»- (66)

Here the electrons move along the magnetic field
lines until they reach the conducting end plates
where they move radially. The length of the
plasma in the direction of the magnetic field is as-
sumed large enough so that ion loss in the direction
of B is still small compared to that in the radial
direction. The effects of sheaths at the conducting
surfaces are generally neglected.

The quantitative experimental verification of eqs
(65) and (66) in active discharges appears to be
lacking. Not only is it difficult to satisfy the condi-
tions of either an insulating or a highly conducting
"end plate," but other assumptions of the model are
often not met. For conducting end walls, Simon
[123,130] found agreement with the magnetic field
dependence of eq (66), but found only rough agree-
ment of the magnitudes of the diffusion rates with
his experiments and the early results of Bohm et al.
[134]. Experimental results with varying degrees of
insulating walls have shown significant discrepan-
cies with theory. For example, in several experi-
ments with positive column discharges the
apparent transverse diffusion coefficient initially in-
creases with increasing magnetic field and then be-
gins to decrease approximately as predicted by eq
(65) [112,135,136]. One reason for this effect is that
at zero magnetic field and at low enough gas densi-
ties XU/A is large enough such that the electron
energy distribution and "temperature" vary signifi-
cantly with radius as discussed in section 4.1.2.
When an axial magnetic field is raised such that
13,> 1 the effective energy relaxation length and the
radial transport of electron energy are significantly
decreased, the average ionization rate coefficient is
reduced, and the axial Ea/n required to maintain

the discharge increases. Models of the first maxi-
mum in Ea/n have also included the effects of
metastables [136]. The role of ionization waves has
been debated [112,137]. A second and more dra-
matic increase in the apparent transverse diffusion
coefficient above the values predicted by eqs (65)
and (66) at 8i3 values greater than about unity is
attributed to the onset of plasma instabilities
[12,135,138,139]. The discussion of this effect is be-
yond the scope of this paper.

An interesting and apparently unanswered ex-
perimental question is whether the radial electric
field E, reverses sign as predicted [124] when eqs
(63) and the corresponding equations for ions are
substituted into eq (27) and when the magnetic
field is such that DT=DiT. Similar predictions have
been made for the X+/A>>1 case [140]. There
does not appear to be agreement as to whether con-
ducting end walls are sufficient to short circuit the
plasma [123,130] or whether a conducting outer
cylinder is needed to avoid electron emission prob-
lems at the walls [141]. When electron emission is
required to return electrons to the plasma, a signifi-
cant "cathode fall" voltage could occur at the end
plate.

The theory of section 3.3.4 has been extended to
treat the diffusion of electrons and ions in a par-
tially ionized gas subject to a magnetic field for
XD,/A <1 and variable X,/A [140-143]. There
appear to be no quantitative comparisons of these
models with experiment [144].

Afterglow plasmas have also been used in at-
tempts to verify the effects of a magnetic field on
ambipolar diffusion [125]. Here the comparison
should be simpler because of the direct measure-
ment of the deionization rate and the possibility of
thermalizing the electrons through collisions with
the gas so as to achieve equal electron and ion tem-
peratures. However, there is considerable differ-
ence among authors. Some experiments [145] show
quantitative agreement with theory for magnetic
fields below the onset of instabilities, while others
[146-148] find varying degrees of agreement for
containers with end walls of unknown effective
conductivity. Theory [149] and experiments [150]
show that the decay rate is highly sensitive to the
alignment of the discharge tube with the magnetic
field.

4.3 Transient Discharges

The onset of ambipolar diffusion plays an impor-
tant role in the development of many pulsed dis-
charges by limiting the diffusive loss of electrons
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and leading to the development of a constricted,
highly ionized region or channel. Here we will cite
only a limited number of examples.

Ambipolar diffusion is usually included or as-
sumed in models of the development of highly
conducting channels or sparks at moderate over-
voltages [16,151,152]. The reduced loss of electrons
due to space charge fields allows the build up of
ionization to values that result in the onset of pro-
cesses such as multistep ionization, electron detach-
ment, and thermal gas expansion.

The effects of radial electric fields caused by dif-
fusive separation of charge appear to be small for
the fast time scale and high voltages associated
with the growth of the "streamer" which occurs in
the later stages of electrical breakdown at high
overvoltages in initially uniform and nonuniform
electric fields [153].

Ambipolar diffusion has been suggested by Van
Brunt and Kulkarni [154] to be important in deter-
mining the minimum time between negative corona
pulses. However, details of the calculations [155]
have not been reported.

One of the mechanisms leading to an increased
growth of ionization in the later stages of laser
breakdown is the reduction of electron loss by dif-
fusion when the charged particle densities become
large enough so that the screening length is com-
parable with the dimension of the region illumi-
nated by the laser [156].

5. Discussion and Summary

We have reviewed the models that have been
developed to describe measurements of the loss of
electrons and ions by diffusion from weakly ionized
gas discharges or plasmas to the walls of a dis-
charge vessel. Scaling parameters for the models
discussed and for a given gas are X,/A, XDe/A,
EaXe, and CO/Vin when the plasma is subject to a dc
applied electric field. Of course, any combination
of these parameters leading to the same total num-
ber of these parameters is also acceptable. When
the discharge is excited by an ac electric field the
parameter co/v; must also be included. These model
parameters translate into the experimental parame-
ters of nA, Jln2, Ea/n, and B/n for the dc case in
infinite cylindrical or parallel plane geometry, with
/n added for the ac case. In the absence of a mag-

netic field and at sufficiently high rf fields the mod-
els are rather complete and have been tested
against experiment. The predictions of these mod-
els have been expressed as relatively simple empiri-

cal relations covering the full range of X,/A and
XDe/A (or n A and Jln2). When a magnetic field is
present models of experiment are available for all
X,/A and &)B/Vin (nA and B/n), but only for XDe/

A < < 1 (or small Jin 2). With a magnetic field the
experimental tests show a high sensitivity to
boundary conditions and a propensity of the
plasma to become unstable. Empirical relations
connecting the magnetic field and other diffusion
parameters have not been developed.

In many practical applications it is necessary to
include nonlinear processes such as electron-ex-
cited state or electron-ion collisions in a complete
plasma model. In such cases one expects degrada-
tion of the accuracy of the empirical formulas used
to represent the diffusion contribution. The error in
such an approximation is usually small when calcu-
lating the average rate of charge particle loss be-
cause the contribution of diffusion is decreasing as
the other processes become more important. How-
ever, large errors can occur when these relations
are used in the calculation of the flux of charged
particles to the boundaries and when competing
loss processes, such as electron-ion recombination,
significantly alter the spatial distribution of the
charged particles.
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1. Introduction

It has been known for at least 150 years that me-
chanical relaxation in solids is non-exponential, the
decay often being characterized by a fractional
power-law or logarithmic function [1,2]. It is also
now generally recognized that all glassy materials
exhibit non-exponential relaxation behavior both
above and below the glass transition temperature,
Tg. This is especially clear from measurements ob-
tained from mechanical [3-6], dielectric [7-9], and
photon correlation spectroscopy [10,11]. It is also
seen in measurements of volumetric [12], and ther-
mal response [13,14].

In recent years theorists have become interested
in the possibility that complex disordered systems

exhibit universal features in their relaxation and
transport properties, possibly arising from self-simi-
lar arrangements of obstacles to motion. This has
been particularly encouraged by the observation
that nearly all glassy relaxation phenomena can be
described by the Kohlrausch-Williams-Watts
(KWW) function

0</3<1. (1)

In many physical applications it is convenient to
represent 4(t;T) in the form of a Laplace transform,
which we write as

433

,�(t;,r) = exp Ir
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(t;'r)=, pr(u) e-L du =f e-v1 h1(v) dv

where

2h,(v) = 2

(2) numerical inversion of the Laplace transform, us-
ing a method first suggested by Dubner and Abate
[31], and later given in an improved version by
Crump [32]. The second is that of direct evaluation
of the series given in eq (5). The approximate in-
verse of a Laplace transform g(s)= S-{g(t)} can be

(3) expressed in the form of a Fourier series:

Thus, the function h1(v) can be found as an inverse
Laplace transform of the function 4(t;r). The func-
tion h,(v) has found application in the context of
the theory of trap-controlled hopping in solid state
physics [15,16], chromatography [17], and in the
study of models for transport in disordered media
[18], as well as in the deconvolution of noisy data
[19].

A number of approximate algorithms have been
proposed in the literature of chemical physics for
the numerical evaluation of h,(v) [20-25], in addi-
tion to a representation of h,(v) in terms of a con-
vergent series given by Pollard [26]. Without loss
of generality we can set r=1 since h1(v) can be
represented in terms of the inverse transform

T ) 2 ++i [R)}csUT )

(6)

with an error, E(t)=ga(t)-g(t), given by

E(t)= le naTg(2nT+t).
n=1

(7)

The function &(a + i k y) can be written in terms of
the parameters

bk=k7r/T, rk=V\a7+bk, Ok =tan'-(bk/a)

as
h17(v) = er s-s (4)

( i =exp[-rf Cs(30k)] [cos(rf sin(80k))
where r is a line to the right of the origin and
parallel to the imaginary axis. The convergent se-
ries given by Pollard is

h)= X _)k+- r(ik + l)sin(T8k) (5)

In an earlier paper we have presented an accurate
tabulation of the sine and cosine transforms of the
function exp(-Pt3 ), needed for the analysis of mea-
surements of dielectric properties taken as a func-
tion of frequency [27]. In the present paper we
tabulate the inverse Laplace transform h1(v). These
tables may be used directly for the analysis of ex-
perimental data, but are also intended for use as a
check on more easily programmed approximations,
such as those suggested by earlier investigators
[28-30].

2. Numerical Analysis

Two techniques were used to generate the tables
that follow which provide an internal check on the
accuracy of the computation. The first is that of

-i sin(rI sin(830k))]- (8)

In eqs (6) and (7) the constants a and T are arbi-
trary and can be chosen to maximize accuracy in
any particular application. In the present instance,
in which g(s) = exp(-s'), the choice of these
parameters is quite straightforward as will be
shown below.

Equation (6) was used to evaluate the inverse
transform of g(s) for values of /3 in the range
0.20<,8<0.999 and values of t ranging from 10'
(for selected values of 13) to 5, to an accuracy of at
least nine significant digits. In these ranges of l3 and
t the choice of parametric ranges a E(2.5,5) and
TE(4,8) sufficed to produce the stated accuracy.
The accuracy of the numerical inversion can be
checked in detail for three cases in which the in-
verse transforms are known exactly,

13 = 1/3: g[) 1 3[)]
(3t 4)3 L(31t)J
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exp(- I )
,13=1/2: g(t)= 2ii1"2t3/2

4 4
,8 = 223exp(----7 14 4-
13=/: g(t )= -3 3

/2i1
2

t 
7

/
3 U( t2)

(9)

where Ai(x) is an Airy function and U(x, y, z) is a
confluent hypergeometric function [29]. Typical
results for the relative error are given in table 1.

Table 1. Relative errors in the numerical inversion of i(s) for
,13=1/3, 1/2, and 2/3 for different values of a and T

13 1/3 1/2 2/3

a T t
2.5 4 0.1 2(-1l) 3(-11) 1(-6)
2.5 4 1.0 2(-10) 1(-10) 4(-1l)
2.5 4 5.0 6(-10) 5(-10) 4(-10)
2.5 8 0.1 2(-20) 2(-20) 8(-16)
5.0 4 0.01 3(-20) 1(-1 1)
5.0 4 0.1 4(-20) 7(-20) 3(-15)
5.0 4 1.0 3(-19) 2(-19) 9(-20)
5.0 4 5.0 1(- 18) 1(-18) 8(-19)

An alternative approach to the evaluation of g(t)
is through the direct series shown in eq (5). The
form of the series renders it useful for finding g(t)
for large t, but the utility of the series form has
occasionally been dismissed because of numerical
problems associated with convergence at smaller t.
We encountered no difficulties in finding g(t) from
eq (5), provided that we used a double precision
routine for the gamma functions for k<22 as well
as a Pad6 correction to Stirling's approximation at
larger k [33]. Thus, we write

r(l+13k)_ P(13k) (0
k !tsk+, I eg P(k) (10)

where

g = k (1 -) + (k - )ln(8k )-1(k - 1n(k)

-(13k + l)ln(t) (11)

P(k)= E .
i=O

1 1 139
Fo = 1, F, = 12 , F2=288 F3 = 51,840'

- 571 andand 163,879
2,488,320' X209,018,880-

3. Tables, Graphs, and Numerical
Approximations

The inverse transform of the function k(s) is tab-
ulated in table 2 for the following values of 13:
0.25(0.01)0.30(0.02)0.98, 0.99, 0.995, 0.997, 0.998,
and 0.999. The finer intervals in ,1 at low values of
1, are required because of the considerable changes
in the function in that neighborhood. Spacings in t
vary with 13 and t in such a way that the peaks of
g(t) are most densely covered. There is little need
to tabulate g(t) for t >5 because for these values,
the sum of no more than 10 terms of the series in eq
(5) suffice to produce g(t) to six-digit accuracy for
values of 13 in the interval (0.05,0.999). For exam-
ple, if 3 = 0.6 the sum of seven terms of the series
gives g(10) to six places, and the sum of four terms
gives g(100) to the same accuracy. Figures la-c
contain graphs of g(t) as a function of t over the
entire range of tabulated values of 13. Note that for
,/ = 1 g(t) = 8(t - 1), a Dirac delta function which is
represented as a vertical line in figure 1c.

It is evident, from the curves shown in figure 1,
that the g(t) are unimodal. The position of the peak
will be denoted by tmax. Table 3 contains some val-
ues of tmax and g(tma.) for the values of 13 for which
we performed our tabulations. It is interesting to
observe that among the values of g(tmax) there is a
minimum value within the interval (0,1). Figure 2a
shows graphs of tmax and l/g(tmax) as functions of 13
for values of 13 between 0.15 and 1. The minimum
of g(tmax) occurs at tmax=0.252+ and is equal to
0.888+. These values correspond to 13=0.567+.
Figure 2b contains a plot of l/g(tmax) as a function
of tmax. Finally, we have derived polynomial least-
square approximations to l/g(tmax) as a function of
l3. The coefficients of the approximating polynomi-
als as well as a graphical indication of the degree of
agreement with our more accurately calculated
values of this function are shown in figure 3. A
good approximation to l/g(tmax) probably requires
fitting some function other than a polynomial.

The F. are constants with the values
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Table 2. Inverse Laplace transform g(t) of k(s)=e-0

10
t 0.25 0.26 0.27 0.28 0.29

0.370151D-04
0.151806D-02
0.853094D-02
0.244726D-01
0.507423D-01

0.873213D-01
0.133437D+00
0.187991D+00
0.249798D+00
0.317705D+00

0.390651D+00
0.467687D+00
0.547978D+00
0.630804D+00
0.715540D+00

0.801653D+00
0.888689D+00
0.976259D+00
0.106404D+01
0.115175D+01

0.123915D+01
0.132605D+01
0.141229D+01
0.149772D+01
0.158223D+01

0.198831D+01
0.236313D+01
0.270528D+01
0.301586D+01
0.329700D+01

0.378101D+01
0.417683D+01
0.450132D+01
0.476810D+01
0.498794D+01

0.516936D+01
0.531912D+01
0.544260D+01
0.554414D+01
0.562724D+01

0.569476D+01
0.574907D+01
0.579212D+01
0.582551D+01
0.585062D+01

0.515902D-06
0.675577D-04
0.649138D-03
0.258459D-02
0.672926D-02

0.137312D-01
0.239884D-01
0.376838D-01
0.548385D-01
0.75361lD-01

0.990866D-01
0.125806D+00
0.155287D+00
0.187288D+00
0.221568D+00

0.257891D+00
0.296036D+00
0.335790D+00
0.376957D+00
0.419354D+00

0.462814D+00
0.507183D+00
0.552318D+00
0.598093D+00
0.644389D+00

0.880304D+00
0.111698D+01
0.134838D+01
0.157109D+01
0.178326D+01

0.217324D+01
0.251762D+01
0.281968D+01
0.308392D+01
0.331492D+01

0. 351690D+01
0.369363D+01
0.384838D+01
0.398397D+01
0.410281D+01

0.420700D+01
0.429831D+01
0.437828D+01
0.444824D+01
0.450934D+01

0.248661D-08
0.144824D-05
0.275324D-04
0.165894D-03
0.575158D-03

0.145291D-02
0.300022D-02
0.539788D-02
0.879472D-02
0.133042D-01

0.190057D-01
0.259484D-01
0.341556D-01
0.436295D-01
0.543553D-01

0.663051D-01
0.794409D-01
0.937176D-01
0.109085,D+00
0.125488D+00

0.142873D+00
0.161181D+00
0.180357D+00
0.200343D+00
0.221084D+00

0.334310D+00
0.459197D+00
0.591057D+00
0.726376D+00
0.862582D+00

0.113082D+01
0.138668D+01
0.162607D+01
0.184753D+01
0.205105D+01

0.223731D+01
0.240740D+01
0.256249D+01
0.270380D+01
0.283253D+01

0.294978D+01
0.305657D+01
0.315385D+01
0.324247D+01
0.332320D+01

0.123255D-07
0.560637D-06
0.571718D-05
0.284658D-04

0.940782D-04
0.239622D-03
0.510882D-03
0.958456D-03
0.163414D-02

0.258809D-02
0.386679D-02
0.551183D-02
0.755922D-02
0.100391D-01

0.129761D-01
0.163891D-01
0.202922D-01
0.246947D-01
0.296019D-01

0.350156D-01
0.409343D-01
0.473537D-01
0.542673D-01
0.616668D-01

0.105556D+00
0.159675D+00
0.222165D+00
0.291223D+00
0.365234D+00

0.522815D+00
0.686433D+00
0.850458D+00
0.101129D+01
0.116672Di01

0.131544D+01
0.145678D+01
0.159047D+01
0.171648D+01
0.183497D+01

0.194618D+01
0.205044D+01
0.214809D+01
0.223950D+01
0.232501D+01

0.451901D-08
0.902078D-07
0.711259D-06

0.330246D-05
0.109589D-04
0.289237D-04
0.647631D-04
0.128251D-03

0.231044D-03
0.386250D-03
0.607956D-03
0.910770D-03
0.130942D-02

0.181839D-02
0.245168D-02
0.322255D-02
0.414334D-02
0.522547D-02

0.647923D-02
0.791385D-02
0.953745D-02
0.11357lD-01
0.133787D-01

0.266587D-01
0.453716D-01
0.694073D-01
0.984011D-01
0.131854D+00

0.209913D+00
0.299254D+00
0.396103D+00
0.497430D+00
0.600902D+00

0.704769D+00
0.807740D+00
0.908884D+00
0.100755D+01
0.110327D+01

0.119577D+01
0.128485D+01
0.137044D+01
0.145249D+01
0.153104D+01
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0.0000 1
0.00002
0.00003
0.00004
0.00005

0.00006
0.00007
0.00008
0.00009
0.000 10

0.00011
0.00012
0.00013
0.00014
0.00015

0.00016
0.00017
0.00018
0.00019
0.00020

0.00021
0.00022
0.00023
0.00024
0.00025

0.00030
0.00035
0.00040
0.00045
0.00050

0.00060
0.00070
0.00080
0.00090
0.00100

0.00110
0.00120
0.00130
0.00140
0.00150

0.00160
0.00170
0.00180
0.00190
0.00200
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Table 2. Inverse Laplace transform g(t) of g(s)=e-53-Continued

10
t 0.25 0.26 0.27 0.28 0.29

0.586859D+01
0.588040D+01
0.588685D+01
0.588868D+01
0.588646D+01

0.583090D+01
0.572936D+01
0.560506D+01
0.547051D+01
0.533269D+01

0.506134D+01
0.480602D+01
0.457076D+01
0.435561D+01
0.415919D+01

0.397972D+01
0.381537D+01
0.366447D+01
0.352550D+01
0.339714D+01

0.327824D+01
0.316778D+01
0.306491D+01
0.296885D+01
0.287894D+01

0.279460D+01
0.271531D+01
0.264063D+01
0.257015D+01
0.250353D+01

0.221824D+01
0.199355D+01
0.181164D+01
0.166111D+01
0.153434D+01

0.133230D+01
0.117811D+01
0.105636D+01
0.957662D+00
0.875953D+00

0.807149D+00
0.748385D+00
0.697593D+00
0.653241D+00
0.614166D+00

0.579473D+00
0.548460D+00
0.520567D+00
0.495343D+00
0.472421D+00

0.456258D+01
0.460881D+01
0.4648811D+01
0.468323D+01
0.471266D+01

0.480102D+01
0.482136D+01
0.480024D+01
0.475348D+01
0.469083D+01

0.454054D+01
0.437755D+01
0.421433D+01
0.405650D+01
0.390643D+01

0.376497D+01
0.363219D+01
0.350777D-tO1
0.339122D+01
0.328200D+01

0.317955D+01
0.308333D+01
0.299284D+01
0.2907611D+01
0.282722D+01

0.275127D+01
0.267942D+01
0.261135D+01
0.254676D+01
0.248540D+01

0.221946D+01
0.200649D+01
0.183191D+01
0.168604D+01
0.156223D+01

0.136312D+01
0.120973D+01
0.10877$D+01
0.988292D+00
0.905594D+00

0.835699D+00
0.775818D+00
0.723924D+00
0.678505D+00
0.638412D+00

0.602753D+00
0.570828D+00
0.542074D+00
0.516040D+00
0.492356D+00

0.339676D+01
0.3463766D+01
0.352477D+01
0.358032D+01
0.363086D+01

0.382187D+01
0.393647D+01
0.3999711D+01
0.402773D+01
0.403120D+01

0.399133D+01
0.391576D+01
0.382270D+01
0.372195D+01
0.361892D+01

0.351666D+01
0.341686D+01
0.332044D+01
0.322787D+01
0.313931D+01

0.305479D+01
0.2974211D+01
0.289744D+01
0.282430D+01
0.275460D+01

0.268816D+01
0.262478D+01
0.256428D+01
0.250649D+01
0.245125D+01

0.220816D+01
0.200950D+01
0.184418D+01
0.170445D+01
0.158475D+01

0.139020D+01
0.123868D+01
0.111719D+01
0.101751D+01
0.934205D+00

0.863499D+00
0.8027111D+00
0.749875D+00
0.703514D+00
0.662499D+00

0.625950D+00
0.5931711D+00
0.563604D+00
0.536798D+00
0.512382D+00

0.240499D+01
0.247978D+01
0.254971D+01
0.261507D+01
0.267617D+01

0.292665D+01
0.310461D+01
0.322986D+01
0.331631D+01
0.337384D+01

0.342877D+01
0.343198D+01
0.340442D+01
0.335844D+01
0.330154D+01

0.323842D+01
0.317209D+01
0.310448D+01
0.303685D+01
0.297004D+01

0.290456D+01
0.284075D+01
0.277880D+01
0.271882D+01
0.266086D+01

0.260491D+01
0.255095D+01
0.249893D+01
0.244880D+01
0.240048D+01

0.218367D+01
0.200190D+01
0.184784D+01
0.171578D+01
0.160139D+01

0.141316D+01
0.126467D+01
0.114448D+01
0.104515D+01
0.961646D+00

0.890438D+00
0.828978D+00
0.775379D+00
0.728214D+00
0.686386D+00

0.649031D+00
0.615466D+00
0.585140D+00
0.557605D+00
0.532490D+00

0.160613D+01
0.167784D+01
0.174627D+01
0.181152D+01
0.187372D+01

0.214289D+01
0.235284D+01
0.251601D+01
0.264234D+01
0.273959D+01

0.286945D+01
0.293927D+01
0.296975D+01
0.297401D+01
0.296059D+01

0.293520D+01
0.290172D+01
0.286285D+01
0.282046D+01
0.277590D+01

0.273013D+01
0.268383D+01
0.263752D+01
0.259154D+01
0.254614D+01

0.250152D+01
0.245779D+01
0.241504D+01
0.237332D+01
0.233267D+01

0.214538D+01
0.198306D+01
0.184226D+01
0.171946D+01
0.161165D+01

0.143158D+01
0.128738D+01
0.116936D+01
0.107100D+01
0.987760D+00

0.916393D+00
0.854519D+00
0.800357D+00
0.752545D+00
0.710024D+00

0.671960D+00
0.637686D+00
0.6066611D+00
0.578444D+00
0.552669D+00
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0.00210
0.00220
0.00230
0.00240
0.00250

0.00300
0.00350
0.00400
0.00450
0.00500

0.00600
0.00700
0.00800
0.00900
0. 0 1000

0.01100
0.01200
0. 01300
0.01400
0.01500

0.01600
0.01700
0.01800
0.01900
0.02000

0.02100
0.02200
0.02300
0.02400
0.02500

0.03000
0.03500
0.04000
0.04500
0.05000

0.06000
0.07000
0.08000
0.09000
0.10000

0.11000
0.12000
0.13000
0.14000
0.15000

0.16000
0.17000
0.18000
0.19000
0.20000
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Table 2. Inverse Laplace transform g(t) of k(s)=e~-soConfinued

13
t 0.25 0.26 0.27 0.28 0.29

0.451498D+00
0.432322D+00
0.414684D+00
0.398403D+00
0.383330D+00

0.322103D+00
0.277427D+00
0.243395D+00
0.216613D+00
0.194994D+00

0.177181D+00
0.162254D+00
0.149568D+00
0.138657D+00
0.129174D+00

0.120859D+00
0.113510D+00
0.106968D+00
0.1011101D+00
0.958339D-01

0.867153D-01
0.791153D-01
0.726869D-01
0.671813D-01
0.624152D-01

0.582505D-01
0.545814D-01
0.513255D-01
0.484176D-01
0.458055D-01

0.434467D-01
0.413066D-01
0.393567D-01
0.375729D-01
0.359352D-01

0.344267D-01
0.330329D-01
0.317409D-01
0.305414D-01
0.294237D-01

0.274043D-01
0.256298D-01
0.240589D-01
0.226589D-01
0.214039D-01

0.202728D-01
0.192485D-01
0.183167D-01
0.174657D-01
0.166856D-01

0.470716D+00
0.450866D+00
0.432591D+00
0.415711lD+00
0.400072D+00

0.336439D+00
0.289905D+00
0.254402D+00
0.226431D+00
0.203832D+00

0.185199D+00
0.169579D+00
0.156298D+00
0.144872D+00
0.134940D+00

0.126229D+00
0.118529D+00
0.111675D+00
0.105537D+00
0.100008D+00

0.904539D-01
0.824909D-01
0.757563D-01
0.699893D-01
0.649976D-01

0.606366D-01
0.567953D-01
0.533874D-01
0.503443D-01
0.476113D-01

0.451439D-01
0.429058D-01
0.408669D-01
0.390022D-0l
0.372906D-01

0.357144D-01
0.342582D-01
0.329092D-01
0.316562D-01
0.304893D-01

0.283816D-01
0.265302D-01
0.248919D-01
0.234324D-01
0.221246D-01

0.209463D-01
0.198796D-01
0.189096D-01
0.180240D-01
0.172124D-01

0.490048D+00
0.469541D+00
0.450645D+00
0.433176D+00
0.416980D+00

0.350960D+00
0.302564D+00
0.265577D+00
0.236401D+00
0.212807D+00

0.193341D+00
0.177013D+00
0.163126D+00
0.151174D+00
0.140783D+00

0.131668D+00
0.123610D+00
0.116437D+00
0.110012D+00
0.104226D+00

0.942257D-01
0.858919D-01
0.788447D-01
0.728108D-01
0.675892D-01

0.630282D-01
0.590116D-01
0.554483D-01
0.522683D-01
0.494124D-01

0.468347D-01
0.444971D-01
0.423681D-01
0.404214D-01
0.386350D-01

0.369902D-01
0.354710D-01
0.340640D-01
0.327573D-01
0.315408D-01

0.293441D-01
0.274154D-01
0.257093D-01
0.241901D-01
0.228292D-01

0.216036D-01
0.204945D-01
0.194863D-01
0.185661D-01
0.177231D-01

0.509490D+00
0.488347D+00
0.468847D+00
0.450803D+00
0.434059D+00

0.365674D+00
0.315413D+00
0.276930D+00
0.246533D+00
0.221929D+00

0.201614D+00
0.184565D+00
0.170058D+00
0.157569D+00
0.146708D+00

0.137180D+00
0.128756D+00
0.121256D+00
0.114538D+00
0.108488D+00

0.980323D-01
0.893196D-01
0.819528D-01
0.756465D-01
0.701902D-01

0.654252D-01
0.612299D-01
0.575096D-01
0.541892D-01
0.512084D-01

0.485187D-01
0.460801D-01
0.438597D-01
0.418299D-01
0.399677D-01

0.382535D-01
0.366707D-01
0.352050D-01
0.338442D-01
0.325775D-01

0.302911D-01
0.282845D-01
0.265103D-01
0.249311D-01
0.235171D-01

0.222442D-01
0.210927D-01
0.200463D-01
0.190916D-01
0.182174D-01

0.529034D+00
0.507281D+00
0.487195D+00
0.468592D+00
0.451313D+00

0.380590D+00
0.328462D+00
0.28847 1D+00
0.256837D+00
0.231205D+00

0.210025D+00
0.192240D+00
0.177100D+00
0.164062D+00
0.152721D+00

0.142769D+00
0.133970D+00
0.126136D+00
0.119118D+00
0.112798D+00

0.101875D+00
0.927749D-01
0.850815D-01
0.784968D-01
0.728008D-01

0.678277D-01
0.634503D-01
0.595694D-01
0.561066D-01
0.529989D-01

0.501953D-01
0.476542D-01
0.453410D-01
0.432270D-01
0.412880D-01

0.395036D-01
0.378563D-01
0.363314D-01
0.349159D-01
0.335988D-01

0.312219D-01
0.291370D-01
0.272943D-01
0.256550D-01
0.241877D-01

0.228674D-01
0.216735D-01
0.205890D-01
0.196000D-01
0.186946D-01

438

0.21000
0.22000
0.23000
0.24000
0.25000

0. 30000
0. 35000
0.40000
0.45000
0.50000

0.55000
0.60000
0.65000
0.70000
0. 75000

0.80000
0.85000
0.90000
0.95000
1.00000

1.10000
1.20000
1.30000
1.40000
1.50000

1.60000
1. 70000
1.80000
1.90000
2.00000

2.10000
2.20000
2.30000
2.40000
2.50000

2.60000
2. 70000
2.80000
2.90000
3.00000

3.20000
3.40000
3.60000
3.80000
4.00000

4.20000
4.40000
4.60000
4.80000
5.00000
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Table 2. Inverse Laplace transform g(t) of g(s)=e-' 3 -Continued

13
t 0.30 0.32 0.34 0.36 0.38

0.577115D-05
0.646619D-03
0.513202D-02
0.173393D-01
0.392873D-01

0.121648D-08
0.239900D-05
0.651487D-04
0.450932D-03
0.165274D-02

0.107344D-06
0.224946D-05
0.171861D-04 0.212894D-07

0.711617D-01
0.112072D+00
0.160657D+00
0.215447D+00
0.275045D+00

0.338203D+00
0.403853D+00
0.471095D+00
0.539192D+00
0.607539D+00

0.675651D+00
0.743142D+00
0.809706D+00
0.875106D+00
0.939159D+00

0.100173D+01
0.106272D+01
0.112206D+01
0.117970D+01
0.123562D+01

0.148946D+01
0.170271D+01
0.188023D+01
0.202727D+01
0.214868D+01

0.233062D+01
0.245192D+01
0.253036D+01
0.257814D+01
0.260376D+01

0.2613211D+01
0.261078D+01
0.259958D+01
0.258189D+01
0.255944D+01

0.253349D+01
0.250502D+01
0.247477D+01
0.244331D+01
0.241107D+01

0.424768D-02
0.875023D-02
0.155375D-01
0.248343D-01
0.367290D-01

0.512025D-01
0.681562D-01
0.874382D-01
0.108863D+00
0.132228D+00

0.157324D+00
0.183942D+00
0.211881D+00
0.240950D+00
0.270970D+00

0.301776D+00
0.333216D+00
0.365153D+00
0.397460D+00
0.430026D+00

0.593555D+00
0.752371lD+00
0.901685D+00
0.103934D+01
0.116469D+01

0.137960D+01
0.155178D+01
0.168824D+01
0.179553D+01
0.187922D+01

0.194384D+01
0.199304D+01
0.202974D+01
0.205627D+01
0.207450D+01

0.208594D+01
0.209182D+01
0.209311lD+01
0.209064D+01
0.208507D+01

0.750118D-04
0.231320D-03
0.565412D-03
0.117278D-02
0.215567D-02

0.361447D-02
0.564119D-02
0.831519D-02
0. 117010D-01
0.158477D-01

0.207892D-01
0.265457D-01
0.331246D-01
0.405229D-01
0.487283D-01

0.577210D-01
0.674750D-01
0.779600D-01
0.891418D-01
0.100984D+00

0.168732D+00
0.247165D+00
0.331963D+00
0.419697D+00
0.507819D+00

0.678587D+00
0.835891lD+00
0.976603D+00
0.110029D+01
0.120782D+01

0.130058D+01
0.138014D+01
0.144806D+01
0.150576D+01
0.155455D+01

0.159556D+01
0.162981D+01
0.165817D+01
0.168140D+01
0.170017D+01

0.210542D-06
0.120478D-05
0.478961D-05
0.147371D-04
0.375741D-04

0.830781D-04
0.164407D-03
0.297882D-03
0.502496D-03
0.799254D-03

0. 121045D-02
0.175892D-02
0.246740D-02
0.335793D-02
0.445136D-02

0.576702D-02
0.732241D-02
0.913304D-02
0.112123D-01
0.135716D-01

0.298190D-01
0.536557D-01
0.846472D-01
0.121852D+00
0.164122D+00

0.259259D+00
0.361944D+00
0.466212D+00
0.568107D+00
0.665204D+00

0.756146D+00
0.840293D+00
0.917463D+00
0.987763D+00
0.105147D+01

0.110897D+01
0.116067D+01
0.120701D+01
0.124843D+01
0.128534D+01

0.438912D-08
0.248393D-07
0.104716D-06

0.353443D-06
0.100396D-05
0.2487181-05
0.551702D-05
0.111767D-04

0.209968D-04
0.370175D-04
0.618297D-04
0.985926D-04
0.151029D-03

0.223396D-03
0.320443D-03
0.447353D-03
0.609668D-03
0.813220D-03

0.266390D-02
0.645439D-02
0.128304D-01
0.222298D-01
0.348631D-01

0.697247D-01
0.115960D+00
0.171035D+00
0.232237D+00
0.297120D+00

0.363668D+00
0.430308D+00
0.495866D+00
0.559498D+00
0.620622D+00

0.6788611D+00
0.733992D+00
0.785906D+00
0.834581D+00
0.880053D+00

439

0.0001
0.0002
0.0003
0.0004
0.0005

0.0006
0.0007
0.0008
0.0009
0.0010

0.0011
0.0012
0.0013
0.0014
0.0015

0.0016
0.0017
0.0018
0.0019
0.0020

0.0021
0.0022
0.0023
0.0024
0.0025

0.0030
0.0035
0.0040
0.0045
0.0050

0.0060
0.0070
0.0080
0.0090
0.0100

0.0110
0.0120
0.0130
0.0140
0.0150

0.0160
0.0170
0.0180
0.0190
0.0200
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Table 2. Inverse Laplace transform g(t) of g(s)=e-a-Continued

13
t 0.30 0.32 0.34 0.36 0.38

0.237838D+01
0.234552D+01
0.231268D+01
0.228001D+01
0.224765D+01

0.221567D+01
0.218416D+01
0.215315D+01
0.212269D+01
0.209281D+01

0.206352D+01
0.203482D+01
0.200674D+01
0.197927D+01
0.195239D+01

0.192612D+01
0.190044D+01
0.187534D+01
0.185081D+01
0.182684D+01

0.180341D+01
0.178052D+01
0.175815D+01
0.173628D+01
0.171491D+01

0.169402D+01
0.167359D+01
0.165362D+01
0.163410D+01
0.161500D+01

0.144504D+01
0.130645D+01
0.119155D+01
0.109484D+01
0.101237D+01

0.941223D+00
0.879225D+00
0.824722D+00
0.776435D+00
0.733358D+00

0.694693D+00
0.659795D+00
0.628140D+00
0.599296D+00
0.572906D+00

0.548670D+00
0.526336D+00
0.505687D+00
0.486542D+00
0.468742D+00

0.207695D+01
0.206673D+01
0.205478D+01
0.204143D+01
0.202693D+01

0.201150D+01
0.199533D+01
0.197858D+01
0.196137D+01
0.194381D+01

0.192601D+01
0.190803D+01
0.188995D+01
0.187183D+01
0.185370D+01

0.183561D+01
0.181760D+01
0.179970D+01
0.178192D+01
0.176430D+01

0.174684D+01
0.172956D+01
0.171247D+01
0.169558D+01
0.167890D+01

0.166243D+01
0.164618D+01
0.163015D+01
0.161435D+01
0.159877D+01

0.145517D+01
0.133216D+01
0.122661D+01
0.113550D+01
0.105627D+01

0.986854D+00
0.925600D+00
0.871187D+00
0.822554D+00
0.778843D+00

0.739355D+00
0.703513D+00
0.670841D+00
0.640941D+00
0.613478D+00

0.588169D+00
0.564774D+00
0.543084D+00
0.522922D+00
0.504133D+00

0.171503D+01
0.172649D+01
0.173499D+01
0.174088D+01
0.174450D+01

0.174613D+01
0.174602D+01
0.174439D+01
0.174142D+01
0.173728D+01

0.173212D+01
0.172607D+01
0.171924D+01
0.171172D+01
0.170362D+01

0.169501D+01
0.168595D+01
0.167651D+01
0.166675D+01
0.165670D+01

0.164643D+01
0.163595D+01
0.162532D+01
0.161455D+01
0.160368D+01

0.159273D+01
0.158172D+01
0.157067D+01
0.155960D+01
0.154852D+01

0.143969D+01
0.133847D+01
0.124690D+01
0.116485D+01
0.109149D+01

0.102582D+01
0.966874D+00
0.913776D+00
0.865765D+00
0.822190D+00

0.782493D+00
0.746203D+00
0.712914D+00
0.682282D+00
0.654009D+00

0.627842D+00
0.603558D+00
0.580968D+00
0.559902D+00
0.540216D+00

0.131813D+01
0.134716D+01
0.137279D+01
0.139531D+01
0.141501D+01

0.143214D+01
0.144695D+01
0.145965D+01
0.147043D+01
0.147947D+01

0.148692D+01
0.149294D+01
0.149765D+01
0.150117D+01
0.150361D+01

0.150508D+01
0.150565D+01
0.150541D+01
0.150444D+01
0.150279D+01

0.150054D+01
0.149774D+01
0.149444D+01
0.149068D+01
0.148651D+01

0.148197D+01
0.147710D+01
0.147191D+01
0.146646D+01
0.146075D+01

0.139471D+01
0.132177D+01
0.124924D+01
0.118018D+01
0.111576D+01

0.105624D+01
0.100149D+01
0.951209D+00
0.905016D+00
0.862536D+00

0.823407D+00
0.787296D+00
0.753901D+00
0.722953D+00
0.694212D+00

0.667464D+00
0.642522D+00
0.619217D+00
0.597401D+00
0.576943D+00

0.922401D+00
0.961733D+00
0.998177D+00
0.103187D+01
0.106296D+01

0.109158D+01
0.111789D+01
0.114203D+01
0.116412D+01
0.118430D+01

0.120269D+01
0.121942D+01
0.123458D+01
0.124830D+01
0.126065D+01

0.127175D+01
0.128166D+01
0.129048D+01
0.129828D+01
0.130512D+01

0.131108D+01
0.131621D+01
0.132058D+01
0.132422D+01
0.132720D+01

0.132956D+01
0.133134D+01
0.133258D+01
0.133332D+01
0.133359D+01

0.131684D+01
0.127837D+01
0.123015D+01
0.117840D+01
0.112640D+01

0.107582D+01
0.102752D+01
0.981859D+00
0.938950D+00
0.898755D+00

0.861163D+00
0.826024D+00
0.793174D+00
0.762444D+00
0.733674D+00

0.706710D+00
0.681408D+00
0.657637D+00
0.635274D+00
0.614211D+00

440

0.0210
0.0220
0.0230
0.0240
0.0250

0.0260
0.0270
0.0280
0.0290
0.0300

0.0310
0.0320
0.0330
0.0340
0.0350

0.0360
0.0370
0.0380
0.0390
0.0400

0.0410
0.0420
0.0430
0.0440
0.0450

0.0460
0.0470
0.0480
0.0490
0.0500

0.0600
0.0700
0.0800
0.0900
0. 1000

0. 1100
0.1200
0.1300
0.1400
0.1500

0. 1600
0. 1700
0.1800
0. 1900
0.2000

0.2100
0.2200
0.2300
0.2400
0.2500
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Table 2. Inverse Laplace transform g(t) of k(s)=e e8-Continued

13
t 0.30 0.32 0.34 0.36 0.38

0.395716D+00
0.341722D+00
0.300210D+00
0.267323D+00
0.240646D+00

0.218584D+00
0.200046D+00
0.184259D+00
0.170658D+00
0.158825D+00

0.148440D+00
0.139256D+00
0.131079D+00
0.123754D+00
0.117157D+00

0.105757D+00
0.962591D-01
0.882314D-01
0.813620D-01
0.754212D-01

0.702356D-01
0.656724D-01
0.616280D-01
0.580202D-01
0.547832D-01

0.518640D-01
0.492187D-01
0.468114D-01
0.446119D-01
0.425952D-01

0.407397D-01
0.390273D-01
0.374425D-01
0.359719D-01
0.346037D-01

0.333279D-01
0.321358D-01
0.310194D-01
0.299720D-01
0.289875D-01

0.280606D-01
0.271865D-01
0.263609D-01
0.255800D-01
0.248403D-01

0.234726D-01
0.222363D-01
0.211139D-01
0.200907D-01
0.191544D-01

0.426630D+00
0.368917D+00
0.324328D+00
0.288884D+00
0.260059D+00

0.236178D+00
0.216084D+00
0.198954D+00
0.184187D+00
0.171331D+00

0.160045D+00
0.150062D+00
0.141172D+00
0.133208D+00
0.126035D+00

0.113641D+00
0.103319D+00
0.945984D-01
0.871394D-01
0.806920D-01

0.750676D-01
0.701212D-01
0.657397D-01
0.618337D-01
0.583314D-01

0.551748D-01
0.523163D-01
0.497165D-01
0.473426D-01
0.451673D-01

0.431671D-01
0.413222D-01
0.396158D-01
0.380332D-01
0.365617D-01

0.351904D-01
0.339096D-01
0.327109D-01
0.315869D-01
0.305309D-01

0.295372D-01
0.286006D-01
0.277164D-01
0.268804D-01
0.260890D-01

0.246266D-01
0.233060D-01
0.221080D-01
0.210169D-01
0.200192D-01

0.458474D+00
0.397083D+00
0.349379D+00
0.311305D+00
0.280252D+00

0.2544711D+00
0.232746D+00
0.214204D+00
0.198206D+00
0.184272D+00

0.172034D+00
0.161206D+00
0.151563D+00
0.142923D+00
0.135143D+00

0.121701D+00
0.110511D+00
0.101060D+00
0.9298211D-01
0.860039D-01

0.799205D-01
0.745741D-01
0.698416D-01
0.656257D-01
0.618482D-01

0.584460D-01
0.553672D-01
0.525690D-01
0.500157D-01
0.476776D-01

0.455291D-01
0.435489D-01
0.417184D-01
0.400218D-01
0.384453D-01

0.369770D-01
0.356065D-01
0.343246D-01
0.331232D-01
0.319952D-01

0.309344D-01
0.299350D-01
0.289921D-01
0.281011D-01
0.272580D-01

0.257013D-01
0.242970D-01
0.230243D-01
0.218662D-01
0.208083D-01

0.491299D+00
0.426309D+00
0.375462D+00
0.334687D+00
0.301319D+00

0.273549D+00
0.250107D+00
0.230075D+00
0.212776D+00
0.197699D+00

0.184451D+00
0.172727D+00
0.162285D+00
0.152929D+00
0.144504D+00

0.129953D+00
0.117844D+00
0.107624D+00
0.988936D-01
0.913578D-01

0.847932D-01
0.790284D-01
0.739298D-01
0.693913D-01
0.653281D-01

0.616714D-01
0.583650D-01
0.553622D-01
0.526245D-01
0.501192D-01

0.478190D-01
0.457003D-01
0.437433D-01
0.419307D-01
0.402476D-01

0.386811D-01
0.372199D-01
0.358540D-01
0.345748D-01
0.333745D-01

0.322463D-01
0.311841D-01
0.301825D-01
0.292366D-01
0.283421D-01

0.266919D-01
0.252048D-01
0.238585D-01
0.226346D-01
0.215177D-01

0.525137D+00
0.456686D+00
0.402687D+00
0.359140D+00
0.323364D+00

0.293507D+00
0.268253D+00
0.246642D+00
0.227960D+00
0.211668D+00

0.197345D+00
0.184667D+00
0.173373D+00
0.163256D+00
0.154145D+00

0.138414D+00
0.125330D+00
0.114296D+00
0.104877D+00
0.967540D-01

0.896840D-01
0.834810D-01
0.779998D-01
0.731251D-01
0.687650D-01

0.648445D-01
0.613027D-01
0.580890D-01
0.551615D-01
0.524848D-01

0.5002911D-01
0.477692D-01
0.456833D-01
0.437529D-01
0.419617D-01

0.402959D-01
0.387431D-01
0.372927D-01
0.359353D-01
0.346625D-01

0.334670D-01
0.323421D-01
0.312821D-01
0.302817D-01
0.293363D-01

0.275936D-01
0.260250D-01
0.246066D-01
0.233185D-01
0.221443D-01

441

0.3000
0.3500
0.4000
0.4500
0.5000

0.5500
0.6000
0.6500
0.7000
0.7500

0.8000
0.8500
0.9000
0.9500
1.0000

1. 1000
1.2000
1.3000
1.4000
1.5000

1.6000
1.7000
1.8000
1.9000
2.0000

2.1000
2.2000
2.3000
2.4000
2.5000

2.6000
2.7000
2.8000
2.9000
3.0000

3.1000
3.2000
3.3000
3.4000
3.5000

3.6000
3.7000
3.8000
3.9000
4.0000

4.2000
4.4000
4.6000
4.8000
5.0000
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Table 2. Inverse Laplace transform g(t) of g(s)=e- 1 3 -Continued

13
t 0.40 0.42 0.44 0.46 0.48

0.116562D-05
0.875664D-04
0.917142D-03
0.406492D-02

0.642966D-06
0.216038D-04
0.197437D-03

0.949439D-07
0.259248D-05 0.458884D-08

0.114034D-01
0.243242D-01
0.434357D-01
0.686419D-01
0.993632D-01

0.134755D+00
0.173873D+00
0.215782D+00
0.259618D+00
0.304618D+00

0.350132D+00
0.395618D+00
0.440637D+00
0.484838D+00
0.527948D+00

0.569763D+00
0.610129D+00
0.648942D+00
0.686132D+00
0.721660D+00

0.755512D+00
0.787691D+00
0.818217D+00
0.847120D+00
0.874438D+00

0.900219D+00
0.924511D+00
0.947368D+00
0.968846D+00
0.989000D+00

0.100789D+01
0.102556D+01
0.104208D+01
0.105750D+01
0.107186D+01

0.108523D+01
0.109765D+01
0.110916D+01
0.111982D+01
0.112967D+01

0.908478D-03
0.277903D-02
0.653168D-02
0.128176D-01
0.221063D-01

0.34647 lD-Ol
0.504823D-01
0.694867D-01
0.914136D-01
0.115939D+00

0.142698D+00
0.171312D+00
0.201408D+00
0.232634D+00
0.264664D+00

0.297204D+00
0.329992D+00
0.362802D+00
0.395437D+00
0.427728D+00

0.459537D+00
0.490746D+00
0.521260D+00
0.551004D+00
0.579917D+00

0.607954D+00
0.635082D+00
0.661279D+00
0.686532D+00
0.710833D+00

0.734185D+00
0.756592D+00
0.778065D+00
0.798618D+00
0.818267D+00

0.837032D+00
0.854934D+00
0.871994D+00
0.888237D+00
0.903687D+00

0.249859D-04
0.130277D-03
0.458125D-03
0.123210D-02
0.273747D-02

0.528212D-02
0.915677D-02
0.146046D-01
0.218037D-01
0.308610D-01

0.418152D-01
0.546444D-01
0.692772D-01
0.856035D-01
0.103486D+00

0.122768D+00
0.143285D+00
0.164867D+00
0.187346D+00
0.210559D+00

0.234352D+00
0.258579D+00
0.283106D+00
0.307810D+00
0.332580D+00

0.357315D+00
0.381927D+00
0.406335D+00
0.430472D+00
0.454277D+00

0.477698D+00
0.500691D+00
0.523220D+00
0.545253D+00
0.566765D+00

0.587736D+00
0.608151lD+00
0.627997D+00
0.647268D+00
0.665957D+00

0.137126D-06
0.160298D-05
0.103165D-04
0.443480D-04
0.143247D-03

0.375074D-03
0.837893D-03
0.165512D-02
0.296638D-02
0.491645D-02

0.764441D-02
0.112748D-01
0.159112D-01
0.216325D-01
0.284915D-01

0.365153D-01
0.457071D-01
0.5604911D-01
0.675050D-01
0.800237D-01

0.935423D-01
0.107989D+00
0.123286D+00
0.139352D+00
0.156103D+00

0.173454D+00
0.191325D+00
0.209633D+00
0.228302D+00
0.247258D+00

0.266430D+00
0.285755D+00
0.305170D+00
0.324619D+00
0.344050D+00

0.363416D+00
0.382673D+00
0.401783D+00
0.420710D+00
0.439423D+00

0.250858D-08
0.409163D-07
0.359676D-06
0.204689D-05

0.848024D-05
0.276694D-04
0. 750945D-04
0.176300D-03
0.368510D-03

0.700833D-03
0.123301D-02
0.203294D-02
0.317351D-02
0.472905D-02

0.677197D-02
0.936977D-02
0.125826D-01
0.164616D-01
0.210476D-01

0.263709D-01
0.324507D-01
0.392962D-01
0.469066D-01
0.552723D-01

0.643757D-01
0.741927D-01
0.846930D-01
0.958419D-01
0.107601D+00

0.119928D+00
0.132781D+00
0.146115D+00
0.159883D+00
0.174042D+00

0.188546D+00
0.203351D+00
0.218414D+00
0.233694D+00
0.249150D+00

442

0.002
0.003
0.004
0.005

0.006
0.007
0.008
0.009
0.010

0.011
0.012
0.013
0.014
0.015

0.016
0.017
0.018
0.019
0.020

0.021
0.022
0.023
0.024
0.025

0.026
0.027
0.028
0.029
0.030

0.031
0.032
0.033
0.034
0.035

0.036
0.037
0.038
0.039
0.040

0.041
0.042
0.043
0.044
0.045
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Table 2. Inverse Laplace transform g(t) of k(s)=e- 1 3 -Continued

10
t 0.40 0.42 0.44 0.46 0.48

0.113875D+01
0.114709D+01
0.115474D+01
0.116173D+01
0.116810D+01

0.120401D+01
0.1205001D01
0.118608D+01
ot1561011D+01
0.112030D+01

0.108183D+01
0.104258D+01
0.100370D+01
0. 965844D+00
0. 929393D+00

0.894540D+00
0.861368D+00
0. 829885D+00
0.800057D+00
0.771825D+00

0.745114D+00
0.719845D+00
0.695932D+00
0.673294D+00
0.651849D+00

0.631522D+00
0.612240D+00
0.593933D+00
0.576540D+00
0.55999900D+

0. 544257D+00
0.529261D+00
0.514965D+00
0.501325D+00
0.488299D+00

0.475851D+00
0.463945D+00
0.452549D+00
0.441633D+00
0.431169D+00

0.421131D+00
0.411496D+00
0.402240D+00
0.393343D+00
0.384786D+00

0.376551D+00
0.368621D+00
0.360979D+00
0.353612D+00
0.346505D+00

0. 918367D+00
0.932303D+00
0. 945520D+00
0.958043D+00
0. 969895D00

0. 105666D+01
0. 109958D+01
0.1113881D+01
0.110979D+01
0. 109406D+01

0.107110D+01
0. 104386D+01
0.101424D+01
0.983542D+00
0. 952596D+00

0.9219581D00
0.89198710D+
0.862904D+00
0.834843D+00
0.807874D+00

0.782026D+00
0.757298D+00
0.733672D+00
0.711115D+00
0.689590D+00

0.669052D+00
0.649456D+00
0.630755D+00
0.612903D+00
0. 595856D+00

0.579569D+00
0.564002D+00
0. 549114D+00
0. 534868D+00
0.521229D+00

0. 508163D+00
0.495639D+00
0.483627D+00
0.472100D+00
0.461031D+00

0.450396D+00
0.440173D+00
0.430339D+00
0.420875D+00
0.411762D+00

0.402982D+00
0.394518D+00
0.386355D+00
0.378479D+00
0.370874D+00

0.684064D+00
0.701587D+00
0.718531D+00
0.734898D+00
0 .750694D+00

0.879260D+00
0.962365D+00
0.101155111D+
0.103644D+01
0. 104425D+01

0.104023D+01
0. 102810D+01
0. 101054D+01
0.989407D+00
0 .966045D+00

0.941400D+00
0.916142D+00
0 .890744D+00
0.865538D+00
0.840754D+00

0.816548D+00
0 .793022D+00
0.770239D+00
0.748236D+00
0.727027D+00

0.706614D+00
0.686986D+00
0.668127D+00
0.650014D+00
0.632624D+00

0.6 15929D+00
0.599901D+00
0.584513D+00
0.5697351D100
0.555540D+00

0.5419021+00
0.528793D+00
0.516190D+00
0.504067D+00
0.492402D+00

0.481173D+00
0.470359D+00
0.459941D+00
0.449899D+00
0.440216D+00

0.430874D+00
0.421859D+00
0.413154D+00
0.404747D+00
0.396622D+00

0.457894D+00
0.476097D+00
0.494012D+00
0.511619D+00
0.528903D+00

0.681859D+00
0.797412D+00
0.879415D+00
0.934203D+00
0.967935D+00

0.985781D+00
0.991828D+00
0.989212D+00
0.9803111D+00
0.966908D+00

0.950341D+00
0.931613D+00
0.911470D+00
0.8904711D+00
0.869031D+00

0.847460D+00
0.825984D+00
0.804769D+00
0.783936D+00
0.763569D+00

0.743726D+00
0.724445D+00
0 .705748D+00
0.687645D+00
0.670140D+00

0.653227D+00
0.636897D+00
0.621139D+00
0.605937D+00
0.591274D+00

0.577132D+00
0.563494D+00
0.550341D+00
0.537653D+00
0.525413D+00

0.513603D+00
0.502205D+00
0.4912011D+00
0.480575D+00
0.470312D+00

0.460396D+00
0.450812D+00
0.441546D+00
0.432585D+00
0.423916D+00

0.264745D+00
0.280442D+00
0.296207D+00
0.312007D+00
0.327812D+00

0.480848D+00
0.614166D+00
0.721629D+00
0.803710D+00
0.863552D+00

0.904981D+00
0.931641D+00
0.946687D+00
0.952723D+00
0.951843D+00

0.945708D+00
0.935623D+00
0.922610D+00
0.907465D+00
0.890808D+00

0.873120D+00
0.854775D+00
0.836061D+00
0.817201D+00
0.798366D+00

0.779685D+00
0.761256D+00
0.743153D+00
0.725428D+00
0.708119D+00

0.691253D+00
0.674844D+00
0.658903D+00
0.643431D+00
0.628428D+00

0.613889D+00
0.599805D+00
0.586169D+00
0.572969D+00
0.560193D+00

0.547829D+00
0.535864D+00
0.524285D+00
0.513078D+00
0.502232D+00

0.491732D+00
0.481566D+00
0.4717211D+00
0.462187D+00
0.452950D+00

443

0.046
0.047
0.048
0.049
0.050

0.060
0.070
0.080
0.090
0.100

0.110
0.120
0.130
0.140
0.150

0.160
0.170
0.180
0.190
0.200

0.210
0.220
0.230
0.240
0.250

0.260
0.270
0.280
0.290
0.300

0.310
0.320
0.330
0.340
0.350

0.360
0.370
0.380
0.390
0.400

0.410
0.420
0.430
0.440
0.450

0.460
0.470
0.480
0.490
0.500
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Table 2. Inverse Laplace transform g(t) of k(s)=e-'O-Continued

1.
t 0.40 0.42 0.44 0.46 0.48

0.314454D+00
0.287281D+00
0.263990D+00
0.243835D+00
0.226243D+00

0.210772D+00
0.197073D+00
0.184869D+00
0.173937D+00
0.164093D+00

0.147104D+00
0.132983D+00
0.121084D+00
0.110936D+00
0.102193D+00

0.945906D-01
0.879277D-01
0.820461D-01
0.768208D-01
0.721517D-01

0.679577D-01
0.641725D-01
0.607413D-01
0.576186D-01
0.547661D-01

0.521515D-01
0.497475D-01
0.475306D-01
0.454806D-01
0.435802D-01

0.418141D-01
0.401692D-01
0.386340D-01
0.371982D-01
0.358530D-01

0.345904D-01
0.334032D-01
0.322853D-01
0.312310D-01
0.302352D-01

0.292935D-01
0.284016D-01
0.275560D-01
0.267533D-01
0.259904D-01

0.252646D-01
0.245733D-01
0.239143D-01
0.232854D-01
0.226847D-01

0.3365111D+00
0.307300D+00
0.282217D+00
0.260483D+00
0.241498D+00

0.224794D+00
0.209999D+00
0.196817D+00
0.185010D+00
0.174381D+00

0.156044D+00
0.140815D+00
0.127994D+00
0.117073D+00
0.107673D+00

0.995101D-01
0.923638D-01
0.860627D-01
0.804712D-01
0.754805D-01

0.710027D-01
0.669658D-01
0.633104D-01
0.599870D-01
0.569544D-01

0.541776D-01
0.516269D-01
0.492769D-01
0.471059D-01
0.450951D-01

0.432281D-01
0.414908D-01
0.398707D-01
0.383568D-01
0.369395D-01

0.356103D-01
0.343615D-01
0.331864D-01
0.320790D-01
0.310339D-01

0.3004611D-01
0.291114D-01
0.282257D-01
0.273855D-01
0.265875D-01

0.258288D-01
0.251066D-01
0.244186D-01
0.237624D-01
0.231360D-01

0.359819D+00
0.328438D+00
0.301435D+00
0.278004D+00
0.257517D+00

0.239482D+00
0.223504D+00
0.209268D+00
0.196517D+00
0.185042D+00

0.165256D+00
0.148840D+00
0.135036D+00
0.123290D+00
0.113195D+00

0.104439D+00
0.967832D-01
0.900420D-01
0.840678D-01
0.787423D-01

0.739700D-01
0.696728D-01
0.657863D-01
0.622571lD-01
0.590402D-0 1

0.560979D-01
0.533980D-01
0.509133D-01
0.486201D-01
0.464983D-01

0.445301D-01
0.427004D-01
0.409956D-01
0.394041D-01
0.379154D-01

0.365204D-01
0.352110D-01
0.339798D-01
0.328205D-01
0.317272D-01

0.306947D-01
0.297184D-01
0.287939D-01
0.279176D-01
0.270859D-01

0.262956D-01
0.255440D-01
0.248283D-01
0.241462D-01
0.234955D-01

0.384538D+00
0.350840D+00
0.321772D+00
0.296508D+00
0.274396D+00

0.254918D+00
0.237658D+00
0.222279D+00
0.208508D+00
0.196118D+00

0.174768D+00
0.157075D+00
0.142215D+00
0.129591D+00
0.118755D+00

0.109371D+00
0.101179D+00
0.939757D-01
0.876011lD-01
0.819268D-01

0.768490D-01
0.722829D-01
0.681586D-01
0.644182D-01
0.610130D-01

0.579023D-01
0.550513D-01
0.524304D-01
0.500143D-01
0.477811lD-01

0.457118D-01
0.437900D-01
0.420013D-01
0.403330D-01
0.387740D-01

0.373145D-01
0.359457D-01
0.346598D-01
0.334500D-01
0.323101D-01

0.312345D-01
0.302182D-01
0.292566D-01
0.283458D-01
0.274820D-01

0.266618D-01
0.258823D-01
0.251406D-01
0.244342D-01
0.237608D-01

0.410854D+00
0.374675D+00
0. 343378D+00
0.316126D+00
0.292247D+00

0.271198D+00
0.252541D+00
0.235919D+00
0.221036D+00
0.207652D+00

0.184607D+00
0.165535D+00
0.149542D+00
0.135976D+00
0.124352D+00

0.114302D+00
0.105542D+00
0.978536D-01
0.910602D-01
0.850226D-01

0.796279D-01
0.747841D-01
0.704153D-01
0.664587D-01
0.628616D-01

0.595799D-01
0.565761lD-01
0.538181D-01
0.512787D-01
0.489343D-01

0.467645D-01
0.447516D-01
0.428800D-01
0.411363D-01
0.395084D-01

0.379860D-01
0.365595D-01
0.352208D-01
0.339624D-01
0.327778D-01

0.316609D-01
0.306065D-01
0.296098D-01
0.286664D-01
0.277725D-01

0.269243D-01
0.261188D-01
0.253530D-01
0.246241D-01
0.239298D-01

444

0.550
0.600
0.650
0.700
0.750

0.800
0.850
0.900
0.950
1.000

1.100
1.200
1.300
1.400
1.500

1.600
1.700
1.800
1.900
2.000

2.100
2.200
2.300
2.400
2.500

2.600
2.700
2.800
2.900
3.000

3.100
3.200
3.300
3.400
3.500

3.600
3.700
3.800
3.900
4.000

4.100
4.200
4.300
4.400
4.500

4.600
4.700
4.800
4.900
5.000
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Table 2. Inverse Laplace transform g(t) of g(s)=e-O-Continued

10

t 0.50 0.52 0.54 0.56 0.58

0.391772D-08
0.371680D-03
0.130495D-01
0.680714D-01
0.170007D+00

0.297583D+00
0.428249D+00
0.547759D+00
0.649618D+00
0.732249D+00

0.796660D+00
0.844973D+00
0.879627D+00
0.902978D+00
0.917137D+00

0.9239111D+00
0.924812D+00
0.921085D+00
0.913744D+00
0.903612D+00

0.891351D+00
0.877495D+00
0.862470D+00
0.846619D+00
0.830215D+00

0.813475D+00
0.796572D+00
0.779642D+00
0.762792D+00
0.746107D+00

0.7296511D+00
0.713473D+00
0.697611lD+00
0.682091D+00
0.666934D+00

0.652151D+00
0.637750D+00
0.623734D+00
0.610105D+00
0.596858D+00

0.583990D+00
0.571495D+00
0.559365D+00
0.547593D+00
0.536169D+00

0.939964D-05
0.169605D-02
0.183678D-01
0.684450D-01

0.153336D+00
0.260102D+00
0.373510D+00
0.482197D+00
0.579576D+00

0.662765D+00
0.731240D+00
0.785795D+00
0.827855D+00
0.859059D+00

0.881041D+00
0.895307D+00
0.903197D+00
0.905866D+00
0.904299D+00

0.8993211D+00
0.891623D+00
0.881775D+00
0.8702511D+00
0.857438D+00

0.843656D+00
0.829167D+00
0.814183D+00
0.798880D+00
0.783398D+00

0.767851D+00
0.752334D+00
0.736918D+00
0.721663D+00
0.706617D+00

0.691813D+00
0.677282D+00
0.663043D+00
0.649111D+00
0.635497D+00

0.622208D+00
0.609246D+00
0.596614D+00
0.584310D+00
0.572330D+00

0.404234D-07
0.893449D-04
0.286174D-02
0.190661D-01

0.607468D-01
0.129875D+00
0.219075D+00
0.317871D+00
0.417048D+00

0.510177D+00
0.593536D+00
0.665456D+00
0.725645D+00
0.774628D+00

0.8133711D+00
0.843025D+00
0.864775D+00
0.879753D+00
0.889000D+00

0.8934411D+00
0.893884D+00
0.891029D+00
0.885473D+00
0.877724D+00

0.868212D+00
0.857297D+00
0.845282D+00
0.8324211D+00
0.818926D+00

0.804972D+00
0.790705D+00
0.776247D+00
0.761697D+00
0.747138D+00

0.732636D+00
0.718246D+00
0.704012D+00
0.689970D+00
0.676147D+00

0.662566D+00
0.649243D+00
0.636190D+00
0.623416D+00
0.610928D+00

0.115097D-05
0.193321D-03
0.306418D-02

0.163477D-01
0.487872D-01
0.103472D+00
0.176950D+00
0.262290D+00

0.352173D+00
0.440582D+00
0.523313D+00
0.597843D+00
0.662958D+00

0.718366D+00
0.764370D+00
0.801619D+00
0.8309411D+00
0.853224D+00

0.869353D+00
0.880163D+00
0.886419D+00
0.8888111D+00
0.887948D+00

0.8843611D+00
0.878513D+00
0.870802D+00
0.86157 1D+00
0.851113D+00

0.839675D+00
0.827470D+00
0.814677D+00
0.801446D+00
0.787906D+00

0.774163D+00
0.760308D+00
0.746414D+00
0.732546D+00
0.718753D+00

0.705078D+00
0.691557D+00
0.678217D+00
0.665081D+00
0.652166D+00

0.152735D-08
0.351487D-05
0.211287D-03

0.245053D-02
0.119843D-01
0.355059D-01
0.769517D-01
0.135746D+00

0.207879D+00
0.287906D+00
0.370513D+00
0.451359D+00
0.527319D+00

0.596414D+00
0.657596D+00
0.710505D+00
0.755259D+00
0.792275D+00

0.822150D+00
0.845564D+00
0.8632211D+00
0.875812D+00
0.883987D+00

0.888347D+00
0.889435D+00
0.887738D+00
0.883684D+00
0.877653D+00

0.869973D+00
0.860931D+00
0.850774D+00
0.839717D+00
0.827944D+00

0.8156111D+00
0.802854D+00
0.789787D+00
0.776508D+00
0.763100D+00

0.749633D+00
0.736166D+00
0.722748D+00
0.7094211D+00
0.696218D+00

445

0.01
0.02
0.03
0.04
0.05

0.06
0.07
0.08
0.09
0.10

0.11
0.12
0.13
0.14
0.15

0.16
0.17
0.18
0.19
0.20

0.21
0.22
0.23
0.24
0.25

0.26
0.27
0.28
0.29
0.30

0.31
0.32
0.33
0.34
0.35

0.36
0.37
0.38
0.39
0.40

0.41
0.42
0.43
0.44
0.45
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Table 2. Inverse Laplace transform g(t) of g(s)=e- 1 3-Continued

10

t 0.50 0.52 0.54 0.56 0.58

0.5250841D+00
0.514328D+00
0.503893D+00
0.493767D+00
0.483941D+00

0.474406D+00
0.465152D+00
0.456169D+00
0.447448D+00
0.438980D+00

0.430756D+00
0.422769D+00
0.41500910D+
0.407468D+00
0.400140D+00

0.393016D+00
0.386090D+00
0.379354D+00
0.372803D+00
0.366428D+00

0.360225D+00
0.354187D+00
0.348309D+00
0.342585D+00
0.337010D+00

0.331579D+00
0.326287D+00
0.3211291D+00
0.316101D+00
0.3111991D+00

0.306418D+00
0.3017551D+00
0.297205D+00
0.292765D+00
0.288432D+00

0.284201D+00
0.2800711D+00
0.276036D+00
0.272096D+00
0.268246D+00

0.264484D+00
0.260807D+00
0.257212D+00
0.253698D+00
0.250261D+00

0.246900D+00
0.243612D+00
0.240395D+00
0.237246D+00
0.234165D+00

0.560672D+00
0.549330D+00
0.5382981D+00
0.527569D+00
0.5171381D+00

0.506995sD+00
0.497134D+00
0.487547D+00
0.478227D+00
0.469165D+00

0.460354D+00
0.451786D+00
0.443454D+00
0.435350D+00
0.427467D+00

0.419799D+00
0.412337D+00
0.405076D+00
0.39800910D+
0.391130D+00

0.384432D+00
0.377910D+00
0.371557D+00
0.365369D+00
0.359341D+00

0.353466D+00
0.347740D+00
0.342157D+00
0.33671sD+00
0.331407D+00

0.326230D+00
0.3211801D+00
0.316252D+00
0.311443D+00
0.306748D+00

0.3021651D+00
0.297690D+00
0.293319D+00
0.2890501D+00
0.284879D+00

0.280803D+00
0.276820D+00
0.272926D+00
0.269119D+00
0.265397D+00

0.261756D+00
0.258195D+00
0.254711D+00
0.251302D+00
0.247966D+00

0.598728D+00
0.586818D+00
0.575198D+00
0.563865D+00
0.552817D+00

0.542050D+00
0.531560D+00
0.521342D+00
0.511390D+00
0.501699D+00

0.492261D+00
0.483072D+00
0.474125D+00
0.465413D+00
0.456929D+00

0.448669D+00
0.440625D+00
0.432791D+00
0.425160D+00
0.417728D+00

0.410487D+00
0.403433D+00
0.396559D+00
0.389860D+00
0.383331D+00

0.376966D+00
0.370761D+00
0.364710D+00
0.358809D+00
0.353053D+00

0.347438D+00
0.341959D+00
0.336613D+00
0.331395D+00
0.326301D+00

0.321327D+00
0.316471D+00
0.311728D+00
0.307094D+00
0.302568D+00

0.298145D+00
0.293823D+00
0.289598D+00
0.285467D+00
0.281429D+00

0.277480D+00
0.273617D+00
0.269838D+00
0.266142D+00
0.262524D+00

0.639487D+00
0.627053D+00
0.614873D+00
0.6029511D+00
0.5912911D+00

0.579894D+00
0.568760D+00
0.557887D+00
0.547275D+00
0.536919D+00

0.526816D+00
0.516963D+00
0.507354D+00
0.497985D+00
0.4888511D+00

0.479947D+00
0.471267D+00
0.462805D+00
0 .454556D+00
0.446516D+00

0.438677D+00
0.431035D+00
0.423585D+00
0.416320D+00
0.409237D+00

0.402328D+00
0.395591D+00
0.389019D+00
0.382609D+00
0.376354D+00

0.370252D+00
0.364296D+00
0.358484D+00
0.352810D+00
0.347271D+00

0.341863D+00
0.336581D+00
0.331423D+00
0.326385D+00
0.321462D+00

0.316653D+o0
0.311953D+00
0.307359D+00
0.302869D+00
0.298479D+00

0.294187D+00
0.289989D+00
0.285883D+00
0.281867D+00
0.277937D+00

0.683169D+00
0.670296D+00
0.6576181D+00
0.645149D+00
0.632902D+00

0.620885D+00
0.609105sD+00
0.597 566D+00
0.586270D+00
0.575220D+00

0.564416D+00
0 .553855÷D+00
0.543538D+00
0.5334611D+00
0.523621D+00

0.514015÷D+00
0.504639D+00
0.495489D+00
0.486560D+00
0.477847D+00

0.469347D+00
0.461053D+00
0.452962D+00
0.445068D+00
0.437367D+00

0.429852D+00
0.4225211D+00
0.415367D+00
0.408386D+00
0.401573D+00

0.394924D+00
0.388435D+00
0.3821001D+00
0.375916D+00
0.369878D+00

0.363982D+00
0. 358224D+00
0.352601D+00
0.3471081D+00
0.341742D+00

0.336500D+00
0.331377D+00
0.326370D+00
0.321477D+00
0.316693D+00

0.312017D+00
0.307444D+00
0.302972D+00
0.298598D+00
0.294320D+00

446

0.46
0.47
0.48
0.49
0.50

0.51
0.52
0.53
0.54
0.55

0.56
0.57
0.58
0.59
0.60

0.61
0.62
0.63
0.64
0.65

0.66
0.67
0.68
0.69
0.70

0.71
0.72
0.73
0.74
0.75

0.76
0.77
0.78
0.79
0.80

0.81
0.82
0.83
0.84
0.85

0.86
0.87
0.88
0.89
0.90

0.91
0.92
0.93
0.94
0.95
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Table 2. Inverse Laplace transform g(t) of k(s)=e- 13-Continued

1.
t 0.50 0.52 0.54 0.56 0.58

0.231148D+00
0.228195D+00
0.225303D+00
0.222470D+00
0.219696D+00

0.206637D+00
0.194806D+00
0.184050D+00
0.174239D+00
0.165261D+00

0.157022D+00
0.149441D+00
0.142446D+00
0.135977D+00
0.129980D+00

0.119222D+00
0.109864D+00
0.101664D+00
0.944323D-01
0.880163D-01

0.822933D-01
0.771631D-01
0.725433D-01
0.683658D-01
0.645737D-01

0.611190D-01
0.579611D-01
0.550658D-01
0.524033D-01
0.499484D-01

0.476792D-01
0.455765D-01
0.436238D-01
0.418064D-01
0.401118D-01

0.385285D-01
0.370466D-01
0.356572D-01
0.343525D-01
0.331254D-01

0.319697D-01
0.308795D-01
0.298499D-01
0.288762D-01
0.279543D-01

0.270804D-01
0.2625111D-01
0.254632D-01
0.247140D-01
0.240008D-01

0.244701D+00
0.241504D+00
0.238374D+00
0.235309D+00
0.232307D+00

0.218184D+00
0.205400D+00
0.193788D+00
0.183206D+00
0.173533D+00

0.164666D+00
0.156514D+00
0.149002D+00
0.142061D+00
0.135634D+00

0.124123D+00
0.114131D+00
0.105393D+00
0.977029D-01
0.908931D-01

0.848301D-01
0.794049D-01
0.745282D-01
0.701257D-01
0.661358D-01

0.625067D-01
0.591944D-01
0.561619D-01
0.533774D-01
0.508134D-01

0.484464D-01
0.462561D-01
0.442244D-01
0.423360D-01
0.405770D-01

0.389355D-01
0.374009D-01
0.359636D-01
0.346153D-01
0.333485D-01

0.321565D-01
0.310333D-01
0.299734D-01
0.289720D-01
0.280248D-01

0.271276D-01
0.262770D-01
0.254695D-01
0.247022D-01
0.239724D-01

0.258984D+00
0.255519D+00
0.252127D+00
0.248805D+00
0.245553D+00

0.230259D+00
0.216430D+00
0.203881D+00
0.192458D+00
0.182029D+00

0.172480D+00
0.163712D+00
0.155642D+00
0.148195D+00
0.141307D+00

0.128993D+00
0.118329D+00
0.109026D+00
0.100855D+00
0.936357D-01

0.872213D-01
0.814931D-01
0.763538D-01
0.717229D-01
0.675334D-01

0.637292D-01
0.602630D-01
0.570945D-01
0.541895D-01
0.515186D-01

0.490565D-01
0.467812D-01
0.446736D-01
0.427171D-01
0.408971D-01

0.392007D-01
0.376165D-01
0.361345D-01
0.347459D-01
0.334426D-01

0.322175D-01
0.310643D-01
0.299773D-01
0.289512D-01
0.279815D-01

0.270639D-01
0.261947D-01
0.253703D-01
0.245876D-01
0.238438D-01

0.274092D+00
0.270329D+00
0.266646D+00
0.263040D+00
0.259510D+00

0.242923D+00
0.227940D+00
0.214362D+00
0.202019D+00
0.190764D+00

0.180473D+00
0.171037D+00
0.162363D+00
0.154371D+00
0.146989D+00

0.133818D+00
0.122442D+00
0.112542D+00
0.103869D+00
0.962246D-01

0.894477D-01
0.834090D-01
0.780025D-01
0.731406D-01
0.687506D-01

0.647718D-01
0.611529D-01
0.578505D-01
0.548278D-01
0.520532D-01

0.494993D-01
0.471427D-01
0.449629D-01
0.429422D-01
0.410650D-01

0.393175D-01
0.376877D-01
0.361650D-01
0.347397D-01
0.334037D-01

0.321492D-01
0.309695D-01
0.298587D-01
0.288114D-01
0.278225D-01

0.268876D-01
0.260029D-01
0.251646D-01
0.243694D-01
0.236144D-01

0.290135D+00
0.286040D+00
0.282032D+00
0.278110D+00
0.2742711D+00

0.256245D+00
0.239984D+00
0.225269D+00
0.211912D+00
0.199752D+00

0.188651D+00
0.178488D+00
0.169161D+00
0.160580D+00
0.152667D+00

0.138579D+00
0.126447D+00
0.115921D+00
0.106724+÷00
0.986376D-O1

0.914877D-01
0.851319D-01
0.794545D-01
0.743602D-01
0.697701D-01

0.656182D-01
0.618492D-01
0.584163D-01
0.552798D-01
0.524055D-01

0.497643D-01
0.473309D-01
0.450837D-01
0.430035D-01
0.410737D-01

0.392799D-01
0.376090D-01
0.360499D-01
0.345925D-01
0.332279D-01

0.319482D-01
0.307462D-01
0.296155D-01
0.285506D-01
0.275462D-01

0.265977D-01
0.257009D-01
0.248519D-01
0.240474D-01
0.232842D-01

447

0.96
0.97
0.98
0.99
1.00

1.05
1.10
1.15
1.20
1.25

1. 30
1.35
1.40
1.45
1.50

1.60
1.70
1.80
1.90
2.00

2.10
2.20
2.30
2.40
2.50

2.60
2.70
2.80
2.90
3.00

3.10
3.20
3.30
3.40
3.50

3.60
3.70
3.80
3.90
4.00

4.10
4.20
4.30
4.40
4.50

4.60
4.70
4.80
4.90
5.00
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Table 2. Inverse Laplace transform g(t) of k(s)=e- 1 3 -Continued

10
t 0.60 0.62 0.64 0.66 0.68

0.04 0.753752D-08
0.05 0.378924D-05 0.731813D-08

0.147234D-03
0.153136D-02
0.749966D-02
0.230965D-01
0.525756D-01

0.974210D-01
0.156134D+00
0.225217D+00
0.300398D+00
0.3775711D+00

0. 453305D+00
0.525031D+00
0.591020D+00
0.650257D+00
0.702287D+00

0.747063D+00
0.784823D+00
0.815983D+00
0.8410611D+00
0.860627D+00

0.875259D+00
0.885522D+00
0.891949D+00
0.895035D+00
0.895233D+00

0.892950D+00
0.888549D+00
0.882355D+00
0.874651D+00
0.865688D+00

0.855684D+00
0.844830D+00
0.833291D+00
0.821211D+00
0.808712D+00

0.795902D+00
0.782871lD+00
0.769698D+00
0.756450D+00
0.743183D+00

0.200982D-05
0.690699D-04
0.739405D-03
0.390108D-02
0.130560D-01

0.321607D-01
0.639525D-01
0.109008D+00
0.165831D+00
0.231546D+00

0.302712D+00
0.375960D+00
0.448380D+00
0.517691D+00
0.582258D+00

0.641029D+00
0.693432D+00
0.739269D+00
0.778617D+00
0.811740D+00

0.839022D+00
0.860919D+00
0.877921D+00
0.8905211D+00
0.899201D+00

0.904420D+00
0.906603D+00
0.906144D+00
0.903399D+00
0.898690D+00

0.892304D+00
0.884496D+00
0.875493D+00
0.865495D+00
0.854677D+00

0.843192D+00
0.831174D+00
0.818739D+00
0.805989D+00
0.793011lD+00

0.223739D-08
0.553632D-06
0.210256D-04
0.2613111D-03
0.160026D-02

0.612268D-02
0.169288D-01
0.371360D-01
0.687774D-01
0.112233D+00

0.166304D+00
0.228682D+00
0.296526D+00
0.366947D+00
0.437343D+00

0.505567D+00
0.569988D+00
0.629467D+00
0.683296D+00
0.731122D+00

0.772863D+00
0.808641D+00
0.838719D+00
0.863450D+00
0.883243D+00

0.898532D+00
0.909753D+00
0.917336D+00
0.921689D+00
0.923194D+00

0.922207D+00
0.919051D+00
0.914022D+00
0.907384D+00
0.899374D+00

0.890205D+00
0.880064D+00
0.869116D+00
0.857510D+00
0.845372D+00

0.716141D-07
0.370366D-05
0.609465D-04

0.474054D-03
0.221323D-02
0.721405D-02
0.181315D-01
0.375915D-01

0.673907D-01
0.108041D+00
0. 158755D+00
0.217746D+00
0.282650D+00

0.350926D+00
0.420159D+00
0.488254D+00
0.553518D+00
0.614686D+00

0.670886D+00
0.721591D+00
0.766554D+00
0.805748D+00
0.8393111D+00

0.867494D+00
0.890626D+00
0.909082D+00
0.923258D+00
0.933558D+00

0.940375D+00
0.944087D+00
0.945052D+00
0.943600D+00
0.940037D+00

0.934642D+00
0.927667D+00
0.919340D+00
0.909865D+00
0.899424D+00

0.337870D-08
0.304556D-06

0.786366D-05
0.878290D-04
0.548432D-03
0.226080D-02
0.687742D-02

0.166711D-01
0.339983D-01
0.606643D-01
0.974831D-01
0.144155D+00

0.199419D+00
0.261354D+00
0.327720D+00
0.396241D+00
0.464822D+00

0.531670D+00
0.595351D+00
0.654798D+00
0.709280D+00
0.758360D+00

0.801842D+00
0.839719D+00
0.872131D+00
0.899317D+00
0.921589D+00

0.939301D+00
0.952826D+00
0.962548D+00
0.968840D+00
0.972067D+00

0.972571D+00
0.970673D+00
0.966670D+00
0.960834D+00
0.953415D+00

448

0.06
0.07
0.08
0.09
0.10

0.11
0.12
0.13
0.14
0.15

0.16
0.17
0.18
0.19
0.20

0.21
0.22
0.23
0.24
0.25

0.26
0.27
0.28
0.29
0.30

0.31
0.32
0.33
0.34
0.35

0.36
0.37
0.38
0.39
0.40

0.41
0.42
0.43
0.44
0.45
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Table 2. Inverse Laplace transform g(t) of k(s)=e-se-Continued

1.
t 0.60 0.62 0.64 0.66 0.68

0.729946D+00
0.7 16780D+00
0.703717D+00
0.690788D+00
0.678016D+00

0.665419D+00
0.653015D+00
0.640814D+00
0.628828D+00
0.617063D+00

0.605526D+00
0.594219D+00
0.583146D+00
0.572308D+00
0. 56 1704D+00

0.551334D+00
0.541197110D+
0.5312891D+00
0.5216081D+00
0.512152÷D+00

0.5029161D+00
0.493897D+00
0.485090D+00
0.476492D+00
0.468098D+00

0.459903D+00
0.451904D+00
0.444095D+00
0.436472D+00
0.429030D+00

0.421766D+00
0.414674D+00
0.407749D+00
0.400989D+00
0.394387D+00

0.387941D+00
0.381645D+00
0.375497D+00
0.369491D+00
0.363624D+00

0.357892D+00
0.352292D+00
0.346820D+00
0.341472D+00
0.336245D+00

0.331136D+00
0.326141D+00
0.321257D+00
0.316481D+00
0.311811D+00

0.779880D+00
0.766662D+00
0.753412D+00
0.740178D+00
0.727000D+00

0.713913D+00
0.700945D+00
0.688120D+00
0.675460D+00
0.662979D+00

0.650692D+00
0.638610D+00
0.626740D+00
0.61509010D+
0.603663D+00

0.592463D+00
0.5814931D+00
0.5707511D+00
0. 560240D+00
0.5499571D+00

0.539901D+00
0.5300691D+00
0.520460D+00
0. 5110691D+00
0.501895110D+

0.492932D+00
0.484177D+00
0.475626D+00
0.467275D+00
0.459120D+00

0.451156D+00
0.443379D+00
0.435784D+00
0.428368D+00
0.4211251D+00

0.414052D+00
0.4071451D+00
0.400398D+00
0.393809D+00
0.387372D+00

0.381084D+00
0.374941D+00
0.368940D+00
0.363076D+00
0.357345D+00

0.351744D+00
0.3462711D+00
0.340920D+00
0.335689D+00
0.330575D+00

0.832815D+00
0.819938D+00
0.806826D+00
0.793553D+00
0.780183D+00

0.766773D+00
0. 753369D+00
0.740012D+00
0.726738D+00
0.713575D+00

0.700549D+00
0.687681D+00
0.674987D+00
0.662482D+00
0.650177D+00

0.638082D+00
0.626204D+00
0.614547D+00
0.603116D+00
0.591913D+00

0 .5809401D+00
0.570196D+00
0.5596821D+00
0.5493961D+00
0.539336D+00

0.5294991D+00
0.519884110D+
0.5104871D+00
0.5013041D+00
0.492333D+00

0.483568D+00
0.475006D+00
0.466643D+00
0.458475D+00
0.450497D+00

0.442705D+00
0. 435095D+00
0.427663D+00
0.420403D+00
0.413313D+00

0.406387D+00
0.399623D+00
0.393014D+00
0.386558D+00
0.3802511D+00

0.374089D+00
0.368067D+00
0.362183D+00
0.356432D+00
0.350811lD+00

0.888178D+00
0.876270D+00
0.863827D+00
0.850960D+00
0.837766D+00

0.824331D+00
0.810729D+00
0.797024D+00
0.783273D+00
0.769524D+00

0.755819D+00
0.742193D+00
0.728676D+00
0.715295D+00
0.702071D+00

0.689022D+00
0.676163D+00
0.663506D+00
0.651060D+00
0.638834D+00

0.626834D+00
0.615063D+00
0.603524D+00
0.592220D+00
0.581150D+00

0.570314D+00
0.559713D+00
0.549343D+00
0.539202D+00
0.529289D+00

0.519600D+00
0.510131D+00
0.500880D+00
0.491841D+00
0.483012D+00

0.474387D+00
0.465964D+00
0.457737D+00
0.449702D+00
0.441854D+00

0.434191D+00
0.426706D+00
0.419396D+00
0.412256D+00
0.405283D+00

0.398472D+00
0.391818D+00
0.385319D+00
0.378969D+00
0.372765D+00

0.944635D+00
0.934698D+00
0.923784D+00
0.912054D+00
0.899653D+00

0.886707D+00
0.873328D+00
0.859616D+00
0.845656D+00
0.831526D+00

0.817290D+00
0.803007D+00
0.788727D+00
0.774491D+00
0.760337D+00

0.746296D+00
0.732396D+00
0.718658D+00
0.705101D+00
0.691742D+00

0.678592D+00
0.665663D+00
0.652962D+00
0.640495D+00
0.628268D+00

0.616282D+00
0.604541D+00
0.593044D+00
0.581792D+00
0.570783D+00

0.560017D+00
0.549490D+00
0.539200D+00
0.529145D+00
0.519319D+00

0.509721D+00
0.500345D+00
0.491189D+00
0.482246D+00
0.473513D+00

0.464986D+00
0.456660D+00
0.448530D+00
0.440592D+00
0.432842D+00

0.425274D+00
0.417884D+00
0.410668D+00
0.403621D+00
0.396740D+00

449

0.46
0.47
0.48
0.49
0.50

0.51
0.52
0.53
0.54
0.55

0.56
0.57
0.58
0.59
0.60

0.61
0.62
0.63
0.64
0.65

0.66
0.67
0.68
0.69
0.70

0.71
0.72
0.73
0.74
0.75

0.76
0.77
0.78
0.79
0.80

0.81
0.82
0.83
0.84
0.85

0.86
0.87
0.88
0.89
0.90

0.91
0.92
0.93
0.94
0.95
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Table 2. Inverse Laplace transform g(t) of (s)=e-sp-Continued

10
t 0.60 0.62 0.64 0.66 0.68

0.307243D+00
0.302775D+00
0.298404D+00
0.294127D+00
0.289941D+00

0.270305D+00
0.252620D+00
0.236643D+00
0.222166D+00
0.209010D+00

0.197020D+00
0.186065D+00
0.176028D+00
0.166810D+00
0.158324D+00

0.143256D+00
0.130322D+00
0.119135D+00
0.109391D+00
0.100849D+00

0.933166D-01
0.866384D-01
0.806879D-01
0.753614D-01
0.705730D-01

0.662512D-01
0.623362D-01
0.587775D-01
0.5553211D-01
0.525636D-01

0.498407D-01
0.473363D-01
0.450273D-01
0.428932D-01
0.409165D-01

0.390817D-01
0.373751D-01
0.357849D-01
0.343003D-01
0.329120D-01

0.316117D-01
0.303919D-01
0.292458D-01
0.281675D-01
0.271517D-01

0.261933D-01
0.252882D-01
0.244323D-01
0.236219D-01
0.228539D-01

0.325574D+00
0.320684D+00
0.315902D+00
0.311224D+00
0.306647D+00

0.285199D+00
0.265918D+00
0.248533D+00
0.2328111D+00
0.218553D+00

0.205586D+00
0.193762D+00
0.182951D+00
0.173043D+00
0.163939D+00

0.147820D+00
0.134036D+00
0.122155D+00
0.111842D+00
0.102830D+00

0.949066D-01
0.879024D-01
0.816785D-01
0.761218D-01
0.711388D-01

0.6665211D-01
0.625969D-01
0.589186D-01
0.555711lD-01
0.525153D-01

0.497176D-01
0.471491D-01
0.447850D-01
0.426038D-01
0.405867D-01

0.387172D-01
0.36981iD-01
0.353656D-01
0.338596D-0 1
0.324531D-01

0.311375D-01
0.299049D-01
0.287482D-01
0.276613D-01
0.266384D-01

0.256746D-01
0.247652D-01
0.239062D-01
0.2309371D-01
0.223245D-01

0.345317D+00
0.339946D+00
0. 334695D+00
0.329561D+00
0.324541D+00

0.301039D+00
0.279956D+00
0.260990D+00
0.243879D+00
0.228397D+00

0.214351D+00
0.201572D+00
0.189916D+00
0.179257D+00
0.169486D+00

0.152240D+00
0.137553D+00
0.124945D+00
0.114041D+00
0.104546D+00

0.962261D-01
0.888946D-01
0.823994D-01
0.766169D-01
0.714454D-01

0.668009D-01
0.626132D-01
0.588236D-01
0.553825D1-Ol
0.522479D-01

0.493837D-01
0.467594D-01
0.443484D-01
0.421279D-01
0.400779D-01

0.381811D-01
0.364224D-01
0.347884D-01
0.332673D-01
0.318489D-01

0.305239D-01
0.292841D-01
0.281222D-01
0.270316D-01
0.260066D-01

0.250419D-01
0.241327D-01
0.232748D-01
0.224643D-01
0.216977D-01

0.366703D+00
0.360780D+00
0.354992D+00
0.349334D+00
0.343805D+00

0.317957D+00
0.294828D+00
0.274075D+00
0.255404D+00
0.238556D+00

0.223312D+00
0.209481D+00
0.196898D+00
0.185422D+00
0.174928D+00

0.156473D+00
0.140831lD+00
0.127461D+00
0.115946D+00
0.105958D+00

0.972392D-01
0.89582 ID-Ol
0.828207D-01
0.768197D-01
0.714686D-01

0.666760D-01
0.623662D-01
0.584758D-01
0.549515D-01
0.517484D-01

0.488280D-01
0.461576D-01
0.437092D-01
0.414584D-01
0.393843D-01

0.374685D-01
0.356951D-01
0.340502D-01
0.325213D-01
0.310977D-01

0.297697D-01
0.285289D-01
0.273676D-01
0.262791D-01
0.252572D-01

0.242966D-01
0.233924D-01
0.225401D-01
0.217359D-01
0.209759D-01

0.390020D+00
0.383456D+00
0.377044D+00
0. 370782D+00
0.364664D+00

0.336112D+00
0.310641D+00
0.287857D+00
0.267422D+00
0.249042D+00

0.232463D+00
0.217468D+00
0.203867D+00
0.191499D+00
0.180222D+00

0.160471D+00
0.143817D+00
0.129653D+00
0.117510D+00
0.107023D+00

0.979051D-01
0.899282D-01
0.829094D-01
0.767010D-01
0.711823D-01

0.662545D-01
0.618356D-01
0.578575D-01
0.542629D-01
0.510037D-01

0.480391D-01
0.453343D-01
0.428594D-01
0.405889D-O1
0.385005D-01

0.365752D-01
0.347961D-01
0.331486D-01
0.316199D-01
0.301986D-01

0.288748D-01
0.276397D-01
0.264854D-01
0.254048D-01
0.243918D-01

0.234407D-01
0.225465D-01
0.217046D-01
0.2091111D-01
0.201622D-01

450

0.96
0.97
0.98
0.99
1.00

1.05
1.10
1.15
1.20
1.25

1.30
1.35
1.40
1.45
1.50

1.60
1.70
1.80
1.90
2.00

2.10
2.20
2.30
2.40
2.50

2.60
2.70
2.80
2.90
3.00

3.10
3.20
3.30
3.40
3.50

3.60
3.70
3.80
3.90
4.00

4.10
4.20
4.30
4.40
4.50

4.60
4.70
4.80
4.90
5.00
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Table 2. Inverse Laplace transform g(t) of k(s)=e--Continued

10
t 0.70 0.72 0.74 0.76 0.78

0.802539D-08
0.416131D-06
0.801084D-05
0.768242D-04
0.445589D-03

0.5350371-08
0.237760D-06
0.437149D-05 0.107936D-08

0.178343D-02
0.540032D-02
0.132108D-01
0.273863D-01
0.498423D-01

0.423297D-04
0.254785D-03
0.107115D-02
0.342000D-02
0.881655D-02

0.555972D-07
0.120269D-05
0.136544D-04
0.952427D-04
0.457233D-03

0.410099D-08
0.132391D-06
0.211103D-05

0.817871D-01
0.123485D+00
0.174261D+00
0.232686D+00
0.296847D+00

0.364621D+00
0.433905D+00
0.502783D+00
0.5696211D+00
0.633115D+00

0.692288D+00
0.746468D+00
0.795254D+00
0.838463D+00
0.876092D+00

0.908274D+00
0.935238D+00
0.957285D+00
0.974756D+00
0.988018D+00

0.997443D+00
0.100340D+01
0.100625D+01
0.100634D+01
0.100398D+01

0.999474D+00
0 .993096D+00
0.985095D+00
0.975701D+00
0.965119D+00

0.953534D+00
0.941112D+00
0.927999D+00
0.914327D+00
0.900212D+00

0.1920611D-01
0.365905D-01
0.625878D-01
0.980918D-01
0.143121D+00

0.196860D+00
0.2578411D+00
0.324180D+00
0.393822D+00
0.464738D+00

0.535079D+00
0.603260D+00
0.668005D+00
0.728348D+00
0.783619D+00

0.833406D+00
0.877515D+00
0.915930D+00
0.948772D+00
0.976262D+00

0.998694D+00
0.101641D+01
0.102977D+01
0.103916D+01
0.104496D+01

0.104752D+01
0.104720D+01
0.104434D+01
0.103923D+01
0.103218D+01

0.102342D+01
0.101322D+01
0.100177D+01
0.989279D+00
0.975915D+00

0.164189D-02
0.469218D-02
0.111829D-01
0.230376D-01
0.421740D-01

0.701107D-01
0.107666D+00
0.154827D+00
0.210783D+00
0.274087D+00

0.342878D+00
0.415108D+00
0.488734+100
0.561872D+00
0.632888D+00

0.700445D+00
0.763518D+00
0.821377D+00
0.873563D+00
0.919839D+00

0.960161D+00
0.994629D+00
0.102346D+01
0.104694D+01
0.106542D+01

0.107928D+01
0.108891D+l01
0.109471D+01
0.109706D+01
0.109634D+01

0.109290D+01
0.108707D+01
0.107915D+01
0.106943D+01
0.105816D+01

0.196205D-04
0.120010D-03
0.528740D-03
0.179620D-02
0.495599D-02

0.115610D-01
0.235257D-01
0.428024D-01
0.710024D-01
0.109084D+00

0.157188D+00
0.214639D+00
0.280076D+00
0.351658D+00
0.427292D+00

0.504840D+00
0.582284D+00
0.657835D+00
0.730005D+00
0.797622D+00

0.859834D+00
0.916075D+00
0.966034D+00
0.100961D+01
0.104688D+01

0.107803D+O1
0.110337D+Ol1
0.112326D+01
0.113809D+01
0.114829D+01

0.115430D+01
0.115653D+01
0.115539D+01
0.115127D+01
0.114454+÷01

0.353918D-08
0.103722D-06
0.158778D-05
0.146465D-04
0.906410D-04

0.408322D-03
0.142562D-02
0.405009D-02
0.972639D-02
0.203496D-01

0.379935D-01
0.645330D-01
0.101284D+00
0.148762D+00
0.206607D+00

0.273657D+00
0.348137D+00
0.427889D+00
0.510608D+00
0.594035D+00

0.676112D+00
0.755071lD+00
0.829487D+00
0.898284D+00
0.960716D+00

0.101634D+01
0.106495D+01
0.110657D+01
0.114138D+01
0.116967D+01

0.119182D+01
0.120828D+01
0.121951D+01
0.122600D+01
0.122823D+01

451

0.11
0.12
0.13
0.14
0.15

0.16
0.17
0.18
0.19
0.20

0.21
0.22
0.23
0.24
0.25

0.26
0.27
0.28
0.29
0.30

0.31
0.32
0.33
0.34
0.35

0.36
0.37
0.38
0.39
0.40

0.41
0.42
0.43
0.44
0.45

0.46
0.47
0.48
0.49
0.50

0.51
0.52
0.53
0.54
0.55
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Table 2. Inverse Laplace transform g(t) of k(s)=e-a-Continued

13

t 0.70 0.72 0.74 0.76 0.78

0.8857551D+00
0.871047D+00
0.856167D+00
0.841183D+00
0.826154D+00

0.811133D+00
0.796165D+00
0.781287D+00
0.766533D+00
0.751931D+00

0.737504D+00
0.723272D+00
0.7092511D+00
0.695454D+00
0.681893D+00

0.668576D+00
0.65550910D+
0.642696D+00
0.630141D+00
0.617847D+00

0.605812D+00
0.5940381D+00
0.582524D+00
0.571266D+00
0.560263D+00

0.549513D+00
0.539010110D+
0.5287531D+00
0.518736D+00
0.508956D+00

0.499407D+00
0.490086D+00
0.480987D+00
0.472106D+00
0.463438D+00

0.454978÷D+00
0.446721D+00
0. 438662D+00
0.430796D+00
0.423119D+00

0.415625D+00
0.408311lD+00
0.401170D+00
0.394200D+00
0.387395D+00

0.355701D+00
0.327524D+00
0.302412D+00
0.279972D+00
0.259863D+00

0.961835D+00
0.947176D+00
0.9320611D+00
0.916597D+00
0.900879D+00

0.8849911D+00
0.869005D+00
0.852983D+00
0.836982D+00
0.821048D+00

0.805221lD+00
0.789536D+00
0.774023D+00
0.758706D+00
0.743606D+00

0.728739D+00
0.714120D+00
0.699759D+00
0.685666D+00
0.671846D+00

0.658304D+00
0.645043D+00
0.632065D+00
0.619370D+00
0.606957D+00

0.594826D+00
0.582973D+00
0.571395D+00
0.560090D+00
0.549054D+00

0.538281D+00
0.527768D+00
0.517509D+00
0.507500D+00
0.497735D+00

0.488210D+00
0.478918D+00
0.469854D+00
0.461013D+00
0.452390D+00

0.443978D+00
0.435774D+00
0.427770D+00
0.419963D+00
0.412347D+00

0.376959D+00
0.345630D+00
0.317828D+00
0.293092D+00
0.271019D+00

0.104558D+01
0.103189D+01
0.101728D+01
0.100192D+01
0.985952D+00

0.969517D+00
0.952726D+00
0.935682D+00
0.918475D+00
0.901183D+00

0.883872D+00
0.866603D+00
0.849425D+00
0.832381D+00
0.815508D+00

0.798836D+00
0.782393D+00
0.766198D+00
0.750270D+00
0.734623D+00

0.719268D+00
0.704213D+00
0.689465D+00
0.675027D+00
0.660903D+00

0.647093D+00
0.633597D+00
0.620414D+00
0.607541D+00
0.594976D+00

0.582714D+00
0.570751D+00
0.559083D+00
0.547704D+00
0.536609D+00

0.525793D+00
0.515248D+00
0.504970D+00
0.494952D+00
0.485189D+00

0.475673D+00
0.466399D+00
0.457360D+00
0.448551D+00
0.439966D+00

0.400185D+00
0.365142D+00
0.334203D+00
0.306816D+00
0.282501D+00

0.1135541D+01
0.112457D+01
0.111192D+01
0.109785D+01
0.108258D+01

0.106634D+01
0. 104930D+01
0.103163D+01
0.101347D+01
0. 994947D+00

0.976182D+00
0.957269D+00
0.938292D+00
0.919326D+00
0. 900434D+00

0.881670D+00
0.863080D+00
0.844704D+00
0.826575D+00
0.8087 18D+00

0.79 1158D+00
0.7739101D+00
0.756991D+00
0.740409D+00
0.724174D+00

0.708292D+00
0.692764D+00
0.677594D+00
0.662780D+00
0.648322D+00

0.634217D+00
0.620462D+00
0.607051D+00
0.593981D+00
0.581245D+00

0.568838D+00
0.556752D+00
0.544982D+00
0.533521D+00
0.522361D+00

0.511495D+00
0.500916D+00
0.490617D+00
0.480590D+00
0.470828D+00

0.425753D+00
0.386282D+00
0.351647D+00
0.321173D+00
0.294279D+00

0.122666D+01
0.122174D+01
0.121388D+01
0.120348D+01
0.1190891D+01

0.117643D+01
0.116041D+01
0.114309D+01
0.112470D+01
0.110545D+01

0. 108554D+01
0.106513D+01
0.104436D+01
0.102337D+01
0.100225D+01

0.98110110D+
0.960011D+00
0.939045D+00
0.918264D+00
0.897716D+00

0.877445D+00
0. 857483D+00
0.837860D+00
0.81859910D+
0.799716D+00

0.781226D+00
0.763138D+00
0.745461D+00
0.728197D+00
0.711349D+00

0.694917D+00
0.678898D+00
0.663290D+00
0.648089D+00
0.633288D+00

0.618882D+00
0.604863D+00
0.591224D+00
0.577958D+00
0.5650561D00

0.552509D+00
0.540308D+00
0.528446D+00
0.516914D+00
0.505701D+00

0.454141D+00
0.409320D+00
0.370279D+00
0.336177D+00
0.306293D+00

452

0.56
0.57
0.58
0.59
0.60

0.61
0.62
0.63
0.64
0.65

0.66
0.67
0.68
0.69
0.70

0.71
0.72
0.73
0.74
0.75

0.76
0.77
0.78
0.79
0.80

0.81
0.82
0.83
0.84
0.85

0.86
0.87
0.88
0.89
0.90

0.91
0.92
0.93
0.94
0.95

0.96
0.97
0.98
0.99
1.00

1.05
1.10
1.15
1.20
1.25
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Table 2. Inverse Laplace transform g(t) of g(s) = e--Continued

10
t 0.70 0.72 0.74 0.76 0.78

0.241790D+00
0.225501D+00
0.210779D+00
0.197435D+00
0.185309D+00

0.164168D+00
0.146448D+00
0.131460D+00
0.118676D+00
0.107688D+00

0.981775D-01
0.898914D-01
0.826289D-01
0.762284D-01
0.705586D-01

0.655121D-01
0.610005D-01
0.569507D-01
0.533013D-01
0.500009D-01

0.470062D-01
0.442803D-01
0.417916D-01
0.395133D-01
0.374220D-01

0.354977D-01
0.337228D-01
0.320821D-01
0.305623D-01
0.291516D-01

0.278398D-01
0.266176D-01
0.25477 lD-Ol
0.244109D-01
0.234128D-01

0.224768D-01
0.215980D-01
0.207717D-01
0.199937D-01
0.192603D-01

0.251266D+00
0.233536D+00
0.217574D+00
0.203163D+00
0.190115D+00

0.167488D+00
0.148647D+00
0.132810D+00
0.119378D+00
0.107895D+00

0.980035D-01
0.894253D-01
0.819389D-01
0.753671lD-01
0.695672D-01

0.644229D-01
0.598390D-01
0.557369D-01
0.520511lD-0 1
0.4872711D-01

0.457187D-01
0.429871D-01
0.404992D-01
0.382266D-01
0.361450D-01

0.342335D-01
0.324738D-01
0.308502D-01
0.293489D-01
0.279578D-01

0.266662D-01
0.254649D-01
0.243454D-01
0.233005D-01
0.223236D-01

0.214088D-01
0.205510D-01
0.197454D-01
0.189879D-01
0.182746D-01

0.260848D+00
0.241504D+00
0.224170D+00
0.208590D+00
0.194544D+00

0.170330D+00
0.150320D+00
0.133615D+00
0.119538D+00
0.107573D+00

0.973231D-01
0.884781D-01
0.807947D-01
0.740791D-01
0.681760D-01

0.629600D-01
0.583285D-01
0.541974D-01
0.504972D-01
0.471699D-01

0.441669D-01
0.414474D-01
0.389765D-01
0.367248D-01
0.346670D-01

0.327812D-01
0.310489D-01
0.294536D-01
0.279812D-01
0.266192D-01

0.253569D-01
0.241847D-01
0.230940D-01
0.220776D-01
0.211286D-01

0.202413D-01
0.194103D-01
0.186309D-01
0.178990D-01
0.172106D-01

0.270466D+00
0.249312D+00
0.230456D+00
0.213595D+00
0.198469D+00

0.172569D+00
0.151348D+00
0.133771D+00
0.119063D+00
0.106644D+00

0.960682D-01
0.869920D-01
0.791477D-01
0.723236D-01
0.663512D-01

0.610953D-01
0.5644611D-01
0.523138D-01
0.486248D-01
0.453179D-01

0.423421D-01
0.396545D-01
0.372191D-01
0.350052D-01
0.329867D-01

0.311411D-01
0.294492D-01
0.278943D-01
0.264619D-01
0.251394D-01

0.239158D-01
0.227815D-01
0.217278D-01
0.207473D-01
0.198332D-01

0.189798D-01
0.181816D-01
0.174340D-01
0.167328D-01
0.160741D-01

0.280013D+00
0.256820D+00
0.236276D+00
0.218014D+00
0.201723D+00

0.174046D+00
0.151590D+00
0.133151D+00
0.117846D+00
0.105016D+00

0.941615D-01
0.849027D-01
0.769447D-01
0.700569D-01
0.640573D-01

0 .588004D-01
0.541690D-01
0.500683D-01
0.464202D-01
0.431608D-01

0.402368D-01
0.376038D-01
0.352243D-01
0.330669D-01
0.311046D-01

0.293147D-01
0.276774D-01
0.261758D-01
0.247953D-01
0.235232D-01

0.223483D-01
0.212610D-01
0.202527D-01
0.193159D-01
0.184439D-01

0.176310D-01
0.168717D-01
0.161616D-01
0.154963D-01
0.148722D-01

453

1.30
1.35
1.40
1.45
1.50

1.60
1.70
1.80
1.90
2.00

2.10
2.20
2.30
2.40
2.50

2.60
2.70
2.80
2.90
3.00

3.10
3.20
3.30
3.40
3.50

3.60
3.70
3.80
3.90
4.00

4.10
4.20
4.30
4.40
4.50

4.60
4.70
4.80
4.90
5.00
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Table 2. Inverse Laplace transform g(t) of k(s)=e-O-Continued

13

t 0.80 0.82 0.84 0.86 0.88

0.25 0.255413D-07

0.477184D-06
0.525457D-05
0.379878D-04
0.195935D-03
0.769172D-03

0.126195D-08
0.393014D-07
0.661087D-06

0.241777D-02
0.633452D-02
0.142827D-01
0.284347D-01
0.510312D-01

0.679523D-05
0.469762D-04
0.235440D-03
0.907667D-03
0.282134D-02

0.134598D-07
0.277183D-06
0.338285D-05

0.839632D-01
0.128408D+00
0.184615D+00
0.251870D+00
0.328623D+00

0.734202D-02
0.164880D-01
0.327469D-01
0.586822D-01
0.964459D-01

0.270323D-04
0.153019D-03
0.653185D-03
0.221037D-02
0.617305D-02

0.211304D-07
0.429655D-06
0.519765D-05

0.412712D+00
0.501631D+00
0.592782D+00
0.683687D+00
0.772133D+00

0.856271lD+00
0.934646D+00
0.100620D+01
0.107025D+01
0.112644D+01

0.117466D+01
0.121504D+01
0.124788D+01
0.127358D+01
0.129264D+01

0.130560D+01
0.131301D+01
0.131544D+01
0.131345D+01
0.130757D+01

0.129829D+01
0.128607D+01
0.127135D+01
0.125450D+01
0.123589D+01

0.147350D+00
0.211615D+00
0.288329D+00
0.375601D+00
0.470836D+00

0.571057D+00
0.673206D+00
0.774397D+00
0.872089D+00
0.964190D+00

0.104910D+01
0.112569D+01
0.119327D+01
0.125155D+01
0.130052D+01

0.134044D+01
0.137174D+01
0.139498D+01
0.141080D+01
0.141988D+01

0.142291D+01
0.142059D+01
0.141356D+01
0.140245D+01
0.138785D+01

0.146982D-01
0.306364D-01
0.571221D-01
0.969762D-01
0.152115D+00

0.223145D+00
0.309230D+00
0.408235D+00
0.517052D+00
0.632014D+00

0.749308D+00
0.865316D+00
0.976859D+00
0.108134D+01
0.117680D+01

0.126191D+01
0.133590D+01
0.139849D+01
0.144980D+01
0.149023D+01

0.152043D+01
0.154116D+01
0.155330D+01
0.155772D+01
0.155534D+01

0.412273D-04
0.231645D-03
0.980769D-03
0.328848D-02
0.908959D-02

0.213979D-01
0.440573D-01
0.810860D-01
0.135811D+00
0.2100911D+00

0.303876D+00
0.415177D+00
0.540408D+00
0.674938D+00
0.813706D+00

0.951773D+00
0. 108473D÷01
0.120895D+÷01
0.132171D+01
0.142118D+01

0.150636D+01
0.157692D+01
0.163310D+01
0.167555D+01
0.170523D+01

0.391931D-08
0.123064D-06
0.209758D-05

0.217958D-04
0.151403D-03
0.756786D-03
0.28876 1D-02
0.882059D-02

0.224174D-01
0.489103D-Ol
0.939817D-01
0.162409D+00
0.256789D+00

0.376807D+00
0.519216D+00
0.678437D+00
0.847512D+00
0. 101910D+01

0.118632D+01
0.134336D+01
0.148574D+01
0.161045D+01
0.171579D+01

454

0.26
0.27
0.28
0.29
0.30

0.31
0.32
0.33
0.34
0.35

0.36
0.37
0.38
0.39
0.40

0.41
0.42
0.43
0.44
0.45

0.46
0.47
0.48
0.49
0.50

0.51
0.52
0.53
0.54
0.55

0.56
0.57
0.58
0.59
0.60

0.61
0.62
0.63
0.64
0.65
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Table 2. Inverse Laplace transform g(t) of k(s)=e--Continued

t 0.80 0.82 0.84 0.86 0.88

0.121583D+01
0.119460D+01
0.117244D+01
0.114958D+01
0.112621D+01

0.110249D+01
0.107858D+01
0.105459D+01
0.103064D+01
0.100681D+01

0.983178D+00
0.959818D+00
0.936781D+00
0.914109D+00
0.891840D+00

0.870002D+00
0.848618D+00
0.827706D+00
0.807276D+00
0.787338D+00

0.767897D+00
0.748953D+00
0.730507D+00
0.712555D+00
0.695094D+00

0.678116D+00
0.661615D+00
0.645582D+00
0.630007D+00
0.614883D+00

0.600197D+00
0.585939D+00
0.572099D+00
0.558665D+00
0.545627D+00

0.485978D+00
0.434586D+00
0.390223D+00
0.351812D+00
0.318437D+00

0.289325D+00
0.263830D+00
0.241413D+00
0.221623D+00
0.204086D+00

0.174558D+00
0.150864D+00
0.131604D+00
0.115758D+00
0.102582D+00

0.137028D+01
0.135023D+01
0.132813D+01
0.130438D+01
0.127931D+01

0.125324D+01
0.122643D+01
0.119910D+01
0.117146D+01
0.114369D+01

0.111592D+01
0.108828D+01
0.106087D+01
0.103379D+01
0.100711D101

0.980871lD+00
0.955136D+00
0.929938D+00
0.905305D+00
0.881259D+00

0.857814D+00
0.834979D+00
0.812759D+00
0.791156D+00
0.770166D+00

0.749785D+00
0.730004D+00
0.710816D+00
0.692210D+00
0.674173D+00

0.656693D+00
0.639756D+00
0.623348D+00
0.607456D+00
0.592064D+00

0.522098D+00
0.462487D+O00
0.411597D+00
0.368008D+00
0.330522D+00

0.298143D+00
0.270049D+00
0.245560D+00
0.224118D+00
0.205261lD+00

0.173841D+00
0.148949D+00
0.128942D+00
0.112648D+00
0.992200D-01

0.154702D+01
0.153357D+01
0.151577D+01
0.149432D+01
0.146985D+01

0.144294D+01
0.141408D+01
0.138373D+01
0.135226D+01
0.132002D+01

0.128730D+01
0.125433D+01
0.122133D+01
0.118848D+01
0.115592D+01

0.112377D+01
0.109214D+01
0.106109D+01
0.103069D+01
0.1001001D+01

0.972040D+00
0.943843D+00
0.916425D+00
0.889796D+00
0.863958D+00

0.838910D+00
0.814646D+00
0.791156D+00
0.768428D+00
0.746446D+00

0.725195D+00
0.704657D+00
0.684812D+00
0.665641D+00
0.647125D+00

0.563645D+00
0.493521D+00
0.434485D+00
0.384593D+00
0.342228D+00

0.306070D+00
0.275044D+00
0.248281D+00
0.225074D+00
0.204848D+00

0.171553D+00
0.145564D+00
0.124942D+00
0.108338D+00
0.947904D-01

0.172324D+01
0.173081D+01
0.172918D+01
0.171957D+01
0.170315D+01

0.168100D+01
0.165410D+01
0.162336D+01
0.158956D+÷01
0.155340D+01

0.151549D+01
0.147635D+01
0.143642D+01
0.139608D+01
0.135565D+01

0.131539D+01
0.127552D+01
0.123622D+01
0.119762D+01
0.115984D+01

0.112296D+01
0.108704D+01
0.105213D+01
0.101827D+01
0.985464D+00

0.953725D+00
0.923050D+00
0.893431D+00
0.864854D+00
0.837299D+00

0.810745D+00
0.785167D+00
0.760537D+00
0.736827D+00
0.714008D+00

0.612226D+00
0.528288D+00
0.458877D+00
0.401205D+00
0.353007D+00

0.312473D+00
0.278165D+00
0.248941D+00
0.223894D+00
0.202298D+00

0.167250D+00
0.140356D+00
0.119331D+00
0.102618D+00
0.891342D-01

0.180120D+01
0.186705D+01
0.191436D+01
0.194460D+01
0.195951D+01

0.196094D+01
0.195076D+0l
0.193074D+01
0.190258D+01
0.186780D+01

0.182776D+01
0.178366D+01
0.173656D+01
0.168733D+01
0.163673D+01

0.158540D+01
0.153386D+01
0.148254D+01
0.143177D+01
0.138185D+01

0.133297D+01
0.128531D+01
0.123899D+01
0.119408D+01
0.115066D+01

0.110874D+01
0.106835D+01
0.102948D+01
0.992123D+00
0.956246D+00

0.921820D+00
0.888808D+00
0.857168D+00
0.826855D+00
0.797822D+00

0.670177D+00
0.567472D+00
0.484524D+00
0.417110D+00
0.361904D+00

0.316332D+00
0.278410D+00
0.246604D+00
0.219726D+00
0.196849D+00

0.160341D+00
0.132883D+00
0.111778D+00
0.952449D-01
0.820738D-01

455

0.66
0.67
0.68
0.69
0.70

0.71
0.72
0.73
0.74
0.75

0.76
0.77
0.78
0.79
0.80

0.81
0.82
0.83
0.84
0.85

0.86
0.87
0.88
0.89
0.90

0.91
0.92
0.93
0.94
0.95

0.96
0.97
0.98
0.99
1.00

1.05
1.10
1.15
1.20
1.25

1.30
1.35
1.40
1.45
1.50

1.60
1.70
1.80
1.90
2.00
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Table 2. Inverse Laplace transform g(t) of k(s)=e--Continued

13
t 0.80 0.82 0.84 0.86 0.88

0.915160D-01
0.821391D-01
0.741283D-01
0.672332D-01
0.612577D-01

0.560464D-01
0.514752D-01
0.474440D-01
0.438712D-01
0.406902D-01

0.378459D-01
0.352924D-01
0.329915D-01
0.309109D-01
0.290233D-01

0.273057D-01
0.257382D-01
0.243037D-01
0.229876D-01
0.217771D-01

0.206613D-01
0.196305D-01
0.186762D-01
0.177910D-01
0.169684D-01

0.162026D-01
0.154884D-01
0.148213D-01
0.141972D-01
0.136125D-01

0.880336D-01
0.786235D-01
0.706373D-01
0.638046D-01
0.579156D-01

0.528057D-01
0.483441D-01
0.444264D-01
0.409680D-01
0.379002D-01

0.351665D-01
0.327201D-01
0.305224D-01
0.285407D-01
0.267477D-01

0.251201D-01
0.236383D-01
0.222852D-01
0.210465D-01
0.199095D-01

0.188633D-01
0.178987D-01
0.170071D-Ol
0.161816D-01
0.154156D-01

0.147035D-01
0.140404D-01
0.134219D-01
0.128441D-01
0.123034D-01

0.836055D-01
0.742718D-01
0.664074D-01
0.597227D-01
0.539953D-01

0.490523D-01
0.447578D-01
0.410039D-01
0.377040D-01
0.347881D-01

0.321990D-01
0.298900D-01
0.278220D-01
0.259628D-01
0.242852D-01

0.227663D-01
0.213868D-01
0.201301D-01
0.189820D-01
0.179303D-01

0.169647D-01
0.160758D-01
0.152558D-01
0.144977D-01
0.137954D-01

0.131436D-01
0.125376D-01
0.119730D-01
0.114463D-01
0.109540D-01

0.781120D-01
0.689949D-01
0.613730D-01
0.549400D-01
0.494633D-01

0.447638D-01
0.407023D-01
0.371691D-01
0.340768D-01
0.313555D-01

0.289483D-01
0.268088D-01
0.248990D-01
0.231870D-01
0.216467D-01

0.202558D-01
0.189956D-01
0.178503D-01
0.168063D-01
0.158520D-01

0.149774D-01
0.141739D-01
0.134340D-01
0.127510D-01
0.121194D-01

0.115341D-01
0.109906D-01
0.104851D-01
0.100140D-01
0.957441D-02

0.714248D-01
0.627009D-01
0.554699D-01
0.494130D-01
0.442915D-01

0.399238D-01
0.361699D-01
0.329207D-01
0.300901D-01
0.276096D-01

0.254239D-01
0.234883D-01
0.217661D-01
0.202273D-01
0.188466D-01

0.176032D-01
0.164795D-01
0.154607D-01
0.145340D-01
0.136888D-01

0.129157D-01
0.122067D-01
0.115550D-01
0.109545D-01
0.104000D-01

0.988695D-02
0.941126D-02
0.896941D-02
0.855824D-02
0.817499D-02

456

2.10
2.20
2.30
2.40
2.50

2.60
2.70
2.80
2.90
3.00

3.10
3.20
3.30
3.40
3.50

3.60
3.70
3.80
3.90
4.00

4.10
4.20
4.30
4.40
4.50

4.60
4.70
4.80
4.90
5.00
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Table 2. Inverse Laplace transform g(t) of k(s)=e-' 3 -Continued

t 0.90 0.92 0.94 0.96 0.98

0.49 0.175529D-08
0.50 0.820397D-07

0.51 0.187578D-05
0.52 0.241437D-04
0.53 0.195463D-03
0.54 0.108692D-02
0.55 0.445324D-02

0.142197D-01
0.370207D-01
0.814990D-01
0.156250D+00
0.267214D+00

0.139846D-08
0.105583D-06
0.332932D-05
0.526634D-04
0.481944D-03

0.415676D+00
0.597664D+00
0.804762D+00
0.102585D+01
0.124906D+01

0.146347D+01
0.166018D+01
0.183281D+01
0.197757D+01
0.209293D+01

0.285267D-02
0.119205D-01
0.376784D-01
0.951387D-01
0.200409D+00

0.364567D+00
0.588766D+00
0.863064D+00
0.116905D+01
0.148449D+01

0.161725D-06

0.879749D-05
0.190728D-03
0.204369D-02
0.127375D-01
0.522574D-01

0.217915D+01
0.223785D+01
0.227150D+01
0.228302D+01
0.227556D+01

0.225220D+01
0.221587D+01
0.216924D+01
0.211465D+01
0.205417D+01

0.178792D+01
0.206190D+01
0.229453D+01
0.247956D+01
0.261551D+01

0.270449D+01
0.275095D+l01
0.276060D+l01
0.273958D+01
0.269392D+01

0.155091D+00
0.357914D+00
0.678961lD+00
0.110508D+01
0.159526D+01

0.209580D+÷01
0.255668D+01
0.294194D+01
0.323279D+01
0.342548D+01

0.644329D-07
0.159988D-04

0.793681D-03
0.125896D-01
0.887758D-01
0.350948D+00
0.916457D+00

0.198953D+01
0.192220D+01
0.185338D+01
0.178405D+01
0.171500D+01

0.164683D+01
0.158002D+01
0.151493D+01
0.145181D+01
0.139086D+01

0.262917D+01
0.255023D+01
0.246128D+l01
0.236580D+01
0.226658D+01

0.216587D+01
0.206538D+01
0.196642D+01
0.186995D+01
0.177666D+01

0.352689D+01
0.354994D+01
0.350992D+01
0.342203D+01
0.329993D+01

0.315514D+01
0.299689D+01
0.283231D+01
0.266669D+01
0.250383D+01

0.177633D+01
0.277714D+l01
0.371726D+01
0.444662D+01
0.490323D+01

0.509740D+01
0.507860D+01
0.490757D+01
0.464012D+01
0.432050D+01

0.569651D-07

0.471182D-03
0.642527D-01
0.902888D+00
0.358054D+01
0.700029D+01

457

0.56
0.57
0.58
0.59
0.60

0.61
0.62
0.63
0.64
0.65

0.66
0.67
0.68
0.69
0.70

0.71
0.72
0.73
0.74
0.75

0.76
0.77
0.78
0.79
0.80

0.81
0.82
0.83
0.84
0.85

0.86
0.87
0.88
0.89
0.90
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Table 2. Inverse Laplace transform g(t) of X(s)=e-e"O-Continued

13
t 0.90 0.92 0.94 0.96 0.98

0.133218D+01
0.127584D+01
0.122186D+01
0.117025D+01
0.112096D+01

0.107396D+01
0.102917D+01
0.986518D+00
0.945935D+00
0.907332D+00

0.741019D+00
0.611719D+00
0.510612D+00
0.430831D+00
0.367219D+00

0.315955D+00
0.274204D+00
0.239857D+00
0.211332D+00
0.187431D+00

0.150048D+00
0.122586D+00
0.101890D+00
0.859419D-01
0.734156D-01

0.634102D-01
0.552997D-01
0.486391D-01
0.431054D-01
0.384601D-01

0.345241D-01
0.311609D-01
0.282652D-01
0.257547D-01
0.235642D-01

0.216417D-01
0.199455D-01
0.184415D-01
0.171017D-01
0.159032D-01

0.148268D-01
0.138565D-01
0.129788D-01
0.121823D-01
0.114572D-01

0.101896D-01
0.912234D-02
0.821535D-02
0.743806D-02
0.676682D-02

0.168701D+01
0.160128D+01
0.151963D+01
0.144210D+01
0.136868D+01

0.129928D+01
0.123378D+01
0.117203D+01
0.111387D+01
0.105912D+01

0.830273D+00
0.661154D+00
0.534903D+00
0.439309D+00
0.365809D+00

0.308434D+00
0.262995D+00
0.226524D+00
0.196886D+00
0.172528D+00

0.135340D+00
0.108773D+00
0.892001D-01
0.743997D-01
0.629564D-01

0.539376D-01
0.467104D-01
0.408340D-01
0.359941D-01
0.319622D-01

0.285691D-01
0.256874D-01
0.232197D-01
0.210907D-01
0.192415D-01

0.176251D-01
0.162043D-01
0.149487D-01
0.138338D-01
0.128394D-01

0.119487D-01
0.111478D-01
0.104250D-01
0.977054D-02
0.917606D-02

0.813959D-02
0.727000D-02
0.653328D-02
0.590366D-02
0.536134D-02

0.234632D+01
0.219584D+01
0.205339D+01
0.191947D+01
0.179422D+01

0.167752D+01
0.156910D+01
0.146856D+01
0.137548D+01
0.128936D+01

0.946793D+00
0.713482D+00
0.551345D+00
0.435858D+00
0.351547D+00

0.288562D+00
0.240516D+00
0.203171D+00
0.173652D+00
0.149968D+00

0.114859D+00
0.905940D-01
0.731814D-01
0.602917D-01
0.504986D-01

0.428925D-01
0.368724D-01
0.320290D-01
0.280763D-01
0.248098D-01

0.220801D-01
0.197761D-01
0.178142D-01
0.161300D-01
0.146736D-01

0.134059D-01
0.122956D-01
0.113178D-01
0.104523D-01
0.968251D-02

0.899487D-02
0.837809D-02
0.782277D-02
0.732102D-02
0.686616D-02

0.607530D-02
0.541399D-02
0.485541D-02
0.437933D-02
0.397025D-02

0.398056D+01
0.364151D+01
0.331644D+01
0.301261D+01
0.273340D+01

0.247970D+01
0.225091D+01
0.204556D+01
0.186177D+01
0.169753D+01

0.110334D+01
0.755736D+00
0.542306D+00
0.404585D+00
0.311677D+00

0.246554D+00
0.199394D+00
0.164281D+00
0.137506D+00
0.116666D+00

0.868623D-01
0.670597D-01
0.532722D-01
0.433063D-01
0.358786D-01

0.301997D-01
0.257635D-01
0.222338D-01
0.193803D-01
0.170415D-01

0.151009D-01
0.134733D-01
0.120950D-01
0.109177D-01
0.990411D-02

0.902539D-02
0.825862D-02
0.758561D-02
0.699167D-02
0.646491D-02

0.599557D-02
0.557560D-02
0.519832D-02
0.485814D-02
0.455034D-02

0.401658D-02
0.357168D-02
0.319696D-02
0.287840D-02
0.260530D-02

0.921090D+01
0.971591D+01
0.907158D+01
0.793277D+01
0.671051D+01

0.559410D+01
0.464461D+01
0.386369D+01
0.323073D+01
0.271997D+01

0.128811D+01
0.716959D+00
0.447586D+00
0.302938D+00
0.217435D+00

0.163107D+00
0.126609D+00
0.100986D+00
0.823451D-01
0.683815D-01

0.492615D-01
0.371293D-01
0.289650D-01
0.232152D-01
0.190167D-01

0.158591D-01
0.134256D-01
0.115110D-01
0.997794D-02
0.873155D-02

0.770466D-02
0.684867D-02
0.612771D-02
0.551483D-02
0.498948D-02

0.453577D-02
0.414124D-02
0.379605D-02
0.349229D-02
0.322361D-02

0.298479D-02
0.277158D-02
0.258044D-02
0.240842D-02
0.225307D-02

0.198432D-02
0.176098D-02
0.157337D-02
0.141425D-02
0.127813D-02

458

0.91
0.92
0.93
0.94
0.95

0.96
0.97
0.98
0.99
1.00

1.05
1.10
1.15
1.20
1.25

1.30
1.35
1.40
1.45
1.50

1.60
1.70
1.80
1.90
2.00

2.10
2.20
2.30
2.40
2.50

2.60
2.70
2.80
2.90
3.00

3.10
3.20
3.30
3.40
3.50

3.60
3.70
3.80
3.90
4.00

4.20
4.40
4.60
4.80

5.00
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Table 2. Inverse Laplace transform g(t) of A(s)=e-'O-Continued

13
t 0.990 0.995 0.997 0.998 0.999

0.304435D-01
0.724474D+00
0.413781D+01
0.103257D+02
0.159373D+02

0.167331D+02
0.173985D+02
0.179335D+02
0.183414D+02
0.186282D+02

0.188019D+02
0.188719D+02
0.188481D+02
0.187412D+02
0.185613D+02

0.183187D+02
0.180228D+02
0.176827D+02
0.173064D+02
0.169014D+02

0.164744D+02
0.160311D+02
0.155769D+02
0.151160D+02
0.146524D+Q2

0.141892D+02
0.137293D+02
0.132750D+02
0.128279D+02
0.123898D+02

0.207732D-01
0.109476D+00
0.413897D+00

0.119543D+01
0.277546D+01
0.539843D+01
0.909628D+01
0.136434D+02

0.186215D+02
0.235457D+02
0.279852D+02
0.316365D+02
0.343449D+02

0.119618D+02
0.115447D+02
0.111393D+02
0.107461D+02
0.103653D+02

0.999722D+01
0.964186D+01
0.929917D+01
0.896903D+01
0.865126D+01

0.360858D+02
0.1369291D+02
0 .370001D+02

0.364475D+02
0.354200D+02

0.340534D+02
0.324632D+02
0.307431D+02
0.289656D+02
0.271853D+02

0.224193D-01
0.327681D+00
0.209692D+01

0.747066D+01
0.175707D+02
0.307895D+02
0.438034D+02
0.537808D+02

0.849694D+01
0.834562D+01
0.819727D+01
0.805183D+01
0.790929D+01

0.263068D+02
0.254412D+02
0.245914D+02
0.237599D+02
0.229486D+02

0.571903D+02
0.595157D+02
0.608249D+02
0.612297D+02
0.608644D+02

0.160180D+00
0.889475D+00
0.326711D+01

459

0. 9250
0.9300
0. 9350
0.9400
0. 9450

0.9460
0. 9470
0.9480
0. 9490
0.9500

0. 9510
0. 9520
0. 9530
0. 9540
0. 9550

0.9560
0. 9570
0.9580
0.9590
0. 9600

0. 9610
0. 9620
0.9630
0. 9640
0. 9650

0.966G
0. 9670
0.9680
0. 9690
0. 9700

0. 9710
0. 9720
0. 9730
0. 9740
0. 9750

0. 9760
0. 9770
0. 9780
0. 9790
0. 9800

0.9805
0.9810
0.9815
0.9820
0. 9825
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Table 2. Inverse Laplace transform g(t) of A(s)=e - Continued

3.
t 0.990 0.995 0.997 0.998 0.999

0.776958D+01
0.763267D+01
0.749853D+01
0.736709D+01
0.723832D+01

0.711217D+01
0.698860D+01
0.686755D+01
0.674899D+01
0.663286D+01

0.221588D+02
0.213917D+02
0.206479D+02
0.199279D+02
0.192318D+02

0.185598D+02
0.179116D+02
0.172869D+02
0.166854D+02
0.161067D+02

0.598693D+02
0.583798D+02
0.565191D+02
0.543950D+02
0.520981D+02

0.497029D+02
0.472686D+02
0.448414D+02
0.424560D+02
0.401379D+02

0.871315D+01
0.181354D+02
0.311551D+02
0.461344D+02
0.609020D+02

0.735681D+02
0.829855D+02
0.887989D+02
0.912470D+02
0.909006D+02

0.651912D+01
0.640773D+01
0.629863D+01
0.619178D+01
0.608714D+01

0.606647D+01
0.604589D+01
0.602539D+01
0.600498D+01
0.598466D+01

0.596442D+01
0.594426D+01
0.592419D+01
0.590420D+01
0.588429D+01

0.586447D+01
0.584473D+01
0.582507D+01
0.580549D+01
0.578600D+01

0.576658D+01
0.574725D+01
0.572799D+01
0.570882D+01
0.568973D+01

0.567071D+01
0.565178D+01
0.563292D+01
0.561415D+01
0.559545D+01

0.557682D+01
0.555828D+01
0.553981D+01
0.552142D+01
0.550311D+01

0.548487D+01
0.546671D+01
0.544862D+01
0.543061D+01
0.541267D+01

0.155500D+02
0.150149D+02
0.145007D+02
0.140068D+02
0.135325D+02

0.134399D+02
0.133480D+02
0.132570D+02
0.131666D+02
0.130770D+02

0.129881D+02
0.128999D+02
0.128125D+02
0.127258D+02
0.126397D+02

0.125544D102
0.124698D+02
0.123858D+02
0.123026D+02
0.122200D+02

0.121381D+02
0.120569D+02
0.119763D+02
0.118964D+02
0.118171D+02

0.117385D+02
0.116605D+02
0.115832D+02
0.115065D+02
0.114304D+02

0.113549D+02
0.112801D+02
0.112058D+02
0.111322D+02
0.110592D+02

0.109867D+02
0.109149D+02
0.108436D+02
0.107729D+02
0.107028D+02

0.379049D+02
0.357690D+02
0.337370D+02
0.318125D+02
0.299960D+02

0.296456D+02
0.292994D+02
0.289575D+02
0.286198D+02
0.282862D+02

0.279569D+02
0.276316D+02
0.273105D+02
0.269934D+02
0.266804D+02

0.263713D+02
0.260663D+02
0.257652D+02
0.254679D+02
0.251746D+02

0.248850D+02
0.245993D+02
0.243173D+02
0.240390D+02
0.237644D+02

0.234934D+02
0.232260D+02
0.229621D+02
0.227018D+02
0.224449D+02

0.221914D+02
0.219413D+02
0.216946D+02
0.214512D+02
0.212110D+02

0.209741D+02
0.207403D+02
0.205097D+02
0.202821D+02
0.200577D+02

0.884433D+02
0.845305D+02
0.797185D+02
0.744417D+02
0.690183D+02

0.679369D+02
0.668599D+02
0.657887D+02
0.647244D+02
0.636679D+02

0.626202D+02
0.615821D+02
0.605543D+02
0.595376D+02
0.585324D+02

0.575394D+02
0.565589D+02
0.555914D+02
0.546371D+02
0.536965D+02

0.527696D+02
0.518567D+02
0.509580D+02
0.500735D+02
0.492033D+02

0.483476D+02
0.475062D+02
0.466793D+02
0.458667D+02
0.450684D+02

0.442844D+02
0.435146D+02
0.427588D+02
0.420169D+02
0.412888D+02

0.405744D+02
0.398734D+02
0.391858D+02
0.385114D+02
0.378500D+02

0.128057D-02
0.253893D+00

0.542909D+00
0.107406D+01
0.198062D+01
0.342758D+01
0.560072D+01

0.868902D+01
0. 128629D+02
0.182520D+02
0.249263D+02
0.328840D+02

0.420476D+02
0.522680D+02
0.633368D+02
0.750017D+02
0.869862D+02

0.990079D+02
0.110795D+03
0.122101D+03
0.132714D+03
0.142460D+03

0.151211D+03
0.158879D+03
0.165415D+03
0.170805D+03
0.175065D+03

0.178235D+03
0.180374D+03
0.181552D+03
0.181851D+03
0.181356D+03

0.180155D+03
0.178335D+03
0.175979D+03
0.173166D+03
0.169971D+03

460

0.9830
0.9835
0.9840
0.9845
0.9850

0.9855
0.9860
0.9865
0.9870
0.9875

0.9880
0.9885
0. 9890
0.9895
0. 9900

0.9901
0. 9902
0.9903
0. 9904
0.9905

0.9906
0. 9907
0.9908
0. 9909
0.9910

0. 9911
0.9912
0.9913
0. 9914
0.9915

0.9916
0.9917
0.9918
0. 9919
0. 9920

0. 9921
0. 9922
0. 9923
0. 9924
0.9925

0. 9926
0. 9927
0.9928
0. 9929
0. 9930

0.9931
0.9932
0. 9933
0. 9934
0.9935
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Table 2. Inverse Laplace transform g(t) of A(s)=e e'-Continued

10
t 0.990 0.995 0.997 0.998 0.999

0.539481D+01
0.537702D+01
0.535930D+01
0.534166D+01
0.532409D+01

0.528917D+01
0.525454D+01
0.522019D+01
0.518613D+01
0.515235D+01

0.498757D+01
0.482945D+01
0.467770D+01
0.453203D+01
0.439217D+01

0.425787D+01
0.412887D+01
0.400493D+01
0.388584D+01
0.377138D+01

0.326150D+01
0.248913D+01
0.194690D+01
0.155592D+01
0.126694D+01

0.557631D+00
0.192128D+00
0.949409D-01
0.561814D-01
0.370172D-01

0.261897D-01
0.194902D-01
0.150625D-01
0.119859D-01
0.976264D-02

0.683487D-02
0.504998D-02
0.388252D-02
0.307752D-02
0.249916D-02

0.206974D-02
0.174220D-02
0.148669D-02
0.128354D-02
0.111937D-02

0.9848111D-03
0.873143D-03
0.779455D-03
0.700083D-03
0.632254D-03

0.106333D+02
0.105643D+02
0.104959D+02
0.104281D+02
0.103608D+02

0.102278D+02
0.100970D+02
0.996825D+01
0.984161D+01
0.971701D+01

0.912334D+01
0.857550D+01
0.806958D+01
0.760198D+01
0.716940D+01

0.676883D+01
0.639755D+01
0.605304D÷01
0.573305D+01
0.543552D+01

0.422493D+01
0.271963D+01
0.187297D+01
0.135820D+01
0.102519D+01

0.365425D+00
0.109266D+00
0.513358D-01
0.296348D-01
0.192470D-01

0.134914D-01
0.997588D-02
0.767343D-02
0.608435D-02
0.494191D-02

0.344570D-02
0.253861lD-02
0.194762D-02
0.154129D-02
0.125002D-02

0.103414D-02
0.869712D-03
0.741601D-03
0.639848D-03
0.557690D-03

0.490399D-03
0.434595D-03
0.387803D-03
0.348183D-03
0.314341D-03

0.198362D+02
0.196177D+02
0.194022D+02
0.191895D+02
0.189798D+02

0.185686D+02
0.181685D+02
0.177790D+02
0.173999D+02
0.170309D+02

0.153274D+02
0.138362D+02
0.125283D+02
0.113782D+02
0.103644D+02

0.946812D+01
0.867348D+01
0.796691D+01
0.733683D+01
0.677335D+01

0.469747D+01
0.258091D+01
0.160578D+01
0.108674D+01
0.780848D+00

0.247198D+00
0.691426D-01
0.317892D-01
0.181638D-01
0.117281D-01

0.819031D-02
0.604054D-02
0.463770D-02
0.367208D-02
0.297928D-02

0.207391D-02
0.152623D-02
0.116996D-02
0.925282D-03
0.750041D-03

0.620249D-03
0.521449D-03
0.444507D-03
0.383419D-03
0.334112D-03

0.293739D-03
0.260267D-03
0.232207D-03
0.208453D-03
0.188167D-03

0.372013D+02
0.365653D+02
0.359417D+02
0.353303D+02
0.347310D+02

0.335676D+02
0.324499D+02
0.313762D+02
0.303450D+02
0.293546D+02

0.249607D+02
0.213653D+02
0.184123D+02
0.159741D+02
0.139490D+02

0.122560D+02
0.108317D+02
0.962565D+01
0.859805D+01
0.771724D+01

0.478245D+01
0.229363D+01
0.132261D+01
0.853819D+00
0.594368D+00

0.175463D+00
0.473530D-01
0.2153C5D-01
0.122385D-01
0.787899D-02

0.54920lD-02
0.404529D-02
0.310293D-02
0.245513D-02
0.199084D-02

0.138473D-02
0.101848D-02
0.780411D-03
0.617008D-03
0.500026D-03

0.413413D-03
0.347500D-03
0.296181D-03
0.255445D-03
0.222570D-03

0.195657D-03
0.173346D-03
0.154645D-03
0.138815D-03
0.125297D-03

0.166463D+03
0.162703D+03
0.158747D+03
0.154646D+03
0.150444D+03

0.141883D+03
0.133313D+03
0.124914D+03
0.116809D+03
0.109080D+03

0.770202D+02
0.550465D+02
0.403125D+02
0.303186D+02
0.233847D+02

0.184504D+02
0.148511D+02
0.121648D+02
0.101177D+02
0.852845D+01

0.422422D+01
0.162193D+01
0.841468D+00
0.511577D+00
0.342832D+00

0.935803D-01
0.243272D-01
0.109368D-01
0.618439D-02
0.396971D-02

0.276190D-02
0.203175D-02
0.155700D-02
0.123108D-02
0.997720D-03

0.693413D-03
0.509728D-03
0.390419D-03
0.308575D-03
0.250008D-03

0.206660D-03
0.173682D-03
0.148011D-03
0.127637D-03
0.111199D-03

0.977428D-04
0.865894D-04
0.772418D-04
0.693300D-04
0.625745D-04
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0.9936
0. 9937
0.9938
0. 9939
0.9940

0.9942
0.9944
0. 9946
0.9948
0.9950

0. 9960
0.9970
0. 9980
0. 9990
1.0000

1.0010
1.0020
1.0030
1.0040
1.0050

1.0100
1.0200
1.0300
1.0400
1.0500

1. 1000
1.2000
1.3000
1.4000
1.5000

1.6000
1.7000
1.8000
1.9000
2.0000

2.2000
2.4000
2.6000
2.8000
3.0000

3.2000
3.4000
3.6000
3.8000
4.0000

4.2000
4.4000
4.6000
4.8000
5.0000
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Table 3. tm. and g(tmax) as a function of 13, where g(t) is
the inverse Laplace transform of e-

13 tma g(tmx)

0.15 0.00000190503 450.9129

0.16 0.00000630739 209.22449
0.17 0.0000177337 108.862395
0.18 0.0000436172 62.162073
0.19 0.0000960414 38.311543
0.20 0.000192795 25.155645

0.21 0.000357987 17.416529
0.22 0.000622088 12.610041
0.23 0.00102137 9.484013
0.24 0.00159686 7.369062
0.25 0.00239285 5.888686

0.26 0.00345532 4.821523
0.27 0.00483018 4.032270
0.28 0.00656175 3.435337
0.29 0.00869134 2.974907
0.30 0.0112561 2.613581

0.31 0.0142884 2.325679
0.32 0.0178147 2.093179
0.33 0.0218560 1.903181
0.34 0.0264274 1.746284
0.35 0.0315381 1.615524

0.36 0.0371920 1.505665
0.37 0.0433880 1.412716
0.38 0.0501201 1.333598
0.39 0.0573788 1.265907
0.40 0.0651506 1.207748

0.41 0.0734193 1.157611
0.42 0.0821662 1.114283
0.43 0.0913707 1.076782
0.44 0.101011 1.044308
0.45 0.111063 1.016202

0.46 0.121503 0.991922
0.47 0.132308 0.971016
0.48 0.143453 0.953108
0.49 0.154914 0.937885
0.50 0.166667 0.925082

0.51 0.178689 0.914477
0.52 0.190959 0.905885
0.53 0.203454 0.899150
0.54 0.216155 0.894139
0.55 0.229042 0.890746

0.56 0.242097 0.888881
0.57 0.255304 0.888472
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Table 3. tma and g(t Q) as a function of 13, where g(t) is
the inverse Laplace transform of en-Continued

13 t- g(tma)

0.889461
0.891806
0.895475

0. 900451
0.906726
0.914305
0.923202
0.933445

0.945070
0.958129
0.972686
0.988819
1.006623

1. 026212
1.047719
1.071303
1.097151
1. 125483

1. 156560
1. 190689
1.228239
1.269648
1. 315445

1.366273
1.422918
1.486349
1.557781
1.638750

1. 731228
1.837792
1. 961869
2. 108126
2.283081

2.496129
2. 761327
3.100708
3.550899
4.177648

5.112078
6.659241
9. 731437

18.874343
37.055102

61.229747
91.409296

181.858807
INFINITY

1.847590
0.953613
0.888440006391162 =lowest value of g(t m)

0.58
0.59
0.60

0.61
0.62
0.63
0.64
0.65

0.66
0.67
0.68
0.69
0.70

0.71
0.72
0.73
0.74
0.75

0.76
0.77
0.78
0.79
0.80

0.81
0.82
0.83
0.84
0.85

0.86
0.87
0.88
0.89
0.90

0.91
0.92
0.93
0.94
0.95

0.96
0.97
0.98
0.990
0.995

0.997
0.998
0.999
1.000

1/3
2/3

0.56787475-

0.268646
0.282109
0.295680

0.309346
0.323098
0.336924
0.350818
0.364772

0.378780
0.392837
0.406941
0.421088
0.435279

0.449512
0. 463791
0.478118
0.492496
0.506933

0.521435
0.536011
0.550671
0.565430
0.580300

0.595300
0.610450
0.625773
0.641295
0.657048

0.673068
0.689397
0.706087
0.723197
0.740799

0.758982
0.777856
0. 797561
0.818279
0.840258

0.863851
0.889596
0.918411
0.9522311
0.9725934

0.9819976
0.9871752
0.9928860
1.0000000

0.0233204
0.388146
0.25248543

463



Volume 95, Number 4, July-August 1990

Journal of Research of the National Institute of Standards and Technology

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

Figure la. Curves of g(t)
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Figure lb. Curves of g(t) as a function of t in the neighborhood of the peak values for 13=0.35(0.1)0.95.
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0.96 0.98 1 . 00 1.02 1 .04 1 .06

Figure 1c. Curves of g(t) as a function of t in the neighborhood of the peak values for ,1=0.99, 0.995, 0.997,
0.998, and 0.999. The delta function at 8= 1 is indicated by the vertical line.
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Figure 2a. Curves of tmax and l/g(tmax) plotted as a function of 13.
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Figure 2b. Curve of l/g(tm.,) plotted as a function of tm..
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Figure 3. Second through fourth degree polynomial approximations to l/g(tmm.) as a function of 13 com-
pared to the more accurately calculated value of this quantity.
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1. Introduction

The Semiconductor Electronics Division at the
National Institute of Standards and Technology
(NIST) hosted an International Conference on
Narrow-Gap Semiconductors and Related Materi-
als in Gaithersburg, MD on June 12-15, 1989. A
brief background on narrow-gap semiconductors

(NGSs) is given in this paper, along with an
overview of the conference itself. The major sec-
tion of this report is devoted to highlights from
each of the invited papers in order to put this field
of semiconductor research and technology in per-
spective. The Conference Proceedings has been
published as a special issue of Semiconductor Sci-
ence and Technology (Institute of Physics Publish-
ing, Bristol, March 1990, Volume 5).

1.1 Background on Narrow-Gap Semiconductors

Semiconductors are an important class of materi-
als that not only are of scientific interest, but also
have a wide variety of useful, technological appli-
cations in our modern-day world. Semiconducting
phenomena have been detected in several basic
forms of matter including crystals, glassy and
amorphous solids, liquids, and even organic materi-
als. A definition of a semiconductor that includes
all of these materials would be somewhat too gen-
eral to be useful. A narrower but more often-used
definition involves the concept of a crystal which is
composed of a periodic array of atoms. Here, a
semiconductor is defined as a solid, crystalline ma-
terial with predominantly covalent bonding and
electrical conductivity that is intermediate between
that of a metal and that of an insulator. The con-
ductivity is usually strongly temperature depen-
dent over some range of temperatures.

What are NGSs? The energy band theory of
solids allows this classification of a semiconductor
material in terms of the size of its fundamental en-
ergy gap, Eg, the separation between the energy of
the lowest conduction band and the highest va-
lence band. W. Zawadzki [1] has defined an NGS
as a material in which the energy of an occupied
electron or hole state, as measured from the corre-
sponding band extremum, can become comparable
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to the energy gap, E8 . According to this definition,
any semiconductor can exhibit "narrow gap" prop-
erties under appropriate conditions (e.g., if elec-
trons are optically excited sufficiently high above
the band edge). However, a more traditional defini-
tion would identify NGSs as solids having energy
gaps of less than 0.5 eV [2]. With this last defini-
tion, it is clear that NGSs are found among a broad
spectrum of elements, compounds, alloys, and arti-
ficially structured materials. Table 1 gives some
representative examples of NGSs. Improvements
in crystal growing techniques have led to the pro-
duction of many different types of alloys whose
energy gaps can be adjusted by varying the compo-
sition. In particular, the emergence of molecular-
beam epitaxy (MBE) technology has opened up the
new field of band structure (or band gap) engineer-
ing. The MBE process refers to a technique in
which several atomic (or molecular) beams im-
pinge on a heated substrate material under ultra-
high vacuum conditions. With the growth of new
artificial semiconductor structures by MBE tech-
nology, the transport, optical, and other properties
of the electrons and holes can be altered continu-
ously and independently, leading to interesting new
physics and new classes of semiconductor devices.
Single crystalline layers are grown in registry with
the substrate, permitting highly controlled epitaxial
growth. Numerous specific examples of MBE-
grown materials were presented at the conference.

NGSs have long been recognized for their spe-
cial characteristics that give rise not only to inter-
esting physical effects for basic studies but also to
useful technological applications. In 1957, E. 0.
Kane [3] showed how to describe the band struc-
ture of NGSs by using the k *p method. This ap-
proach uses perturbation theory in conjunction
with crystal symmetry requirements to investigate
the wave functions and the form of the energy
bands in the vicinity of high-symmetry points in
k-space. The corresponding band structure can
then be determined by obtaining a limited number
of parameters experimentally such as energy gaps,
electron and hole effective masses. This method is
of considerable importance because it has a firm
theoretical foundation and has been found to de-
scribe most of the semiconductor properties related
to band structure. The small energy gap character-
istic of an NGS usually means that the electron
effective mass m * is also small. Values of m * less
than 0.001 mo have been observed, where mo is the
free electron mass. Small values of m * lead to large
carrier mobilities and many other interesting

physical properties such as high carrier saturation
velocities, strong nonlinear optical effects, strong
magnetic quantum effects, etc. The properties of an
NGS are also more sensitive to external influences
such as temperature, magnetic field, electric field,
or strain, than are the larger band gap semiconduc-
tors. Some of these NGSs are used extensively as
infrared detectors, particularly those that are sensi-
tive to the regions of the electromagnetic spectrum
corresponding to the atmospheric windows at 3 to
5 ptm and 8 to 14 ptm.

1.2 Applications of Narrow-Gap Semiconductors

Two major applications of narrow-gap materials
are infrared detectors for passive imaging and
diode lasers for high-resolution spectroscopy.
Other applications include Hall probes for measur-
ing magnetic fields and thermoelectric devices for
power generation and cooling purposes. NGSs are
also used by radio astronomers as sensitive, reli-
able, and comparatively fast submillimeter detec-
tors. We briefly review the two major applications.

1.2.1 Infrared Detectors The electromagnetic
radiation spectrum lying between the visible and
microwave frequencies is generally defined as the
infrared (IR) region. Its importance arises from the
fact that every material object emits, absorbs,
transmits, and reflects infrared radiation in a char-
acteristic manner. From a study of the intensity and
wavelength distribution of the radiation which has
arisen from or interacted with an object, informa-
tion concerning the object may be obtained. This
information can be used to distinguish a body from
its surroundings or to identify an unknown mate-
rial. Military applications in IR technology are im-
portant for several reasons: (1) most targets of
interest (vehicles, troops, etc.) differ from the sur-
rounding terrain either in temperature or emissivity
or both and thus can be seen readily by IR equip-
ment; (2) IR systems can utilize the radiation emit-
ted by the targets they seek (in a passive manner
such that the detection system does not disclose its
presence the way a radar system does); (3) IR is
capable of revealing greater detail than radio or
radar waves because of its shorter wavelengths.
The key component of IR systems is the detector
itself.

IR detectors are devices that convert electro-
magnetic radiation to conductive electric signals
which can then be processed to obtain the informa-
tion inherent in the temporal and spatial variations
of the radiation. Detectors may be classified as
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Table 1. Some representative narrow-gap semiconductors

Elements Compounds Alloys

II-V II-VI III-V IV-VI V-VI

BaAs 3

CaAs 3

Cd3 As2

Cd3 P2

a- and 13-EuP3

Zn 3As2

Zn 3 P2

HgS InSb

HgSe InAs

HgTe

PbS Bi2 Se3

PbSe

PbTe

SnTe

GeTe

Bi2Te3

Sb2 Se3

Sb2Te3

II-IV

Mg 2Sn

Superlattices and Quantum Wells

(Many combinations from the above lists,
such as HgTe/CdTe, InAs/Ini,_GaSb,
PbTe/Pb l1 xMnxTe, etc.)

Hg 1 -,_CdxSe

Hg l-Cd.Te

Hg,_x,-CdxMnTe

Hg iFeSe

Hgl.,_FexTe

Hg -,1 Mn.Se

Hg ,_xMn.Te

HgSxSe l-x

Pb ,_xMn.Te

PbS I_ Se.

Pb -1 Sn.Se

Pb -,-SnxTe

PbSexTe l-x

Cd3 _ xZn.As 2

(Cd I ,Mnx) 3As 2

Pb i-,Ge.Te

InAs.Sb, 1-

PbI _Cd S

Pb i,--yEuSySe

Pb 1-- YEuTeySe

Pb ,-yCdxSySe

Pb I_,Eu.Te

Pb ,_-EuSe
Pb i-,SrxSe

either thermal or photon detectors. The absorption
of radiation in thermal detectors such as bolome-
ters or thermopiles produces an increase in temper-
ature which then can be measured. In photon
detectors, electrons or holes, or both, are created
by the absorption process, thus producing carrier
concentrations and conductivities greater than the
thermal equilibrium values. Important photon de-
tectors are based upon characteristics or effects
such as photoconductivity, photovoltaic effect,
photoelectro-magnetic effect, and charge-transfer
effects (i.e., metal-insulator-semiconductor (MIS)
structures). Photon detectors are greatly superior
to thermal detectors in terms of speed of response
and sensitivity.

IR detectors are used extensively in military
night-vision systems and remote temperature sens-
ing. Interest also exists in heat sensing for home
and industrial energy loss, medical thermography
(e.g., breast cancer detection), for astronomical re-
search, and in spectrophotometers.

1.2.2 Diode Lasers Lead-salt (i.e., PbS, PbSe,
and PbTe) diode lasers have proven to be ex-
tremely valuable tools in high- resolution molecu-
lar spectroscopy with related applications to air
pollution monitoring. A direct energy gap is a re-
quirement for efficient radiative recombination and
stimulated emission. The emission occurs in the in-
frared region at photon energies close to Eg, and
the laser wavelength can be adjusted with high
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precision and often over wide ranges by varying
the temperature, magnetic field, or pressure in or-
der to change E5 . Diode lasers of PbS1-,Se.,
Pbl-,Sn.Te, or Pbl-,Sn.Se are typically used as
sources of coherent infrared radiation with wave-
lengths between about 4 to 30 ptm. Their spectral
output has an extremely narrow linewidth which is
particularly attractive for high-resolution spec-
troscopy. Work continues today on increasing their
operating temperatures, improving their output
characteristics, and increasing the device operating
lifetime.

2. Previous Narrow-Gap Conferences,
Conference Organization, Sponsors,
and Attendance

Conferences are important not only for review-
ing and summarizing past research, but also for
providing an overview of the current state of the
art. In addition, a conference can be an important
stimulus to new progress in the field. As can be
seen from table 2, no conference devoted entirely
to NGSs has been held since the one in Linz, Aus-
tria, in 1981. The date, place, sponsors, and pub-
lished proceedings are listed there. New materials
and new phenomena have subsequently arisen and,
consequently, new perspectives in the field of
NGSs were obtained by holding this conference.
Important papers were given at the Gaithersburg
Conference in 1989, covering many new materials
and phenomena. The considerable progress made
since the previous meeting in 1981 was reviewed,
clarified, and elucidated in numerous invited talks.

The Conference Chair was David G. Seiler,
Group Leader of the Materials Technology Group
at the National Institute of Standards and Technol-
ogy. Mike Kinch of Texas Instruments was the
Program Committee Chair and Chris L. Littler the
Conference Treasurer. Sponsors of the Confer-
ence were the U.S. Air Force Office of Scientific
Research, American Physical Society, National In-
stitute of Standards and Technology, National Sci-
ence Foundation, U.S. Office of Naval Research,
Texas Instruments, and University of North Texas.
The session chairs came from well-known govern-
ment, industrial, or university laboratories.

A tour through several major semiconductor
laboratories of NIST's Semiconductor Electronics
Division (SED) was hosted by David G. Seiler and
Frank Oettinger, Division Chief. The SED con-
ducts experimental and theoretical research on
semiconductor materials, devices, and integrated
circuits. The tour concentrated on visits to labs and
on presentations on deep-level metrology, MBE

work, intelligent test structure metrology, and el-
lipsometry.

One hundred fifty-nine attendees from 14 differ-
ent countries participated in the conference ses-
sions. Seventy-two contributed and 14 invited talks
were given on a wide range of bulk, film, and arti-
ficially structured materials: II-VI, III-V, IV-VI
compounds and various alloy semiconductors.
Topics covered ranged from IR detector device
physics to the growth and characterization of artif-
ically structured materials, as well as a review of
high-Tc superconductors as IR detectors. As
judged by the attendance at the conference, the
quality of the talks given, the papers submitted for
publication, and the oral and written comments
from the attendees, the conference was a great suc-
cess.

3. Highlights from Invited Papers

In this section we present some highlights se-
lected from the invited papers given at the confer-
ence. No attempt is made to be comprehensive in
these short reviews. We hope that these highlights
will be interesting enough that many readers will
wish to examine the complete Conference Pro-
ceedings published in Semiconductor Science and
Technology, March 1990.

Bill Paul (Harvard University) opened the NGS
Conference with some stimulating remarks and
perspectives on this class of materials. He pointed
out that attention to the details of the materials
preparation and chemistry is essential to a determi-
nation of the correct physical properties. Further-
more, good materials preparation has been the
springboard for most of the new advances in the
NGS field. A review of studies on gray tin (a-Sn)
was given (a-Sn was the progenitor of the whole
class of zero-gap or negative-gap materials). The
advent of MBE and of the production of thermo-
dynamically metastable films may allow alloys
such as Ge-Sn to be grown with direct gaps vary-
ing from about 0.5 eV to zero over a certain range
of composition. Many superlattices (SLs) of the
types Sn/InSb, Sn/CdTe, SnxGel-,./Ge, Sn.Sil-,/
Si or Sn/Hg.Cdl-..Te remain to be made and stud-
ied. He concluded that the maturing fabrication
techniques for quantum wires and dots (made pos-
sible by different kinds of lithography) have al-
ready resulted in new physical phenomena and
new devices and will continue to do so. One can
say confidently that there are unimagined phenom-
ena beyond the horizon, ensuring the need for
meetings such as this one well into the next cen-
tury.
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Table 2. Previous conferences on narrow-gap semiconductors

Date Place Sponsors and financial support Publication

Columbia Univ.,
New York

Univ. of Durham,
England

Centre National
de la Recherche
Scientifique,
Paris, France

Dallas, TX, USA

Univ. of
Pennsylvania,
Philadephia, PA

Nice, France
Cardiff, Wales

Institute of Physics,
Polish Academy of
Sciences, Warsaw,
Poland

Universit6 des
Sciences et
Techniques du
Languedoc,
Nimes, France

Johannes Kepler
Univ., Linz,
Austria

Topical Conference
APS

C.N.R.S.

Texas Instruments,
ONR, LTV Research
Center, Topical
Conf. of APS

Moore School of EE,
Lab. for Res. on
Struct. of Mat.,
Topical Conf. of APS

Royal Society, Plessey
Co. Limited, C.N.R.S.

Recognized by the
Int. Union of Pure
and Applied
Physics (IUPAP)

Various institutions
and companies includ-
ing European Research
Office, IBM, ONR,
Thomson CSF

IUPAP, European Phys. Soc.
Austrian Phys. Soc., IBM,
Siemens, European Research
Office, Austrian Fed.
Ministry of Science
and Research

Proc. of Conf. on The Physics
of Semimetals published in
IBM J. Res. Dev., Vol. 8, 1964.
One paper on IV-VI Compounds.

Short report of Semimetals
and Narrow-Gap Semiconductors
Conference given by G. A.
Saunders, in J. Phys., Colloque C4,
Supp. to #11-12, Vol. 29, pp. 3-8, 1968.

International Colloquium on
IV-VI Compounds, J. Phys.,
Colloque C4, Supp.
to #11-12, Vol. 29, 1968.

Physics of Semimetals and
Narrow-Gap Semiconductors
Conference proceedings
published in J. Phys. Chem. Solid,
Vol. 32, Suppl. 1, 1971, pp. 1-568.

Physics of IV-VI Compounds
and Alloys (Gordon & Breach,
London, 1974).

Int. Conf. on The Physics
of Semimetals and Narrow-Gap
Semiconductors. Proceedings
unpublished.

Conf. Proc. published as Phys. of
Narrow Gap Semicond. (PWN-Polish
Scientific Publishing, Warsaw, 1978),
pp. 1-481

Int. Summer School Proc. published
as Narrow-Gap Semiconductors
Physics and Applications, Lecture
Notes in Physics, Vol.
133 (Springer-Verlag,
New York, 1980), pp. 1-572.

Conf. Proc. published as
Physics of Narrow-Gap
Semiconductors, Lecture Notes in
Physics, Vol. 152 (Springer-Verlag,
New York, 1982), pp. 1-485.
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Gordon Osbourn (Sandia National Laboratories)
reviewed the multi-quantum well (MQW) and su-
perlattice (SL) physics which influences device
performance and described the status of the leading
III-V approaches for long-wavelength detection.
Modern growth techniques have made possible the
preparation of high-quality, single-crystal layered
structures, with layer thicknesses ranging from
micrometers to nanometers. These structures may
provide useful alternatives to the II-VI
Hgl-.Cd.Te alloy system for long-wavelength de-
tector applications. Detector technology based on
III-Vs will benefit from superior bond strengths
and material stability, well-behaved dopants, and
high-quality III-V substrates. The MQW and SL
heterostructures (HSs) have new and interesting
energy band structures which depend on layer
thicknesses, layer strains, and the bulk properties of
the individual layers. Research has revealed a num-
ber of mechanisms for obtaining long-wavelength
cutoffs in the following structures: (1) materials
with "type II" band offsets (BOs) where transitions
occur between hole states in one type of layer and
electron states localized in the other type; (2) dop-
ing SL material with a series of back-to-back p-i-n
junctions; (3) quantum-well materials with transi-
tions occurring between the ground and first ex-
cited states in the conduction band, the energies of
which are determined by the quantum size effect;
and (4) strained-layer superlattice (SLS) structures
with a type II BO. SLSs, such as those in the
InAsSb system, are grown from lattice-mismatched
alloy layers with layer thicknesses thin enough to
allow complete elastic strain accommodation of the
mismatch. A schematic illustration of an InAsSb
SLS photovoltaic detector fabricated at Sandia is
shown in figure 1. These SLS structures require
minority carrier collection across the SLS layers at
low temperatures for good quantum efficiencies.
The carriers are collected directly from the deple-
tion region or by diffusion from the neutral regions
to the depletion region edge. Other structures re-
viewed were AlGaAs/GaAs, InAs/GaSb SLs,
InAs/InGaSb SLSs, and InSb nipi SLs. All materi-
als systems will require significant improvements in
their detectivity values before competitive detector
technologies can arise.

Horst Preier (Johannes Kepler Universitit) re-
viewed the state of the art and the development
trends of lead salt lasers. They are the key compo-
nent in diode laser spectrometers. Scientific re-
search in fields like high-resolution spectroscopy
(of molecules, ions, and radicals), sub-Doppler
spectroscopy in molecular beams, and heterodyne

hv

junctionInAsSb/InSb
SLS

InSb substrate
P+

Figure 1. Schematic illustration of the InAsSb strained-layer-
superlattice photodiodes fabricated at Sandia National Labs (see
Conference paper of G. C. Osbourn, fig. 3). The SL is grown on
a p-type InSb substrate with an intervening InAsSb graded
buffer layer. As shown, the pn junction occurs within the SL
structure. These SL materials can be used as direct replacements
for bulk materials in standard photovoltaic or photoconductive
device structures.

and acousto-optic spectroscopy relies on these
diodes. Diode laser spectrometers are also used (1)
in the automotive industry for time-resolved car
exhaust-gas studies and for trace gas analyses, (2)
for smoke stack monitoring of power plants for the
detection of trace gases like NH3 in the exhaust
stream of catalytic converters, and (3) in medical
diagnostics for isotope-specific analyses of exhaled
breath after being treated with food or drugs la-
beled with stable isotopes (giving information
about metabolism). The entire wavelength range
from 3 to 30 ptm can be covered by using ternary
and quaternary compounds like PbSnTe, PbSSe,
and PbEuSeTe. These lasers can be easily tuned by
temperature or current and have narrow linewidths
of zl0-4 cm-'. Only 12 institutions worldwide
have been or remain involved with lead salt laser
activities. The lasers have been produced by liquid
phase epitaxy (LPE), hot wall epitaxy (HWE), and
MBE. The advantages and disadvantages of each
of these methods are summarized in figure 2. The
most sophisticated and expensive technique is the
MBE method. Shown in figure 3 is a typical device
grown by MBE technology at Laser Analytics.
The compositional control is very good, allowing
exact lattice matching, and close control of the
doping concentration. In-situ monitoring of the
crystalline quality of the growing layers can be ac-
complished by RHEED analysis. Accurate thick-
nesses are produced by low growth rates, but
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Figure 2. Comparison of three epitaxial growth techniques: liquid phase epitaxy (LPE), hot wall epitaxy (HWE), and
molecular beam epitaxy (MBE) (see Conference paper by H. Preier, fig. 3). In the LPE method, growth occurs by
controlled lowering of the melt temperature. No MQW and single QW structures can be produced by the LPE
method. The HWE method is a vapor-phase epitaxy technique where substrate and source form a quasi-enclosed
system. Layer structures are grown by positioning the heated substrate on top of different source furnace arrange-
ments. As shown in the diagram, PbTe layers can be grown on the right side and PbEuTe layers on the left side. The
temperature of the Eu furnace controls the Eu content, that of the Te furnace the doping concentration. Multiple-
layer structures can be produced by switching the substrate back and forth. Using the MBE method, layers of various
compositions can be deposited by properly combining molecular beams from different source ovens.
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Metal contact
Insulating layer
PbTe:n+ Capping layer
Pbl-yEuy SelTew:n Confinement
Pbl., Eu. Se1,- Te, :n Active layer
Pb1 yEuy Se1.,Tew:p Confinement
PbTe:p+ Buffer layer
PbTe:p+ Substrate
Metal contact

Figure 3. Schematic view of a typical device structure of an
MBE grown PbEuSeTe/PbTe double heterostructure laser
grown at Laser Analytics (see Conference paper by H. Preier,
fig. 3). Note that metal contacts have to be applied only to
heavily doped PbTe and that the current is restricted to a nar-
row stripe region by mesa etching.

correspondingly long manufacturing times are then
needed to produce the laser structure. The domi-
nant development goal has been to increase the
operating temperature to the point that only inex-
pensive cooling equipment is needed. Improve-
ments in the understanding of the basic material
properties of these ternary and quaternary com-
pounds are needed to establish better theoretical
models for the threshold currents.

C. Tom Elliott (Royal Signals and Radar Estab-
lishment) reviewed research work on non-equi-
librium modes of operation of semiconductor
devices using the phenomena of minority-carrier
extraction and minority-carrier exclusion to reduce
carrier densities in narrow-gap HgCdTe alloys to
near "extrinsic" values at temperatures where the
materials are normally intrinsic. By this means
Auger noise is suppressed; it would ordinarily be a
severe limiting factor for IR detectors operating at
near-ambient temperatures. Experimental work on
excluding-contact photoconductors (one type of
non-equilibrium mode device used to study the
Auger suppression) showed signal-to-noise im-
provements at high modulation frequencies which
are consistent with the theoretically predicted
Auger suppression mechanism. Bipolar transistor
action, observed at temperatures where the mate-
rial is near intrinsic, indicates the potential of NGSs
for devices other than IR detectors when operated
in a non-equilibrium mode at ambient operating
temperatures. In ordinary intrinsic semiconductor
IR detectors, thermal processes compete with opti-
cal processes in the generation of free carriers and

the purpose of cooling is to reduce the thermal
generation and its associated fluctuations and noise.
Currently, high-sensitivity detectors for the 8- to
12-ptm region are typically operated at 80 K, while
those for the 3- to 5-jLm region are operated around
200 K. These cooling requirements add consider-
ably to the cost, size, and inconvenience of IR sys-
tems. The experimental and theoretical work on
steady-state non-equilibrium operation described
here may open up possibilities for more widespread
use of NGSs.

Peter Wolff (Massachusetts Institute of Technol-
ogy) described free-carrier-induced optical nonlin-
earities of NGSs. There are three electronic
mechanisms that give rise to large optical nonlin-
earities in semiconductors: nonlinear free-carrier
dynamics, band filling, and exciton resonances.
There are a variety of semiconductor nonlinear op-
tic devices, e.g., bistable phase-conjugate elements,
tunable filters, and power limiters. Exciton reso-
nances in AlGaAs/GaAs SLs have large, room-
temperature optical nonlinearities and are currently
the most promising for optical signal-processing
devices needed for all optical computers. NGSs
generally have large nonlinear optic coefficients.
Comprehensive theoretical and experimental de-
tails of free-carrier optical nonlinearities were pre-
sented along with nonlinearities due to interband
transitions in zero-gap materials and carrier-scatter-
ing effects.

Jerry Meyer (Naval Research Laboratory) re-
viewed the present understanding of band-edge
and free-carrier properties in Hg-based SLs such as
HgTe/CdTe. This field of study has blossomed
since the first successful MBE growth of these SLs
in 1982. Novel phenomena have been discovered
which are distinct from anything observable in
either Hg-based alloys or in wide-gap SLs. He
emphasized the relation between the distinctive
aspects of the SL band structures obtained theoret-
ically and corresponding features in magneto-
transport, magneto-optical, and optical data. Theo-
retically, there is a high sensitivity of the free car-
rier properties to the magnitudes of the valence
band offset. For example, the identity of the domi-
nant hole band depends on whether the valence
band offset is large or small. He argued that most
experimental results are qualitatively consistent
with a large offset. However, there is a strong need
for more detailed quantitative theories to explain
the numerous unusual features of the band struc-
ture, such as mass broadening (carriers coexisting
with a wide range of in-plane masses).
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Giunther Bauer (Montanuniversitiit Leoben) re-
viewed some of the interesting experimental inves-
tigations that have been carried out on IV-VI
compound QW and SL structures. QW structures
of these materials were first grown in 1980. The
main application of these materials is for mid-IR
lasers with relatively high operating temperatures
as compared to those made from III-V materials.
Many II-VI and IV-VI NGSs have large diffusion
coefficients, and experiments that can give infor-
mation on the diffusion constant D are important to
carry out. Figure 4 shows the results of x-ray dif-
fraction experiments on a PbTe/Pbl-,MnTe SL
sample with x =0.027 consisting of 20 periods with
thicknesses tPbTe=

4
.5 nm and tPbMnTe=30 nm. The

curves for Bragg intensity versus angle exhibit
satellite peaks which can be analyzed to give infor-
mation on the period (34.5 nm) as well as on inter-
diffusion (e.g., values for D). With increasing
annealing times, more and more satellite peaks are
smeared out; this directly shows the increase of D.
The calculated scattered x-ray intensities are
shown below each experimental curve. These
kinds of experiments imply that close to the sub-
strate, inter-diffusion will be more severe than
close to the surface, since layers in the vicinity of
the substrate have been at the growth temperature
for a longer period of time. Thus the electronic
properties will be very different for wells close to
the substrate from those close to the surface. An-
other interesting set of experiments showing quan-
tum confinement effects in PbMnTe/PbTe
structures is seen in figure 5. A Nd-YAG laser was
used to excite luminescence in PbTe and PbMnTe
films and in two QW structures. Since MnTe has a
greater band gap than PbTe, the x = 2.7% alloy has
a greater gap than PbTe, and its photolumines-
cence peak appears at lower wavelengths or higher
energies. For the sample with a period of 8 nm, a
real SL is formed with finite dispersion along k2,
whereas for the sample with 30-nm-thick PbMnTe
barriers, the carriers are confined in the PbTe
wells. BOs are important parameters to understand
for the artificially structured materials, and Bauer
points out that electron-beam-induced current
techniques showed that the valence band offsets in
both PbEuSeTe and PbEuSe structures depend
drastically upon temperature. Finally, PbTe nipi
structures have been shown to have large detectiv-
ity values (=10" cm Hz"X2 W-'), close to the back-
ground limit at 77 K.
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Figure 4. Example of the use of x-ray diffraction techniques to
characterize MBE-grown SL structures. X-ray diffraction
Bragg intensities versus angle of incidence for a Pbl- Mn.Te
structure (x = 0.027, 20 periods tpbTe = 4.5 nm, tPbMnTe = 30
nm) (see Conference paper by G. Bauer, fig. 4). The experimen-
tal data compare favorably with the calculated intensities shown
below each data curve. The influence of the annealing time on
the satellite peaks can be directly seen as discussed in the text.

H. Pascher (Universitdt Bayreuth) reviewed the
use of optical four-wave mixing Raman techniques
for observing and studying magneto-optical intra-
band transitions in NGSs. Coherent anti-Stokes Ra-
man spectroscopy (CARS) is one such technique
that is well suited to characterize a wide variety of
samples-bulk crystals, epitaxial films, QWs, and
diluted magnetic semiconductors (DMSs). The
strongest Raman-like resonances in a semiconduc-
tor exposed to a magnetic field are the spin-flip res-
onances from which the effective g-factors of
electrons and holes can be deduced. Figure 6
shows an example of the CARS technique applied
to an n-type Hgl-,Cd.Te bulk crystal (x=0.231)
showing cyclotron (CR), combined spin flip (CSF),
and spin resonances (SR). The effective g-factor of
the sample can be extracted from the SR signals
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Figure 5. Characterization of various MBE-grown structures by photoluminescence
techniques for PbTe and Pbl-,MnxTe films and two QW structures. The geometry of
each structure is shown along with x-ray intensity versus angle data for the two QWs.
As discussed in the text, these data give evidence for the quantum confinement effects
that are present in certain structures.
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65Figure 6. Example of using nonlinear optical techniques to
characterize semiconductors. The CARS intensity of an n-type
Hgj -Cd.Te sample (x =0.231) is shown versus magnetic field
(see Conference paper by H. Pascher, fig. 9). Various Raman-
like resonances appear at different magnetic fields and can be
used to characterize the electronic structure of the material in a
contactless manner. Cyclotron resonance (CR), combined spin
flip (CSF), and spin resonance (SR) structures are shown.

and is shown plotted versus magnetic field in figure
7. Thus, very precise band-structure information
can be obtained by these techniques. In MQWs and
SLs of the IV-VI compounds, the nonlinear sus-
ceptibilities are enhanced with respect to the corre-
sponding bulk materials. Strong mixing signals
can be observed even in samples which were only
2-ptm thick. Studies of g-factors of a PbTe/
Pbl-,SnxTe MQW showed they were identical to
those of a Pbl-.SnxTe reference sample. This
proved that the electrons were confined within the
Pbl-xSnxTe layers and thus the band alignment of
the system is of type I.

M. Dobrowolska (University of Notre Dame) re-
viewed the phenomenon of spin resonance (SR) of
conduction band electrons in NGSs. SR is defined
as a magneto-optical transition in which the elec-
tron spin is flipped between two spin states belong-
ing to the same Landau subband or to the same
impurity state. It is important to investigate be-
cause (1) SR gives the most direct and accurate
measurement of the g-factor, a parameter that pro-
vides detailed information about band structure
and (2) SR is normally forbidden by electric-dipole
selection rules, but perturbations (nonparabolicity,
inversion asymmetry, and warping) relax these
rules allowing insight into band-structure details.
For a typical NGS at laboratory magnetic fields
(B < 10 T), the SR transition corresponds energeti-
cally to the far-infrared (FIR) region accessible by

60
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Figure 7. Effective g-factor of a Hg1 .,Cd.Te sample (shown in
fig. 6) versus magnetic field (see Conference paper by H.
Pascher, fig. 10). The g-factors can be accurately calculated
from the magnetic-field positions of the SR. The magnetic-field
dependence of the g-factor is a direct consequence of the non-
parabolic nature of the conduction band.

FIR lasers. The review concentrated on InSb, but
other materials such as HgSe, HgTe, HglxMnSe
were also briefly discussed.

Ulrich Merkt (Universitdt Hamburg) reported on
his investigations of quantum wires and dots near
the surface of InSb that contain quasi-one-dimen-
sional and zero-dimensional electron systems. InSb
and GaAs/Gal- AlAs heterojunctions are the
first semiconductors in which electron systems can
be studied in all four sets of dimensions from 3-D to
O-D. The 3-D system in InSb has been studied since
1952; the 2-D system began around 1970 with in-
version layers (ILs) in metal-oxide-semiconductor
(MOS) structures; and within the last 3 years 1-D
and O-D systems were created by laterally confin-
ing the ILs. Figure 8 presents the basic ideas of the
quantum-wire and quantum-dot structures fabri-
cated by Merkt. It is essentially an MOS capacitor
configuration. NiCr is evaporated onto a p-InSb
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substrate using a photoresist mask. A Schottky
contact is established at the NiCr/InSb interface
and the Fermi energy EF is pinned within the band
gap. Mobile electrons can be induced by a gate
voltage V, under the narrow areas where the metal
has no direct contact to the InSb surface. Thus, the
wires and dots can be charged without direct con-
tacts to the inversion-layer electrons since the InSb
substrate has a finite resistivity, even at liquid he-
lium temperatures. Holographic lithography can be
used to fabricate wires and dots in arrays on
macroscopic areas so that sufficiently high optical
absorbance signals can be attained. A simple k * p
approach to the concept of effective mass in low-
dimensional systems leads to the following: (1) In a
2-D system, the electron mass depends on subband
index and on momentum parallel to the layer; (2) in
a 1-D system, the mass is only defined in the direc-
tion along the wire; (3) in a 0-D system, it is no
longer meaningful. For 3-D electrons in a NGS,
the mass increases with momentum away from the
P-point, giving rise to nonparabolic effects. Merkt
used an optically-pumped FIR laser to perform CR
experiments. The average number of electrons in a
dot and the mobility could be determined. The
number of electrons per dot was found to be 3±-1
at low Vg. The size of the dots is of the same order
as the effective Bohr radius, 64 nm. Quantum dots
have similarities with shallow donors in semicon-
ductors; but unlike them, dots can have their size
and electron number tuned by technological
means. Quantization energies of up to 10 meV at
wire widths below 100 nm were found by FIR
spectroscopy.

0. A. Pankrotov (P. N. Lebedev Physical Insti-
tute) reviewed the concept of supersymmetry as
applied to the electronic properties of band-in-
verted heterojunctions. Heterojunctions between
semiconductors with mutually inverted bands con-
tain massless spin-nondegenerate interface electron
states. The universality of these states is due to the
specific symmetry (the supersymmetry) of the ef-
fective Hamiltonian. Predictions of giant Landau
splittings of the interface states and selection rules
for optical transitions in a magnetic field were
given.

Paul Kruse (Honeywell Sensors and Systems De-
velopment) gave a critical review of the physics
and applications of high-T0 superconductors
(HTSCs) for IR detection. With the discovery of
HTSCs came the hope that they could be exploited
to provide performance advantages over conven-
tional IR detectors based upon semiconductors.
Very long-wavelength photon detection at oper-
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Figure 8. Schematic cross section of the microstructure field-
effect device on InSb that is used for quantum wires and quan-
tum dots (see Conference paper by U. Merkt and Ch. Sikorski,
fig. 1). Basically it is an MOS capacitor. The lower half of the
figure shows the corresponding band structure and Fermi level
in the device.

ating temperatures near that of liquid nitrogen was
thought possible because the forbidden energy gap
of HTSCs was much larger than that in metallic
superconductors. Kruse reviewed three ways of es-
timating the energy gap in YBaCuO: from the
Bardeen-Cooper-Schrieffer (BCS) theory, from op-
tical measurements, and from electrical tunneling
measurements. For a transition temperature of 90
K, the BCS theory predicts a gap of 27 meV. Opti-
cal measurements gave a range of values from 15.5
to 44 meV. However, it is evidently not possible to
determine the gap from optical measurements due
to residual absorption in the samples. The tunneling
measurements also give inconsistent results. Three
types of IR detectors based upon HTSC's were
presented: the transition-edge microbolometer, the
non-equilibrium photo-effect, and photon-assisted
tunneling detectors. Practical exploitation of these
photon effects will be difficult and time consuming.
However, success is likely, and the result will be a
new class of very long-wavelength IR detectors
and focal-plane arrays.

Jacek Kossut (Polish Academy of Sciences) re-
viewed the field of donor-electron correlations in
DMSs with substitutional iron. Results for
HgSe:Fe, Hgl-MnSe:Fe, and HgSel,_Te.:Fe
were presented. Compounds involving HgSe sub-
stitutionally doped with Fe have interesting prop-
erties related to the unusual energy position of
d-derived Fe states: the Fe+21 +3 state is superim-
posed on the conduction-band continuum of states
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creating a resonant donor state. It is energetically
possible for the Fe impurity to donate one of its six
d-electrons to the conduction band provided that
there are unoccupied states available in the con-
duction band below the Fe level, EFe. At low levels
of Fe doping, the concentration n of free electrons
in the conduction band is roughly proportional to
the number of impurities, NFe, while n becomes
nearly constant above a certain critical concentra-
tion when the Fermi level EF becomes "pinned" to
the Fe resonant level EFe. Anomalously high values
of the electron mobility in this high-concentration
region have been explained by the onset of spatial
correlations of the donor charges, since the Cou-
lomb repulsion between the ionized donors tends to
keep them apart. Note that this correlation in-
volves transfer of the quasi-localized electrons as-
sociated with the Fe impurities, not motion of the
Fe atoms themselves. The existence of this correla-
tion results in a dramatic reduction of the rate of
scattering by ionized impurity potentials. The de-
gree of suppression of the scattering rate is cor-
rectly reproduced by theoretical calculations that
include these correlations. Other semiconducting
materials (because of the resonant nature of their
impurity states) may also exhibit a similar enhance-
ment of their mobilities, e.g., DX centers associated
with substitutional donors in GaAs and Cr in PbTe.

Robert S. Allgaier (formerly with the Naval Sur-
face Warfare Center) presented an historical re-
view covering research on a number of NGSs and
semimetals during the 1945-1965 period, including
IV-VI compounds (PbS, PbSe, PbTe, GeTe, and
SnTe), Column-V semimetals (Sb and Bi), Bi2Te3,
Te, Mg2Sn, graphite, a-Sn, InSb, and Hgl-,CdxTe.
The reference list is arranged chronologically and
identifies the subject of each entry so that it can
serve as an historical summary. The list includes
many books, review articles, and conferences, plus
selected individual references. Dr. Allgaier argued
that the semiconductor era may have begun in
1931, when A. H. Wilson's classic papers were
published. Pre-war semiconductor research fo-
cused on oxides and other large-gap materials.
Only in 1944 did the semiconductor category first
appear as a subject classification in Physics Ab-
stracts. The first III-V compound semiconductor
paper appeared in 1952. Other events mentioned in
the review of early NGS history include (1) super-
conductivity in GeTe and SnTe (first observed in
1964 and 1965); (2) the mid-1950s discovery that
Bi2Te3 was an excellent material for thermoelectric
generators and coolers; (3) the use of Te in the
crystal receivers of the first two decades of this

century; and (4) the early and rapid growth of InSb
into the most popular member of the III-V family
(it was relatively easy to grow and was quickly
found to exhibit a number of very interesting prop-
erties).

Concluding remarks given by Tony Stradling
(Imperial College) emphasized the new develop-
ments and trends occurring in the physics and tech-
nology of NGSs. He reviewed trends, selected
highlights of the conference and predicted future
efforts in the field. To detect trends, he analyzed
the subject matter of the papers presented at this
conference and at the two previous conferences in
1977 and 1981. It was quite apparent that technol-
ogy subjects are now much more important. This is
due to: (1) the burgeoning interest in narrow-gap
detectors and sources and (2) the increasing depen-
dence of both the physics and technology on so-
phisticated growth techniques such as MBE. The
topic that pointed most obviously to the future was
the Hamburg work on quantum dots. This work on
InSb is in advance of that on GaAs/AlGaAs be-
cause of the low mass and high confinement ener-
gies involved. The remarkable and revolutionary
political changes sweeping the world could reduce
interest in military devices operating in the 10-pym
wavelength range. However, high technology will
still be important as squadrons and fleets are cut
back. IR technology will be increasingly in de-
mand in a wide variety of areas such as telecommu-
nications, environmental and pollution monitoring,
space-born astronomy, and in the field of medical
diagnostics.

4. Conclusions

Narrow-gap semiconductors are important tech-
nological materials for infrared detector and laser-
diode applications. The International Conference
on Narrow-Gap Semiconductors and Related Ma-
terials, held in Gaithersburg, MD, June 12-15,
1989, served as an important vehicle for summariz-
ing and disseminating up-to-date scientific research
on these materials. Artificially structured materials
hold great potential for new types of devices, as
well as new materials for fundamental research.
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News Briefs

General Developments

ELECTRIC-FIELD METER DEVELOPED
NIST researchers have developed a new isotropic,
photonic electric-field meter capable of measuring
continuous-wave electric fields from 10 to 15,000
V/m over a frequency range of 10 kHz to beyond
1 GHz. For pulsed fields, the minimum detectable
field is 1,000 V/m. The probe uses electro-optic
modulators and optical fiber leads to cause mini-
mum perturbation of the fields being measured and
to ensure immunity of the probe to electromagnetic
interference. The probe's large bandwidth and its
unusual ability to measure both amplitude and
phase are its salient characteristics. Potential appli-
cations include electromagnetic pulse measure-
ment, the precise measurement of any pulsed field
of suitable intensity, and the measurement of fields
with multiple frequency components. For a copy
of paper no. 63-69, which describes the probe, con-
tact Jo Emery, Division 104, NIST, Boulder, CO
80303; telephone: 303/497-3237.

1990 ANNUAL DIRECTORY OF NVLAP
LABS PUBLISHED
The 1990 Directory of NVLAP Accredited Labo-
ratories (NISTIR 90-4280) lists nearly 900 domes-
tic and foreign laboratories that are accredited by
the NIST National Voluntary Laboratory Accredi-
tation Program (NVLAP) for specific test methods
as of March 1, 1990. The current fields of testing
are acoustics; asbestos fiber analysis; carpet; com-
mercial products-paint, paper, plastic, and seals
and sealants; computer applications; construction
testing services-concrete, cement, aggregates, soil
and rock, admixtures, geotextiles, road and paving;
electromagnetic compatibility and telecommuni-
cations; personnel radiation dosimetry; solid fuel

room heaters; and thermal insulation. The labs are
listed alphabetically by field of testing. The as-
bestos labs are listed by state and city. To obtain a
copy of the directory, send a self-addressed mailing
label to: NVLAP, A124 Building 411, NIST,
Gaithersburg, MD 20899; telephone: 301/975-4016.
Information also is available by computer on the
NVLAP bulletin board at 301/948-2058.

BIOPROCESSING RESEARCH IN SPACE
Since space flight began, effects of weightlessness
on man, plants, and animals have been of interest.
Initial studies aimed at identifying potential
catastrophic consequences of space flight on hu-
mans found no serious, immediate effects. Subse-
quent research has focused on using the weightless
environment to answer scientific questions about
living matter and physical processes. The effects of
gravity on single cells and biochemical purification
methods have been studied by teams of scientists,
including NIST scientists. In one project, a small
fraction of human kidney cells that produce plasmi-
nogen activators (enzymes that help dissolve blood
clots) was separated in an electric field on a space
shuttle mission. The NIST group has analyzed en-
zymes from these and other fractions of kidney
cells. The NIST group also carried out theoretical
studies on gravity-related forces inside and outside
living cells. The group has flown experiments on
suborbital sounding rockets to study the transport
of liquids and dissolved materials in biochemical
purification processes. For information, contact
Paul Todd at the Chemical Engineering Science
Division, NIST, Boulder, CO 80303; telephone:
303/497-5563.

MEASURING THERMAL CONDUCTIVITY OF
CERAMICS
NIST scientists have developed an instrument to
determine thermal conductivity of materials at high
temperature. The apparatus, a miniature guarded-
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hot-plate, can measure thermal conductivity of ce-
ramics and ceramic composites at temperatures be-
tween 700 and 1500 K in neutral or mildly
oxidizing atmospheres. The apparatus is made of
boron nitride and high-purity alumina. These mate-
rials were selected for their thermal and electrical
properties as well as high-temperature compatibil-
ity with metallic components in the system. Ther-
mocouple-grade platinum and platinum-rhodium
wiring are used for both the heater and thermome-
try elements. Typical specimen diameter is 7 cm
with a thickness between 1 and 8 mm. Specimens
must be stable at high temperatures and chemically
compatible with system components. For a copy of
paper no. 68-89, describing the apparatus, contact
Jo Emery, Division 104, NIST, Boulder, CO
80303; telephone: 303/497-3237.

COMMERCE REPORT TAGS 1990s
"EMERGING TECHNOLOGIES"
Twelve of today's "emerging technologies" will
represent a combined world market of about
$1 trillion by the year 2000, according to a report
issued by the Commerce Department's Technol-
ogy Administration. Emerging Technologies: A
Survey of Technical and Economic Opportunities
assesses the competitive position of the United
States vis-a-vis Japan and Europe and makes 13
recommendations for actions by industry and gov-
ernment to improve U.S. competitiveness. The
emerging technologies cited are advanced materi-
als, superconductors, advanced semiconductor
devices, digital imaging technology, high-density
data storage, high-performance computing, opto-
electronics, artificial intelligence, flexible com-
puter-integrated manufacturing, sensor technology,
biotechnology, and medical devices and diagnos-
tics. NIST contributed to the technical analysis
sections of the report.

ASTM APPROVES NIST CONE
CALORIMETER AS STANDARD
"How big is the fire?" is a question commonly
asked by furniture manufacturers regarding the
burning behavior of their product. ASTM, a U.S.
voluntary standards organization, has approved a
test method (E1354) that will help answer that
question. Based on a device developed by re-
searchers at NIST, it provides the data critical to
predicting the fire hazard of a product from a small
sample of material. Traditionally, manufacturers

conduct full-scale burn tests on a new piece of fur-
niture to determine its burning behavior. As a more
efficient and less costly alternative, the NIST cone
calorimeter provides more information than many
full-scale tests and at a reduced cost. It measures
the heat released and rate at which it is released,
the time it takes for a material to ignite, the amount
of smoke produced, and the amount of several
known toxic gases.

NIST SEEKING PROPOSALS FOR
COURSEWARE STANDARDS
Over the next several years, the federal govern-
ment will invest millions of dollars on computer-
based interactive training software, often called
"courseware," and the hardware needed to run it.
Currently, several manufacturers offer high-perfor-
mance, low-cost hardware. However, because of
proprietary interfaces, software written to run on
one manufacturer's product often will not run on
another's without expensive reprogramming. Stan-
dardizing the protocols that define how software
modules communicate will help make it possible to
use the courseware on any manufacturer's equip-
ment. Researchers at NIST are considering a possi-
ble Federal Information Processing Standard for
these protocols. For information, contact Systems
and Software Technology Division, B266 Technol-
ogy Building, NIST, Gaithersburg, MD 20899;
telephone: 301/975-3345.

NEW PHASE NOISE MEASUREMENT
SYSTEM DEVELOPED
NIST scientists have developed a more accurate
system for measuring phase noise in oscillators, am-
plifiers, frequency synthesizers, and other elec-
tronic components. Of interest to military and
civilian calibration laboratories and companies pro-
ducing high-precision navigation and communica-
tions equipment, the new system has an accuracy 2
to 4 times that of current commercial equipment,
and its frequency range is 25 times greater. It can
directly measure phase noise at carrier frequencies
from 5 MHz to 26 GHz and from 33 to 50 GHz.
With external mixers, the measurement range can
be extended beyond 100 GHz. Bandwidths vary
from 0.1 Hz to 10 percent of the carrier frequency
up to a maximum of 1 GHz. For a copy of paper
no. 23-90 describing the system, contact Jo Emery,
Division 104, NIST, Boulder, CO 80303; tele-
phone: 303/497-3237.
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NIST METHOD ALLOWS QUICKER,
CHEAPER ANALYSES
Preparing samples of contaminated soils, sedi-
ments, and sludges for analysis of environmentally
hazardous trace elements can be time consuming.
Typically such preparations, in which the sample is
immersed in acid and heated with hot plates and
reflux systems, take 8 to 24 h to complete. Now a
project of NIST and the Environmental Protection
Agency (EPA) has produced a method that uses a
heating device similar to a kitchen microwave
oven to cut drastically the sample preparation time.
Research at NIST has shown that by using mi-
crowave energy to heat a sample in acid within a
closed vessel, the processing time can be shaved to
10 min. Because so much time is saved, the NIST/
EPA method substantially lowers the cost of each
analysis. Recent tests also indicate that the new
technique will allow trace elements to be detected
at lower levels. The method was accepted by EPA
after a successful demonstration involving 15 labo-
ratories and will be added to EPA's procedures for
its Resource Conservation and Recovery Program
and its "Superfund" program.

QUALITY SOFTWARE TO BE FOCUS OF
UPCOMING LECTURES
The failure of software used to operate high-
integrity systems-such as hospital equipment-
can be more than annoying. It can result in injuries
or even deaths and can cost businesses millions of
dollars. In 1986, for example, several people were
killed when a software-controlled radiation ther-
apy machine exposed patients to a massive radia-
tion overdose. To discuss software problems and
potential solutions, NIST is sponsoring a lecture
series to begin this fall. The first lecture is sched-
uled for October 23 at 2 p.m. at NIST headquarters
in Gaithersburg, MD. Dr. Barry Boehm of the
Defense Advanced Research Projects Agency will
discuss software engineering and the major issues
that must be addressed in developing and operating
high-integrity systems. For information, contact
Dolores Wallace at NIST, telephone: 301/975-
3340.

FIRST LABS ACCREDITED FOR EMI
TESTING
The first group of testing laboratories has been ac-
credited under the National Voluntary Laboratory
Accreditation Program (NVLAP) for selected test
methods in a military standard (MIL STD-462) for
measuring electromagnetic interference (EMI)

characteristics. The labs, eight from the private
sector and one U.S. Navy facility, are accredited
under the Electromagnetic Compatibility and
Telecommunications Testing Program managed by
NIST. MIL STD-462 is the test method compan-
ion to MIL STD-461, "Electromagnetic Emission
and Susceptibility Requirements for the Control of
Electromagnetic Interference." The U.S. Naval
Air Systems Command (NAVAIR) has instructed
the use of NVLAP accredited labs for certain
NAVAIR procurement processes. The accredited
labs had applied to NVLAP for accreditation in up
to 25 test methods in radiated emissions, conducted
emissions, radiated susceptibility, and conducted
susceptibility. For information on this program,
contact: Jeffrey Horlick, A124 Building 411,
NIST, Gaithersburg, MD 20899; telephone:
301/975-4016; fax: 301/975-3839.

STANDARDS FOR LOW-TEMPERATURE
SUPERCONDUCTORS
NIST has a highly successful program to develop
standards for conventional (low-temperature)
superconductors in support of Department of En-
ergy large-scale applications such as the Super-
conducting Super Collider. Standardized measure-
ment techniques developed by NIST have saved
time and money and resulted in better communica-
tion among researchers, producers, and users of su-
perconductors. The latest report on this program,
covering 1988 and 1989, contains results of critical-
current studies on a large conductor Reference
Material, the effect of power supply current ripple,
the measurements of large conductors, and an in-
terlaboratory comparison of niobium-tin wires. It
also discusses magnetic losses in multifilamentary
niobium-tin and niobium-titanium wires. Develop-
ment of Standards for Superconductors, Final Re-
port, January 1988-December 1989 (NISTIR
90-3935) is available from the National Technical
Information Service, Springfield, Va. 22161. Order
by PB #90-196536 for $23 prepaid.

COMPUTER CONTROL TO ASSURE
QUALITY WELDS
NIST scientists have developed a computer-aided
system to study the behavior of a welding arc in
real time and the transfer of the metal through the
arc to the weld. Using a microcomputer, the re-
searchers analyze the fluctuations in the current
and voltage values as a function of various welding
parameters such as power supply voltage setting.
This analysis then allows them to control, in real
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time, the stability of the arc and the uniformity of
metal transfer from the wire to the weld joint.
"Computer control that can achieve the same weld
integrity and consistency as an experienced welder
permits substantial automation and the resultant
benefits," they report in Welding Journal. The
work is part of on-going NIST research to develop
measurement technology that improves the weld-
ing process. For a copy of the article, paper no.
25-90, contact Jo Emery, Division 104, NIST,
Boulder, CO 80303; telephone: 303/497-3237.

MECHANICAL PROPERTIES AND
PERFORMANCE GROUP ESTABLISHED
NIST has established a new group on mechanical
properties and performance to address national
needs for expanded capabilities in the mechanical
characterization of engineering materials and com-
ponents. Chief among these needs are industrial re-
quirements for mechanical test methods for new
kinds of materials (e.g., intermetallics and com-
posites) and for mechanical property measurements
from the micro scale (e.g., electronic solder con-
nections) to multimillion pound-force scales (e.g.,
fracture behavior in pressure vessel steels).

The group has a twofold mission. The first is to
develop new and improved test methods and stan-
dards that will facilitate reliable measurements of
mechanical behavior under various kinds of severe
environmental and operating conditions that are
experienced both in processing and in service. The
second is to provide expert analytical and mechani-
cal testing services for other parts of NIST, for
other government agencies, and, under certain con-
ditions, for the private sector, too. The extensive
facilities available for this work include a wide
range of mechanical testing equipment with associ-
ated instrumentation for tensile, compressive, and
torsion tests, and also for various combined load
and fracture tests. In addition, separate, well-
equipped laboratories are devoted to fatigue, creep,
impact, and hardness testing. The staff has experi-
ence in all of these areas as well as in the related
fields of analytical fracture mechanics, failure anal-
ysis, quantitative metallography, stress analysis,
and modeling of mechanical processes.

OXYGEN COMPATIBILITY OF ALUMINUM-
LITHIUM ALLOYS
Aluminum-lithium alloys offer significant advan-
tages for aerospace applications due primarily to
their high strength-to-weight ratio. In considering

aluminum-lithium alloys for the advanced launch
system (ALS), the Air Force was concerned about
their oxygen compatibility. Initial tests indicated
that aluminum-lithium was extremely reactive and
not suitable for use in an oxygen environment. The
Air Force asked NIST to conduct oxygen compati-
bility tests on aluminum-lithium alloys in accor-
dance with NASA standards. Subsequent testing
revealed that aluminum-lithium alloys and cur-
rently used alloys are about equally reactive in oxy-
gen-compatibility, mechanical impact tests, but less
flammable as indicated in promoted combustion
tests. Since these new alloys are still under consid-
eration for possible use in the ALS program, the
mechanical performance of aluminum-lithium al-
loys is now being evaluated.

OAK RIDGE NATIONAL LABORATORY AND
NIST COLLABORATE ON SUPERMIRRORS
Oak Ridge National Laboratory (ORNL), NIST,
and industry are currently conducting a joint pro-
gram of research and development of the neutron
optical devices known as supermirrors. These thin-
film, layered structures are vapor deposited in a
particular sequence with appropriate materials so
that the critical angle for total external reflection
for neutrons is significantly enhanced. Supermirror
guides transport neutron beams from reactor (or
other) source to experimental station with signifi-
cantly increased intensity relative to conventional
guides.

NIST scientists are measuring the reflectivity of
the supermirrors using a neutron reflectometer at
the NIST reactor. The effect of interfacial rough-
ness and diffusion between layers is also being stud-
ied by analyzing the diffuse scattering of neutrons
and x rays by the supermirrors. To complement the
diffraction data, real space images of the multilay-
ers in cross section will be obtained by NIST's mi-
croanalysis research group using transmission
electron microscopy. The interfacial roughness de-
creases neutron specular reflectivity and conse-
quently the transport efficiency of the guide tube.
It is, therefore, important to determine which man-
ufacturing processes and which materials minimize
this roughness. Because neutrons make many re-
flections in a typical guide tube, high reflectivities
(>98%) are required. Thus far, supermirror reflec-
tivities have been produced with critical angles
about twice that obtained using an ordinary Ni
film, which is two-thirds of what is sought.
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NIST INSTALLS NEW HIGH-CURRENT
420 kV X-RADIOGRAPHY FACILITY
NIST has installed a new high-current, high-
energy, industrial radiography source. The new fa-
cility, available to all NIST researchers as well as
outside industry users, greatly expands NIST's on-
site capabilities for industrial radiographic applica-
tions. The high energy (420 kV) and high current
(10 mA) will permit imaging through 10 cm of
steel. In a recent application for the American
Dental Association Paffenbarger Research Center,
zirconium alloy ingots were radiographed to select
specimens free of internal casting defects prior to
machining.

The x-ray tube is mounted on a movable gantry
to permit various beam orientations. The source is
rated for 100 percent duty cycle and provides for
automatic timing of exposures from 1 to 100 min or
may be operated manually for any period. The sta-
ble high-current device is also well suited for x-ray
fluorescence studies in basic physics. For example,
NIST scientists plan to use the source to stimulate
fluorescence from actinide elements.

DECOMPOSITION OF ENERGETIC
MOLECULES FROM METASTABLE
VIBRATIONAL STATES
Energetic molecules important for rocket fuels or
explosives are in many cases unstable at room tem-
perature. This instability occurs because a few vi-
brationally excited molecules, always present in
chemical systems at thermal equilibrium, have suf-
ficient energy to decompose; under certain condi-
tions such unimolecular fragmentation events
trigger violent chain reactions. Experiments per-
formed at NIST take advantage of the unimolecu-
lar decomposition process to obtain new insight
into the nature of the forces that bind energetic
molecules and determine their stability.

The experiments provide an extraordinary mi-
croscopic view of the motion of individual atoms
as vibrationally excited molecules evolve into frag-
ments. The measurements allow NIST scientists to
deduce the geometry, energy, and forces acting
within molecules at the instant of fragmentation.
Specific vibrational motions were excited in HN3
using ps and ns pulsed visible lasers. Subsequent
evolution of these energized molecules was ob-
served using time-delayed ultraviolet laser pulses
to excite fluorescence from emerging NH frag-
ments.

The product states and appearance rates are
highly dependent upon the initial vibrational mo-

tion and energy. For example, molecules energized
to VNH=5 and 6 decompose to produce exclusively
NH(X 3M) fragments (called the spin-forbidden
channel), while at higher energies, when VNH=7 is
excited, NH(a 'A) products prevail (the spin-al-
lowed channel). Characteristic lifetimes for frag-
mentation of vibrationally excited HN3 range over
4 orders of magnitude, from 200 ns for VNH =5 to
approximately 10 ps for VNH=7. The rapid increase
of dissociation rate with increasing vibrational en-
ergy was completely unexpected and has forced a
rethinking of the decomposition process. The life-
time data are important for understanding the sta-
bility of many energetic molecules and have never
before been experimentally obtained.

REVISED POSIX STANDARD APPROVED
The Secretary of Commerce approved a revision
to Federal Information Processing Standard
(FIPS) 151, POSIX: Portable Operating System
Interface for Computer Environments. Effective
September 28, 1990, the revised FIPS 151-1 adopts
IEEE Standard 1003.1-1988, which defines a C
language source interface to an operating system
environment. FIPS 151-1 will permit federal agen-
cies to exercise more effective control over the
production, management, and use of information
resources by promoting the portability of computer
applications at the source code level.

GLOBAL POTENTIAL OF OPEN SYSTEMS
INTERCONNECTION (OSI) TECHNOLOGY
DEMONSTRATED
OSINET, a regional OSI research and demonstra-
tion network administered by NIST, joined forces
with four other regional networks to demonstrate
the worldwide interoperability achievable using
OSI products. The March 1990 CeBit trade show
in Hanover, West Germany, was the site of the
launch event for a global collaboration effort called
OSIone, which includes regional networks from
Australia (OSIcom), Europe (EurOSInet), Japan
(INTAPNET), and Singapore (OSNET) in addi-
tion to OSINET.

The OSIone demonstration featured a business
transaction using OSI electronic mail services to
transfer data and documents between the OSIone
platform at CeBit and satellite locations around the
world served by the OSIone networks. Participants
in the demonstration included Digital Equipment
Corporation, Hewlett-Packard, Xerox, and NCR
Corporation. Each OSIone network will host a
similar demonstration in the next 18 months.
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HYPERTEXT STANDARDIZATION
WORKSHOP PROCEEDINGS PUBLISHED
NIST Special Publication 500-178, Proceedings of
the Hypertext Standardization Workshop January
16-18, 1990, presents the results of the first work-
shop sponsored by NIST's hypertext project. The
workshop, which attracted about 65 participants,
provided a forum for presentation and discussion of
existing and proposed approaches to hypertext
standardization. The workshop goals were to con-
sider hypertext system definitions, to identify vi-
able approaches for pursuing standards, to seek
commonality among alternatives whenever possi-
ble, and to progress towards a coordinated plan for
standard development, i.e., a hypertext reference
model. Future workshops are planned.

NIST BEGINS STRUCTURED QUERY
LANGUAGE (SQL) VALIDATION SERVICE
NIST opened an SQL validation service to provide
an independent source of analysis of vendor con-
formance to FIPS 127-1, Database Language SQL.
Performed on a cost-reimbursable basis, the service
will review the supplier's conformance testing pro-
cedures, witness the testing, and evaluate test re-
sults. Using version 2.0 of the SQL test suite, the
validation service will produce a registered SQL
validation report. NIST will publish a listing of
validated implementations on a quarterly basis.

HIGH-QUALITY IN-SITU YBA2 CU3 07 FILMS
FABRICATED USING A NEW
STATE-OF-THE-ART DEPOSITION SYSTEM
NIST has put into operation a multiworkstation de-
position system for thin films and used it to pro-
duce epitaxial films of the ceramic high-critical-
temperature superconductor YBa2Cu3O7. These
films have been measured to show zero resistance
at temperatures over 88 K. The process is an in-situ
sputter process on MgO substrates. The films were
made in the unusually short time of within 3 weeks
of acceptance of the new system, which was speci-
fied by NIST to have the capability for carrying
out a number of processing steps without a require-
ment for breaking vacuum between steps. Other
specified capabilities include the deposition of a
large variety of contact layers, in-situ anneals, ion
beam cleaning and edge milling, and provision for
vacuum transfer of specimens to other systems, i.e.,
for surface analysis. The substrate temperature can
be controlled over a range of 77 to 1200 K. NIST

plans to use the system to develop ultra-low-
resistivity thin-film contacts for both supercon-
ducting and semiconducting cryogenic electronics,
to produce thin-film weak-link structures for mag-
netic field detectors, and to fabricate superlattices.

U.S./CANADA RENEW SI UNIT
AGREEMENTS, ADD OTHERS
NIST and the Canadian National Research Council
(NRC) have renewed statements recognizing the
equivalency of their national standards for five
units of physical measurement as defined by the
International System of Units (SI). NIST director
John W. Lyons and NRC president Pierre 0. Per-
ron signed agreements on June 11, 1990, in Ottawa,
renewing the recognition of equivalency of stan-
dards for electric capacitance, electric resistance,
length, time, and voltage. New statements also
were signed to recognize the equivalency of the
national standards for the SI units of mass and lu-
minous intensity, and for the measurement of tem-
perature, as well as the national time scales of the
United States and Canada. The statement for the
measurement of temperature reflects the new Inter-
national Temperature Scale adopted by the Inter-
national Committee of Weights and Measures
effective Jan. 1, 1990. The official equivalency of
these units is important for improving trade be-
tween the two countries. For information contact:
Dr. Barry N. Taylor, B160 Physics Building,
NIST, Gaithersburg, MD 20899, 301/975-4220.

COOPERATIVE PROGRAM TACKLES
AUTOMATED INSPECTION
Six industrial firms have joined forces with NIST
in a cooperative research program to develop an
automated inspection system for manufactured
parts. The six firms will provide software, ma-
chines, and researchers to the NIST "Quality in
Automation" program. Researchers use the con-
tributed software and machines for three-dimen-
sional computer-aided design of parts, graphic
selection of inspection paths, and examination of
the actual manufactured product. Engineers com-
pare the manufactured parts with the original com-
puter-aided design. NIST shares research results
with the respective firms, providing suggestions for
improvements, compatibility, and expansion of the
products. For information on the program, contact
Steven D. Phillips, A107 Metrology Building,
NIST, Gaithersburg, MD 20899, 301/975-3565.
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DATE SET FOR UNIFORM GAS PUMP
PRICING
The nation's weights and measures officials set Jan-
uary 1, 1999 as the target date for establishing na-
tional uniformity in motor-fuel dispensers used in
multi-tier pricing. The decision affects gasoline ser-
vice station pumps and other motor-fuel dispensers
that use different prices for the fuel depending on
whether it is paid for in cash or by credit card.
The decision was made at the 75th Anniversary
Annual Meeting of the National Conference on
Weights and Measures (NCWM), in Washington,
DC. This concludes action for implementing a pol-
icy adopted by the conference in 1989 requiring
that all dispensers used in the multi-tier pricing of
motor fuels must either be able to compute the ac-
curate total sale price for each unit price used-
generally cash or credit-or must be dedicated to
sell only at one unit price. For information on
NCWM and the annual meeting, contact the Na-
tional Conference on Weights and Measures, P.O.
Box 4025, Gaithersburg, MD 20855, 301/975-4012.

DESIGN FOR A RADIOSCOPIC IMAGE
QUALITY INDICATOR
A long-established way to test the quality of a weld
is to x-ray it and analyze the film for flaws and
imperfections. More recently, this process has been
computerized and digitized so that film can be re-
placed by an electronic system that projects the
image on a video screen. This permits real-time ex-
amination of the weld and improves productivity
by allowing the object to be rotated during inspec-
tion. But the procedure has been inhibited by lack
of an indicator that evaluates image quality as the
specimen and its associated image quality indicator
(IQI) are rotated. NIST scientists have developed a
design for an indicator that has spherical symmetry
and provides the same image quality information
independent of rotation. "Preliminary investiga-
tions, including image analysis of film radiographs,
indicate that the central portion of the IQI can be
used to measure thickness sensitivity to the 1 per-
cent and 2 percent levels," the scientists report. Fu-
ture work will be aimed at developing a technique
to give quantitative measurements of quality. For a
copy of paper no. 24-90, which describes the de-
sign, contact Jo Emery, Division 104, NIST, Boul-
der, CO 80303, 303/497-3237.

NOVEL PROCESS FOR GROWING CRYSTALS
NIST scientists have developed a novel process,
called osmotic dewatering, for growing single
crystals of inorganic and organic materials, includ-
ing proteins. Osmotic dewatering occurs when two
aqueous salt solutions are separated by a semiper-
meable membrane through which only water can
pass; the osmotic pressure difference causes slow
transport of water from the dilute solution contain-
ing a protein to a concentrated salt solution. The
process removes water, and only water, from the
mother liquor in which crystals are grown. The
method permits slow and controllable nucleation
and growth needed to form large, single crystals
suitable for study by x-ray crystallography. Using
this method, the NIST scientists have grown crys-
tals of lysozyme, a protein, to about 1 mm in size
and of high quality for x-ray crystallography. They
also have grown crystals of triglycine sulfate, a ma-
terial used in electronic applications. A paper, no.
35-90, describing the process is available from Jo
Emery, Division 104, NIST, Boulder, CO 80303,
303/497-3237.

SECURITY FOR "OPEN" NETWORKS
In addition to their many advantages, computer
networks have opened up new opportunities for
mischief and crime. Through the National Security
Agency's (NSA) Secure Data Network System
(SDNS) project, NIST is working with NSA and
private industry to help make networks secure as
well as "open." Their goal is to develop a frame-
work of computer security standards that manufac-
turers can use in network products incorporating
Open Systems Interconnection protocols. NIST
has compiled 10 documents from phase one of the
SDNS project into three publications, which in-
clude specifications for controlling access to the
network, security protocols for protecting data in
networks, and procedures for managing the keys
needed to encrypt and decrypt information. NIST
would like potential users and vendors of security
products to comment on these three documents:
Secure Data Network System (SDNS) Network,
Transport, and Message Security Protocols (NI-
STIR 90-4250); Secure Data Network System
(SDNS) Access Control Documents (NISTIR
90-4259); and Secure Data Network System
(SDNS) Key Management Documents (NISTIR
90-4262). They are available from the National
Technical Information Service, Springfield, VA.
Call 703/487-4600 for ordering information.
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NIST GATT STANDARDS CODE ACTIVITIES
REPORTED
GATT Standards Code Activities of the National
Institute of Standards and Technology (NIST)
1989 (NISTIR 4314) describes the role of the NIST
Standards Code and Information Program (SCI) in
support of the GATT Agreement on Technical
Barriers to Trade (GATT Standards Code). The
annual report also gives statistics on 10 years of the
code's implementation in the United States. SCI
staff operate the U.S. GATT inquiry point for in-
formation on standards and certification activities
that might affect U.S. trade. SCI also coordinates
comments on foreign regulations, arranges for
translations of foreign texts, and maintains the
GATT "hotline" (301/975-4041, not toll free) that
provides the latest information on notifications of
proposed foreign regulations issued by the GATT
Secretariat in Geneva. To obtain a copy of the re-
port, send a self-addressed mailing label to Stan-
dards Code and Information Program, A629
Administration Building, NIST, Gaithersburg, MD
20899, 301/975-4037.

COMPUTERIZED WELDING DATA
AVAILABLE
Persons interested in the computerization of weld-
ing data will want to get a new publication from
NIST that includes the proceedings of a 1988 con-
ference on this subject. The publication presents an
overview of computers and databases, papers on
applications software, and various case studies.
Specific topics include application of artificial in-
telligence to welding, on-line access to worldwide
sources of materials performance data, a weld im-
provement program, and expert systems for diag-
nosing problems in welding power sources. The
publication also includes the proceedings of a
workshop on future computerization needs in the
welding industry and an informal survey of
registrants' use of computers on the job. Computer-
ization of Welding Data-Proceedings of the Con-
ference and Workshop (NIST Special Publication
781) is available from the Superintendent of Docu-
ments, U.S. Government Printing Office, Washing-
ton, DC 20402. Order by stock no. 003-003-03006-6
for $5 prepaid.

IMPROVED TESTING FOR EM
SUSCEPTIBILITY
Two new NIST publications discuss improved
methods for testing aircraft, large operational sys-
tems, and electronic equipment for susceptibility to
electromagnetic (EM) fields. Recent Improve-
ments in Time-Domain EMC Measurement System
(NISTIR 89-3927) describes techniques for deter-
mining critical resonant frequencies and the cur-
rent response of internal wiring of helicopters due
to external EM fields. The measurement method
uses a train of low-level radiated pulses that do not
disturb other spectrum users, are safe, and can be
used in a noisy EM environment. Facilities for Im-
proving Evaluations of Electromagnetic Suscepti-
bilities of Weapon Systems and Electronic
Equipment (NISTIR 89-3928) discusses the prelim-
inary design of a facility for EM susceptibility test-
ing that combines features of the transverse
electromagnetic cell for low- frequency testing and
the reverberating chamber for high-frequency op-
eration. Both publications are available from the
National Technical Information Service, Spring-
field, VA 22161. Order NISTIR 89-3927 by PB
#90-155821 for $15; order NISTIR 89-3928 by PB
#90-155862 for $15.

NEAR-FIELD GAIN OF PYRAMIDAL HORNS
Calibrations of electromagnetic probes, electro-
magnetic interference and compatibility tests, and
antenna measurements are carried out in the NIST
anechoic chamber. They require that a transmitting
antenna in the chamber generate a known field
throughout a certain volume. At NIST, a series of
pyramidal transmitting horns are used above 450
MHz. NIST has published a comparison of the the-
oretical and measured near-field gains of these
horns for frequencies from 18 to 40 GHz. Near-
Field Gain of Pyramidal Horns from 18 to 40 GHz
(NISTIR 89-3924) describes the theory and mea-
surement techniques used and shows that the dis-
crepancy between theory and measurement is
typically within ±0.3 dB for distances between 0.5
and 4 m from the horn aperture. NISTIR 89-3924 is
available from the National Technical Information
Service, Springfield, VA 22161. Order by PB
#90-155854 for $15.
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Calibration Services

NOISE CALIBRATIONS EXTENDED
Coaxial noise sources can now be calibrated by
NIST in the additional frequency range of 1 to 2
GHz, and sources with APC3.5 precision connec-
tors can now be accommodated in the 2- to 12-
GHz range. With these new services, NIST can
now calibrate sources from 1 to 12 GHz with pre-
cision N, APC7, GR900, and various rectangular
waveguide flange connectors. Sources with
APC3.5 connectors can be calibrated at 2 to 12
GHz for all noise power spectral densities up to
18,000 K. The frequency range for APC3.5 con-
nectors is expected to be extended down to 1 GHz
by the end of September 1990. Measurement uncer-
tainties typically range from 1 to 3 percent. Noise
calibrations are needed by manufacturers and users
of microwave equipment because noise is the ulti-
mate limiting factor in electromagnetic system per-
formance. Low-noise products are specified so that
the equipment itself doesn't distort the signal being
processed. Test equipment must be calibrated to
determine if the products meet specifications. For
information, contact George J. Counas, Division
723.02, NIST, Boulder, CO 80303; telephone: 303/
497-3664.

the Standard Reference Materials Program, Room
204, Building 202, NIST, Gaithersburg, MD 20899;
telephone: 301/975-OSRM (6776), FAX: 301/948-
3730.

AQUEOUS SOLUTIONS VALUABLE FOR
CALIBRATING INSTRUMENTS
To ensure accurate measurements, chemists fre-
quently need single-element standard solutions that
can be used to calibrate instruments for analytical
techniques such as atomic absorption spectrometry,
optical emission (plasma) spectrometry, or spec-
trophotometry. For several years, NIST has sold
individual aqueous solutions of several elements for
these purposes. Now the agency is making avail-
able separate spectrometric standard solutions for
the metals lanthanum and scandium. These stan-
dard reference materials (SRMs) are each certified
to contain an elemental concentration of 10 mg/
mL in a 50-mL solution. The materials, SRM 3127
(lanthanum) and SRM 3148 (scandium), are avail-
able for $76 and $144, respectively, from the Office
of Standard Reference Materials, Room 204, Build-
ing 202, NIST, Gaithersburg, MD 20899; tele-
phone: 301/975-6776.

Standard Reference Data

Standard Reference Materials

LOW-ALLOY STEEL STANDARDS
AVAILABLE FOR PRODUCERS
Two new standard reference materials (SRMs) are
available from NIST for producers to use in deter-
mining the carbon and sulfur content in metals.
The SRMs should be particularly useful in calibrat-
ing automated combustion analyzer systems as well
as for other quality control procedures, including
specification testing to meet industry and govern-
ment requirements. The low-alloy steel standards
are in the form of pins that are 4 mm in diameter,
12 mm in length, and approximately 1 g each in
weight. SRM 2159 is certified for 0.016 percent of
carbon and 0.0023 percent sulfur by weight, and
SRM 2160 is certified for 0.584 percent carbon and
0.012 percent sulfur by weight. SRMs 2159 and
2160 are available in units of 200 g for $200 from

PC DATABASE AVAILABLE FOR
BIOCHEMISTS
A new computerized database for biochemists in
industrial laboratories and universities worldwide
brings together for the first time all of the pub-
lished information on the successful crystallization
of proteins and nucleic acids. This important re-
search tool for the design of new drugs and chemi-
cal processes was developed by a NIST research
chemist. The database is designed for personal
computers and contains crystal data and the crys-
tallization conditions for more than 1,000 crystal
forms of over 600 biological macromolecules. For
each crystal entry there is a complete description
of crystallization conditions and related crystallo-
graphic data. Also provided are evaluated critical
data on the physical characteristics of known crys-
tals, including unit cell parameters, space group,
crystal density, and diffraction limit. NIST/CARB
Biological Macromolecule Crystallization Data-
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base, Standard Reference Database 21 is available
for $300 from Standard Reference Data Program,
A323 Physics Building, NIST, Gaithersburg, MD
20899; telephone: 301/975-2208.

PC DATABASE FOR EVALUATING
REFRIGERANTS ANNOUNCED
Refrigeration engineers, chemical and equipment
manufacturers, and others who use chlorofluoro-
carbons have a new research tool. A new personal
computer (PC) software package enables users to
assess several environmentally acceptable refriger-
ants and mixtures as possible replacements for cur-
rently used materials. The NIST Thermodynamic
Properties of Refrigerant Mixtures (REFPROP)
Database can produce rapidly tables of the thermo-
dynamic properties for 15 partially and fully halo-
genated chlorofluorocarbon refrigerants and 20 of
their mixtures. Users also have the option to calcu-
late other mixtures of the 15 refrigerants by using
their own data. The refrigerants in the REFPROP
program are: R11, R12, R13, R13B1, R14, R22,
R23, R113, R114, R123, R124, R134, R134a,
R142b, and R152a. The database is designed to be
stored on a hard disk of any AT or XT-class PC
and occupies 250 kilobytes. To order NIST Stan-
dard Reference Database 23, REFPROP, available
for $225, contact: Standard Reference Data Pro-
gram, A323 Physics Building, NIST, Gaithersburg,
MD 20899; telephone: 301/975-2208.

NEW VEEL PC PROGRAM OFFERS RAPID
ACCESS TO DATA
A new personal computer (PC) program gives
chemists, environmentalists, combustion engineers,
and researchers in industry rapid access to all im-
portant published information available on the vi-
brational and electronic energy levels of
short-lived molecules important to many complex
reactions. The program consists of two searchable
databases that contain experimental data on the vi-
brational fundamentals of ground-state transient
molecules with 3 to 16 atoms, excited-state tran-
sient molecules with 3 to 6 atoms, and the elec-
tronic energy levels of transient molecules with
3 to 6 atoms, along with associated index and
reference files. Search paths are available by
molecule (formula or Chemical Abstract Service
registry number), by transition wavenumber (vibra-
tional fundamental or electronic band origin), and
by wavelength range for electronic transitions. To

order NIST Vibrational and Electronic Energy
Levels of Small Polyatomic Transient Molecules
Database (VEEL), Standard Reference Database
26, contact Standard Reference Data Program,
A323 Physics Building, NIST, Gaithersburg, MD
20899, 301/975-2208.

MAJOR EXPANSION ANNOUNCED FOR
MASS SPECTRAL DATABASE
More than 4,000 new analytical mass spectra have
been added to the NIST/EPA/MSDC Mass Spec-
tral Database, a major international resource used
by analytical chemists and environmental scientists
to identify unknown substances. The database now
contains complete spectra for approximately 54,000
chemical compounds. A major research effort has
corrected several thousand errors that had crept
into the data collection over the years. Mass spec-
trometry is an analytical technique used widely in
pharmaceutical, biological, and environmental re-
search as well as in the chemical industry. EPA
requires environmentalists to use this database for
analyzing "tentatively identified compounds" at
hazardous waste sites. The database is available on
standard diskettes for personal computers (PCs) or
on magnetic tape. To order PC Version 3.0, or to
obtain a license agreement for the database in mag-
netic-tape form, contact the Standard Reference
Data Program, A323 Physics Building, NIST,
Gaithersburg, MD 20899, 301/975-2208.

NEW MASS SPECTRAL DATABASE OF
COMMON COMPOUNDS
The NIST Mass Spectral Database of Common
Compounds (Standard Reference Database 1B) is a
new personal computer-based (PC) collection of
10,215 complete spectra and data for the most com-
mercially available chemical compounds, widely
used drugs, and environmentally important com-
pounds. Diagrams showing the molecular struc-
tures of 97 percent of the chemicals are included.
The database uses the same fast software for data
searches that was developed for the larger NIST
/EPA/MSDC Mass Spectral Database. The new
database will be useful as a teaching aid, or for
researchers with limited disk storage space. The
database does not qualify under EPA regulations
for reporting "tentatively identified compounds" at
hazardous waste sites. Standard Reference Data-
base lB is available for $350 from the Standard
Reference Data Program, A323 Physics Building,
NIST, Gaithersburg, MD 20899, 301/975-2208.
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Calendar

September 11-12, 1990
SIXTH BIENNIAL SYMPOSIUM

ON OPTICAL FIBER
MEASUREMENTS

Location: National Institute of
Standards and Technology
Boulder, CO

This symposium will be devoted entirely to the
topic of measurements for fiber, related compo-
nents, and systems. It provides a forum for report-
ing the results of recent measurement research and
an opportunity for discussions that can lead to fur-
ther progress. Topics will include measurements on
telecommunications fibers (attenuation, cut-off
wavelength, mode-field diameter, polarization
properties, geometry/index profile, reflectometry),
fiber lasers and amplifiers, fibers for sensors, cou-
plers, connectors, multiplexers, integrated optics,
sources, detectors, modulators, switches, long-haul
systems, LANs, subscriber loops, field and labora-
tory instrumentation, and standards.

Contact: Douglas Franzen, 724.02, NIST, 325
Broadway, Boulder, CO 80303-3328, 303/
497-3346.

September 18-20, 1990
ELECTRONIC PUBLISHING '90

Location: National Institute of
Standards and Technology
Gaithersburg, MD

Electronic Publishing '90 (EP90) will be the third
in a series of international conferences established
to bring together researchers in all areas of elec-
tronic publishing systems. EP86, held in Notting-
ham, England, was sponsored by the British
Computer Society. EP88, held in Nice, France,
was sponsored by INRIA. The proceedings of pa-
pers presented at the earlier sessions were pub-
lished by Cambridge University Press and have
received wide dissemination. The proceedings of

EP90 will also be published in book form and will
be available at the conference. EP90 will adopt a
broad definition of "electronic publishing." Elec-
tronic publishing will be taken to encompass all as-
pects of computer-assisted preparation, presen-
tation, transmittal, storage, and retrieval of docu-
ments. The scope of the conference also includes
the design of the related computer systems, the de-
sign of their components, and the theory that un-
derlies such systems. Both linear and non-linear
documents are appropriate subjects for discussion.
Sponsored by NIST.

Contact: Lawrence A. Welsch, B252 Technol-
ogy Building, NIST, Gaithersburg, MD 20899,
301/975-3345.

October 1-4, 1990
13th NATIONAL COMPUTER

SECURITY CONFERENCE
Information System Security:

Standards-The Key To The Future

Location: Omni Shoreham Hotel
Washington, DC

This conference provides a forum for the govern-
ment and the private sector to share current infor-
mation that is useful and of general interest to the
conference participants on technologies, present
and future, that are designed to meet the ever-
growing challenge of telecommunications and
automated information systems security. The con-
ference will offer multiple tracks for the needs of
users, vendors, and the research and development
communities. The focus of the conference will be
on: systems application guidance; awareness, train-
ing and education; ethics; evaluation and certifica-
tion; innovations and new products; management
and administration; and disaster prevention and re-
covery. Sponsored by NIST and the National
Computer Security Center.

Contact: Irene Gilbert, A216 Technology Build-
ing, NIST, Gaithersburg, MD 20899, 301/975-
3360.
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