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News Briefs 

Developments 

NBS CONTRIBUTING TO CANCER 
PREVENTION STUDY 
Can supplemental doses of certain vitamins and 
minerals reduce cancer risks? NBS is helping an­
swer this question by contributing to a larger gov­
ernment study-sponsored by the National Cancer 
Institute (N CI) - that is examining the cancer pre­
ventive properties of "micronutrients." These are 
compounds, such as vitamins A, C, and E, which 
may help prevent some tumors in persons at high 
risk due to lifestyle or occupational exposure, or in 
those who have had cancer but now are free of the 
disease. 

Accurate measurements of nutrients in blood 
serum are crucial to the N CI study, so NBS has 
established a "quality assurance" program to en­
sure that the 20 laboratories participating in the 
program make reliable nutrient measurements in 
blood samples. To perform these quality checks, 
NBS sends samples with known values to the labs 
for analysis. If results are inaccurate, the Bureau 
suggests ways to improve. Ultimately, serum nutri­
ent values will be correlated with the occurrence 
or recurrence of cancer in populations being stud­
ied. 

For further information, contact Willie May, Na­
tional Bureau of Standards, Gaithersburg, MD 
20899 or Herbert Pierson, National Cancer Insti­
tute, Bethesda, MD 20892. 

AUTOMATION LABORATORY COMPLETED 
NBS has completed construction work on a unique 
automation laboratory designed as a proving 
ground for the technology of America's factories 
in the 21st century. This laboratory, called the 
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Automated Manufacturing Research Facility 
(AMRF), will aid both large and small American 
manufacturers. The facility is a collaborative ven­
ture involving private industry, universities, and 
other government agencies, most notably the U.S. 
Navy. 

Under construction since 1983, the AMRF is a 
research laboratory designed to study standard 
methods to link different computerized machines. 
It also is used to help manufacturers improve qual­
ity control by experimenting with efficient and reli­
able methods for monitoring the performance of 
automated machinery. 

For further information, contact John Simpson, 
National Bureau of Standards, Gaithersburg, MD 
20899. 

PATENT GRANTED FOR HYDROPHOBIC 
DENTAL COMPOSITES 
A patent has been granted for a dental composite 
system developed by NBS that offers dentists a ma­
terial with improved wear and stability, as well as 
greater resistance to surface staining and discol­
oration. The composite system contains a high con­
centration of bulky fluorinated monomers that are 
highly immune to chemical softening and degrada­
tion in the oral environment. 

Hydrophobic Dental Composites Based on a 
Polyfluorinated Dental Resin, Patent No. 
4,616,073, was developed by NBS researcher 
Joseph M. Antonucci for the National Institute of 
Dental Research. The resin system can be used in 
two different ways; it can be cured photochemi­
cally with a dental light pen, or it can be cured as a 
two-part monomer system. Among the other ad­
vantages of this type of dental composite resin sys­
tem based on hydrophobic polymer matrices are its 
low water sorption and low shrinkage especially at 
composite-cavity interfaces when used in dental 
restorations. 
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NBS DEVELOPS NEW WAY TO MEASURE 
STEEL ROUGHNESS 
NBS researchers have developed a new way to 
measure the roughness of steel which has been 
"blasted" with an abrasive, such as sand. Blasting is 
a cleaning process which prepares a material for a 
coating. Surface roughness affects the life of the 
coating, but the exact relationship is not well un­
derstood since precise measurements are difficult 
and time consuming to make. 

The NBS method uses an infrared thermo­
graphic camera coupled with a computer image 
processor to produce a depth profile-a pattern of 
the peaks and valleys-of the steel. Surface rough­
ness can then be mathematically described. The 
procedure is faster and more precise than current 
methods. In addition, the measurements can be 
made without touching the material. Currently, the 
NBS researchers are experimenting with the proce­
dure to see if it can be used to characterize engi­
neered surfaces and whether it can be adapted to 
in-line processing such as spray-painting assembly 
lines. 

For further information, contact Jonathan 
Martin, National Bureau of Standards, Gaithers­
burg, MD 20899. 

ELECfROMAGNETIC COMPATIBILITY 
AND INTERFERENCE MEASUREMENTS 
Electromagnetic compatIbility 1 interference mea­
surements are used to determine how electronic 
equipment undesirably generates or is affected by 
electromagnetic radiation. Reliable, accurate 
EMC/EMI measurements are essential to the de­
sign and operation of a broad variety of electronic 
equipment and products used in automotive, house­
hold, industrial, business, and military applica­
tions. 

A new NBS publication [1] includes the text ma­
terial for a short course in EMC/EMI measure­
ments presented by NBS. It sets out basic EMC 
measurements, and includes chapters on measure­
ments made using transverse electromagnetic 
(TEM) cells, anechoic chambers, open fields, re­
verberating chambers, and EM probes. Other 
chapters deal with measurement of the shielding 
effectiveness of materials, out-of-band EMC prob­
lems, conducted EMI, and complicated electro­
magnetic environments. 
Rererence 
[1] NBS 1N 1099, Electromagnetic Compatibility and Interfer­

ence Metrology, Superintendent of Documents, U.S. Gov­
ernment Printing Office, Washington, DC 20402 ($8.50 
prepaid, order by Stock No. OO~760-0). 
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ARMSTRONG WORLD TO PERFORM 
POLYMER RESEARCH AT NBS 
Armstrong World Industries, Lancaster, PA, has 
established a Research Associate Program at NBS 
to study the permeability of polymer composites to 
freon gases. An Armstrong researcher will use the 
NBS computerized volatile gas permeation facility 
to measure the gas transport properties of a series 
of polymers used as components in polymer blends. 
The information will be used to process blends into 
thermal insulating foams. The NBS Research Asso­
ciate Program provides an opportunity for re­
searchers from universities, industry, trade 
associations, and other organizations to conduct 
cooperative work at the Bureau on projects of mu­
tual interest, with salaries paid by the sponsor. 

For further information on the Research Associ­
ate Program, contact David Edgerly, National 
Bureau of Standards, Gaithersburg, MD 20899, 
telephone: 301/975-3087. 

ASSESSING ELECTROEXPLOSIVE DEVICE 
VULNERABILITY 
Hot-wire electroexplosive devices (EEDs) are 
electrically fired explosive initiators. They are used 
as automotive air bag initiators, separation devices 
in aerospace applications (explosive bolts), and 
many other military, mining, and construction ap­
plications. A new and rigorous approach for assess­
ing an EED's vulnerability to pulsed 
electromagnetic interference is given in a recent 
NBS report [1]. This method uses statistical theory 
and thermodynamic modeling to determine the 
probability that an electrical pulse of a given dura­
tion and power will detonate the EED, and to de­
termine thermodynamic parameters. The "Firing 
Likelihood Plot" is introduced to represent an 
EED's characteristic in a readily interpretable 
manner. 
Rererence 
[1] NBS 1N 1094, A Statistical Characterization of Electroex­

plosive Devices Relevant to Electromagnetic Compatibility 
Assessment, Superintendent of Documents, U.S. Govern­
ment Printing Office, Washington, DC 20402 ($2.75 prepaid, 
order by Stock No. 003-00~744-8). 

MEASURING SHIELDING EFFECTIVENESS 
OF MATERIALS 
The shielding effectiveness of a material is a mea­
sure of how well it is able to isolate a region from 
electromagnetic fields. Shielding is used to protect 
equipment from outside interference or to reduce 
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unwanted emissions from equipment. While tradi­
tional metal shields have characteristics that are 
well understood, the recent use of more complex 
materials with less predictable shielding properties, 
such as plastic housings and composites, has made 
measurement of the shielding effectiveness essen­
tial. 

In a new publication [1], NBS reports on an eval­
uation of several measurement approaches. 
Reference 
[1] NBS TN 1095, A Study of Techniques for Measuring the 

Electromagnetic Shielding Effectiveness of Materials, Su­
perintendent of Documents, U.S. Government Printing Of­
fice, Washington, DC 20402 ($3.50 prepaid, order by stock 
No. 003-00~735-9). 

REPORT SUMMARIZES QUALITY 
ASSURANCE LITERATURE 
Analytical chemists, laboratory managers, and 
quality assurance (QA) officials should find a new 
NBS report useful [1]. It contains abstracts of 160 
papers selected as source materials for starting new 
QA programs or improving existing ones. The pa­
pers also are good resources for general guidance 
in producing reliable analytical chemical measure­
ments. John K. Taylor, who has taught 75 NBS 
chemical QA workshops to industrial, academic, 
and government participants over the last 7 years, 
assembled the report. Taylor, who recently retired 
after 57 years at NBS, says much has been written 
on quality assurance of production processes, but 
considerably less is available about measurement 
QA, especially about chemical measurements. His 
goal in writing the 51-page report was to provide a 
good summary of what is available in chemical QA 
materials. 
Reference 
[1] NBSIR 86-3352, A Collection of Abstracts of Selected Pub­

lications Related to Quality Assurance of Chemical Mea­
surements, National Technical Information Service (NTIS), 
Springfield, VA 22161 ($11.95 prepaid, order by PB# 
87-106423). 

DRAFf FEDERAL OSI STANDARD 
CIRCULATED FOR REVIEW 
A draft specification for the acquisition of Federal 
Government computer systems that conform to the 
Open Systems Interconnection (OSI) standards has 
been completed by the Government OSI Users 
Committee, sponsored by NBS. The specification 
is based on a cooperative effort between NBS and 
industry to implement emerging OSI standards in 
commercial, off-the-shelf products, and is compat­
ible with both the Manufacturing Automation Pro­
tocol (MAP) and the Technical and Office 
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Protocols (TOP) which have been developed by 
industry. NBS is circulating the draft specification 
to Federal agencies and to industry and standards 
organizations for review before recommending its 
adoption as a joint Federal Information Processing 
Standard/Federal Telecommunication Standard 
for use in 1987 and 1988 procurements. 

For further information, contact Shirley Radack, 
National Bureau of Standards, Gaithersburg, MD 
20899. 

Standard Reference Data 

NBS DEVELOPS COMPUTERIZED 
DATABASE FROM AIOtE/DIPPR 
STANDARD REFERENCE SOURCE 
ON PURE CHEMICAL COMPOUNDS 
Chemical manufacturers; engineers who design 
plants; chemical processes, and new products; as 
well as scientists in industry, government, and uni­
versities will be interested in a new computerized 
standard reference database from NBS on the ther­
modynamic and physical properties of chemicals. 

The new computerized database provides users 
with quick access to important information on the 
behavior of substances and their reactions under 
various pressures and temperatures. It was pro­
duced under an agreement between NBS and the 
American Institute of Chemical Engineers 
(AIChE). 

The database, DIPPR (Design Institute for 
Physical Property Data), Data Compilation of 
Pure Compound Properties, 1986, contains infor­
mation on 39 properties for 346 chemical com­
pounds of high industrial priority. These chemicals 
were selected by the industry members of AIChE's 
DIPPR group, a cooperative organization of 
chemical manufacturers and related companies. 
The chemicals in the database are considered to be 
the most important ones to users, based on their 
volume of production and other economic factors. 

Information is provided on the thermodynamic, 
physical, and transport properties of each chemi­
cal. And for each compound included, values are 
given for 26 single-valued property constants and 
for 13 properties as functions of temperature, cal­
culated from correlation coefficients. 

The database, which is interactive or "conversa­
tional" for users, also includes estimates of the ac­
curacy of each property value and provides 
references to the sources of measured or predicted 
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data that were used in selecting the recommended 
values. 

It was automated by the NBS Office of Standard 
Reference Data from AI ChE's 1985 resource book, 
Data Compilation: Tables of Properties of Pure 
Compounds. This printed database was prepared 
for DIPPR by Thomas E. Daubert and Ronald P. 
Danner of Pennsylvania State University. 

The printed reference is one of several coopera­
tive projects on evaluated standard data to be spon­
sored by industry through DIPPR. NBS has 
provided technical support to the industrial group 
since it was established by AI ChE in 1978, particu­
larly in the area of computerized information. 

AIChE is a national organization of 60,000 scien­
tists and engineers in research and manufacturing. 

NBS Standard Reference Database 11, DIPPR, 
Data Compilation of Pure Compound Properties, 
1986, are one of 11 databases in magnetic tape form 
that is available from OSRD for lease to individu­
als, distributors, or subscription search services. 
For information on fees and lease agreements for 
DIPPR, or for a list of the other computerized 
standard reference databases available from NBS, 
contact: Office of Standard Reference Data, A323 
Physics Building, National Bureau of Standards 
Gaithersburg, MD 20899, telephone: 3011975-2208: 

MICROCOMPUTER FORTRAN PROGRAMS 
CALCULATE FLUID PROPERTIES 
The thermophysical and transport properties of 12 
selected fluids have been programmed in FOR­
TRAN 77 for microcomputers. When any two of 
~res~ure, temperat~e, or density values are input 
(m smgle phase regIOns), or either pressure or tem­
perature (in saturated liquid or vapor states), the 
~rograms calculate pressure, density, temperature, 
mternal energy, enthalpy, entropy, specific heat ca­
pacities (Cv and Cp), speed of sound, and in most 
cases, viscosity, thermal conductivity, and dielec­
tric constant. 

The fluids included are helium, hydrogen, nitro­
gen, oxygen, argon, nitrogen trifluoride, methane, 
ethylene, ethane, propane, iso- and normal butane. 
Properties are given over a wide range of tempera­
tures and pressures. 

A desCription and listing of the program, along 
with sample calculations and a typical computer 
run, is available in a recent NBS publication [1]. 

Copies of the program on microcomputer 
diskette are available for $400 from the Office of 
Standard Reference Data, A320 Physics Building, 
National Bureau of Standards, Gaithersburg, MD 
20899, telephone: 301/975-2208. 
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Reference 
[1] NBS TN 1097, Interactive FORTRAN Programs for 

Microcomputers to Calculate the Thermophysical Proper­
ties of Twelve Fluids (MIPROPS), Superintendent of Docu­
ments, U.S. Government Printing Office, Washington, DC 
20402 ($4.25 prepaid, order by stock No. 003~3-02745-6). 

NBS Services 

NBS AND USAF SIGN MEMO OF 
UNDERSTANDING ON MILSTAR 
NBS and the U.S. Air Force have reached agree­
ment on a two-year program to develop millime­
ter-wave metrology and standards in support of the 
Milstar Satellite Communications System. Milstar 
is the next generation of extremely sophisticated 
military communications satellites. NBS will re­
ceive a total of $2.8 million over fiscal years 1987 
and 1988 to develop measurement services and 
standards support over a wide range of parameters 
including millimeter wave power, impedance, 
noise temperature, antenna gain, and phase noise. 
The work will be carried out principally in the 
19-22 and 42-46 GHz range. This program will en­
able NBS to provide interim (special test) measure­
ment services to the three military branches, 
Milstar contractors, and their subcontractors. 

Direct inquiries to Ernest Garner, National 
Bureau of Standards, Gaithersburg, MD 20899, 
telephone: 301/975-2007. 
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News Reports 

FREE-ELECI'RON LASER FACILITY TO BE 
CONSTRUCI'ED AT NBS 
An important new national facility for research in 
physics, materials science, and biomedicine will be 
constructed at NBS under a congressionally autho· 
rized program aimed at exploiting free.electron 
lasers in biomedical and materials science. 

A proposal to build the new facility, submitted 
jointly by NBS and the Naval Research Labora· 
tory, has been recommended for funding by the 
Office of Naval Research and the Air Force Office 
of Scientific Research. The two agencies jointly 
manage the free.electron laser research program 
for the Strategic Defense Initiative Organization. 
That organization would provide $4.9 million to 
build the facility. 

A free.electron laser is an exotic light source in 
which the gases, liquids, or crystals normally used 
to produce the laser effect are replaced by bunches 
of electrons traveling through a periodically vary· 
ing magnetic field. Such lasers are capable of very 
short, intense bursts of light that can be tuned very 
finely across a broad range of frequencies. 

The new laser will be constructed in the acceler· 
ator complex at the NBS laboratories in Gaithers· 
burg, MD, and will be driven by the Bureau's 185 
MeV continuous wave (cw) racetrack microtron, 
which is currently nearing completion. The cw mi· 
crotron is an experimental electron accelerator, be· 
ing built in collaboration with Los Alamos 
National Laboratory. It will be one of the most 
powerful high-current cw accelerators in the 
world. 

When completed in 1990, the free.electron laser 
will supply light in the wavelength range of 0.2 
micrometer to 10 micrometers, with a bandwidth 
on the order of 0.001, at average power levels of 
hundreds of watts. In addition, copious amounts 
(milliwatts to watts) of coherent UV light will be 
produced at harmonics of the laser frequency 
down to wavelengths of approximately 30 nm. 
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The light will be a continuous train of 3-ps pulses 
at repetition frequencies of 20 MHz or 100 MHz. 
This pulse length is of particular interest in the 
study of organic and biological molecules. 

The unique properties of the free-electron laser, 
including broad wavelength tunability, high peak 
and average power, and extremely short pulse 
lengths, open up a broad range of exciting new re· 
search opportunities in such diverse areas as atomic 
and molecular physics, surface science, photo­
chemistry, biophysics and biomedicine. 

An external advisory panel comprised of senior 
scientists and managers from the academic, indus­
trial and government sectors will help guide the 
project . 

. Plans for the facility call for close collaboration 
with the medical and materials science communi­
ties, including the Uniformed Services University 
of the Health Sciences, the Food and Drug Admin· 
istration, the Center for Advanced Research in 
Biotechnology, and a number of universities in the 
Washington, DC, metropolitan area. 

For further information, contact Samuel Penner, 
National Bureau of Standards, Gaithersburg, MD 
20899. 
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This paper gives the values of the ba­
sic constants and conversion factors of 
physics and chemistry resulting from 
the 1986 least-squares adjustment of 
the fundamental physical constants as 
recently published by the CODATA 
Task Group on Fundamental Con­
stants and as recommended for inter­
national use by CODATA. The new, 
1986 CODATA set of recommended 
values replaces its predecessor pub-

lished by the Task Group and recom­
mended for international use by 
CODATA in 1973. 

Key words: CODATA; conversion 
factors; fundamental physical con­
stants; least-squares adjustments; rec­
ommended values; Task Group on 
Fundamental Constants. 
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CODATA (Committee on Data for Science and 
Technologyl) has recently published a report of the 
CODATA Task Group on Fundamental Constants 
prepared by the authors [1]2 under the auspices and 
guidance of the Task Group. The report summa­
rizes the 1986 least-squares adjustment of the fun­
damental physical constants and gives a set of 
self-consistent values for the basic constants and 
conversion factors of physics and chemistry 
derived from that adjustment. Recommended for 
international use by CODATA, this 1986 set of 
values is reprinted here for the convenience of the 
many readers of the Journal of Research of the Na­
tional Bureau of Standards and to assist in its dis­
semination throughout the scientific and 
technological communities. The 1986 CODATA 
set entirely replaces its immediate predecessor, that 
recommended for international use by CODATA 
in 1973. This set was based on the 1973 least-

ICODATA was established in 1966 as an interdisciplinary 
committee of the International Council of Scientific Unions. It 
seeks to improve the compilation, critical evaluation, storage, 
and retrieval of data of importance to science and technology. 
Dr. David R. Lide, chief of the NBS Office of Standard Refer­
ence Data, is the current President of CODATA. 

2Figures in brackets indicate literature references. 
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squares adjustment of the fundamental physical 
constants which was also carried out by the au­
thors under the auspices and guidance of the Task 
Group [2,3]. 

As in previous least-squares adjustments of the 
constants [3,4,5], the data for the 1986 adjustment 
were divided into two groups: auxiliary constants 
and stochastic input data. Examples of the 1986 
auxiliary constants are the speed of light in vacuum 
c =299792458 m/s; the permittivity of vacuum 
ILo==41T X 10-7 N/ A 2; the Rydberg constant for in­
finite mass R~; and the quantity E==483594.0X 10 9 

Hz/V which is equal numerically to the value of 
the Josephson frequency-voltage ratio 2 e/h (e is 
the elementary charge and h is the Planck constant) 
adopted in 1972 by the Consultative Committee on 
Electricity of the International Committee of 

About the Authors: E. Richard Cohen is Distin­
guished Fellow, Rockwell International Science 
Center, and Barry N. Taylor is chief of the Elec­
tricity Division in the Center for Basic Standards, 
part of the NBS National Measurement Labora­
tory. Both Drs. Cohen and Taylor are physicists 
and members of the CODATA Task Group on 
Fundamental Constants. 
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Weights and Measures for defining laboratory rep­
resentations of the volt [6,7]. Quantities in this cate­
gory are either defined constants such as c, ",,0, and 
E with no uncertainty, or constants such as Roo 
with assigned uncertainties sufficiently small in 
comparison with the uncertainties assigned the 
stochastic input data with which they are associ­
ated in the adjustment that they can be taken as 
exact (Le., their values are not subject to adjust­
ment in contrast to the stochastic data). In the 1986 
adjustment th~ uncertainty of each auxiliary con­
stant was no greater than 0.02 parts-per-million or 
ppm.3 In contrast, the uncertainties assigned the 38 
items of stochastic input data considered in the 
1986 adjustment were in the range 0.065 to 9.7 
ppm. (The 38 items were of 12 distinct types with 
the number of items of each type ranging from one 
to six.) Examples of such data are measurements of 
the proton gyromagnetic ratio 'Y~ (uncertainty in 
the range 0.24 to SA 'ppm), the molar volume of 
silicon M(Si)/p(Si) (1.15 ppm), and the quantized 
Hall resistance RH=h/e2 (0.12 to 0.22 ppm). 

Because new results which can influence a least­
squares adjustment of the constants are reported 
continually, it is always difficult to choose an opti­
mal time at which to carry out a new adjustment 
and to revise the recommended values of the con­
stants. In the present case, all data available up to 
1 January 1986 were considered for inclusion, with 
the recognition that any additional changes to the 
1973 recommended values that might result by tak­
ing into account more recent data would be much 
less than the changes reSUlting from the data avail­
able prior to that date. 

Each of the 38 items of stochastic data are ex­
pressed (using the auxiliary constants as necessary) 
in terms of five quantities that serve as the "un­
knowns" or variables of the 1986 adjustment. 
These are a -I, the inverse fine-structure constant· 
Kv, a dimensionless quantity relating the SI (Inter: 
national System of Units) volt V to the unit of 
voltage V 76-BI maintained at the International Bu­
reau of Weights and Measures (BIPM) using a 
value of the Josephson frequency-voltage ratio 
equal numerically to E: V76-B1=Kv V, and thus 
2 e/h =E/Kv; Kn, a dimensionless quantity relat­
ing the SI ohm to the BIPM as-maintained unit of 
resistance as it existed on 1 January 1985, !lBI8S, 

based on the mean resistance of a particular group 
of wire-wound precision resistors: !lBI8S =Kn !l; 

dno, the (220) lattice spacing of a perfect crystal of 
pure silicon at 22.5 °C in vacuum; and ""~""P' the 
ratio of the magnetic moment of the muon to that 

'Throughout, all uncertainties are one standard deviation 
estimates. 

86 

of the proton. "Best" values in the least-squares 
sense for these five quantities, with their variances 
and covariances, are thus the immediate output of 
the adjustment. 

After a thorough analysis using a number of 
least-squares algorithms, the initial group of 38 
items of stochastic input data was reduced to 22 
items by deleting those that were either highly in­
consistent with the remaining data or had assigned 
uncertainties so large that they carried negligible 
weight. The adjusted values of the five unknowns, 
and hence all the other 1986 recommended values 
that were subsequently derived from them (with 
the aid of the auxiliary constants), are therefore 
based on a least-squares adjustment with 17 degrees 
of freedom. 

The 1986 adjustment represents a major advance 
over its 1973 counterpart; the uncertainties of the 
recommended values have been reduced by 
roughly an order of magnitude due to the enor­
mous advances made throughout the precision 
measurement-fundamental constants field in the 
last dozen years. This can be seen from the follow­
ing comparison of the 1973 and 1986 recommended 
values for the inverse fine-structure constant a-I, 
the elementary charge e, the Planck constant h, the 
electron mass me, the Avogadro constant N A , the 
proton electron mass ratio mp/me, the Faraday 
constant F, and the Josephson frequency-voltage 
ratio 2 e/h: 

Uncertainty of Change in 1973 
recommended value recommended value 

in ppm in ppm 
resulting from 

Quantity 1973 1986 1986 adjustment 
a-I 0.82 0.045 -0.37 
e 2.9 0.30 -7.4 
h 5.4 0.60 -15.2 
m. 5.1 0.59 -15.8 
NA 5.1 0.59 +15.2 
mp/m. 0.38 0.020 +0.64 
F 2.8 0.30 +7.8 
2e/h 2.6 0.30 +7.8 

It is also clear from this comparison that unexpect­
edly large changes have occurred in the 1973 rec­
ommended values of a number of these constants 
(Le., a change which is large relative to the uncer­
tainty assigned the 1973 value). These changes are 
a direct consequence of the 7.8 ppm decrease from 
1973 to 1986 in the quantity Kv and the high corre­
lation between Kv and the calculated values of e, 
h, me, N A , and F. Since 2 e/h =E/Kv, the 1986 
value of Kv also implies that the value of the 
Josephson frequency-voltage ratio adopted by the 
Consultative Committee on Electricity in 1972, 
which was believed to be consistent with the SI 
value and which most national standards laborato-
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ries adopted to define and maintain their laboratory 
unit of voltage, is actually 7.8 ppm smaller than the 
SI value. This unsatisfactory situation should be 
rectified in the near future [8,9]. 

The large change in K v and hence in many other 
quantities between 1973 and 1986 would have been 
avoided if two determinations of F which seemed 
to be discrepant with the remaining data had not 
been deleted in the 1973 adjustment. In retrospect, 
the disagreement was comparatively mild. In view 
of this experience it is important to recognize that 
there are no similar disagreements in the 1986 ad­
justment; the measurements which were deleted 
were so discrepant that they obviously could not 
be correct, or of such low weight that if retained 

the adjusted values of the five unknowns would 
change negligibly. Thus, it is unlikely that any al­
ternate evaluation of the data considered in the 
1986 least-squares adjustment could lead to signifi­
cant changes in the 1986 recommended values. 
Moreover, the quality of the 1986 data and its re­
dundancy would seem to preclude future changes 
in the 1986 recommended values relative to their 
uncertainties comparable to the changes which oc­
curred in the 1973 values. 

The 1986 recommended values of the fundamen­
tal physical constants are given in five tables. Table 
1 is an abbreviated list containing the quantities 
which should be of greatest interest to most users. 
Table 2 is a much more complete compilation. 

Table 1. Summary of the 1986 recommended values of the fundamental physical constants. 
An abbreviated list of the fundamental constants of physics and chemistry based on a least-squares adjustment 

with 17 degrees of freedom. The digits in parentheses are the one-standard-deviation uncertainty in the last digits of 
the given value. Since the uncertainties of many of these entries are correlated, the full covariance matrix must be used 
in evaluating the uncertainties of quantities computed from them. 

Relative 
Uncertainty 

Quantity Symbol Value Units (ppm) 

speed of light in vacuum c 299792458 ms- 1 (exact) 
permeability of vacuum J-lo 47rX 10-7 NA-2 

=12.566370614 ... 1O-7 NA-2 (exact) 
permittivity of vacuum (0 1/ J-loC

2 

=8.854187817 ... 10- 12 F m- 1 (exact) 
Newtonian constant of gravitation G 6.67259(85) 10- 11 m3 kg- 1 8-2 128 
Planck constant h 6.626 0755( 40) 10-34 J 8 0.60 

h/27r h 1.05457266(63) 10-34 J s 0.60 
elementary charge e 1.602 177 33(49) 10- 19 C 0.30 
magnetic flux quantum, h/2e <Po 2.06783461(61) 10- 15 Wb 0.30 
electron mass me 9.1093897(54) 10-31 kg 0.59 
proton mass mp 1.6726231(10) 10-27 kg 0.59 
proton-electron mass ratio mp/me 1836.152701(37) 0.020 
fine-structure constant, J-loce2/2h a 7.29735308(33) 10-3 0.045 

inverse fine-structure constant a-I 137.0359895(61) 0.045 
Rydberg constant, meca2/2h Roo 10973 731.534( 13) m- 1 0.0012 
A vogadro constant NA,L 6.0221367(36) 1023 mol- l 0.59 
Faraday constant, NAe F 96485.309(29) Cmol- l 0.30 
molar gas constant R 8.314510(70) J mol- 1K-l 8.4 
Boltzmann constant, R/ N A k 1.380658(12) 10-23 J K- 1 8.5 
Stefan-Boltzmann constant, (j 5.67051(19) 1O-8 W m- 2 K-4 34 

( 7r2/60)k4/h3c2 

Non-SI units used with SI 

electron volt, (e/C)J = {e}J eV 1.602177 33(49) 10- 19 J 0.30 
(unified) atomic mass unit, u 1.6605402(10) 10-27 kg 0.59 

1 u - m - ...Lm(l2C) - u - 12 
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Table 2. The 1986 recommended values of the fundamental physical constants. 
This list of the fundamental constants of physics and chemistry is based on a least-squares adjustment with 17 

degrees of freedom. The digits in parentheses are the one-standard-deviation uncertainty in the last digits of the given 
value. Since the uncertainties of many of these entries are correlated, the full covariance matrix must be used in 
evaluating the uncertainties of quantities computed from them. 

Quantity Symbol Value 

GENERAL CONSTANTS 

Universal Constants 

speed of light in vacuum c 299792458 
permeability of vacuum J-lo 47r x 10-7 

=12.566370614 ... 
permittivity of vacuum fo II J-l oC

2 

=8.854187817 ... 
Newtonian constant of gravitation C 6.67259(85) 
Planck constant h 6.626 0755( 40) 

in electron volts, hi {e} 4.1356692(12) 

hl2rr h 1.05457266(63) 
in electron volts, h/ {e} 6.5821220(20) 

Planck mass, (hc/C)t mp 2.17671(14) 

Planck length, h/mpc = (hC/c3)~ ip 1.61605(10) 

Planck time, ip I c = (hC / e5 ) ~ tp 5.39056(34) 

Electromagnetic Constants 

elementary charge e 1.602177 33( 49) 

elh 2.41798836(72) 
magnetic flux quantum, h/2e <1>0 2.06783461(61) 
Josephson frequency-voltage ratio 2e/h 4.8359767(14) 
quantized Hall conductance e2/h 3.87404614(17) 
quantized Hall resistance, RH 25812.8056(12) 

h/e2 = p oe/2cr 

Bohr magneton, eh/2me J-lB 9.2740154(31 ) 
in electron volts, PB/ {e} 5.78838263(52) 
in hertz, PB/ h 1.399624 18(42) 
in wavenumbers, PB/ he 46.686437(14) 
in kelvins, PB/k 0.671 7099(57) 

nuclear magneton, eh/2mp PN 5.050 7866( 17) 
in electron volts, J.lN/ {e} 3.15245166(28) 
in hertz, PN/ h 7.6225914(23) 
in wavenumbers, PN / he 2.54262281(77) 
in kelvins, J.lN/k 3.658246(31) 
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Units 

ms- 1 

NA- 2 

1O-7 NA- 2 

10-12 Fm-1 

10- 11 rn3 kg- 1 s-2 
10-34 J s 
10-15 eV s 
10-34 J s 
10- 16 eV s 
10-8 kg 
10-35 rn 
10-44 s 

10-19 C 
1014 A J-1 
10-15 Wb 
1014 Hz V-I 
1O-5S 
n 

10-24 J T-1 
10-5eVT-1 
1010 Hz T-1 
m- 1 T-1 
KT- 1 

1O- 27J T-1 
1O-8 eVT-1 
MHzT-1 
10-2 rn- 1 T-1 
10-4 KT-1 

Relative 
Uncertainty 

(ppm) 

(exact) 

(exact) 

(exact) 
128 
0.60 
0.30 
0.60 
0.30 
64 
64 
64 

0.30 
0.30 
0.30 
0.30 
0.045 
0.045 

0.34 
0.089 
0.30 
0.30 
8.5 
0.34 
0.089 
0.30 
0.30 
8.5 
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Table 2. The 1986 recommended values of the fundamental physical constants (continued). 

Relative 
Uncertainty 

Quantity Symbol Value Units (ppm) 

ATOMIC CONSTANTS 

fine-structure constant, J-l oce2/2h a 7.29735308(33) 10-3 0.045 
inverse fine-structure constant a-l 137.0359895(61) 0.045 

Rydberg constant, meca2/2h Roo 10973731.534(13) m- l 0.0012 
in hertz, Rooc 3.2898419499(39) 1015 Hz 0.0012 
in joules, Roohc 2.1798741(13) 10-18 J 0.60 
in eV, Roohc/{e} 13.605 6981( 40) eV 0.30 

Bohr radius, a/47r Roo ao 0.529177249(24) lO- lom 0.045 
Hartree energy, e2/47rfoao = 2Roohc Eh 4.3597482(26) 10- 18 J 0.60 

in eV, Eh/{e} 27.2113961(81) eV 0.30 

quantum of circulation h/2me 3.63694807(33) 10-4 m2 s-1 0.089 
h/me 7.27389614(65) 10-4 m2 s-1 0.089 

Electron 

electron mass me 9.1093897(54) 10-31 kg 0.59 
5.48579903(13) 10-4 u 0.023 

in electron volts, mec2/ {e} 0.510 999 06(15) MeV 0.30 
electron-muon mass ratio me/mJ.l 4.83633218(71) 10-3 0.15 
electron-proton mass ratio me/mp 5.44617013(11) 10-4 0.020 
electron-deuteron mass ratio me/md 2.72443707(6) 10-4 0.020 
electron-a-particle mass ratio me/ma 1.37093354(3) 10-4 0.021 

electron specific charge -e/me -1.75881962(53) 1011 C kg- 1 0.30 
electron molar mass M(e), Me 5.48579903(13) 10-7 kg/mol 0.023 
Compton wavelength, h/mec AC 2.42631058(22) 10- 12 m 0.089 

AC/27r = aao = a 2/47rRoo AC 3.86159323(35) 1O- 13 m 0.089 
classical electron radius, a 2 ao Te 2.81794092(38) 10- 15 m 0.13 
Thomson cross section, (87r /3)r; U'e 0.66524616(18) 10-28 m2 0.27 

electron magnetic moment J-le 928.47701(31) 10-26 J T-1 0.34 
in Bohr magnetons J-le/J-lB 1.001159652193(10) Ix 10-5 

in nuclear magnetons J-le/J-lN 1838.282000(37) 0.020 
electron magnetic moment 

anomaly, J-le/ J-lB - 1 ae 1.159652193(10) 10-3 0.0086 
electron g-factor, 2(1 + ae) ge 2.002319304386(20) 1 x 10-5 

electron-muon 
magnetic moment ratio J-le/J-lJ.l 206.766967(30) 0.15 

electron-proton 
magnetic moment ratio J-le/J-lp 658.2106881(66) 0.010 

Muon 

muon mass mJ.l 1.883 5327( 11) 10- 28 kg 0.61 
0.113428913(17) u 0.15 

in electron volts, mJ.lc2
/ {e} 105.658389(34) MeV 0.32 

muon-electron mass ratio mJ.l/me 206.768262(30) 0.15 
muon molar mass M(J-l),MJ.I 1.134 28913( 17) 10-4 kg/mol 0.15 
muon magnetic moment J-lJ.l 4.4904514(15) 10-26 J T- 1 0.33 

in Bohr magnetons, J-lJ.l/J-lB 4.84197097(71) 10-3 0.15 
in nuclear magnetons, J-lJ.l/J-lN 8.8905981(13) 0.15 
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Table 2. The 1986 recommended values of the fundamental physical constants (continued). 

Relative 
Uncertainty 

Quantity Symbol Value Units (ppm) 

muon magnetic moment anomaly, 
[p~J(eh/2mJJ)] - 1 a", 1.1659230(84) 10-3 7.2 

muon g-factor, 2(1 + aJJ ) g", 2.002331846(17) 0.0084 
muon-proton 

magnetic moment ratio J.l",/J.lP 3.183345 47( 47) 0.15 

Proton 

proton mass mp 1.672 6231( 10) 10-27 kg 0.59 
1.007276470(12) u 0.012 

in electron volts, mpc2/ {e} 938.27231(28) MeV 0.30 
proton-electron mass ratio mp/me 1836.152701(37) 0.020 
proton-muon mass ratio mp/m", 8.8802444(13) 0.15 
proton specific charge e/mp 9.5788309(29) 107 Ckg- l 0.30 
proton molar mass M(p),Mp 1.007276470(12) 10-3 kg/mol 0.012 
proton Compton wavelength, h/mpc Ae,p 1.32141002(12) 10-15 m 0.089 

Ac,p/27r Ae,p 2.10308937(19) 10-16 m 0.089 
proton magnetic moment J.lp 1.410 607 61( 47) 10-26 J T- l 0.34 

in Bohr magnetons J.lp/J.lB 1.521032202(15) 10-3 0.010 
in nuclear magnetons J.lp/J.lN 2.792847386(63) 0.023 

diamagnetic shielding correction 
for protons in pure water, 
spherical sample, 25 ec, 1 - J.l;/ J1.p (TH10 25.689(15) 10-6 

shielded proton moment J.l; 1.41057138(47) 10-26 J T-l 0.34 
(H20, sph., 25°C) 

in Bohr magnetons J.l;/J.lB 1.520993 129( 17) 10-3 0.011 
in nuclear magnetons J.l;/J.lN 2.792775642(64) 0.023 

proton gyromagnetic ratio 'Yp 26752.2128(81) 104 s-1 T-l 0.30 
'Yp/27r 42.577469(13) MHzT-l 0.30 

uncorrected (H 20, sph., 25 ec) 'Y~ 26751.5255(81) 104 s-1 T-1 0.30 
'Y~/27r 42.576375(13) MHzT-l 0.30 

Neutron 
neutron mass mn 1.6749286(10) 10-27 kg 0.59 

1.008664904(14) u 0.014 
in electron volts, mnc2/ {e} 939.56563(28) Mev 0.30 neutron-electron mass ratio mn/me 1838.683 662( 40) 0.022 neutron-proton mass ratio mn/mp 1.001378404(9) 0.009 neutron molar mass Af(n),Mn 1.008664904(14) 10-3 kg/mol 0.014 

neutron Compton wavelength, h/mnc Ae,n 1.31959110(12) 1O-15 m 0.089 
Ae,n/27r Ae,n 2.10019445(19) 10- 16 m 0.089 neutron magnetic moment * J1.n 0.966237 07( 40) 10-26 J T-1 0.41 in Bohr magnetons J.ln/ J1.B 1.04187563(25) 10-3 0.24 in nuclear magnetons J1.n/ J1.N 1.913042 75( 45) 0.24 neu tron-electron 

magnetic moment ratio J.ln/J.le 1.04066882(25 ) 10-3 
0.24 neutron-proton 

magnetic moment ratio J.ln/J1.p 0.68497934(16) 0.24 
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Table 2. The 1986 recommended values of the fundamental physical constants (continued). 

Relative 
Uncertainty 

Quantity Symbol Value Units (ppm) 

Deuteron 

deuteron mass md 3.3435860(20) 10-27 kg 0.59 
2.013553214(24) u 0.012 

in electron volts, md c2/ {e} 1875.61339(57) MeV 0.30 
deuteron-electron mass ratio md/me 3670.483014(75) 0.020 
deuteron-proton mass ratio md/mp 1.999007496(6) 0.003 
deuteron molar mass M(d),Md 2.013553214(24) 10-3 kg/mol 0.012 
deuteron magnetic moment * J-ld 0.43307375(15) 10-26 J T-1 0.34 

in Bohr magnetons, J-ld/J-lB 0.4669754479(91 ) 10-3 0.019 
in nuclear magnetons, J-ld/J-lN 0.857438230(24) 0.028 

deu teron -electron 
magnetic moment ratio J-ld/J-le 0.4664345460(91) 10-3 0.019 

deu teron-proton 
magnetic moment ratio J-ld/J-lp 0.3070122035(51) 0.017 

PHYSICO-CHEMICAL CONSTANTS 

A vogadro constant NA,L 6.0221367(36) . 1023 mol- 1 0.59 

atomic mass constant, /2 m(l2C) mu 1.6605402(10) 10-27 kg 0.59 
in electron volts, muc2/ {e} 931.49432(28) MeV 0.30 

Faraday constant F 96485.309(29) Cmol-1 0.30 
molar Planck constant NAh 3.99031323(36) 10-10 J s mol- 1 0.089 

NAhc 0.11962658(11) J mmol- 1 0.089 
molar gas constant R 8.314510(70) J mol- 1 K- 1 8.4 

Boltzmann constant, R/ N A k 1.380658(12) 10-23 J K- 1 8.5 
in electron volts, k / { e } 8.617385(73) 1O-5eV K- 1 8.4 

in hertz, k/ h 2.083674(18) 1010 Hz K- I 8.4 

in wavenumbers, k/hc 69.50387(59) m- I K-1 8.4 

molar volume (ideal gas), RT/p 
T = 273.15 K, p = 101325 Pa Vrn 22.41410(19) L/mol 8.4 

Loschmidt constant, N A/Vrn no 2.686763(23) 1025 m-3 8.5 

T = 273.15K, p = 100kPa Vrn 22.711 08(19) L/mol 8.4 

Sackur-Tetrode constant 
(absolute entropy constant), ** 

~ + In{(27rmukTdh2)~kTdpo} 
-1.151693(21) Tl = 1 K, Po = 100 kPa So/R 18 

Po = 101325 Pa -1.164856(21) 18 

Stefan-Boltzmann constant, 
( 7r2/60)k4/h3c2 U 5.67051(19) 1O-8 Wm- 2 K-4 34 

first radiation constant, 27rhc2 
Cl 3.7417749(22) 1O-16 Wm2 0.60 

second radiation constant, hc/ k C2 0.01438769(12) mK 8.4 

Wien displacement law constant, 
b = >'rnaxT = c2/4.965114 23 ... b 2.897756(24) 1O-3 mK 8.4 

---------
.The scalar magnitude of the neutron moment is listed here. The neutron magnetic dipole is directed oppositely to that of the proton, 

and corresponds to the dipole associated with a spinning negative charge distribution. The vector sum, 1J.d=J.Lp+J.Ln, is approximately 

satisfied. 
"The entropy of an ideal monatomic gas of relative atomic weight Ar is given by S=So+~ R InAr-R In(plpo)+~ R In(TIK). 
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Table 3 is a list of related "maintained units and 
standard values," while table 4 contains a number 
of scientifically, technologically, and metrologi­
cally useful energy conversion factors. Finally, 
table 5 is an extended covariance matrix containing 
the variances, covariances, and correlation coeffi­
cients of the unknowns and a number of different 
constants (included for convenience) from which 

Table 3. Maintained units and standard values. 

the like quantities for other constants may be read­
ily calculated.4 Such a matrix is necessary, of 
course, because the variables in a least-squares ad­
justment are statistically correlated. Thus, with the 
exception of quantities which depend only on aux-

"The variable d220 is omitted from table 5 because there is little 
need for its correlations with other quantities. Moreover, since 
the more significant and related quantity N A is included (note 
that NA -di2J), there is no loss of information by omitting dno. 

A summary of "maintained" units and "standard" values and their relationship to SI units, based on a least­
squares adjustment with 17 degrees of freedom. The digits in parentheses are the one-standard-deviation uncertainty 
in the last digits of the given value. Since the uncertainties of many of these entries are correlated, the full covariance 
matrix must be used in evaluating the uncertainties of quantities computed from them. 

Quantity Symbol Value 

electron volt, (e/C) J = {e} J eV 1.602177 33( 49) 
(unified) atomic mass unit, u 1.6605402(10) 

1 u = mu = 112me2C) 
standard atmosphere atm 101325 
standard acceleration of gravity gn 9.80665 

'As-Maintained' Electrical Units 

BIPM maintained ohm, S169-BI 
S1BI85 == S169-BI(1 Jan 1985) S1BI85 1 - 1.563(50) X 10-6 

== 0.999998437(50) 

Drift rate of S169-BI 
dS169-BI 

-0.0566(15) 
dt 

BIPM maintained volt, V76-BI 1 - 7.59(30) X 10-6 

V76-BI == 483594GHz(h/2e) == 0.99999241(30) 

BIPM maintained ampere, ABI85 1- 6.03(30)x10- 6 

ABIPM == V 76-BI/S169- B1 == 0.99999397(30) 

X-Ray Standards 

Cu x-unit: xu(CuKat) 1.00207789(70) 
"\(CuKaI) == 1537.400xu 

Mo x-unit: xu(MoKat} 1.002099 38(45) 
"\(MoKat} == 707.831xu 

A* : A* 1.00001481(92) 
..\(WKal) == 0.209100 A* 

lattice spacing of Si 

(in vacuum, 22.5 OC), + 
a 0.54310196(11 ) 

d2 20 = a/VB d 220 0.192015 540(40) 

molar volume of Si, Vm(Si) 12.0588179(89) 
M(Si)/p(Si) = NA a3/8 

Units 

10-19 J 
10-27 kg 

Pa 
ms- 2 

S1 

S1 

J1.S1/a 

V 
V 

A 
A 

10-13 m 

1O- 13 m 

10-10 m 

nm 

nm 

cm3/mol 

Relative 
Uncertainty 

(ppm) 

0.30 
0.59 

(exact) 
(exact) 

0.050 

0.30 

0.30 

0.70 

0.45 

0.92 

0.21 

0.21 

0.74 

+The lattice spacing of single-crystal Si can vary by parts in 107 depending on the preparation process. Measurements at PTB 
indicate also the possibility of distortions from exact cubic symmetry of the order of 0.2 ppm. 

92 



Journal of Research of the National Bureau of Standards 

(I) 
iliary constants, the uncertainty associated with a 
quantity calculated from other constants in general 
can be found only with the use of the full covari­
ance matrix. 

To use table 5, note that the covariance between 
two quantities Qk and Qs which are functions of a 
common set of variables xi(i = 1, ... , N) is given by 

where vij is the covariance of Xi and Xj. In this gen­
eral form, the units of vij are the product of the 
units of Xi and Xj and the units of Vks are the product 
of the units of Qk and Qs. For most cases of interest 

Table 4. Energy conversion factors. 
To use this table note that all entries on the same line are equal; the unit at the top of a column applies to all 

of the values beneath it. 
Example: 1 e V = 806544.10 m- 1 

J kg m- 1 Hz 

IJ = 1/ {c2} 1/ {hc} 1/{h} 
1.11265006x 10- 17 5.0341125(30) x 1024 1.50918897(90) x 1033 

1 kg = { c2} {c/h} {c2/h} 
8.987551 787x 1016 4.5244347(27) x 1041 1.35639140(81) x 1050 

Im- 1 = {hc} {h/c} { c} 

1.9864475(12) x 10-25 2.210 2209(13) x 10-42 299792458 

1 Hz = {h} {h/c2} 1/{c} 
6.626 0755( 40) x 10-34 7.372 5032( 44) x 10- 51 3.335640 952x 10- 9 

lK = {k} {k/c2} {k/hc} {k/h} 
1.380 658(12)x 10-23 1.536189(13)xl0-4O 69.50387(59) 2.083674( 18) x 1010 

leV = {e} {e/c2} {e/hc} {e/h} 
1.602177 33( 49) x 10-19 1.78266270(54) x 10-36 806554.10(24) 2.41798836(72) x 1014 

1 u = {mu c2 } {mu} {mu c/ h} {mu c2/ h} 
1.49241909(88) x 10- 10 1.660 5402( 10) x 10-27 7.51300563(67) x 10 14 2.25234242(20) x 1023 

1 hartree = {2Roo hc} {2Roo h/c} {2Roo } {2Roo c} 
4.3597482(26) x 10- 18 4.8508741(29) x 10-35 21947463.067(26) 6.5796838999(78) x 1015 

K eV u hartree 

IJ = 1/{k} 1/{e} 1/{muc
2

} 1/{2Roo hc} 
7.242 924(61)x 1022 6.2415064(19) x 1018 6.700 5308( 40) x 109 2.293 7104(14)x 1017 

lkg = {c2/ k} {c2/e} 1/{mu} {c/2Rooh} 
6.509616(55) x 1039 5.6095862(17) x 1035 6.0221367(36) x 1026 2.0614841(12)x 1034 

Im- 1 = {hc/k} {hc/e} {h/muc} 1/{2Roo } 

0.01438769(12) 1.23984244(37) x 10- 6 1.331025 22( 12) x 10- 15 4.5563352672(54) x 10-8 

1Hz = {h/k} {hie} {h/mu c2 } 1/{2Roo c} 
4.799 216(41)x 10- 11 4.1356692(12) x 10- 15 4.439822 24( 40) x 10- 24 1.5198298508(18) x 10- 16 

lK = {k/e} {k/mu c2 } {k/2Roohc} 
8.617385(73)x 10- 5 9.251140(78)x 10- 14 3.166829(27) x 10-6 

leV = {elk} { e/mu c2 } {e/2Roohc} 
11604.45(10) 1.073 543 85(33) x 10-9 0.036749 309( 11) 

1 u = {mu c2/ k } {mu c2/ e} {mu c/ 2Rooh} 
1.0809478(91) x 1013 931.494 32(28) x 106 

3.42317725(31)xI07 

1 hartree = {2Roo hc/k} {2Roo hc/e} {2Rooh/muc} 
3.157 733(27) x 105 27.2113961(81) 2.921262 69(26) x 10-8 
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Table 5. Expanded covariance and correlation coefficient matrix for the 1986 recommended set of fundamental physical 
constants. 

The elements of the covariance matrix appear on and above the major diagonal in (parts in 109 )2; correlation 
coefficients appear in italics below the diagonal. The values are given to as many as six digits only as a matter of 
consistency. 

The correlation coefficient between me and N A appears as - 1.000 in this table because the auxiliary constants 
were considered to be exact in carrying out the least-squares adjustment. When the uncertainties of mp/me and Mp are 
properly taken into account, the correlation coefficient is -0.999 and the variances of me and NA are slightly 
increased. 

«-1 Kv' Kn p.,Jp.p 

«-1 1997 -1062 925 3267 
Kv -0.080 87988 90 -1737 
Kn 0·416 0.006 2477 1513 
p.,Jp.p 0·498 -0.040 0.207 21523 
e -0.226 0.989 -0.055 -0.112 
h -0.154 0.997 -0.025 -0.077 
me -0.005 0.997 0.038 -0.002 
NA 0.005 -0.997 -0.038 0.002 
F -0.217 -0.956 -0.129 -0.108 

involving the fundamental constants, the variables 
Xi may be taken to be the fractional change in the 
physical quantity from some fiducial value, and the 
quantities Q can be expressed as powers of physical 
constants Zj according to 

(2) 

where q is a numerical factor. If the variances and 
covariances are then expressed in relative units, eq 
(1) becomes 

N 

Vb =. ~ YkiYsjVij, 
1,1=1 

(3) 

where the vij are to be expressed, for example, in 
(parts in 1O~2. Equation (3) is the basis for the ex­
pansion of the covariance matrix to include e, h, 
me, N A , and F. 

In terms of correlation coefficients defined by 
Tij==Vij(VjjVjj)-1I2==Vij/Ei Ej, where Ei is the standard 
deviation (Ef =Vjj), we may write, from eq (3), 

N N 

Ei =.1: YfiEf +2~. YkiYkjTijEiEj, 
1=1 1<1 

(4) 

where the standard deviations are to be expressed 
in relative units. 

As an example of the use of table 5, consider the 
calculation of the uncertainty of the Bohr magne­
ton J.1o=elz/2me (Ii =h/21T). In terms of the vari­
ables of the 1986 adjustment this ratio is given by 

(5) 
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e h me NA F 

-3059 -4121 -127 127 -2932 
89050 177038 174914 -174914 -85864 
-835 -744 1105 -1105 -1939 

-5004 -6742 -208 208 -4796 
92109 181159 175042 -175042 -82933 

0.997 358197 349956 -349956 -168797 
0.975 0.989 349702 -349702 -174660 

-0.975 -0.989 -1.000 349702 174660 
-0.902 -0.931 -0.975 0.975 91727 

where the quantities in brackets are auxiliary con­
stants taken to be exact. Using eq (3) and letting 
a-I correspond to i = 1 and Kv to i =2 givesS 

(6) 

Comparing eq (5) with eq (2) yields YI = -3 and 
Y2= 1. Thus eq (6) and table 5 lead to 

E!o=[9 (1997)-6( -1062)+ 1(87988)] X (10-9)2 
(7) 

or EJLo =0.335 ppm. An alternate approach is to 
evaluate eli /2me directly from table 5; then e cor­
responds to i = 5, h to i = 6, and me to i = 7 with 
Ys= Y6= 1 and Y7 = -1. Then 

=[1(92109)+2(181159)+ 1(358197) 

-2(175042)-2(349956) 

+ 1(349702)] X (10-9)2 

which also yields EJLo=0.335 ppm. 

(8a) 

(8b) 

5Note that in using eq (3), we set s =k, d =Vu, suppress k as 
a subscript on Y, and replace k with llo. 
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1. Introduction 

During the period 1955-1965 there occurred a 
rapid increase in interest in scientific activity in the 
far ultraviolet, primarily due to two developments. 
First, advances in both vacuum and optical tech­
nology had led to the development and manufac­
ture of convenient instruments (spectrographs, 
monochromators, etc.) with which many new ex­
periments could be successfully conducted in the 
far ultraviolet. Second, the accomplishment of op­
erating spacecraft had provided the opportunity to 
pursue solar and astronomical studies beyond the 
absorption of the earth's atmosphere, hence into 
the far ultraviolet. With the great increase in far 
ultraviolet activity came the parallel need for ra­
diometric capability in this region. The situation 

About the Authors: L. Randall Canfield and Nils 
Swanson are physicists in the Radiation Physics 
Division in NBS' National Measurement Labora­
tory. The work they describe will be more fully 
treated in the forthcoming NBS Special Publica­
tion 250-2. 
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became rather obvious when it developed that ex­
periments orbiting on different spacecraft, but ob­
serving the same phenomena, were recording 
vastly differing flux levels. Clearly a common, ac­
curate radiometric base was needed and NBS un­
dertook the establishment of a program which 
would lead to transfer standard detectors for the 
far ultraviolet. 

The far ultraviolet detector radiometry program 
attempts to furnish transfer standards capable of 
determining absolute flux levels in the spectral 
range 5-254 nm. These standards should be rela­
tively stable, simple to use, and within the typical 
laboratory budget. Calibrations furnished with 
these standards should be state-of-the-art in accu­
racy. Improvements in accuracy and stability 
should be constantly sought and incorporated 
when possible. 

Two detector types (described in section 2) are 
now available from NBS as calibrated transfer stan­
dards covering the spectral regions 5-122 nm 
(probable errors 8-15%) and 116-254 nm (probable 
errors 6-10%). Users are furnished with the quan-
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tum efficiency of their detector as a function of 
wavelength (with quantum efficiency defined as 
the number of photoelectrons per incident photon). 

Additionally, special detectors which do not 
lend themselves to convenient on-site cross-calibra­
tion may be calibrated at NBS if the detectors 
merit radiometric application and if the NBS facili­
ties are suitable for the particular device. 

It is hoped that eventually all far ultraviolet de­
tector calibration activities can be conducted at the 
NBS Synchrotron Ultraviolet Radiation Facility 
(SURF-II), using its calculable flux as the radio­
metric base. This would eliminate the weakest link 
in the calibration chain, the thermopile, and might 
also lead to the elimination of the need for working 
standards. Even before this is achieved there are 
several areas in which improvements may be made. 
Materials studies may lead to windowless detectors 
with better spatial uniformity, temporal stability 
and improved quantum efficiencies. It is hoped that 
the short wavelength limit of calibrations can be 
extended and that the uncertainties of calibrations 
at all wavelengths can be reduced. 

2. Description of Detector Types 
2.1 The NBS Windowless Photodiode (5-122 run) 

The NBS windowless photodiode transfer stan­
dard detector is the result of temporal stability and 
spatial uniformity studies which were conducted at 
NBS in the 1960's on several likely choices for a 
photocathode material suitable for use in an open 
vacuum photodiode [1].1 The spectral region of in­
terest was primarily at wavelengths shorter than 
the transmission limit of magnesium fluoride, so as 
to extend the range covered by sealed photodiodes. 

2.1.1 Photocathode Material. The material of 
choice for the photocathode was and is aluminum 
with the natural oxide thickness artificially in­
creased. Vacuum deposited aluminum (99.999% 
pure) samples on quartz substrates are anodized to 
increase the natural oxide thickness for use as pho­
tocathodes in NBS far UV windowless transfer 
standard photodiodes. The increased oxide (- 15 
nm thick) improves the stability of the photoyield 
over that of the deposited aluminum by preventing 
any further oxide development, and achieves more 
complete absorption of the incoming radiation, 
thus reducing wavelength-dependent variations in 
the photoyield caused by optical interference. (The 
aluminum has a very low coefficient of absorption 
in much of the spectral range and hence acts like a 

IFigures in brackets indicate literature references. 
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transparent film bounded on each surface by an ab­
sorbing film.) A description of the method used to 
accomplish this follows. 

The anodizing method used has been described 
in the literature [2]. A pH 5.5 bath of tartaric acid is 
used with a 99.999% purity aluminum cathode. 
The bath is prepared by dissolving 3% (by weight) 
powdered tartaric acid in distilled water. The pH is 
measured and adjusted by the addition of small 
amounts of either extra tartaric acid or ammonium 
hydroxide, depending on whether more or less 
acidity is needed. 

A simple teflon fixture holds the sample in con­
tact with a pure aluminum wire at the edge of the 
circular substrate, so that most of the sample may 
be lowered into the bath without wetting the con­
tact point. Electrical connection is made to this 
wire ( + ) and to the cathode wire ( -) from a well­
regulated power supply which has been preset to 
10.5 V and current-limited to about 10 rnA. 

2.1.2 Photo diode Assembly. Figure 1 shows the 
configuration of this photodiode. A cylindrical an­
ode is suspended very near the cathode, with a ma­
chined teflon component providing support for 
both. The photocathode is electrically connected 
to a machined piece of aluminum on the opposite 
side of the substrate by aluminum foil. Provision 
for physical location of the whole device is made 
by a threaded hole in the rear of the machined alu­
minum piece. This mounting is at cathode potential 
and must be well insulated from ground. The entire 
device is intended for use in vacuum. 

po 

INCIDENT 
BEAM 

NBS PHOTODIODE (WINDOWLESS) 

(5-122nm) 

Figure I-NBS windowless photodiode. 

CATHODE 
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2.1.3 Operating Characteristics. Incident far 
UV photons cause the photocathode to emit low­
energy electrons, which are accelerated away by 
the electric field established by the anode potential 
of 60-100 V. The rate of emission is measured with 
a suitable calibrated picoammeter. The usable 
range of photocurrents is roughly from to-9 to less 
than to-IS amperes. (The "dark" current-mostly 
thermionic emission-is known to be less than 
10-IS amperes, but has not been measured.) From a 
table of quantum efficiencies (electrons per inci­
dent photon) given in the NBS Report of Test 
which accompanies each photodiode, the flux rate 
at the surface of the photocathode may be derived. 
Typical efficiencies range from a few percent at 5 
nm to a peak value of about 20 percent in the 60-70 
nm region, then back down to about 1 percent at 
122 nm (see fig. 2). The photocathode surface, be­
ing unprotected from outside contamination, may 
change in efficiency due to such exposure, so it is 
important that potential sources of contamination 
be recognized and controlled. One should also en­
sure that the photocathode is protected from 
charged particles during operation, since any such 
particles arriving at the photocathode would result 
in an incorrect assessment of the radiant flux. 

2.2 Windowed Photodiode (116-254 run) 

During the history of the NBS far ultraviolet 
transfer standard detector program several suppli­
ers of windowed detectors have been used. Initially 
satisfactory photodiodes were obtained from the 
Stanford Electronics Laboratory at Stanford Uni­
versity and from EMR Photoelectric in New 

Figure 2-Typical quantum effi­
ciency of NBS windowless 
photodiodes. 
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Jersey,2 but in recent years both of these sources 
have ceased production of devices made to NBS 
specifications. We now obtain windowed photodi­
odes from the Electronic Vision & Systems Divi­
sion (EVSD) of Science Applications International 
Corporation, which acquired the necessary compe­
tence as a result of a NASA contract to fabricate 
Digicon detectors for use in spacecraft. 

2.2.1 Physical Characteristics. The photodiode 
supplied by EVSD (fig. 3) is known as their Model 
54-0-000 and utilizes a semi-transparent cesium tel­
luride photocathode deposited on the inner surface 
of a magnesium fluoride window. The device is 
fabricated in ultra-high vacuum with the photo­
cathode being formed remote from the photodiode 
body, and the window/photocathode joined to the 
body by an indium alloy seal in the same vacuum. 
The body is made of OFHC copper electrodes 
brazed to ceramic spacers, with the center elec­
trode isolating the cathode from anode leakage, 
and the rear electrode serving as the anode. 

2.2.2 Operating Characteristics. A supply of 
150 V is attached to the anode and a calibrated 
picoammeter measures cathode photocurrent (fig. 
3). The center electrode is normally grounded. 
Maximum photo current should be kept at less than 
10-8 amperes and the magnesium fluoride window 
must be maintained free of contamination. Fre-

2Commercial products--materials and instruments--are identi­
fied in this document for the sole purpose of adequately describ­
ing experimental or test procedures. In no event does such 
identification imply recommendation or endorsement by the 
National Bureau of Standards of a particular product; nor does 
it imply that a named material or instrument is necessarily the 
best available for the purpose it serves. 

50 75 100 125 

Wavelength (nm) 
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Figure 3-Schematic and wiring configuration of EVSD photo­
diode. 

quent cleaning of the window may also degrade its 
transmittance, and should be avoided as a routine 
measure. 

2.3 Rare Gas Ionization Chamber 

The absolute detector which forms the basis for 
all present far ultraviolet detector calibrations at 
NBS is the rare gas ionization chamber. The basic 

operational principles and demonstration of the ab· 
solute nature of this detector have been discussed 
in the literature [3-5]. The design used at NBS 
(seen in fig. 4) has two 10.16 cm ion collector plates 
with a shorter guard plate at the rear to prevent 
field fringing in the ion collection region. The 
chamber which is used at wavelengths shorter than 
58 nm has the anode extended to very near the ion 
collectors to reduce the field acting on electrons 
resulting from ionization events [4]. Direct calibra· 
tions of photodiodes are possible from 5-92 nm. 

2.4 Thermopile 

A windowless thermopile (see section 4) is used 
to transfer the capability of absolute detection by 
the ionization chamber to longer wavelengths. (In 
the region> 100 nm the photon energy is insuffi· 
cient to ionize any practical rare gas.) The ther­
mopile employed is an extended junction, 
windowless device which uses very thin gold 
leaves coated with thin gold black to form a detect­
ing area which is effectively much larger than the 
actual thermocouples. Such a detector is in no way 
absolute and must be calibrated by reference to an 
absolute detector, in our case, the rare gas ioniza­
tion chamber. Detection of relatively weak UV en­
ergy with a thermal detector is extremely difficult, 
and to achieve reasonable signal-to-noise it is nec-

==::::::::=----======_~~ - THE R MO PI L E 

Figure 4-Configuration of ther­
mopile and ionization chamber 
detectors. 
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essary to use ac phase-locked techniques. Further 
discussion of this application of a thermopile detec­
tor is given in section 4. 

3. Calibration Techniques 

Although the exact calibration procedures differ 
in various portions of the spectral region covered, 
in all cases the absolute reference standard is the 
rare gas ionization chamber [3,4]' At wavelengths 
at which the photon energy is sufficient to ionize a 
rare gas, calibration of a photodiode can be accom­
plished directly; otherwise a windowless ther­
mopile is used to transfer the calibration in 
wavelength. The mathematical treatment of the ab­
solute calibrations follows. 

3.1 Calibration Principles 

3.1.1 Ionization Chamber Gong wavelengths). 
The use of the rare gas ionization chamber in the 
50-92 nm region is fairly straightforward, since the 
light source and grating used in this region pre­
clude the existence of second or higher orders from 
the grating, and the photon energies are insufficient 
to ionize the appropriate rare gas more than singly 
and the electrons resulting from ionization events 
have insufficient energy to cause secondary ioniza­
tion of the gas. The so-called double ionization 
chamber is used exclusively in this region, obviat­
ing the need for pressure and temperature measure­
ments, or knowledge of the cross section of the gas. 

The theory is treated in reference [3]. The funda­
mental equation from which the radiant flux may 
be calculated is: 

where 

;1 =ion current (plate 1) 
;2 = ion current (plate 2) 
e = the electronic charge 
I = radiant flux entering 

chamber 

example 
1 X 10- 10 A (C/s) 
IX 10- 11 A 
1.6 X 10- 19 C 

(1) 

6.944X 108 photons/s 

The numbers shown at the right are examples of a 
"typical" hypothetical case. 

3.1.1.1 Direct Calibration of Photodiodes. If a 
windowless photodiode is being calibrated directly 
by use of the ionization chamber, the relationship 

E=..iJL 
elk (2) 
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where 

io=the emissive photocurrent from the photo diode 
I =the radiant flux incident on the photocathode 
E =the quantum efficiency (electrons/photon) of 

the photodiode 
k = the correction for monochromator gas absorp­

tion (in the ionization chamber mode) 

may be used to determine the quantum efficiency. 
Combining eqs (1) and (2) gives: 

(3) 

(In principle, if the currents from both the ioniza­
tion chamber plates and the photodiode are mea­
sured with the same picoammeter using the same 
feedback resistors, absolute calibration of the pi­
coammeter is not required.) 

3.1.1.2 Calibration of Thermopile. There is no 
need to obtain an absolute thermopile calibration 
if the response of thermopile to incident radiant 
flux can be determined relative to a stable refer­
ence. Such a reference, a mercury battery, is used 
to do this, enabling easy relative calibration of 
the ac thermopile system with the dc ionization 
chamber. 

The general relationship describing the calibra­
tion of the thermopile, which is easily derived is: 

where 

FRI'A. 
k 

I = thermopile photoelectric correction 
I = radiant flux incident on thermopile or ion 

chamber (photons/s) 
F = thermopile calibration factor 
'A.=wavelength (A) (to normalize irradiance) 
R = ratio of thermopile signal to test signal 

The subsequent calibration of a photodiode using 
the thermopile is given by: 

I' =..!.JL =F R' I 'A. so E io 
eE eFR'/'A.· (5) 

(Here "I" and "R" have the same meaning as 
above, but are different values, since the ther­
mopile and photodiode calibrations are done sepa­
rately.) 

3.1.2 Ionization Chamber <short wavelengths). 
The use of the rare gas ionization chamber in this 
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region is complicated by the fact that photon ener­
gies are high enough to create both multiple ioniza­
tion (more than one ion-electron pair per event) 
and secondary ionization from electrons with suffi­
cient energy to ionize the gas. There is also an un­
related complication which the double ionization 
chamber helps to deal with: high order impurity in 
the diffracted light from the gratings used. Refer­
ence [10] describes a method for using the double 
ionization chamber to determine the fraction of the 
incident light which is first order. Since the range 
of photon energies used and the distribution of the 
continuum of SURF-II are now different from 
those described in the reference, the technique 
must be somewhat different. 

In order to proceed, certain assumptions must be 
made. It is assumed that if there are high order 
impurities, they are only second order. It is also 
assumed that there exists a portion of the region in 
which there is only first order (appropriate choices 
of filters and machine energies can ensure this and 
the first assumption). 

In regions where the fraction of first order is ex­
pected to be less than 1, determination of the inci 
dent radiant flux (normalized by use of a monitor) 
is made with both high and low pressure ion cham­
ber measurements. The current from each of two 
equal length ion col1ector plates is measured inde­
pendently in the high pressure mode (the ratio of 
currents will be seen to be needed); pressure and 
temperature data are measured in both modes. Two 
low pressure measurements are made at about 
0.010 and 0.020 Torr presure and the normalization 
is extrapolated to zero pressure to eliminate any 
effects of secondary ionization (which cannot oc­
cur at zero pressure). The relationship which de­
scribes the amount of secondary ionization present 
during the high pressure measurement is then: 

(6) 

where 

C = secondary ionization coefficient 
h = radiant flux entering the chamber (zero pres­

sure) 
IH=radiant flux entering the chamber (high pres­

sure) 

In either pressure mode the flux is calculated from: 

I ; 
e(l-exp[ - JL kg]) 

(7) 

where 
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i = total ion current 
p=pressure 
T=temperature (C) 
p.=gas absorption coefficient (per cm) 

273.16 L 
kg (T +273.16) . 760' 

To determine the fraction of first order ''f' at a 
given wavelength, the above values of "c:" are 
used with the data from the two ion collector 
plates (high pressure) in the relationship: 

(8) 

where 

a = exponential term at T, P for primary wave­
length 

b = exponential term at T, P for half wavelength 
CI = secondary ionization correction coefficient at 

primary wavelength 
Cz = secondary ionization correction coefficient at 

half wavelength 
ml=CI(I-a) 
mz=Cz(1-b) 

i l 
T=-;-

12 

Only low pressure ionization chamber data are 
used to determine photodiode quantum efficiencies 
in the 5-50 nm region. The equations describing 
the contributions to total ion current are: 

ion current from 1st order II 
Q2K 2(l-f)+fQIK I 

(9) 

. -: i-/IKI 
Ion current for 2nd order 12 =-x;-

where 

f = fraction of total flux which is first order 
QI = absorption term for 1st order 
Q2 = absorption term for 2nd order 

(10) 

Kh Kz=multiple ionization corrections for 1st and 
2nd orders 

The relationships for the general case in which the 
fraction of first order (f) is less than 1 are: 

Radiant flux at primary wavelength: II = 'Q'I 
e I 

(11) 
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Radiant flux at half wavelength: I2=-.lL (12) 
eQ2 

The above calculations are used, with a prior mea­
surement of the quantum efficiency at the half 
wavelength (where f = 1) to arrive at the efficiency 
at the primary wavelength: 

QE at primary wavelength EI 

where 

iD=measured photodiode current 
E2 = QE at half wavelength 
II = radiant flux at primary wavelength 
I 2 =radiant flux at half wavelength 

3.2 Measurement Methods 

(13) 

3.2.1 5-50 nm Region. Calibrations in this re­
gion are done at the NBS SURF-II facility, which 
is described in detail in section 4.1. The basic tech­
nique is to use the photoionization of a rare gas to 
calibrate a photodiode which can intercept the in­
coming light before it passes through a thin foil 
(preventing the ion chamber gas from flowing into 
the storage ring) into the ionization chamber. The 
calibration of the monitor photodiode is transferred 
to a working standard which is then used to cali­
brate outgoing photodiodes by intercomparison. 

The calibration of the monitor photo diode is in 
terms of response per unit flux passing through the 
ionization chamber foil (as a function of wave­
length). (It is, of course, impossible to operate a 
photodiode in the presence of ionization chamber 
gas.) The calibration of the monitor photodiode 
must be transferred to a working standard which is 
illuminated through the same foil(s) that were used 
during ionization chamber measurements. 

3.2.2 50-122 nm Region. In this region calibra­
tions are done using a measurement system incor­
porating a normal incidence monochromator and a 
duoplasmatron light source. This system is de­
scribed in detail in section 4.3. Absolute calibra­
tions of a working standard windowless photo­
diode are done by direct interchange with a rare 
gas ionization chamber in the region 50-92 nm. 
Two additional wavelengths, 102.6 nm and 121.6 
nm cannot be done using the ionization chamber 
directly, so the thermopile technique described in 
the next section is applied directly to a working 
standard at 102.6 nm, and the 121.6 nm point is 
obtained from intercomparison with a windowed 
standard. It is not necessary to correct for any of 
the sources of spurious ionization chamber data de-
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scribed in section 3.1 since the photon energy is 
always less than twice the ionization potential and 
there is no possibility of second order contamina­
tion in the exit beam (due to the use of a line source 
and a monochromator grating with very low effi­
ciency at wavelengths below 50 nm). After a work­
ing standard has been calibrated, it may be used to 
calibrate outgoing photodiodes by direct intercom­
parison. 

3.2.3 116-254 nm Region. Calibrations in this 
region require the use of a thermopile to transfer 
the calibration from the ionization chamber (which 
cannot be used at wavelengths longer than 102 nm) 
to windowed photodiodes (which cannot be used 
at wavelengths shorter than 113 nm). Early studies 
proved that the appropriate thermopile appears to 
have the same sensitivity (probable error 3%) 
throughout the spectral region 58-92 nm [5,6]. 
Therefore it is proper to calibrate such a ther­
mopile at ionization chamber wavelengths (several 
should give equal sensitivity), and then use the cali­
brated thermopile to calibrate a photodiode at 
longer wavelengths. This basic procedure is de­
scribed in detail in section 4.2. 

As an additional check on the thermopile­
derived results, a low pressure Hg arc filtered lamp 
is used to determine the quantum efficiency of 
photodiodes. This lamp was calibrated by the Ra­
diometric Physics Division of NBS by techniques 
traceable to blackbody radiometry, and is used as a 
single wavelength (253.7 nm) irradiance source, 
with the irradiance specified at 2 m distance from 
the source. Two such calibrated lamps are avail­
able 

Outgoing calibrations of photodiodes are accom­
plished by intercomparison of known and un­
known, measuring the ratio of photocurrents in a 
constant intensity monochromatic beam from the 
monochromator mentioned in section 4.2. 

4. Calibration Systems 
4.1 SURF·II Detector Calibration System (5-50 nm) 

4.1.1 History. The capability of calibrating 
transfer standard photodiodes at wavelengths re­
quiring grazing incidence optics was established at 
NBS in the mid-1970's making use of the SURF-II 
electron storage ring synchrotron radiation facility. 
This facility served as an extension to shorter 
wavelengths of the program which was already in 
place, in which both windowless and windowed 
transfer standards were made available to inter­
ested users. In both facilities the absolute reference 
detector was a rare gas ionization chamber. 
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Initially the SURF-II facility was used at wave­
lengths from about 20-50 nm [6]; eventually the 
range was extended to 5 nm. The transfer standards 
that were calibrated and issued were exclusively of 
the windowless NBS design, but on occasions the 
SURF-II facility was used to calibrate other special 
detectors for special needs of users [8,9]. 

In 1983 the existing facility was dismantled to 
make way for an incoming experiment, and the 
construction of a new apparatus was begun. A 
new, dual toroidal grating monochromator opti­
mized for the 3-60 nm region was designed and 
constructed, as were the toroidal gratings for it. 
Also designed was a new experimental system in­
corporating the experiences of the original SURF­
II detector facility. The new system was to provide 
greater flux levels at the experiment, coverage to 
shorter wavelengths, more accurate results, and 
faster throughput of calibrations. 

4.1.2 Experiment. The basic configuration of 
the experimental system is shown schematically in 
figure 5. A pneumatic gate valve isolates the cali­
bration facility from the storage ring. The central 
portion of this valve is fitted with a window to 
allow transmission of visible light in the closed po­
sition as an aid in system alignment. A pneumati­
cally actuated shutter intercepts the incoming 
beam, and manually adjustable vertical and hori­
zontal masks limit the illumination of the 
monochromator grating as appropriate. 

4.1.2.1 Monochromator. A sine bar drive 
monochromator with two interchangeable toroidal 
gratings is used. Dispersion is in the vertical plane, 
with the center 2 meters from the electron orbit 
tangent point. The angle of incidence at zero order 
is 83.S degrees. The ruled gold gratings may be 
interchanged manually from outside the vacuum 
housing. At the shortest wavelengths (3-20 nm) a 

Figure S-Schematic of Far Ultra­
violet Detector Calibration Fa-
cility at SURF-II. 
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1200 line/mm grating is used; a 300 line/mm grat­
ing is used at longer wavelengths. The spectral 
scanning range of the monochromator is from 
slightly below 0 to 20 nm (l2oo/mm grating) and 
ultimate resolution is .02 nm. The image of the 
electron beam is focused on an axially adjustable 
exit slit, with interchangeable prealigned slits avail­
able. A small pneumatic gate valve isolates the 
monochromator from the experimental chamber 
portion of the system. 

4.1.2.2 Foil Chamber. A bellows couples the 
monochromator assembly to the balance of the sys­
tem, with a 4 mm diameter capillary limiting gas 
flow toward the monochromator. Radiation 
emerging from the capillary may be intercepted by 
a windowless monitor photodiode (of the same 
type that is ordinarily calibrated) with interchange­
able pqlypropylene or aluminum filters. This as­
sembly (not shown in fig. 5) provides the intensity 
level reference for all calibration activities via pho­
tocurrent from the photodiode. 

4.1.2.3 Ion Chamber. When the monitor detec­
tor and filter are not in the beam, radiation falls 
into the rare gas ion chamber through one of two 
manually interchangeable filters (as above) which 
also serve as gas seals during ion chamber activi­
ties, when the gas pressure may be as high as 2 
Torr. These filters may be interchanged from out­
side the vacuum system. When non-ion chamber 
measurements are in progress, the chamber plates 
remain in place and have, in the absence of inter­
acting rare gas molecules, no effect on the radia­
tion beam. 

4.1.2.4 Intercomparison Module. At the rear of 
the apparatus is an easily removable flange contain­
ing an internal mounting wheel for six photodiodes 
which may be used to make intercomparison mea­
surements. Electrical contact to the photocathode 
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in the beam is made by an external pneumatic actu­
ator, allowing photocurrent from this detector to 
be measured. 

4.1.2.5 Data Acquisition. A Digital Equipme~t 
LSI-11/23 computer and CAMAC interface mod­
ules accomplish most data acquisition activities re­
motely from the SURF-II control room. Stepping 
motors control both the wavelength drive and 
diode intercomparison wheel rotation, with en­
coders monitoring shaft positions. Pneumatic actu­
ators control the shutter, monitor detector and 
filter positions, and photocathode contact at the in­
tercomparison wheel. Status switches monitor the 
positions of shutter, monitor detector and filter, gas 
seal filters, and photocathode actuator. The SURF 
beam current monitor line is connected to enable 
integration periods to be normalized regardless of 
beam intensity level. Incoming data from either 
emissive photocurrent or ion current are converted 
to pulses whose frequency is proportional to the 
current intensity. The pulses are then counted for 
the period determined by reference to the house 
beam monitor. Three electrometers are used, with 
each calibrated daily using a standard current 
source. 

The concept of system operation is that the mon­
itor diode package (diode + filter) monitors the 
beam intensity and provides a reference for all ion 
chamber measurements. In other words, the pack­
age response is related to the radiation passing 
through the ion chamber filter. However, when the 
calibration of the package is transferred to a diode 
on the rear wheel, the same filter is in the beam, so 
it is thus possible to have knowledge of the magni­
tude of radiation reaching the rear detector, and to 

arrive at an absolute calibration of the detector. 
(The calibration of the monitor package is, of 
course, only relative.) 

4.1.2.6 Vacuum Systems. The vacuum compo­
nents associated with the SURF-II detector cali­
bration system are shown schematically in figure 6. 
Pumping in the monochromator section of the ap­
paratus is accomplished by two 110 l/s triode ion 
pumps, with an open cycle liquid helium cryopump 
over a gate valve available if needed. A nude ion 
gauge monitors pressure and a residual gas ana­
lyzer head is resident for SURF-II beam line ac­
ceptance studies. Beneath the foil chamber is a 
closed cycle cryopump with an isolation valve and 
ion gauge. The diode intercomparison/ion cham­
ber region is pumped by another 110 l/s triode ion 
pump. Both this region and the foil chamber have 
ion gauges. A dedicated roughing stand consisting 
of carbon vane mechanical and liquid nitrogen 
sorption pumps is connected to the system through 
a valve, as is the rare gas supply system. 

4.2 Thermopile System (100-320 nm) 

4.2.1 Introduction. At wavelengths below 102 
nm, a rare gas double ionization chamber, which 
will count individual absorbed photons by the ion­
electron pair produced in each absorption, can be 
used as an absolute photon detector [3,4]. Working 
standard photodiodes in this wavelength range can 
therefore be calibrated using this ionization cham­
ber (although they will not operate properly in the 
gas environment of the ionization chamber). 

At wavelengths above 102 nm, the photon en­
ergy is not sufficient to ionize xenon, the rare gas 
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Figure 6-Detailed configuration of Far Ultraviolet Detector Facility at SURF-II. 
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with the lowest ionization potential (12.13 eV). In 
this case a method must be found for transferring 
the absolute calibration of the ionization chamber 
to the longer wavelength range. Thermal detectors 
measure the heating of an absorbing element in 
proportion to the power of the incident radiation 
and have a response that is generally independent 
of wavelength. Thus a thermal detector can be cal­
ibrated against an ionization chamber in the short 
wavelength range and then used in turn to calibrate 
a working standard photodiode in the long wave­
length range. 

4.2.2 Sources of Error. Thermopiles in particu­
lar have been studied as potential standards in the 
100-300 nm range [5,6]. The assumption that a 
thermopile will develop a given voltage for a 
specific level of incident radiation, independent of 
wavelength, was tested with regard to four possi­
ble sources of error: 

1) The thermopile may not absorb the same per­
centage of incident photons independent of wave­
length. 

2) The thermopile may have energy carried 
away by photoejected electrons. 

3) The thermopile may have a wavelength-de­
pendent time constant when ac response to 
chopped radiation is measured. This effect could 
cause wavelength-dependent variations in ac sensi­
tivity. 

4) The thermopile may have a wavelength-de­
pendent spatial sensitivity. 

Possibility 1) was checked for two typical gold 
blacks used on a windowless thermopile. The re­
flective scattering at three wavelengths in the vac-

6 

uum UV was compared to that in the visible and 
near infrared and found to be the same within 1 % 
of the incident intensity. 

Possibility 2) was tested by measuring the ther­
mopile signal with an electric or magnetic field ei­
ther switched on to return photoejected electrons 
to the thermopile or switched off to let them es­
cape. A correction curve (fig. 7) for the region 
58-170 nm was derived to take account of this loss 
mechanism. 

Possibilities 3) and 4) were tested by scanning a 
thermopile through a narrow beam in the far UV 
and visible with both dc and ac techniques. Both 
possibilities were found to have a negligible effect 
on the results. 

The issue of whether such a thermopile indeed 
had wavelength-independent sensitivity was inves­
tigated by calibrating one both in the far UV (with 
a rare gas ionization chamber as an absolute detec­
tor), and in the visible/near infrared (using an NBS 
carbon filament lamp calibrated for total irradi­
ante). The comparison agreed to about 3%, using 
the appropriate photoelectric corrections for the 
far UV data. 

4.2.3 Calibration Technique. After the demon­
stration that the thermopile is a reliable detector at 
longer wavelengths when calibrated by an ion 
chamber below 100 nm, a UV spectrometer and 
detector chamber were built to perform UV cali­
brations on working standard diodes from 100-300 
nm [10]. The detection system used ac signal detec­
tion and processing, since the magnitude of the 
thermopile emf in the far UV is very weak com­
pared to changes in the background blackbody ra-
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Figure 7-Wavelength dependence 
of thermopile signal loss due to 
photoejected electrons. 
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diation, which is also detected by a thermal detec­
tor in a dc mode. 

Vacuum UV light is obtained from a I-m normal 
incidence grating monochromator, equipped with a 
duoplasmatron light source. A 13 Hz chopper, lo­
cated between the light source and the entrance 
slit, is used during thermopile measurements to in­
terrupt the light entering the monochromator. At­
tached to the exit arm of the monochromator is a 
vacuum chamber which houses the ion chamber 
and thermopile. 

The thermopile used is of the extended junction 
variety, employing three such junctions to give a 
sensitive area 1 mm X 6 mm. It is essentially identi­
cal to the one used in the earlier study of ther­
mopiles mentioned above. A rectangular mask with 
an opening slightly smaller than the area of the 
thermopile is used. A three point mounting, de­
signed kinematically for accurate relocation, posi­
tions the thermopile relative to the surface of the 
mask, about 0.5 mm from its surface. The ther­
mopile signal is amplified by a 13-Hz amplifier, rec­
tified synchronously with the chopping frequency 
and recorded using calibrated picoammeters. Net 
emf readings are taken and referenced to a stable ac 
test voltage that is applied across the thermopile in 
the absence of radiation. Immediately following 
thermopile data acquisition, the thermopile is ro­
tated away from the mask, and the ion chamber or 
diode being calibrated is exposed to the monochro­
matized light. The ion chamber or diode currents 
are then measured. (A gas manifold and set of 
pneumatic valves are programmed to initiate the 
appropriate flow of gas before the ion chamber 
current measurements are made. After the mea-

surements the gas is pumped away.) The ther­
mopile is then rotated back onto its kinematic 
mounts behind the mask for another measurement. 
Alternating measurements are made in this way un­
til enough data have been accumulated to over­
come the signal-to-noise problems of the 
thermopile in the far UV. 

An additional, independent calibration of the 
standard diode is made at 253.7 nm. At this wave­
length a stabilized low pressure Hg lamp, cali­
brated for spectral irradiance at this wavelength by 
blackbody radiometry techniques, is used as a spec­
tral irradiance standard. The diode quantum effi­
ciency is determined from the known flux falling 
on the diode and the measured diode current. 

4.2.4 System Description. The system as it is 
presently operated is shown schematically in figure 
8, and consists of three distinct parts: 

1) Duoplasmatron light source 
2) Grating Monochromator 
3) Detector chamber 
The duoplasmatron light source is a three elec­

trode device, composed of a Pt mesh filament 
coated with an emitting material, a baffie electrode, 
and an anode (see fig. 9). A low pressure arc dis­
charge is constricted by the funnel-shaped baffie 
and the anode. An axial magnetic field produced 
by a cylindrical permanent magnet surrounding the 
outer shell of the light source further constricts the 
discharge to a narrow plasma beam along the axis. 
Helium is used for 58.4 nm, neon for 73.6 nm, ar­
gon for 92.0 nm, and hydrogen for the 116-320 nm 
region. The first three gases are used in the ion 
chamber-thermopile calibration, and hydrogen for 
the standard diode vs. thermopile calibration. The 
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Figure 8-Schematic of thermopile 
detector system. 
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Figure 9-Duoplasmatron light source. 
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major arc currents are normally 1.5 A for the rare 
gases, and 1.1 A for hydrogen. 

A chopper blade is located between the light 
source and the monochromator entrance slit, and is 
driven in a reciprocating motion through a bellows 
by a small motor immediately below the light 
source housing. A flap valve, operated by a step­
ping motor, is placed after the chopper blade and 
can be rotated either to seal off the light source 
from the monochromator, to block the light but 
allow pumping of the light source through the en­
trance slit, or to let the light enter the monochro­
mator. The entrance slit is vertical and has a 
micrometer adjustment of 200 microns per turn. 

The grating monochromator is a 1-m normal in­
cidence monochromator with a spherical grating of 
600 lines/mm and a dispersion at the exit slit of 1.67 
nm/mm. The dispersion plane is horizontal. The 
monochromator is pumped by 6" oil diffusion 
pump with a freon-refrigerated baffle to reduce oil 
contamination in the monochromator chamber. A 
pneumatic gate valve above the freon baffle is elec­
trically connected to a presure-sensing relay, and 
closes automatically if the system pressure rises 
above a preset value. This arrangement protects 
the system from unforeseen pressure bursts or 
leaks. A separate roughing valve allows the 
monochromator to be pumped down from atmo­
spheric pressure without turning off the diffusion 
pump. 

The detector chamber contains the thermopile in 
its rotatable mount, and has provision for placing 
the double ionization chamber or the diode to be 
calibrated in the light beam passing through the 
exit slit (see fig. 4). The exit slit is a fixed vertical 
slit 0.8 mm wide, corresponding to about 1.3 nm 
band width. 
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The thermopile (fig. 10) is a series connection of 
three elements which are composed of bismuth-tel­
lurium and bismuth-antimony alloys. The thermal 
junctions are extended using gold flakes of 
1 mm X 2 mm area. Together they form a sensitive 
are~ 1 mm X 6 mm. The thermopile is compensated, 
deSIgned for a 13 Hz chopping frequency and con­
structed entirely of nonmagnetic materials. The 
time constant of the thermopile is about 0.04 s, and 
has a typical sensitivity (in vacuum) of 1 micro­
volt/microwatt and an ENI (equivalent noise in­
put) power of approximately 10-9 W. An 
impedance-matching transformer is used between 
the thermopile and a preamplifier. 

The signal from the preamplifier is fed to a 13 Hz 
broadly tuned amplifier. The output of this ampli­
fier is rectified synchronously with the chopping 
frequency by a mechanically coupled rectifier. The 
~ignal is then filtered, further amplified, and fed 
Into a V -F converter. A small computer is used to 
record the data and perform statistical evaluation 
of the results. 

A flap valve is mounted 6 cm in front of the 
mask, and when closed allows the detector cham­
ber to be let up to atmospheric pressure without 
affecting the rest of the system. The rear section of 
the detector chamber is bolted to the rest of the 
chamber using a Viton gasket as a vacuum seal. 
Entrance to the detector chamber is obtained by 
removing this rear section. 

The thermopile is attached to a rotatable mount­
ing so that, under computer control, it may be 
brought into registration with the kinematic mount, 
or rotated between the plates of the ion chamber 
out of the beam. 

The ion chamber used is a double ion chamber 
similar to that described by Samson [3] (see also 
section 2). The length of each collector plate is 10.2 
cm, and the forward end of the first plate is posi­
tioned in the plane of the mask. The axis of the 
light beam is 0.8 cm from the positive plate, which, 

Figure IO-Schematic of thermopile detector. 
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with the mask, is kept at + 22 V with respect to the 
collector plates. The ion chamber assembly is a 
self-contained unit with teflon bars used as frame­
work to support the various polished stainless steel 
plates. The assembly is positioned behind the mask 
reproducibly by a locating screw and machined re­
cess in the floor of the chamber. 

Two corrections applied to the data as they are 
recorded (Le. in real time) are as follows: 
1) The thermopile signal is corrected for losses 
through photoemission, amounting to 4.4% at 58.4 
nm, 5.3% at 73.6 nm, and 5.1 % at 92.0 nm (fig. 7). 
2) The reduction in flux entering the ion chamber 
due to absorption by the argon or xenon leaking 
into the monochromator through the' exit slit is 
corrected for by making a separate measurement of 
attenuation vs. monochromator pressure over a 
range of pressures. Thus by monitoring the 
monochromator pressure the appropriate correc­
tion, typically 4%, can be applied. 

The MgF2-windowed diodes are then calibrated 
against the thermopile at 23 wavelengths from 
116.4 to 253.7 nm. The light source gas is hydrogen 
over this entire wavelength range. From 116.4 to 
160.8 nm, the hydrogen line spectrum is used. 
Above 160.8 nm the emission is from the molecular 
hydrogen continuum. A quartz filter is placed in 
front of the light source when wavelengths longer 
than 160.8 nm are used to prevent second order 
radiation from reaching the thermopile and diode. 

4.3 Photodiode Intercomparison System (SO-2S4nm) 

4.3.1 History. In 1968 a system was built 
whose primary purpose was to calibrate outgoing 
transfer standard detectors by intercomparison 
with NBS working standards which had been cali­
brated by the already existing thermopile system 
[5]. Initially, this system lacked any control or data 
reduction capabilities; this was added in the early 
1970's and upgraded in an evolutionary fashion to 
the present configuration, in which nearly all data 
acquisition and reduction functions are automated. 
With this evolution came the additional capability 
of performing absolute calibrations of windowless 
photodiodes in the 50-92 nm spectral region, 
which greatly expanded the coverage possible and 
considerably reduced the time required. In the 
present form, intercomparison-type calibrations are 
conducted from 50 nm to 254 nm, and absolute cal­
ibrations from 50 nm to 92 nm. 

4.3.2 Experiment. The basic configuration of 
the experimental system is very much the same as 
that of the thermopile system. A duoplasmatron 
light source illuminates the entrance slit of a nor-
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mal-incidence vacuum monochromator, and the 
experimental chamber is attached to the exit slit 
flange. Various experiments are permanently at­
tached to modular flanges, which can be ex­
changed on the otherwise empty chamber. Data 
acquisition and reduction is under the control of a 
programmable calculator. 

4.3.2.1 Monochromator. A one meter normal­
incidence McPherson model 225 monochromator 
is used with its own vacuum pumping system. A 15 
cfm mechanical forepump is used for both rough 
pumping and for backing a 7" diffusion pump, 
which uses DC705 silicone pumping fluid. A re­
frigerated chevron trap and pneumatic gate valve 
are attached to the top of the pump. A zeolite 
molecular sieve trap is used in the foreline to mini­
mize the migration of forepump oil vapors into the 
high vacuum system. Both exit and entrance slits 
are laterally adjustable, and both the exit and en­
trance flanges may be isolated from the monochro­
mator vacuum by manual flap valves. The 
diffraction grating is a 600/mm replica, with nomi­
nal blaze at 150 nm. The dispersion at the exit slit is 
thus 1.67 nm/mm. A modified sine-bar drive pro­
vides wavelength scanning by both rotation and 
translation of the grating. 

4.3.2.2 Light Source. A duoplasmatron source, 
fabricated in-house, is used for all spectral regions 
in this system. A manifold allows the introduction 
of any of several gases as appropriate for the emis­
sion desired, and a roughing line is attached to the 
foreline of the experimental system. This type of 
source uses a hot filament, three electrodes and a 
pinching magnetic field to create a rather dense 
plasma which is on the optic axis of the monochro­
mator. Because it is only about 1.5 mm in diameter 
and is several cm from the entrance slit, only the 
central portion of the grating is illuminated by the 
plasma. Gases routinely used at wavelengths short 
of 100 nm are helium, argon, krypton, and neon. 
For wavelengths longer than 100 nm hydrogen is 
used. Cooling of the source is by forced air both in 
the area where the plasma strikes the anode and 
around the exterior of the filament end. Separate 
unregulated power supplies are used for the fila­
ment (ac) and the minor and major arcs (dc). A 
cross section of the duoplasmatron is shown in fig­
ure 9. 

4.3.2.3 Experimental Chamber. A cylindrical 
stainless steel chamber with provision for rear 
mounting of modular flanges is attached to the exit 
slit flange. This chamber is provided with an inde­
pendent vacuum system, consisting of a 2" pneu­
matic gate valve over a refrigerated chevron trap 
over a 2" diffusion pump using polyphenyl ether 



Journal of Research of the National Bureau of Standards 

fluid. The 2" pump is backed with a trapped me­
chanical forepump, which is also used for rough­
ing. The usual valves isolate and protect. 
Experiments are attached to the chamber mounted 
on a flange, which attaches to the rear of the cham­
ber. 

4.3.2.4 Experimental Modules. Three such 
modules are routinely used: an intercomparison 
module, a mapping module, and an ion chamber 
module. 

The intercomparison module contains a rotating 
wheel, on which two photodiodes may be mounted 
for intercomparison measurements. In general, the 
photocathodes of the two photodiodes are shorted 
to ground, the exception being that when either is 
in the beam, its photocathode is connected by 
means of a gold wiper to a vacuum feed through. 
The anodes are tied together and at all times con­
nected to another feed through. Provision is made 
for rotational relocation of either photodiode about 
its center, and quartz or Vycor filters may be man­
ually inserted in the beam to aid in eliminating 
overlapping orders orders from the grating. 

The mapping module flange has orthogonal lin­
ear motions on the atmospheric side driving a shaft 
going through the flange with a bellows seal. The 
shaft is supported inside the vacuum by a gimbal 
mount, so that displacement of the outside end of 
the shaft will result in a proportional displacement 
of the end inside the vacuum. Thus an object may 
be scanned in space inside the vacuum system in a 
controlled manner. The normal applications of this 
module would be either to map the response of a 
photocathode (with the beam stopped by a fixed 
small aperture) or to map the intensity distribution 
of the beam (with the small aperture attached to a 
photodiode). The external motions can be driven 
by stepping motors, and the exact position may be 
monitored by linear displacement transducers. 

The ion chamber module is used to directly cali­
brate a windowless photodiode by means of a rare 
gas double ion chamber [3,4]. Attached to a rotary 
motion on the vacuum side of the flange are an ion 
chamber with two 10 cm plates with a guard plate 
and a photodiode. Either one or the other may be 
placed in the beam by a stepping motor. As this 
module is placed into the experimental chamber a 
small teflon flange near the exit slit provides a seal 
so that the only leakage path for gas from the 
chamber into the monochromator is through a 
small aperture in the exit beam. High purity argon 
and xenon are individually brought into the cham­
ber on demand with needle valves limiting the flow 
so as to balance the influx and leakage into the 
monochromator and give the desired gas pressure. 
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The gate valve beneath the chamber may be pro­
gram controlled to open and remove the residual 
rare gas before photodiode readings are taken and 
to close so that fresh gas may be admitted before 
making ion current readings. 

4.3.2.5 Data Acquisition. Almost all system op­
erations are controlled by a programmable calcula­
tor with an external CPU and interfaces to drive 
stepping motors, actuate solid state relays and 
hence valves, etc., switch between sources of very 
low current or analog voltages and actuate and 
read a counter-timer. Analog voltages are propor­
tionally converted to pulses, which are counted for 
fixed periods by the counter-timer. The control 
programs also contain the data reduction routines, 
so that the final results of an experiment are avail­
able at the conclusion of the data acquisition se­
quences. 

5. Treatment of Errors 

Uncertainties associated with the measurement 
of quantum efficiencies are given in each Report of 
Test as "probable errors," meaning that there is a 
probability of 0.5 that the true quantum efficiency 
values lie within the stated error range about the 
values quoted. The errors represent the expected 
accuracy of the sample photodiode when properly 
used in a customer's system, without regard for any 
systematic errors present in that system. 

The probable error values are determined by 
summation, in quadrature, of estimates of the effect 
of all sources of systematic errors in the NBS mea­
surements, including the precision of repeated mea­
surements, on the determination of the quantum 
efficiency of a photodiode. The analysis of the cali­
bration of windowed photodiodes in the ther­
mopile system follows. 

The sources of possible error are shown in table 
1. Those sources associated with current measure­
ments are due primarily to the probable error of 
the current source used to calibrate the measuring 
picoammeters. The gas absorption uncertainty in­
volves the repeatability of ion gauge measurements 
(the calibration of such gauges has been observed 
to drift in time). The photoelectric correction is an 
empirically determined quantity (see section 4.2) 
which may vary from the samples originally mea­
sured. 

The cathode uniformity is measured on each 
photodiode and units with more than 5% variation 
in pixel spatial response over the central 1 cm di­
ameter area are rejected. (Should a photodiode be 
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Table 1. Thermopile-based calibrations. 

Error Source Estimated Uncertainty (%) 

Calibration of thermopile (58-92 nm): 
ion current (electrometer manufacturer) 
gas absorption (estimated) 
photoelectric correction (estimated) 
measurement precision (observed) 
radiation impurity (estimated) 

Photodiode calibration by thermopile (116-253 nm): 
photocurrent (electrometer manufacturer) 
photoelectric correction (estimated) 
cathode uniformity (observed) 
thermopile wavelength sensitivity variation 

(estimated) 
measurement precision (observed) 
radiation impurity (estimated) 

Probable Error (%) 

2 
I 
0-1 
3 
0-0.5 

2 
0-1 
2 

3 
2-8 

.J!=L 
6-10 

found to have a discontinuous uniformity function, 
even within the 5% acceptance criterion, it would 
not be issued as a transfer standard.) The portion of 
the measured area actually used in the NBS mea­
surements is the central 4 X 5 mm section, and the 
intensity distribution in the incident beam is rela­
tively uniform over much of this area. The ultimate 
user of a photodiode will also illuminate the central 
area of the photocathode, but with a generally dif­
ferent intensity distribution and, perhaps, a some­
what larger area illuminated. This would result in 
an error in the transfer of the NBS calibration, but 
not approaching the peak variation of 5% allowed 
in device acceptance. Our estimate is a probable 
error of 2 % from this source. 

The variation of thermopile sensitivity (with 
wavelength) is an estimate based on the variation 
seen within the 58-92 nm range and the cross-cali­
bration of detectors using a calibrated mercury 
source (section 3). The measurement precision (re­
peatability) is a function of wavelength in the 
above case in the upper portion of the windowed 
photodiode calibration range because of deteriorat­
ing signal-to-noise in the thermopile measurements 
as the efficiency of the optics declines and the in­
tensity of the beam is thus reduced. 

The above example covers the case of uncertain­
ties in the calibration of windowed photodiodes. 
The probable error currently being quoted for win­
dowless photodiode calibrations is 10-15% in the 
5-50 nm region and 8% in the 50-122 nm region. 
These errors are determined from the analyses dis­
played in tables 2 and 3. 

In the table 2 analysis, the cross section and mul­
tiple yield data are taken from published sources 
with interpolation between published wavelengths 
where necessary. Since, in this region, the reduc-

111 

tion of ionization chamber data entails the use of 
gas constants, including the pressure and tempera­
ture, the contribution to the error budget from 
these must be included. Errors arising from mea­
surements of current are primarily from the vari­
ance within sets of three consecutive conversions 
of currents permitted in the acquisition program. 
The radiation impurity contribution can only be es­
timated from observation of system performance, 
and could include improper assessment of overlap­
ping orders from the diffraction gratings, stray 
light from masks, barnes, walls, etc., the "zero or­
der tail" from the gratings, and imperfections in the 
filters used to minimize this source of error. This 
error would be wavelength dependent, of course. 

All current measurements in the region covered 
in table 2 are conducted with a single picoammeter, 
and since it is the ratio of photodiode to ion cham­
ber currents that is used to calculate quantum effi­
ciency, an absolute calibration of this picoammeter 
is not necessary. The estimated uncertainties asso­
ciated with current measurements would be largely 
due to ionization of residual gases and other spuri­
ous effects. The gas absorption correction is neces­
sary only during ion chamber measurements to 
account for the radiant flux absorbed in the 
monochromator (typically 10% or less) so the 
likely error from this source is minimal. The stabil-

Table 2. Windowless photodiode calibrations at SURF (5-50 
nm). 

Error Source Estimated Uncertainty (%) 

gas cross sections (data reference) 
multiple yield (data reference) 
gas temperature (estimated) 
gas pressure (transducer manufacturer) 
photocurrent precision (observed) 
ion current precision (observed) 
radiation impurity (estimated) 

Probable Error (%) 

3-4 
0-1 
0-0.5 
0-3 
2-6 
5-7 

..HL 
10-15 

Table 3. Windowless photodiode calibrations (non-SURF, 50-
122 nm). 

Error Source Estimated Uncertainty (%) 

photodiode current (estimated) 2 
ion current (estimated) 2 
gas absorption correction (estimated) 0-1 
measurement precision (observed) 3 
stability of quantum efficiency (estimated) 7 
radiation impurity (estimated) .J!=.L 

Probable Error (%) 8 
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ity of the quantum efficiency of working standard 
photodiodes is felt to be a possible source of error 
only in the longer wavelength region (50-122 nm), 
since in the 5-50 nm region (at SURF-II) the 
photodiodes are calibrated and stored in ultrahigh 
vacuum, whereas in the other facility calibrations 
are in an oil-pumped system, and storage is in air. 

The assistance of Robert P. Madden, Edward B. 
Saloman, David L. Ederer and Lanny Hughey is 
gratefully acknowledged. Dr. Madden has been 
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An analytical expression is developed 
for describing the thermotropic behav­
ior of membrane bilayers as studied by 
Raman spectroscopy. The expression 
is derived from a two-state model of 
the main gel to liquid crystalline phase 
transition in lipid bilayers. Experimen­
tal data for a variety of diacylphos­
phatidylcholines and their derivatives 
have been fit by least squares to the 
two-state expression to within cur­
rently achievable measurement error. 
Numerical techniques have been de­
veloped for placing bounds on the 

parameters of the two-state model in 
situations of sparse data in the phase 
transition region. By fitting the model 
to the measured spectroscopic data, es­
timates of the extent of cooperativity 
in the phase transition can be obtained 
in a systematic manner. 
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Introduction 

In recent years the use of Raman spectroscopy 
for the study of the phase transition and the order/ 
disorder behavior of both intact and reconstituted 
membrane bilayers has gained dramatically in pop­
ularity through the wide range of applications 
amenable to spectroscopic techniques [1]1. Al­
though calorimetric measurements can provide ac­
curate information on enthalpy changes that occur 
during phase transitions, they provide little insight 
into the nature of the molecular reorganization ac­
companying the phase transition. Since Raman 
spectra are particularly sensitive to the conforma­
tional, packing, and dynamical changes involving 

About the Authors: William H. Kirchhoff is with 
the NBS Center for Chemical Physics. Ira W. 
Levin is with the Laboratory of Chemical Physics 
in the National Institute of Arthritis, Diabetes, and 
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(Figures in brackets indicate literature references. 
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the hydrocarbon chains, bilayer reorganizations 
within, for example, the hydrophobic region of the 
membrane, may be monitored directly as a function 
of temperature. These observations can be made in 
an aqueous medium, without either the introduc­
tion of bulky molecular probes or elaborate sample 
preparation. By using low laser excitation powers 
(15-200 m W) at the sample, external perturbations 
to the system are minimized. Because of the sensi­
tivity of the spectra to conformational changes, Ra­
man spectroscopy has also been useful in 
elucidating the effects of intrinsic and peripheral 
components such as sterols and proteins on the 
thermal properties of membranes. In a few systems, 
reconstituted, naturally-occurring membranes have 
been studied and have provided useful information 
obtainable only from spectroscopic examination 
[2]. 

Although the vibrational assignments for the 
spectra of lipid bilayers are complex, they are un­
derstood sufficiently well to allow discussion of 



Journal of Research of the National Bureau of Standards 

membrane reorganizations in terms of the observed 
spectroscopic frequencies, intensities and line­
widths of a variety of spectral features reflecting 
the head group, interface, and acyl chain regions of 
the lipid components. A particularly useful ap­
proach for presenting the thermal data has been in 
terms of spectral peak height intensity ratios deter­
mined from either the 2900 cm- I carbon-hydrogen 
or 1100 cm -I carbon-carbon stretching mode re­
gions. In general, these data are primarily sensitive 
either to alterations in the lateral interactions or to 
intermolecular order of the acyl chains and intra­
chain trans-gauche conformational changes, respec­
tively. 

In this paper we propose an analytical expres­
sion, based upon a two-state model of the primary 
phase transition phenomenon, which is useful for 
systematical1y describing the form of the tempera­
ture profiles. We also describe an approach, based 
on a nonlinear, least squares analysis, for extracting 
relevant thermodynamic information from the tem­
perature dependence of the observed spectra. This 
approach is robust in handling the range of data 
encountered in studies of membrane phase transi­
tions. 

Thermodynamic Model 

Within the last 10 years a number of models have 
appeared describing within either a thermody­
namic or statistical mechanical framework various 
features of the main phase transition in membrane 
bilayers. Most of these models have been critically 
reviewed by Nagle [3]. An additional review by 
Israelachvili, et aI. [4] discusses the physical princi­
ples of membrane organization and includes de­
scriptions of membrane-protein interactions and 
nonbilayer lipid structures. We concern ourselves 
here with the simplest of these phase transition 
models; namely, that of thermodynamic equi­
librium between noninteracting domains in either 
one of two states [5]. We have been guided by the 
philosophy that the accuracy with which a simple 
model can quantitatively describe the experimental 
data serves as a guide to assessing the required fea­
tures of a more complex model, to comparing and 
evaluating two or more models, and to defining the 
accuracy requirements of additional measurements. 

The derivation of the thermodynamic model is 
presented in Appendix A in detail in order to dis­
tinguish clearly between numbers of molecules and 
numbers of domains in each of the two states since 
the observed spectral intensities are determined by 
the number of molecules in each of the states while 
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the temperature dependence of the spectral intensi­
ties is determined by the distribution of domain 
sizes. The mathematical development follows 
closely the description by Hill of the two-state 
model for small systems [6]. The resulting analyti­
cal expression for the temperature dependence of 
the Raman spectra are identical to those published 
by Dluhy, et al. [7] using the Zimm-Bragg theory 
originally developed for describing polypeptide de­
naturation [8]. The difference between the thermo­
dynamic and the Zimm-Bragg developments is in 
the interpretation of the parameters derived from 
the analysis. We prefer the thermodynamic devel­
opment because of the simplicity of its physical in­
terpretation. For so long as the data are described 
by a simple model, it seems little more than a mat­
ter of taste as to how the parameters are to be inter­
preted. Only when the data can be seen to contain 
additional information would it be fruitful to apply 
a more complex model. Finally, though the deriva­
tion is applied in this paper to Raman spectroscopic 
data, it is generally applicable to all spectroscopic 
studies of such cooperative phenomena. 

In the two-state model, a single bilayer is consid­
ered to consist of domains of varying numbers of 
lipid molecules n with each domain existing in one 
of two states labeled A and B. The distribution of 
domain sizes and the requirement that all molecules 
within a domain exist either in state A (the low­
temperature gel state) or in state B (the high-tem­
perature liquid crystalline state) determine the 
cooperativity exhibited by the bilayers during the 
phase transition between the two states. The distri­
bution of domain sizes is assumed to be tempera­
ture independent, while the number of domains in 
either state is temperature dependent. Although a 
phase transition in the strictest sense is excluded for 
a distribution of domains of finite size, the discon­
tinuous nature of the phase transition will be ap­
proximated for large values of n. 

The temperature dependence of the intensity I v 
of a spectral feature (Raman or otherwise) that de­
pends upon the distribution between two states of 
the molecules being observed is given by eq (A32) 
in Appendix A: 

(1) 

The dimensionless, reduced temperature t is de­
fined as t = (T - To)/ D, where To is the midpoint of 
the phase transition and the scale factor D is related 
to the enthalpy of transition per mole of lipid 
molecules, W, and the effective domain size, neff, 
by: 
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D = (RTJ)/ t:Jineff (2) 

As discussed in Appendix A, eq (1) represents an 
approximation to a summation over a distribution 
of domain sizes. To test the accuracy of this ap­
proximation, sets of hypothetical data were created 
using a lognormal distribution [9] of domain sizes 
from which Raman intensities were calculated for 
values of NA and N B , the numbers of molecules in 
states A and B respectively. The values of NA and 
NB were calculated for the lognormal distribution 
using eqs (A21) and (A24). The lognormal distribu­
tion was chosen because it excludes domains of 
negative size and allows for a pronounced skewing 
to high values of n. This skewing causes various 
measures of the center of the distribution to differ 
significantly and provides a sensitive test of a sin­
gle-term approximation to a sum over a distribu­
tion. The data sets corresponded to distributions of 
varying breadth which, when fit by the method of 
least squares to eq (1), gave the same value of neff. 

In table 1, five measures of the center of a distri­
bution: the mode, M, which is the most populous 
value of n, the mean value of n, < n >, the root 
mean square of n, v' <n2>, the median, n(50%), 
and the value of <n2>/ <n > are compared with 
the value of neff returned by the least squares fit for 
three distributions of varying spread. It can be seen 
that as the spread of the distribution narrows, the 
agreement of all of these measures improves. Even 

Table 1. Comparison of a single term fit to three distributions. 

Distribution 
Parameters 

Mode 

Range in n a 

<n> 

1-11,679 

36.3 

median 117 

Least Squares Fit neff 100 
to Eq 1 

2.1% 

to Eq 3 136.2 

s 1.0% 

0.46% 

30 90 

1-3,963 21-387 

79.2 98.2 

109.5 101.0 

151.3 104.0 

110 101 

100 100 

1.2% 0.2% 

113 101 

0.8% 0.2% 

0.24% 0.02% 

-Range: values of n for which the population> 10- 8 x population of 
mode. 

bS : relative (to the value of A-B) standard deviation of the least squares 
fit. 

cslope: value of baseline slope relative to the value of A-B. 
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though, for the broadest distribution, the values of 
these measures covered more than an order of 
magnitude, eq (1) gave a satisfactory fit with a rela­
tive standard deviation of 2%. 

Other conclusions may be drawn from the data 
presented in table 1. The value of neff obtained from 
the least squares fit was best approximated by the 
root mean square value v' <n2>, and the median, 
n(50%), rather than by <n2>/ <n > as we had 
initially expected. This is a function, however, of 
the density of data in the vicinity of the transition 
interval. If the data range is narrowed to include 
only the transition interval and if the number of 
data in that region is increased, then the limit of 
<n2>/ <n > is approached in agreement with the 
observation in Appendix A that this measure gives 
the correct temperature dependence at the asymp­
totes and at the inflection point when used in a 
single term approximation to the sum over domain 
sizes. Another pronounced effect of the spread of 
the distribution was to give a more gradual conver­
gence to the asymptotic limits and thus, the appear­
ance of sloping rather than horizontal asymptotes. 
This can be seen in figure 1 in which the hypothet­
ical intensity ratio profiles are drawn for each of 
the three distributions listed in table 1. The sloping 
asymptotes arise from contributions from domains 
of small size as originally suggested by Sturtevant 
[10]. 

A somewhat better fit to broad distributions can 
be obtained by modifying eq (1) in order to allow 
for nonhorizontal asymptotes, namely: 

Iv IAv+Iav{T - To) + IBv+Ibv(T - To) 
(1 +e') (1 +e-') 

(3) 

From table 1 it can be seen that inclusion of a 
nonhorizontal baseline in the fit of the hypothetical 
data improved the quality of the fit, as judged by 
the standard deviation, and increased the estimate 
of the value ofn slightly, though not nearly enough 
to bring it to its expected value of <n2>/ <n >. 

In the absence of an analytical expression such as 
eq (3), it has been customary to estimate To and the 
van't Hoff enthalpies from observed temperature 
profiles using straight line approximations to the 
three distinct regions of the profiles. Thus, flT has 
been defined as the temperature interval between 
the intersection of a line drawn tangent to the 
phase transition curve at its inflection point and the 
two lines drawn tangent to the high and low tem­
perature asymptotes. This definition of flT is illus­
trated in figure 2. The relationship of AT to the 
scale parameter D of eq (3) can be calculated di­
rectly to give AT=4D, ignoring terms of order 
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Figure I-A graphical comparison of 
the temperature dependence of hy­
pothetical Raman intensity ratios 
for three domain size distributions 
with modes M = I, 30, and 90 and 
n.rr= 100. 

Figure 2-Relationship between the 
parameters of eq (5) and the graphi­
cal analysis of phase transition 
curves. 
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(lbv-Iav)l(IBv-1Av). From the definition of D given 
by eq (2), 

(4) 

Comparison of eq (4) with similar expressions 
given by Sturtevant [11] indicates that AT corre­
sponds to the AT used for calorimetric determina­
tions of van't Hoff enthalpies. Care should be taken 
in the interpretation of neff' however, since esti­
mates of the slope made as close to the inflection 
point as possible will give values of neff approach­
ing <n2>1 <n > which, for broad distributions of 
domain sizes, can be an order of magnitude higher 
than <n >. 

In the Raman spectroscopic experiment tempera­
ture profiles are collected over periods of several 
hours. Since fluctuations in the intensity of the inci­
dent laser radiation lead to corresponding fluctua­
tions in the observed Raman intensities, the ratio of 
the intensities of two spectral features at different 
scattering frequencies provides a more precisely 
defined temperature profile which is relatively in­
dependent of the experimental environment. More­
over, if the vibrational features are chosen to be 
sensitive to the ordering of the lipid hydrocarbon 
chains, the temperature dependence of the intensity 
ratio will be more pronounced than for the individ­
ual intensities themselves. 

Forming the ratio rl2=/1112 and stlbstituting eq 
(3) for II and 12, we obtain after rearrangement, 

(5) 

where, to first order in lavllAv or IbvIIBv, 

and To=T-Dln(~:). (6) 

In the expression for To, the contributions from 
Ib2 and la2 have been ignored. A comparison of eqs 
(3) and (5) shows that the intensity ratio has ap­
proximately the same functional dependence on 
temperature as the individual intensities them­
selves, except that TO, the apparent midpoint of the 
phase transition, has been shifted from the true 
value by an amount Dln(I82IIA2). If, instead of r12, 
the temperature behavior of r21 =/2111 is analyzed, a 

new apparent midpoint, To' = To-D In(IBJIIA I), is 
obtained and a comparison of the temperature de­
pendence of r21 with rl2 shows an apparent shift of 
the transition temperature of Dln(B 1 A). 

Eqs (3) and (5) are the expressions we have used 
for the analysis of the Raman intensity profiles. 
Spectral data are fit by the method of least squares 
to Raman intensities or intensity ratios. From these 
fits, estimates of transition temperatures and van't 
Hoff enthalpies are obtained in a systematic man­
ner. For some systems in which this analysis has 
been applied, the sharpness of the phase transition 
requires a particularly robust least squares calcula­
tion. Therefore, the details of the least squares anal­
ysis are presented in Appendix B. 

Analysis of Temperature Profiles 
Derived From Raman Intensity Ratios 

The analytical approach outlined in the preced­
ing section and in the appendices to this paper have 
been applied to dipalmitoylphosphatidy1choline 
(DPPC) as well as to several cyclopentanoid ana­
logues of DPPC [12]. In the following discussion, 
the results of some of these analyses will be de­
scribed for the purpose of examining the limitations 
of the two-state model and the ways in which these 
limitations are made manifest by the statistical anal­
ysis. 
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Although several Raman spectral regions are 
suitable for deriving temperature profiles from ap­
propriate intensity ratios to assess bilayer reorgani­
zations, we will use the 2900 cm- I C-H stretching 
mode region for applying the present model. This 
congested and complex spectral interval, shown in 
figure 3, for the gel and liquid crystalline states of 
DPPC has been discussed numerous times (see, for 
example, ref. [1] and references contained therein). 
Temperature profiles can be conveniently con­
structed from changes in the peak height intensity 
ratios for the 2850, 2885 and 2940 cm -I feature. 
These spectral transitions are assigned, respec­
tively, to the acyl chain methylene C-H symmetric 
stretching modes, the methylene C-H asymmetric 
stretching modes and, in part, a Fermi resonance 
component of the chain terminal methyl symmetric 
C-H stretching mode [1]. 

Figure 4 illustrates the analysis of a typical phase 
transition profile for multilamellar dispersions of 
DPPC using the spectral intensity ratios con­
structed from the C-H stretching mode region. The 
values of A, B, a and b listed in the figure are 
the values of the parameters of eq (5) along with 
their estimated uncertainties. Only one datum, at 
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Figure 3-Raman spectra of dipaImitoylphosphatidylcholine in 
(A) the gel state at 35.6 ·C and (B) the liquid crystal1ine state 
at 42.3 ·C. 

40.67 °C, feU within the transition interval, and 
consequently aT could not be determined. Illustra­
tive of the robustness of the analysis, it was as­
signed a maximum value based on the temperature 
separation between the data on either side of 
4O.67°C (39.58 and 41.78 °C) and on the standard 
deviation of the fit using eq (B 11) in Appendix B. 
The transition data range given in figure 4, 1.10 K, 
is the value of the difference between the measured 
temperatures below and above To and should be 
viewed as spanning the uncertainty in To. Ninety­
five percent confidence limits for To can be ob­
tained from the standard deviation of To returned 
by the least squares fit, 0.08°, by multiplying by 
12.7, the value of the 95% confidence limits of a 
student's t distribution with one degree of freedom, 
giving 1.02 K in agreement with the transition data 
range. As might be expected, the value of To as 
determined by the least squares fit is quite sensitive 
to the value estimated for aT. The estimated in-
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verse shift presented in figure 4 is calculated from 
Dln(B/A) and is the shift in To which would have 
been obtained if /(2885)//(2940) had been analyzed 
instead of /(2940)//(2885). The vertical bars at 
each data point in figure 4 are twice the value of 
the uncertainties in the intensity ratios as estimated 
from the standard deviation of the fit by eq (B 1). 
The three curves passing through the data values 
correspond to the profile calculated from eq (5) 
along with plus or minus two standard deviations. 
Along the horizontal axis of figure 4 is the two 
standard deviation curve alone. The peak in the 
uncertainty curve at To signifies that To is being 
determined almost exclusively by the value of the 
intensity ratio at the one datum in the transition 
interval relative to the separation between A and 
B. 

Figure 5 illustrates several of the limitations of 
the simple two-state model. Four phase transition 
curves for DPPC from our laboratory using data 
from different investigators, different spectrome­
ters, and over a two-year interval were compared. 
Even though the data were separated by 2° inter­
vals, and only one, but always one, datum feU 
within the transition interval, the analysis provided 
a surprisingly reproducible phase transition tem­
perature of 40.38 to 41.09 °C, as compared with the 
more accurate value of 41.55 °C measured calori­
metrically by Albon and Sturtevant [5]. The maxi­
mum value of aT varied from 1.42 to 1.91 °C and 
reflected varying temperature data intervals and in­
tensity measurement precision. 

Using the calorimetric data for DPPC measured 
by Albon and Sturtevant, namely, Aii=8.50 kcall 
mole and To=314.70 K, and the value obtained for 
aT, minimum values of the cooperative unit of 48 
to 65 were calculated from eq (4). If values for the 
cooperative unit of 100 to 1000, which have been 
estimated for the phase transition in DPPC, are to 
be obtained from the analysis of Raman intensity 
profiles, measurements must be made with temper­
ature increments of 0.1 °C in the phase transition 
region and with temperature control on the order 
of 0.01 DC. 

If, for the moment, the data for the second run of 
sample #IB are excluded from figure 5, the values 
of A, B, a and b all agree to within three standard 
deviations as estimated by the least squares fit. For 
the temperature profIle of sample #IB, which was 
measured within 24 hours of the profile of sample 
#IA, the values of A, B, a and b all varied by more 
than five standard deviations from the average of 
the other three profiles. We interpret this observa­
tion as an indication that the sample had not yet 
annealed into its preferred low temperature state. 
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DPPC 

Figure 4-Temperature profile for the ratio of the intensity of the Raman 
spectral feature associated with, in part, the Fermi resonance component 
of the acyl chain terminal methyl symmetric C-H stretching mode at 
=2940 cm -I and the methylene asymmetric C-H stretching modes at 
=2885 cm- I of an aqueous dispersion dipalmitoylphosphatidylcholine 
(DPPC). The central curve represents the least squares fit of eq (5) to the 
spectral intensity data. The upper curve represents the calculated curve 

plus two standard deviations and 
the lower curve minus two stan­
dard deviations. The curve drawn 
along the bottom axis is the two 
standard deviation curve alone. 
The vertical bars are estimates of 
the uncertainties in the experi­
mental ratios and are based on the 
weights of the ratios and the 
overall standard deviation of the 
fit. The values of the parameters 
obtained from the fit are as fol­
lows: A =0.474±0.006, B =0.740 
±0.012, a =0.0074±0.OOO8 and 
b = 0.0036 ± 0.0023, To = 40.38 
±0.08·C and dT < 1.76 ·C. The 
transition data range = UO ·C. 
The estimated inverse shift 
= -0.10 ·C. The standard devia­
tion s = 1. 70% relative to the 
value of r at the midpoint of the 
transition interval. 
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Figure 5-A comparison of four tem­
perature profiles for dipalmi­
toylphosphatidyJcholine (DPPC). 
The spectra were measured over a 
period of two years by three differ­
ent investigators. Spectra for Sam­
ples No. 1 and No.3 were recorded 
with a scanning spectrophotometer 
whereas spectra for Sample No. 2 
were determined with a spec­
trograph. All three samples were 
prepared by the individual investi­
gators using different sources for 
the lipid. The range in To was 
4O.4·C to 4U ·C. 

34.00 36.00 38.00 ~.OO 42.00 44.00 46.00 48.00 
TEMPERATURE °C 
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Its bilayer structure appeared, on comparison with 
the values of the gel state intensity ratios for the 
other samples, to be as ordered at low tempera­
tures, although it did not exhibit the gradual in­
creasing disorder associated with the positive value 
of a. Its phase transition temperature, though 
somewhat higher than the others, did not change 
significantly nor did the transition interval to 
within measurement precision. The transition con­
cluded at a much less disordered state than the 
other samples and then, corresponding to a large 
value of b, continued to disorder at a much greater 
rate than the others until reaching a comparable 
intensity ratio approximately 10 °c above the phase 
transition temperature. Although the two-state 
model cannot explain the molecular origins of such 
behavior, the fit of the data to eq (5) provides a 
basis of the intercomparison of temperature profiles 
in a methodical, reproducible, and quantitative 
manner. 

The values of the asymptotic slopes observed for 
the temperature profiles of intensity ratios cannot 
be interpreted on the basis of domains of small size 
alone. Even for 'the three conforming profiles in 
figure 5, the values of the slopes at high and low 
temperature are on the order of 0.5% to 1.2%, 
somewhat greater than the value of 0.46% ob­
tained for the broadest domain size distribution re-
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ported in table 1. The slopes are most readily inter­
preted as the ability of the hydrocarbon chains of 
the lipid molecules to form gauche bonds near the 
acyl chain termini at the bilayer center without 
triggering the phase transition and, for the liquid 
crystalline phase, as a continuing disordering fol­
lowing completion of the phase transition. 

Figure 6 compares the temperature profiles 
derived from the 1(2850 cm- I)/1(2885 cm- I), 
1(2940 cm-I)/1(2850 cm- I) and 1(2940 cm- I)! 
1(2885 cm- I) peak height intensity ratios for 1,3/2-
IP-dipalmitoylcyclopentane-l,2,3- triol phosphat­
idic acid, an analog of DPPC in which the glycerol 
backbone is replaced by a more rigid cyclopentane 
trio I [13]. All three profiles give the same value for 
the phase transition temperature within the limits 
of the standard deviations obtained from the least 
squares fit. The values of 6.T, however, vary, and 
this variation can be used as a test of a structure­
based model for the phase transition, since the 
1(2850 cm- I)/1(2885 cm- I) ratio reflects primarily 
lateral chain-chain interactions, while the 1(2940 
cm- I)/1(2885 cm- I) ratio reflects trans-gauche 
conformational changes in addition to the lateral 
effects [14]. This suggests that different chain inter­
actions as probed by different spectral regions may 
either exhibit different degrees of cooperativity in 
the phase transition, different energies for the tran­
sition, or a combination of both effects. 

An even more striking comparison of tempera­
ture profiles for the cyclopentanoid derivative of 
DPPC can be seen in figure 7. Simultaneous mea­
surements of the C-H stretching and the C-C 
stretching mode regions showed a shift of 1.5° for 
the transition temperature for the C-C stretching 
profile, a shift which cannot be explained by the 
choice of intensities for forming the ratio as sug-

0.20 L--_---'-__ --'-_---IJ'-'-__ ....L.-__ ...L.-__ .L.-_----l 

Figure 6-A comparison of the temper­
ature profiles for three spectral fea­
tures in the C-H stretching region 
for 1,3/2-1P-dipalmitoylcyc1open­
tane-l,2,3-triol phosphatidic acid. 
For the 2850/2885 profile ( 0), 
To=43.6·C and t:..T=0.6 ·C; for 
the 2940/2850 profile (0), To 
= 43.4·C and t:..T = 1.0 ·C; for 
the 2940/2885 profile (t:..), To 
=43.6·C and t:..T=0.8 ·C. 
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Figure 7-A comparison of the temperature profiles for the C-C stretching 
and the C-H stretching mode regions for 1,3/2-1P-dipalmitoylcyc1open­
tane-l,2,3-triol phosphatidic acid. The difference in To for the two spec­
tral regions is 1.5 ·C. Spectral data for both stretching mode regions were 
generated simultaneously. 
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gested by the discussion accompanying eq (6). Al­
though the temperature intervals were too coarse 
to obtain precise values of ll.T, the difference in To 
between the two profiles suggests that lattice ex­
pansion precedes the intrachain trans-gauche iso­
merization as the bilayer undergoes the phase 
transition. (The change in the intensity ratio in the 
C-H stretching region is not only a function of the 
degree of trans-gauche isomerization but also the 
interactions between neighboring hydrocarbon 
chains [1].) It is just this type of molecular-scale 
information that provides insight into the molecu­
lar mechanism of the phase transition. Also, with­
out a statistical estimate of the uncertainty in To, it 
would not be possible to assess whether the ob­
served temperature difference is statistically signifi­
cant. 

Finally, returning to figure 6, an asymmetry can 
be observed in the shapes of profiles which cannot 
be explained by a thermodynamic equilibrium 
model. The curvature at low temperature appears 
to be gradual, while at high temperature the curva­
ture is quite sharp. Such an asymmetry is sugges­
tive of a coalescing of domains of liquid crystalline 
lipid to give a narrower distribution of domains of 
larger size toward the end of the transition. This 
behavior is similar to that implied by the model of 
Freire and Biltonen [15], and observed by Marsh et 
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al., using electron spin resonance techniques to ex­
amine the DPPC phase transition [16]. 

Conclusions 

We have outlined a systematic approach for ex­
tracting phase transition temperatures and van't 
Hoff enthalpies from temperature profiles derived 
from Raman spectral peak height intensity ratios. 
Within the degree of precision of the experimental 
data; namely, temperature intervals of I-2°C, tem­
perature measurement accuracy of 0.1 °C, and peak 
height intensity measurement accuracy of 1 to 5%, 
the simple, equilibrium, two-state model implied by 
eq (5) fits most of the experimental data to within 
measurement error. Alternatively, with the above 
degree of precision of the experimental data, it will 
not be possible to distinguish between more de­
tailed models. As a next step, therefore, in the sys­
tematic evaluation of phase transition behavior 
through Raman spectroscopic studies, the preci­
sion of the temperature and intensity measurements 
must be improved by an order of magnitude while 
decreasing the temperature intervals throughout 
the phase transition region by an order of magni­
tude. 
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The advantage of deriving an analytical expres­
sion for the Raman intensity behavior as a function 
of temperature lies in the development of statisti­
cally based assessments of competing models. Data 
such as the exact profile curvature immediately 
preceding and following the phase transition and 
hysteresis effects can be used for model testing 
only when the data are reproducible and the mea­
surement accuracy is controlled. A fruitful ap­
proach is to combine improvements in the model 
with improvements in the experimental proce­
dures, while using the statistical fit of analytical ex­
pressions to the data as a basis for testing both the 
model and the adequacy of the data. 

We appreciate the limitations of the present 
model. Although the two-state model conveys no 
information concerning the molecular nature or 
origin of the phase transition, the vibrational spec­
troscopic data provide a means for directly moni­
toring structural changes within the lipid bilayer 
over a large temperature range. The spectroscopic 
data are thus complementary to the calorimetric 
data. Moreover, the extraction of thermodynamic 
information from the spectroscopic studies pro­
vides confirmation that the spectroscopic and 
calorimetric studies are responding to the same 

APPENDIX A 

Development of an Analytical Expression 
for Describing the Effect of Temperature on 
the Spectrum of a Molecular System in 
Terms of a Two-State Model. 

The total Raman scattered intensity I at a partic­
ular frequency v can be expressed as: 

(At) 

where IAv and Iav represent the scattering intensi­
ties per molecule of molecules in each of two states 
A and B respectively and NA and NB are the num­
ber of corresponding molecules per scattering vol­
ume. The presence of other substances which may 
contribute to the overall scattering intensity will 
not affect the derivation that follows, since an ex­
pression of the form 

(A2) 

122 

phenomena. This aspect is particularly important in 
the study of lipid systems where sample history in­
fluences the manifestation of conformational 
changes. As the next step in the development of the 
model, further detail concerning boundary effects 
between domains should be included along with a 
variation of the domain size distribution through 
the phase transition. 

With an increased number of parameters in an 
analytic expression for the phase transition profiles 
comes a demand for greater data density through­
out the phase transition region. We have already 
indicated the need for decreased temperature inter­
vals. The comparison of temperature profiles ob­
tained from different spectral regions promises to 
provide extremely useful tests for molecular-scale 
descriptions of the phase transition and the atten­
dant molecular dynamics. 

The course of the research described in this pa­
per was strongly influenced by discussions with 
Dr. James S. Vincent and Dr. Terrell L. Hill. Their 
assistance is gratefully acknowledged. 

where N' is the number of other scattering 
molecules, can be rewritten as 

(A3) 

I~v and IJn" as defined, are functions, therefore, of 
the composition of the sample as well as the intrin­
sic scattering properties of the molecules of interest 
in states A and B. The temperature dependence of 
Iv, however, will be determined by the temperature 
dependence of NA and N B • The purpose of the fol­
lowing mathematical treatment is to determine an 
explicit analytical expression for this temperature 



Journal of Research of the National Bureau of Standards 

dependence. And since the treatment deals only 
with the numbers NA and N B , it is also applicable to 
absorption spectra in concentration ranges where 
the transmitted intensity or its logarithm is a linear 
function of concentration; that is, where Beer's 
Law is obeyed. 

We let Nn be the number of domains of size n of 
which N nA are in state A and NnB are in state B. The 
number of molecules in states A and B are then 

(A4a) 

and 

(A4b) 

In a closed, one-component system in contact 
with a heat bath at pressure constant pressure p, 
the differential expression for the internal energy of 
the system is 

dE = TdS -pdV +l: p.ftndn +l: {LndNn (A5a) 
n n 

where 

p'n =(IINn)(oElon)s, V,N".m (A5b) 

and 

{Ln = (oEloNn)s. v, n.Nm 
(ASc) 

and where m refers to· domains of all sizes other 
than n. The terms p.ftndn and {LndNn represent a 
separation of the total chemical potential of the sys­
tem into two factors: one factor associated with 
changing the number of molecules in a given do­
main and the other with changing the number of 
domains of a particular fixed size. In considering 
the effects of temperature on the number of do­
mains in state A or state B, processes involving dn 
will be excluded. That is, only processes involving 
dNnA and dNnB , where dNnA = -dNnB , will be al­
lowed. 

The Gibbs free energy G for a system consisting 
of a mixture of domains of varying but distinguish­
able size in one of two states, A or B, can then be 
written as: 

(A6) 

where 

N=l: N n =l: NnA +NnB (A7) 
n n 

is the total number of domains in the system and 
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where the chemical potentials {LnA and {LnB are the 
free energies of domains of size n in states A or B 
respectively. The condition for equilibrium be­
tween states A and B is then: 

(AS) 

We define the partition coefficients for the system 
of domains as: 

(A9) 

where 

r~i Z ~nI ni=(N;J! (AID) 

and 'ni is the partition function for a domain of 
size n in the state i. The chemical potential can also 
be defined in terms of the Gibbs free energy as: 

{Lni = (oG/aNni)r,p. n.Nmj (All) 

and the Gibbs free energy can be expressed in 
terms of the partition function Z as: 

G = -kTlnZ +pV. (AI2) 

Combining equations (AS) through (A12) and in­
voking Stirling's approximation for the logarithm 
of factorials gives: 

where 

AG~=-kTln~ 
'nA 

(A 13) 

(AI4) 

is the standard state free energy change for do­
mains of size n. The number of molecules in state A 
is then given by: 

(A15a) 

and in state B by: 

(A15b) 

The temperature dependence of the intensity of a 
Raman spectral feature, which depends on NA and 
N B , is contained in the terms AG2IkT. As defined, 



Journal of Research of the National Bureau of Standards 

b.G~ is the difference in free energy between two 
domains of size n, one in state A and one in state B. 
For the simplest approximation to this difference, 
we let aG~ =n b.G~ and aG~B =n b.Gj where aG~ 
and b.Gj are the standard state free energies of indi­
vidual molecules in states A and B respectively. 
This approximation is not exact because changes in 
the free energy of the domains will be affected by 
the domain boundaries. That is, we have defined 
the free energy of domains strictly for the internal 
degree of freedon associated with the order-disor­
der phase transition of the lipid hydrocarbon 
chains. The free energy changes associated with 
this phase transition involve not only intramolecu­
lar but intermolecular interactions as well. Individ­
ual molecules at the boundaries between domains 
in different states will possess different intermolec­
ular interaction energies in comparison with 
molecules within the domains themselves. The fac­
torization of the partition function Z in eq (A9) into 
a product of single domain partition functions is 
also one that ignores boundary effects by assuming 
that the energy of interaction between domains is 
negligible. aG~ and aGj as defined represent an 
average value of the free energy per lipid molecule 
for an average domain size. The definition of what 
constitutes an individual molecular species is flex­
ible. A molecular species could refer to a complete 
lipid molecule, a single hydrocarbon chain or even 
a single -CH2-CH2-CHr triad, the smallest unit for 
defining a trans or gauche conformation. The im­
portant point is to ensure that the single unit free 
energy, b.G~ or aGj, is consistent with the defini­
tion of that single molecular unit. In the remainder 
of this discussion, the unit will be taken as a single 
lipid molecule consisting of two chains. 

Substitution of aG~A=nb.G~ and aG~B=naG8 
into eq (A 15a) yields: 

(AI6) 

Note that a molar scale has been adopted for the 
exponential term so that aGo is the free energy 
change per mole of lipid molecules, R is the gas 
constant, but n retains its definition as the number 
of molecules per domain. If n is large and if aGo 
differs from 0, the exponential value is eq (A 16) 
rapidly approaches 0 or infinity depending on the 
sign of aGo and exhibits the discontinuity charac­
teristic of a simple, first order phase transition. For 
smaller values of n (typically < tOO), the system 
exhibits a more continuous transition from state A 
to state B and can be described in a manner 
analogous to a two-component system in chemical 
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equilibrium. Since we know from experiment that 
pure lipid bilayers exhibit sharp phase transitions, 
we anticipate that n will be sufficiently large to 
allow expansion of aGo IT in a power series about 
T=To the temperature at which NA =NB : 

aGOIT=(aGOIT)/ +a(aGolT)/aTI'T -To) 
T=To It=To 

+ 1/2 a2(aGOIT)/aT2
/ (T _TO)2. (A17) 
T=To 

We define the standard state for each domain as the 
one for which NA =NB, so that b.Go=O at T=To. 
The derivative of aGolT with respect to T can be 
evaluated from the Gibbs-Helmholz equation ex­
pressed in terms of differences in partial molar en­
thalpies; namely, 

(AI8) 

where tJI =H B - HA • From this expression the sec­
ond derivative of b.GoIT with respect to T can be 
calculated: 

a2(b.Go/T)/a T2 =2WIT3 
- (lIT2)(aW/a T) 

(AI9) 

Identifying ailla T as the molar specific heat at 
constant pressure, Cp , substituting eqs (AI8) and 
(AI9) into eq (AI7), and rearranging, the Taylor 
series expansion of AGO IT becomes: 

b.GO IT = - (MITo)(T - To)ITo 

+ (AiiITo-b.CpI2)[(T - To)lToF (A20) 

In general, phase transitions for lipids have been 
observed to be quite sharp with complete conver­
sion occurring over a range of less than· 10K. 
Thus, at phase transition temperatures on the order 
of 300 K, (T-To)lTo<.03 for T-To<10 K. l!.n­
less b.Cp is an order of magnitude larger than WI 
To, the second term of eq (A20) can be ignored. 

Wilkinson and Nagle have measured the heat ca­
pacities of several lipids within 5 K above and be­
low their main phase transitions [17]. As the phase 
transition temperature is approached from lower 
temperatures, Cp increases dramatically over the in­
crease in Cp observed for normal alkanes [18]. 
Above TOt Cp is higher for the lipid systems than 
for the alkanes and decreases with increasing tem­
perature. However, b.Cp does not appear to in­
crease significantly and may actually be lower than 
the value determined for the solid-liquid phase 
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transitions in alkanes. The anomalously high values 
of Cp for lipids can be expected to occur when the 
phase transition is abnormally sharp; namely, over 
a temperature range of a degree or two where 
(T - To)/To<JXJ5. Consequently, we assume that 
the temperature dependence of flGo/T can be ade­
quately described by the first term in eq (A20). 

Substitution of the first term of eq (A20) into eq 
(A 16) gives for the number of molecules in state A , 

NA =l: nNn/(1 +etn) (A21) 
n 

where, for simplicity, we have defined a reduced 
temperature ( as 

(=(T - To)/D =MI(T - To)/RTJ (A22) 

and the scale factor D as 

(A23) 

Similarly, 

NB =l: nNn/(1 +e-tn
) (A24) 

n 

!he magnitude of D may be estimated by letting 
illl=IO kcallmole and T 0=330 K so that D=20 K. 
For n = 100 and T - To> 1 K, NA <N /100. 

Equations (A21) and (A24) are still too complex 
to be used for a least squares analysis of the temper­
ature dependence of spectral intensities in the 
vicinity of a phase transition. The next step in the 
development is to replace the summations in eqs 
(A21) and (A24) with some suitable average over 
the distribution of domain sizes. The distribution of 
domain sizes is given by Nn as a function of n 
where Nn satisfies the following conditions: ' 

(A25) 

and 

(A26) 

and where the moments of the distribution are de­
fined as 

<nk> =(1IiV) l: Nnn k (A27) 
n 

The substitution of <n > into eq (A21), 
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would imply that <n >k= <nk> for an k, which 
would be inaccurate for all but the narrowest of 
distributions. A better approximation is 

(A29) 

Equations (A28) and (A29) both give the correct 
asymptotic behavior when compared with eq 
(A21). Both expressions have inflection points at 
(=0. However, eq (A29) also gives the correct 
slope at (=0, namely -N<n2>/4, whereas eq 
(A28) gives -N<N>2. 

Since eq (A29) is congruent with eq (A21) at 
(=0 and ± 00 and since neither eq (A29) nor (A21) 
has any minima or maxima other than + 00 and 
- 00, we conclude that eq (A21) may be approxi­
mated by a single term, namely 

(A30) 

where N=N<n> and neff=<n2>/<n >. Simi­
larly, eq (A24) can be approximated by 

(A31) 

where N and neff have the same values as in eq 
(A30) in order to conserve the total number of 
molecules in the system. In practice, N and neff will 
be adjusted to give the best overall agreement be­
tween eqs (A30,A31) and (A21,A24). 

The accuracy of this single-term approximation 
can be tested by assuming a distribution function 
for n and comparing eq (A30) directly with eq 
(A21). This was done for a set of lognormal distri­
butions as described in the main body of this paper. 

Equations (A30) and (A31) can now be used in 
eq (AI) to describe the intensity of a Raman spec­
tral feature as a function of temperature: 

(A32) 

where, as before, t =(T - To)/D, but where the ex­
plicit reference to neff has been absorbed into the 
definition of D, namely, 

D = (R TJ)/ MI neff (A33) 

and where explicit reference to the number density 
N has been absorbed into the definitions of the scat­
tering intensities IAI/ and 181.1' 
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APPENDIX B 

The Least Squares Fit. 

A computer program has been written to analyze 
the temperature dependence of Raman spectral 
data by fitting the data by the method of least 
squares to eq (5). Several features of this program 
are worth noting. Equation (5) is a linear function 
of the parameters A, B, a and b and a nonlinear 
function of To and D. Thus, the parameters of Eq 
(5) are evaluated using an iterative approach in 
which r is expanded in a Taylor series for each of 
the parameters about its currently estimated value. 
The series is terminated at its linear terms. The val­
ues of robs - r calc are used as the dependent variables 
and the derivatives of r with respect to each of the 
parameters as the independent variables. From a 
linear fit of rom - r calc to the derivatives of r, the 
corrections to the parameters are obtained and the 
process is repeated using the new values of the 
parameters until the changes in the parameters for 
each iteration are significantly lower than the stan­
dard deviations of the parameters. 

The least squares fit is a weighted fit. If we as­
sume that errors in the measured intensities are ran­
dom, uncorrelated and are drawn from a single, 
normally distributed population of errors, and if we 
let s be the estimate of the standard deviation of 
that population, then the variance of a particular 
value of an intensity ratio is given by 

(Bl) 

where 

rJ2=ltl1z and s2(IJ)=s2. Thus, the errors in the in­
tensity ratios are not normally distributed but in­
stead, depend on the magnitude of r and the 
intensity in the ratio denominator. Correspond­
ingly, each ratio is given a weighting factor in the 
least squares fit proportional to the inverse square 
of its uncertainty, namely, 

(B2) 

By setting the proportionality factor to unity rather 
than lIs2 as suggested by eq (B1), the standard de-
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viation returned by the fit should be a measure of 
the uncertainty of the Raman intensities. Compari­
son of the standard deviation of the fit with esti­
mates of the uncertainty in the measured intensities 
demonstrated that eq (5) is capable of fitting the 
experimental data to within currently obtained 
measurement error. 

The algorithm for the least squares analysis fol­
lows a Gram-Schmidt orthonormalization proce­
dure. This procedure has been extensively tested 
[19] and a comparison between calculations using 
single and double precision gave identical results 
(to the degree of precision reported) indicating that 
the computation is free from numerical artifacts. 

The major problem encountered in the analysis 
of the temperature profiles is associated with those 
situations in which the observed data are insuffi­
cient to determine the apparent phase transition 
temperature To and the scaling parameter D. The 
remainder of this section will deal with those situa­
tions. 

The parameters To and D are determined solely 
from those data near T = To, whereas A , a, Band b 
are determined primarily by data from the high and 
low temperature asymptotes of eq (5). The range 
around To for which D and To can be determined is 
the range in which r deviates significantly from the 
asymptotes A +a(T-To) and B+b(T-To). A de­
viation is defined as "significant" by the number of 
standard deviations by which a measured ratio dif­
fers from each of the asymptotes. In particular, for 
a measured ratio to contribute to the determination 
of D and To, we require 

(B3a) 

and 

I r; - (B +b (T; - To») I > Is/V w,. (B3b) 

where rj is the value of the intensity ratio at the 
observed temperature Ti • A, a, B, b and To are the 
values of the parameters determined by the least 
squares fit; Wi is the weight of the i th datum used 
in the least squares fit; s is the standard deviation 
returned by the least squares fit; and! is a multi­
plicative factor to allow for a more or less stringent 
test. The quantity, sNW;, is the estimated uncer­
tainty in the experimental value of the r h ratio. 
Equations (B3a,b) state that for the purpose of con­
tributing to the evaluation of To and D the value of 
an observed ratio must differ from both asymptotic 
limits by an amount greater than some mUltiple! of 
the expected measurement uncertainty at that tem-
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perature. If the conditions of eqs (B3a,b) are met, 
we say that a measurement falls within the transi­
tion interval. Equations (B3a,b) define the tempera­
ture interval; the number of experimental data 
falling within this interval determines the reliability 
with which D and To can be estimated. In particu­
lar, the number of data falling within this interval is 
the appropriate number to use in calculating the 
number of degrees of freedom for the estimation of 
confidence intervals from a student's t distribution. 

If no measured temperature falls within the tran­
sition interval, neither To nor D can be estimated by 
a least squares fit of the data to eq (5). If one mea­
sured value falls within the interval, only To can be 
estimated, but not D. Furthermore, the value of the 
uncertainty in To returned by the least squares fit 
must be multiplied by a factor of 12.7, the value of 
t from the student's t distribution for one degree of 
freedom and confidence limits of 95%. If two mea­
sured values fall within the interval, both To and D 
can be estimated, but the estimates of their uncer­
tainties must be multiplied by 4.3, the value of t 
from the student's t distribution appropriate for 
two degrees of freedom. Should more than two 
measured values fall within the transition interval, 
To and D can be determined with increasing reli­
ability. 

When less than two points fall within the transi­
tion interval, bounds can be placed on the values of 
To and D, even though To and D cannot be deter­
mined precisely. In order to place bounds on To 
and D, bounds must be placed on the transition 
interval. The transition interval can be estimated 
by combining eqs (B3a,b) with eq (5) to give, ig­
noring terms in a and b, 

where 

Fx =2In(IB-A I~W -1) (B4) 

and W is the average weight of a measured value in 
the vicinity of the phase transition temperature. 
The transition interval Tx is the temperature inter­
val over which r varies from A +a(T - To)±fs/ 
VW to B+b(T-To)+fsNW, where the upper 
sign is chosen if A <B and the lower sign if B <A. 

If no measured temperature falls within the tran­
sition interval, as tested by eqs (B3a,b), we know 
that 

(B5) 

where Td is the temperature interval between the 
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successive data pair above and below the phase 
transition temperature. Thus, from eq (B4) 

(B6) 

In calculating the value of A, a, Band b, D is held 
fixed at its average value in the range defined by eq 
(B6); namely 

(B7) 

and To is given as the midpoint between the two 
measured temperatures spanning the phase transi­
tion interval. Depending on the precision of the 
Raman intensity measurements relative to the dif­
ference between A and B, Fx typically varies from 
2 to 9. Most of the time a value of/=2 is used in 
eqs (B3a,b) and (B4). Substitution of AT=4D into 
eq (B6) yields 

(BSa) 

and 

(BSb) 

If one measured temperature T; falls within the 
transition interval, 

(B9) 

where 2Td = T; + 1-T; -1 is twice the average 
data interval of the three measured temperatures 
spanning the transition interval. As with the case of 
no measured temperature falling within the inter­
val, D is assigned the average value implied by the 
range of eq (B9); namely, 

(BlO) 

and AT is reported as 

(BI1) 

To is estimated by the least squares fit of all the data 
to eq (5) but is determined, almost exclusively, by 
the value of r at T; relative to A and B. 
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1. Introduction 

Number 2 

Standardized methods for the primary 
free-field calibration of laboratory stan­
dard microphones deal with Type L 
(ANSI S1.10-1967, R1977) "one-inch" 
diameter microphones. However, the 
use of "1/2-inch" diameter microphones 
for measurement of the sound pressure 
level in acoustic fields is increasing. 
Consequently, the NBS has developed a 
fixed-cost measurement service for the 
free-field calibration of these micro­
phones by the reciprocity method over 
the range 2.5 kHz to 20 kHz. For this 
service, the apparatus and procedures, 
including essential properties of the ane­
choic chamber in which the calibrations 
are performed, are described. Opportu­
nities for improvements are noted. The 
frequency-dependent positions of the ap­
parent acoustic centers of the micro­
phones were obtained. The overall 
uncertainty estimate for free-field cali­
bration, expressed as the sum of the 
magnitude of credible bounds on the 
systematic component (s) and the ran­
dom component (2cr, where cr is the 
standard deviation) is 0.16 dB or better 
(s=0.06 dB, 2cr=0.1O dB) at frequen-

March-April 1987 

cies 1.25 kHz <f" 5 kHz, and 0.07 dB 
or better (s=0.02 dB, 2cr=0.05 dB) for 
5 kHz <f" 20 kHz. Comparison for 
given microphones of the measured dif­
ference between free-field and pressure 
response levels with the difference cal­
culated by diffraction theory (derived 
by Matsui) indicates agreement of 0.16 
dB or better in the low-frequency range 
(1.25 kHz to about 4 kHz) where free­
field reciprocity measurements encoun­
ter the greatest experimental difficulties. 
This agreement is consistent with the es­
timated uncertainties of free-field and 
pressure calibration by the reciprocity 
method. 

Key words: acoustic calibrations; 
acoustic measurements; anechoic cham­
ber measurements; calibration; free-field 
microphone calibration; metrology; mi­
crophone calibration; plane-wave free­
field acoustic measurements; reciprocity 
calibration methods; standards: acousti­
cal; traceability: acoustical measure­
ments; transducer calibration 
(reciprocity). 
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The two different electroacoustical responses 
(sensitivities) that are most frequently requested of 
the microphone calibration services at the National 
Bureau of Standards (NBS) are the pressure re­
sponse (pressure sensitivity) and the free field re­
sponse (free-field sensitivity). Both are usually ex­
pressed in terms of the ratio of the open-circuit 
voltage (at the output of the microphone) to a 
sound pressure in the acoustic field in which the 
microphone is located, for a given frequency of ex-

citation in the sinusoidal steady state (units: V IPa). 
Throughout this paper, the voltages, currents 

and sound pressures are the rms (root-mean-square) 
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values of the sinusoidal quantities. Although these 
quantities will in general have phase differences be­
tween them, such differences do not figure in stan­
dardized calibration by the reciprocity method. 
Calibration for phase response by this method is a 
subject for further research and standards yet to be 
determined. 

At a given frequency in the sinusoidal steady 
state, the pressure response is the ratio of the out­
put voltage of the microphone to the sound pres­
sure uniformly distributed over the exterior surface 
of the microphone diaphragm. The pressure re­
sponse is generally determined using the reciproc­
ity technique and acoustic couplers essentially 
enclosing a coupling cavity into which the micro­
phone diaphragms are introduced. The pressure re­
sponse is needed for measurement of the sound 
pressure level in cavities or couplers, as in the cali­
bration of audiometric and other earphones and 
many types of acoustic calibrators. 

At a given frequency in the sinusoidal steady 
state, the free-field response is the ratio of the out­
put voltage of the microphone to the sound pres­
sure which existed at the microphone's acoustic 
center (or specified reference point) prior to the 
introduction of the microphone into the path of a 
plane progressive sound wave. The direction of 
propagation of this wave has a specified orientation 
with respect to the principal axis of symmetry of 
the microphone, and for the most precise labora­
tory standards purposes is usually chosen parallel 
to this axis, so that the direction of propagation is 
perpendicUlar to and toward the diaphragm surface 
of the microphone. This orientation is usually 
termed normal incidence. The free-field response 
differs from the pressure response due to diffrac­
tion effects associated with the relation between 
the wavelength of sound and the physical dimen­
sions of the microphone and its mounting, with the 
difference becoming large at frequencies suffi­
ciently high that a wavelength becomes compara­
ble to or smaller than these dimensions. For 
practical laboratory standard microphones, these 
diffraction effects are sufficiently large at frequen­
cies of interest that free-field calibrations are 
needed for the most azcurate acoustical measure­
ments under free-field conditions. 

Currently applicable standardized laboratory 
methods for the primary free-field calibration of l­
inch nominal diameter laboratory standard micro­
phones (hereafter termed "t-inch" microphones; 
their actual diameter is about 0.936 inch or 23.77 
mm) by the reciprocity method have been available 
for over a decade. However, many of the micro­
phones used for precision acoustical measurements 
have a nominal diameter of one-half inch (hereafter 
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termed 1I2-inch microphones; the actual diameter 
at the mounting base is about 0.500 inch or t2.7 
mm). Such microphones are usually used for deter­
mining the sound pressure level (SPL) in acoustic 
fields, rather than in cavities or couplers. The use 
of the smaller size microphones can be expected to 
increase with the availability of 1/2-inch micro­
phones which are as sensitive as those of the "l­
inch" size. Thus, the capacity to perform free-field 
reciprocity calibrations for 1/2-inch microphones 
has been added to the NBS fixed-cost microphone 
calibration services. Refinements in electronic in­
strumentation, apparatus, and procedure have en­
abled these services to attain accuracies 
comparable to or better than those that had been 
achieved at NBS for calibration of "I-inch" micro­
phones. The purpose of this paper is to describe the 
methods, apparatus, procedures, and uncertainties 
associated with the free-field reciprocity calibra­
tion of t/2-inch microphones at NBS. 

2. Method 

The theory for reciprocity calibrations using 
harmonic excitation has been well developed [1-5]1 
and appears in both a domestic (ANSI) standard 
[3] and an international (IEC) standard [5]. This 
theory will not be repeated in depth here. An ex­
tensive bibliography is found in reference [3]. 
Briefly, three microphones are used for a calibra­
tion. The procedure of specific measurements per­
formed on the three microphones can be chosen 
either to determine the sensitivities of all three mi­
crophones, in which case we denote the procedure 
as the "three-microphone method," or to deter­
mine the sensitivities of two of the three micro­
phones with the third microphone used only as a 
source, in which case we denote the procedure as 
the "two-microphone method." 

For the three-microphone method, the micro­
phones are used sequentially as source and re­
ceiver. At each frequency of interest for each of 
the three sequentially performed measurements, 
the ratio of the receiver output voltage to the 
source input current is determined. These results 
are combined with reciprocity theory and the val­
ues of other pertinent parameters of the method to 
determine the free-field sensitivities of the three mi­
crophones. 

For the two-microphone method, the ratio of the 
receiving output voltage from each of the two mi­
crophones being calibrated to the voltage applied 
to the third microphone driven to act as a sound 

I Bracketed figures refer to literature references. 
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source is measured sequentially; first, for one re­
ceiving microphone at all frequencies of calibra­
tion, next, for the other receiving microphone, af­
ter it has been substituted for the first receiving 
microphone. These ratios are then combined to de­
termine, at each frequency of interest for a given 
free-field sound pressure, the ratio of the output 
voltages of the two microphones being calibrated. 
This ratio effectively determines the ratio of the 
sensitivities of these two microphones. One of 
these microphones is then used as the receiver and 
the other as the source, and the ratio of the re­
ceiver voltage to source drive current is deter­
mined. This ratio is combined with the ratio of 
sensitivities, reciprocity theory, and the values of 
other pertinent parameters of the method to deter­
mine the sensitivities of the two microphones being 
calibrated. 

The techniques used by the NBS will be intro­
duced by first considering the formulas from which 
the microphone sensitivities are determined from 
the measurements for the three-microphone 
method and the two-microphone method given in 
reference [5]. Using the notation of reference [3], 
when applicable, the three-microphone method 
yields the following equation for the magnitude of 
the sensitivity of the microphone (a): 

(1) 

where rx/x ,y =a,b,d) is the distance between the 
acoustic centers (as defined in reference [3]) of mi­
crophone x and microphone y, I is the driving fre­
quency, iy is the complex amplitude of the driving 
current through microphone y, ex is the complex 
amplitude of the output voltage of microphone x, 
a is the attenuation coefficient of sound in air at 
frequency I, and po is the ambient density of air. 
For the two-microphone method the magnitude of 
the sensitivity of microphone (a) is given by 

We first consider the merits of each of these 
methods. If three microphones are being calibrated 
at the same time, the three-microphone method 
gives directly the sensitivities for all three micro­
phones. However, the two-microphone method 
gives a result which, for a given expenditure of 
labor and cost of apparatus, is more accurate in 
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many practical cases. With this method only one 
measurement of current, which involves measure­
ment of microphone driving-point electrical 
impedance (sometimes expressed in terms of the 
microphone capacitance) in our technique [4], is re­
quired instead of three. The uncertainty due to er­
ror in this particular portion of the measurement is 
reduced. Significant advantage is found when mea­
suring the output of two conventional, low-sensi­
tivity (Le., with response levels of about - 38 dB re 
tV /Pa, as distinguished from high-sensitivity, with 
response levels about - 26 dB re I V /Pa) 1I2-inch 
microphones. The magnitude ratio of the output 
voltages of the two microphones [I ea/ eb I in eq (2)] 
can be determined using a high-sensitivity 1I2-inch 
microphone or a "I-inch" microphone as the 
source. With either of these microphone types, the 
SPL will be more than 10 dB higher over most of 
the frequency range than it otherwise would be for 
two of the three required output level determina­
tions. This higher SPL produces a higher signal-to­
noise ratio which gives a better calibration 
accuracy at the lower frequencies of calibration 
(for which the signal-to-noise ratio is lower) and 
reduces the time required for making the measure­
ment by reducing the signal processing time re­
quired to reduce uncertainty introduced by the 
noise. The two-microphone method will be dis­
cussed throughout the remainder of this report. 

Accurate methods and apparatus for deriving 
the calibration, using attenuator settings to deter­
mine the ratios of the source voltages to the re­
ceiver voltages and the driving-point electrical 
impedance of the source (reversible) microphone 
(which is derived from an attenuator setting and a 
known resistance) have been described [3,4]. 
Specific adaptation of these methods to free-field 
measurements and a description of the apparatus 
employed at the NBS are provided in section 3 of 
this paper. 

Using eq (2) and its counterpart for IMfbl [3,5], 
the equation for the response level Ru (x =a,b) in 
dB re I V /Pa can be expressed as 

+Do db re IV /Pa (3) 

+Do db re IV /Pa (4) 

where 
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Do = 10 IOglO~~~51] +4.343 a 'ab+ 19.605 (5) 

'.b is the distance in meters between the acoustic 
centers of microphones (a) and (b) 

Ps is the barometric pressure in pascals 

T is the absolute temperature in kelvins 

C 1 
• 21TfIZ.I· 

(6) 

where I Z.I is the magnitude of the driving-point 
electrical impedance of the reciprocal microphone 
(used as a sound source) in ohms. 

The quantities Axy (x =a,b, y =a,d), which are at­
tenuator settings of the calibration apparatus in 
decibels, are defined in section 3.1. 

The accuracy of the calibration can be improved 
by reversing the functions of the microphones (a) 
and (b), taking the second set of measurements, and 
averaging the results of these two sets. 

Oscillator 

Digital 
Voltmeter 

Amplifier 

Isolation Transformers 

3. Apparatus 

3.1 Block Diagram 

The block diagram of the electronic instrumenta­
tion is shown in figure 1. The applied sinusoidal 
signal from the oscillator will take one of two 
paths, depending upon the setting of the switch, S 1. 
The details of the switch are shown in figure 2. 
When SI is set to position "S," the drive signal is 
applied to the source microphone. The sound gen­
erated by the source microphone is picked up by 
the receiving microphone and preamplifier, ampli­
fied by the measuring amplifier, and then detected 
by the lock-in amplifier and indicated by the digital 
voltmeter. When the switch is set to position "A," 
the signal is electrically applied through the attenu­
ator so that the output of the attenuator acts as a 
voltage source in series with the electrical termi­
nals of the receiving microphone. The electrical 
path following the receiving microphone remains 
the same. The precision attenuator, which can be 

Switch Box S1 

o 
Oscilloscope 

Precision 
Attenuator 

Source 

Frequency 
Counter Digital 

Voltmeter 

Figure I-Block diagram of the equipment used for the free-field calibration of microphones. 
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Figure 2-Switch box, showing nominal resistance values and measured values of attenuation. 

incremented in steps of 0.01 dB, is adjusted so the 
output voltage as detected by the lock-in amplifier 
is the same for the two switch settings. The reading 
of the attenuator, therefore, expresses the ratio of 
the source drive voltage to the receiver micro­
phone output voltage. This quantity is denoted Axy 
(x =a,b; y =a,d) in eqs (3) and (4), where x and y 
refer to the receiving and source microphones, re­
spectively. Using this method, it is not necessary to 
know the absolute values of the drive and receiv­
ing voltages. The source switch (fig. 2) is left in 
position I when making measurements, and is 
turned to position II (Source Off) when removing 
or attaching the source microphone. 

3.2 Synchronous Detector 

The transmitting microphone acts as a very small 
single-sided electrostatic loudspeaker unit (al­
though with a stiff diaphragm having a very high 
fundamental resonance frequency). Consequently, 
the drive voltage should be small relative to the 
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applied dc polarizing voltage for the unit to behave 
as an essentially linear transducer [6], as well as to 
avoid ionization breakdown of the air between the 
diaphragm and backplate and potentially excessive 
stress within the diaphragm itself. The largest 
value of ac drive voltage used at the NBS is 10 
volts rms. This limits the sound pressures, and 
therefore voltages, developed at the receiving mi­
crophone during calibration to rather low values, 
especially at the lower frequencies of calibration. 
For example, with many widely used 1I2-inch pre­
cision condenser microphones as both the transmit­
ter and receiver, separated by a distance of 20 cm, 
the output voltage at the receiving microphone at 
1500 Hz is of the order of one microvolt. The at­
tenuation relating receiver output voltage to trans­
mitter drive voltage is approximately 140 dB for 
these conditions, and signal-to-noise ratio of the 
measurements is a critical problem at the lower fre­
quencies of calibration. 

In order to obtain an adequate signal-to-noise ra­
tio from the output of the receiving microphone 
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narrow-band filters or signal averaging techniques 
must be used. A self-tuning lock-in amplifier makes 
a particularly convenient type of filter because of 
its narrow, but adjustable, bandwidth and its abil­
ity, when provided with a suitable reference signal 
phase-locked to the calibration signal, to track this 
calibration signal automatically. 

Because of the use of the insert-voltage method 
to obtain accurate measurements that are relatively 
insensitive to many of the specific characteristics of 
the electronic instruments that are used in the ap­
paratus (see sec. 2.1 of ref. [3] and the switching 
arrangement in fig. 1), the phases of the signals se­
quentially produced at the output of the receiving 
microphone by the driven source microphone and 
by the inserted attenuator signal usually will not be 
the same with respect to the reference signal from 
the oscillator. Use of the insert voltage method, 
however, requires that the amplified and filtered 
(or otherwise detected) outputs of the microphone 
be equal in magnitude whenever these sequentially 
produced microphone output signals are of equal 
magnitude. Consequently, for a given magnitude of 
input signals, the voltage magnitude detected and 
indicated by the lock-in amplifier must be essen­
tially independent of the relative phase of its input 
and reference signals. 

Some commercially-available units achieve this 
essential independence by shifting the phase of the 
reference signal to match that of the input signal. 
In any event, since a specification for the degree of 
such independence is not normally included in 
manufacturers' specifications of lock-in amplifier 
performance, it is necessary to measure this degree 
of independence before using a lock-in amplifier as 
shown in figure 1. The lock-in amplifier used was 
found to have (for a given magnitude of input sig­
nal) an output independent, within 0.01 dB, of the 
relative phase of the input and reference signals, 
and was therefore considered to be a satisfactory 
detector for the amplified, band-pass filtered, A­
weighted (to reduce low-frequency noise) output 
of the receiving microphone. Time constants typi­
cally ranging from 0.3 to 30 s, and occasionally to 
100 s, are used when making measurements. With 
the longest time constant, (100 s) long-term drift in 
the system of figure 1 can reduce the accuracy of 
measurements. The time constant determines the 
bandwidth of the detector and, therefore, the low­
est signalleve)s that can be measured to the desired 
accuracy for a given signal-to-noise ratio at the in­
put, provided that the dynamic reserve capability 
of the lock-in amplifier is not exceeded (i.e., pro­
vided that this amplifier is not significantly influ­
enced by noise or Fourier components of the input 
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signal that lie outside the passband). The A-weight 
ing and one-third-octave band-pass filtering prior 
to the input of the lock-in amplifier eliminate har­
monic Fourier components to which the lock-in 
detector might otherwise respond and ensure that 
the lock-in amplifier is operated within its dynamic 
reserve capability. 

3.3 Grounding 

Although the grounding procedures used are 
straightforward, they must be carefully followed 
since the magnitUde of the crosstalk voltage must 
be less than 0.1 percent of the signal voltage magni­
tude for the error in signal measurement to be less 
than 0.01 dB. A seemingly slight variation in the 
grounding procedures can produce a crosstalk 
level that is higher than the desired signal. The 
ground connections and signal leads are shown in 
figure 1. The ground is carried through by only 
one path. A problem arises because the lock-in am­
plifier has two inputs, one for the signal and one for 
the reference. The signal path to the reference 
channel, therefore, uses two audio-frequency trans­
formers in cascade for isolation of the ground. 
(One transformer did not give sufficient isolation, 
presumably because of capacitive feedthrough.) 
Each piece of equipment has the power ground 
broken by means of three-pin to two-pin adaptors 
at the connection to the power line. For consider­
ations of safety, the entire system is grounded to 
earth at the attenuator panel, although connecting 
this ground makes no difference in the crosstalk 
level. 

3.4 Preamplifier and Microphone Ground Shield 

The preamplifier is a modified version of a com­
mercially-available device (Bruel and Kjaer Type 
2619)2 commonly used with 1/2-inch microphones. 
The heater has been removed to prevent thermal 
gradients and atmospheric convection from influ­
encing either the microphone or the sound trans­
mission path between transmitter and receiver, and 
thus affecting the measurements. The center con­
nector shield has been grounded, and a plastic insu­
lating ring has been installed so that the 
microphone cartridge body shell can be connected 
to a shielded lead that is used to provide the insert 
voltage. The geometry of the center pin shield has 
not not been changed. Figure 3 shows the ground-

2 This item is identified only in order to adequately specify the 
apparatus, and such identification in no way implies that this 
item is the best or the only commercially available device that 
could be used for the intended purpose. 
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shield and other key dimensions of the modified 
preamplifier without electronics. The preamplifier 
is coaxially mounted on a hollow rod of 12.7 mm 
(lI2-in) external diameter. 

3.5 Transmitter 

The transmitter to which the source microphone 
is connected is mechanically identical (with regard 
to key dimensions A through J) to the preamplifier. 
Instead of the preamplifier, a shielded lead is con­
nected to the center pin that contacts the center 
conductor of the microphone. The electrical con­
nection to the microphone body is effected by 

INSULATOR ---.... EI 

means of a shielded lead so the driving-point elec 
trical impedance of the microphone can be mea­
sured in situ. Figure 3 shows the key dimensions of 
the transmitter assembly. The transmitter is also 
coaxially mounted on a hollow rod of 12.7 mm 
diameter. 

3.6 Mounting 

The rods supporting the preamplifier and trans­
mitter are passed through bearings on opposite walls 
of a small anechoic chamber. The rod supporting 
the transmitter is normally fixed in one position. 
The rod supporting the preamplifier is attached to 
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Figure 3-Cross section of the 
preamplifier to which the re­
ceiving microphone is attached, 
and the assembly on which the 
transmlttlOg microphone is 
mounted, showing ground­
shield and other key dimen­
sions. The dimensions A 
through J are the same for the 
preamplifier and transmitting 
microphone assembly. In the 
transmitter, the preamplifier is 
replaced by a shielded lead to 
the center contact pin. 
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a screw-driven mechanical slide with a line-scale 
position indicator, external to the chamber. This 
arrangement allows the receiving microphone to 
be placed at any desired distance up to 31 em from 
the source microphone, with a repeatability in posi­
tion of about 0.1 mm. 

3.7 Anechoic Chamber 

The tests are performed in a chamber with a 
width of 2.1 m, a height of 1.6 m and a depth of 1.6 
m between wedge tips (free volume of 5.4 m3

). The 
fiberglass wedges are 0.3 m deep. The chamber is 
single-walled but the use of a one-third-octave 
band-pass filter, A-frequency weighting in the mea­
suring amplifier, and a lock-in amplifier for the de­
tection of the signal provides adequate rejection of 
ambient noise. The chamber is located in a quiet, 
windowless control room that is separated from 
the rest of the NBS Sound Building by reinforced 
concrete walls approximately one foot (0.3 m) 
thick. This room is located in the most quiet part of 
the building, as far as possible from mechanical 
HV AC equipment at the opposite end of the build­
ing. The chamber rests on elastomeric blocks on 
the floor of this control room; these blocks provide 
vibration isolation from the floor. 

4. Acoustic Center 

The virtual locations of the source and receiving 
microphones are usually not at the diaphragms of 
the microphones but at some nearby positions 
known as the acoustic centers. No general analytic 
procedure exists for the determination of the loca­
tion of the acoustic centers. An empirical method is 
used in this paper, based on [3] and [5]. At low 
frequencies and at distances commonly used in 
free-field calibration by the reciprocity method, 
these positions are in front of the diaphragm of 
each microphone, i.e., outside its exterior surface. 
A determination of the positions of the acoustic 
centers was obtained using the inverse relationship 
between the amplitude of the sound pressure at the 
receiving microphone and the distance between the 
acoustic centers of the source and receiving micro­
phones. Data were obtained by holding the source 
microphone at a fixed position and varying the po­
sition of the receiving microphone for grid-to-grid 
separations ranging from 1 cm to 31 cm. The atten­
uator settings in decibels for a specified drive 
voltage were recorded and thus constituted rela­
tive levels at the receiving microphone. Each level 
was converted to relative amplitude and a correc­
tion was made for the absorption of sound by the 
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atmosphere [7]. In order to account for the inverse 
relation between amplitude and grid-to-grid spac­
ing, the amplitude for each position was normal­
ized by multiplying it by the grid-to-grid spacing 
for that position. If the correction for atmospheric 
absorption were exact, if the acoustic centers were 
at the grid of each microphone, if the microphones 
had been within each other's far field only (i.e., 
with no near-field component, however small), and 
if the acoustical environment had been perfectly 
anechoic, then the normalized amplitudes for a 
given frequency would all have the same value. In 
the discussion which follows, only data from sepa­
rations of 10 cm to 31 cm are considered, so that 
amplitude values only from positions at which the 
sound pressure was dominated by the far field of 
the microphones are used (it does not necessarily 
follow, however, that the near-field component 
was negligible at all frequencies). For purposes of 
presentation, the normalized data, shown in figure 
4 at a typical frequency of 4005 Hz, are converted 
back to level. These values of level are not identi­
cal, although the differences are not large. 

The normalized amplitude data were then evalu­
ated by a first-order polynomial regression proce­
dure which performed a least-squares fit of a 
straight line to the data shown in figure 4. This fit 
was done on a desktop computer (Hewlett-Packard 
9836C, using regression analysis software con­
tained in HP part no. 98820-13618). Had the above 
conditions been met, and had the acoustic centers 
been at the microphone grids, the data set would 
have a slope of value zero, and the coefficient of 
the first order term in the polynomial regression 
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Figure 4-Deviations in level from an inverse distance relation­
ship for the normalized (with respect to grid-to-grid separa­
tion distance) and corrected (to remove effects of 
atmospheric absorption of sound) data of two high-sensitivity, 
e.g., -26 dB re IV /Pa, 1/2-inch microphones at 4005 Hz. 
The abscissa is grid-to-grid separation distance. 



Journal of Research of the National Bureau of Standards 

would have been zero. Such was not the case. The 
constant term and the first-order coefficient pro­
duced by the regression for 4005 Hz are: 

constant term=0.20113 dB 
1st order coefficient = -0.00015 dB/cm 

Such slight departures from zero slope are also typ­
ical of the data at frequencies other than 4005 Hz. 

The distance corrections due to the virtualloca­
tions (apparent acoustic center positions) of the 
source and receiving microphones were deter­
mined and incorporated into the relative amplitude 
data (corrected as before for atmospheric absorp­
tion of sound) at each frequency by: 

1) mUltiplying each relative amplitude datum 
obtained at the given frequency by (d + 6.d), 
where d is the physical separation between 
microphone grids (grid-to-grid distance) for 
that datum and 6.d is a trial correction for 
the spacing between microphones due to the 
apparent acoustic center positions at that 
frequency. 

2) replotting on a CRT display each datum 
above with abscissa (d + 6.d) and reapplying 
the first-order polynomial regression to the 
data for this frequency and, 

3) iterating steps 1) and 2) above on the desk­
top computer for different values of 6.d until 
the value of the first order coefficient (and 
consequently the slope of the plotted line) 

Table 1. Grid-to-grid corrections for distance. 

Freq. 

Hz 

1001 
1251 
1602 

2003 
2503 
3153 
4005 

5005 
6308 
8009 
9987 

12475 
15968 
19973 

Grid-to-Grid 
Correction 

Meas- 2nd Order 
ured Fit 

cm # cm # 

-0.70 -0.52 
-0.14 -0.51 
-0.52 -0.49 

-0.46 -0.47 
-0.61 -0.45 
-0.52 -0.42 
-0.26 -0.39 

-0.44 -0.35 
-0.34 -0.30 
-0.21 -0.23 
-0.05 -0.17 

-0.14 -0.08 
0.01 0.02 
0.12 0.12 

Effect of 
Measured 

Correction 
@20cm 

dB • 

0.31 
0.06 
0.23 

0.20 
0.27 
0.23 
0.11 

0.19 
0.15 
0.09 
0.02 

0.06 
0.00 

-0.05 

was essentially zero. The value of 6.d corre­
sponding to this zero slope condition was 
then considered a measure of the distance 
correction at that frequency for the range of 
distances represented in the data. The data 
corresponding to this zero slope condition 
were then renormalized by division by the 
value of the constant term in the regression 
corresponding to this zero slope condition, 
and consequently also corresponding to the 
final distance correction. These renormal­
ized data are hereinafter referred to as the 
"renormalized amplitude data," and, when 
converted to level and plotted, as the 
"renormalized data converted to level," the 
"renormalized data," or the "level renormal­
ized for measured grid-to-grid correction." 

Since two microphones of the same type were 
used as the transmitter and receiver, the displace­
ment of the acoustic center from the grid is consid­
ered to be one-half the amount of the distance 
correction, with a negative value indicating the dis­
placement is away from the microphone; i.e., out· 
side the exterior surface of its protection grid. 

The corrections for the spacing between the two 
microphones at various frequencies are shown in 
the second column of table 1. In order to obtain 
distance corrections which are a smoother function 
of frequency than these (hereinafter referred to as 
the "measured corrections") obtained directly from 
the measured data, these corrections are them-

Effect of Effect of Effect of 
2nd Order Fit Measured 2nd Order Fit 
Correction Correction Correction 
@20cm @IScm @ISem 

dB • dB • dB • 

0.23 0.42 0.31 
0.22 0.08 0.30 
0.22 0.31 0.29 

0.21 0.27 0.28 
0.20 0.36 0.26 
0.18 0.31 0.25 
0.17 0.15 0.23 

0.15 0.26 0.21 
0.13 0.20 0.18 
0.10 0.12 0.13 
0.07 0.03 0.10 

0.03 0.08 0.05 
-0.01 -0.01 -0.01 
-0.05 -0.07 -0.07 

# The acoustic center correction for a microphone. referred to the grid. is one-half of the grid-to-grid distance correction. A negative number indicates 
that the acoustic center is in front of (outside) the exterior surface of the grid . 

• The error in a calibration response level produced by the error in level (if uncorrected for acoustic center positions) at the receiving microphone It 
a given distance and frequency will be one-half of the error in the measured level shown in Ihis table. 
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selves subjected to a second~order polynomial re~ 
gression process. The resulting smoothed values 
(hereinafter referred to as the "second~order fit 
corrections") are shown in the third column of 
table 1. Table 1 also shows the resulting calculated 
changes in level at two specific distances which 
occur because the acoustic center is not at the grid 
of the microphones. Specifically, the fourth 
column gives the changes which would occur for a 
grid~t~grid spacing of 20 cm if the acoustic centers 
are assumed to be at the positions given by the 
measured corrections, rather than at the micro­
phone grids. The fifth column gives the changes in 
level which would occur if the acoustic centers are 
assumed to be at the positions given by the second~ 
order fit corrections. The last columns repeat these 
calculations for a grid~to~grid spacing of 15 cm. 

Figures 5-18. show the plots over the range 
1 kHz-20 kHz for the renormalized data with the 
amplitudes converted to level. Clearly, even 
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Figure 5-18-Deviations in level from an inverse distance rela­
tionship for data such as those in figure 4, but renormaJized 
(with respect to separation distance corrected for the calcu­
lated acoustic center positions). Each figure shows data at a 
different frequency in the range from I kHz to 20 kHz. An 
data shown are from high-sensitivity II2-inch microphones. 
The abscissa is the sum of the grid-ta-grid separation distance 
and the measured grid-ta-grid acoustic center correction. 
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though the first-order regression coefficient is es 
sentially zero, not all renormalized data points 
show the same level. Table 2 summarizes these 
renormalized levels at 15 cm, 20 cm and at the dis­
tance between 15 and 25 cm at which the worst 
deviation of measured level from the zero value 
occurs, and the value of that deviation. These devi­
ations from zero give insight into the spatial char­
acteristics of the sound pressure field in the 
chamber, and the proper choice of test parameters. 
These deviations most probably could be due to 
unaccounted-for near-field effects, or one or more 
of three factors: normal modes (standing waves) 
due to reflections within the chamber, standing 
waves due to reflections between the microphones, 
and electrical crosstalk. We will consider the possi­
ble influence of these three factors in sequence. 

Factor 1. Many of the reflections within the ane­
choic chamber will produce deviations from the 
inverse distance relationship which appear some­
what random. However, in the simplest example, 
axial modes in the chamber that include waves 
with propagation vectors parallel to the axis of ro­
tational symmetry of the microphone will produce 
pressure maxima or minima at integer multiples of 
one-half wavelength apart: For example, figure 10 
shows maxima at separation distances of about 15 

and 27 cm. The differences of 12 cm in the separa 
tion distances correspond reasonably closely to the 
wavelength for 3.15 kHz, which is approximately 
11 crn. However, there is no maximum of closely 
comparable value at about 20 crn to 21 cm, so that 
the pressure standing wave pattern is clearly influ­
enced by other (non-axial) modes within the cham­
ber, or by other factors, as well. 

Factor 2. Standing waves due to reflections be­
tween the microphones themselves will also pro­
duce maxima or minima at separation distances that 
are integer mUltiples of one-half wavelength. Such 
effects are seen at some frequencies. For example, 
at 4.0 kHz the minima seen in figure 11 are at sepa­
ration distances of 12, 17, 21, 26, and 30 cm. The 
wavelength at 4.0 kHz is approximately 8.6 cm. 
However, it is not possible completely to separate 
the effects which are due to standing waves caused 
by reflections from interior surfaces of the chamber 
(or "room reflections") and those due to standing 
waves caused by reflections between the micro­
phones. It would be expected that the effect of mi­
crophone reflections would become more 
pronounced as the frequency is increased (as wave­
lengths become comparable to the microphone di­
ameter), and less pronounced as the separation 
distance between the microphones increased, since 

Table 2. Measured acoustic center positions expressed as grid-to-grid distance corrections, levels measured at specific grid-to-grid 
distances renormalized (as in figs. 5-18) for effects of these measured acoustic center positions, and worst case grid-to-grid distances. 

Freq. Level @ 20 cm Level @ 15 cm Level @ Worst Case Worst Case 
Measured Renormalized for Renormalized for Renormalized for Grid-to-

Grid-ta-Grid Measured Grid-ta-Grid Measured Grid-to-Grid Measured Grid-to-Grid Grid 
Correction Correction Correction Correction Distance 

em II dB + dB + dB + em • 
JO(H -0.70 -0.05 om -0.06 23 
1251 -0.14 -0.06 -0.09 -0.11 17 
1602 -0.52 0.07 0.00 -0.08 25 

2003 -0.46 -0.04 om -0.09 22 
2503 -0.61 -0.02 0.02 0.06 24 
3153 -0.52 -0.06 0.08 -0.09 19 
4005 -0.26 -0.04 0.04 0.11 24 

SOOS -0.44 0.03 0.00 -0.03 24 
6308 -0.34 -0.02 -0.01 0.05 22 
8009 -0.21 0.02 0.00 0.03 19 
9987 -0.05 0.01 0.04 0.04 22 

12475 -0.14 -0.01 -0.04 -0.05 19 
15968 om om -0.02 0.04 25 
19973 0.12 0.00 0.03 0.03 15 

Total of absolute values 0.44 0.39 0.87 

A verage of absolute values 0.031 0.028 0.062 

• The wonl-c.ase 5pacing W85 evaluated only for distances between IS and 2S cm. 
II The acoU!~ic ~ler correction for a microphone. referred to the grid. is one-half of the grid-to-grid distance correction. A negative number indicates 

that the acoU!tlc ~ler i5 in fronl of the grid. i.e., outside its exterior surface. 
+ The error in a calibration produced by the deviation from zero in level at a given distance and frequency will be one-half of the given deviation. 
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the microphones do become much more direc­
tional at high frequencies, but sound is not scat­
tered from the microphones by specular reflection 
in the range of frequencies studied. It is also ex­
pected that the effect of room reflections would be 
more pronounced at the lower frequencies of mea­
surement, at which the dimensions of the sound-ab­
sorbing wedges on the walls are smaller compared 
to the wavelength of the sound. Since the observed 
deviations in level become larger at lower frequen­
cies, it would appear that room reflections are 
more significant in effect than standing waves due 
to reflections between the microphones. Although 
the effects of such standing waves do not appear 
important in the current system, these effects most 
probably can be reduced even further or eliminated 
by tilting the plane of either microphone di­
aphragm a few degrees. However, such a con­
trolled shift in our chamber would require 
extensive modifications to the microphone-sup­
porting structure. 

Factor 3. If present, significant crosstalk be­
tween the drive signal and the detection system 
will produce relative maxima or minima spaced 
one wavelength apart. Such phenomena do appear 
at some frequencies, as can be seen by comparing 
figures 12 and 19 for 5005 Hz. The somewhat 
greater deviations in the data for conventional 
(lower sensitivity) microphones (Bruel & Kjaer 
Type 4134) when compared to the data for high­
sensitivity microphones (Bruel & Kjaer Type 4165) 
could indicate some degree of crosstalk. Fortu­
nately, it was possible to reduce the system 
crosstalk by an additional 10 dB after this greater 
deviation for conventional microphones was noted. 
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Figure 19-Deviations in level from an inverse distance relation­
ship for the renonnalized (as in figs. 5-18) data from two 
conventional, e.g., sensitivity about -38 dB re IV /Pa. 1/2-
inch microphones for a frequency of 5 kHz. 
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The deviation was not reduced by the decrease in 
crosstalk. The larger deviation in the data for these 
low·sensitivity microphones remains unexplained, 
but may be due to the greater uncertainty of the 
measurement of the lower output levels, to un­
known changes in the standing wave pattern in the 
chamber associated with slight uncontrolled 
changes in ambient environmental conditions, or to 
unwanted sound produced by the stimulus-generat­
ing apparatus and therefore correlated with the sig­
nal. 

Ideally, the length of the traverse used to de­
termine position of the acoustic center should be an 
integral number of wavelengths in order to mini­
mize biasing of the data from end effects. Below 1.6 
kHz, the traverse in the far-field is necessarily less 
than one wavelength, since it is not possible to ob­
tain data at an adequate signal level at separations 
of more than 31 cm at low frequencies. This limita­
tion on the length of the traverse may explain the 
apparent decrease in the magnitude of the mea­
sured grid-to-grid correction for the acoustic cen­
ters (col. 2 of table 1) at 1.25 kHz. It may be 
possible to slightly increase the accuracy of the 
evaluation of the acoustic center position at fre­
quencies higher than 1.6 kHz by truncating the 
data from traverses at an appropriate distance. This 
approach is under consideration. 

Another assumption in the use of the data 
remains to be tested, namely that a grid-to-grid 
spacing of 10 cm produces far-field conditions. 
This can be checked by noting whether the slope 
of the renormalized data is zero at the 10 cm spac­
ing. Deviations in the slope due to chamber effects 
such as standing waves make it difficult to deter­
mine if the slope is indeed zero at this distance. An 
inspection of the data does indicate that spacings of 
less than this amount could not be used. This is 
another area in which slight improvements in accu­
racy may be possible in the future. 

Most of the above determinations were made 
with Bruel & Kjaer Type 4165 microphones, with 
the protective grids in place. Essentially similar 
measurements were performed at a limited number 
of frequencies with the grids removed from the mi­
crophones, and for other types of 1!2-inch micro­
phones. Very long time constants and 
time-consuming mechanical adjustments can be re­
quired for these measurements. In fact, it is not 
even feasible to make such measurements over the 
lowest portion of the frequency range with other 
than high-sensitivity microphones. Figure 20 sum­
marizes the results for all types of microphones ex­
amined. At three frequencies spanning the 
frequency range, measurements were made using 
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Figure 20-Summary of measured 
acoustic-center-position correc­
tions for two II2-inch micro­
phone types from 1 kHz to 20 
kHz. The ordinate shows the 
distance correction for two mi­
crophones, to be added to the 
grid-to-grid separation of the 
microphones. One set of mea­
surements for Type 4165 micro­
phones was taken with their 
protection grids removed; these 
distance corrections are to be 
added to the grid-to-grid sepa­
ration that would apply if the 
grids were in position on the mi­
crophones. 
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Type 4165 microphones with the grids removed. 
(For this condition, distance measurements were 
made from the position which the grid occupies 
when it is in place.) The effect of the grid upon the 
distance correction is seen to be negligible. The re­
sults for the Type 4134 microphone do show slight 
differences from the Type 4165 results. However, 
this difference is small compared to the total uncer­
tainty of measurement. Furthermore, the higher 
signal level produces more accurate data for the 
Type 4165 microphones, and the only significant 
dimensional differences between the Types 4165 
and 4134 microphones are differences in length 
which, for a given distance from the microphone 
grid position, should not affect the relative acoustic 
center location. Consequently, the data 
obtained with the 4165 microphones with grids in 
place are used for all calibrations of 1!2-inch mi­
crophones. 

5. Uncertainties in Determination 
Of Microphone Response Level 

An inspection of eqs (2) and (3) shows the princi­
pal sources of uncertainty in the determination of 
M f• and R r• (uncertainties for Mfb and Rfb are simi­
lar to those in Mr. and RrJ. Note that, because of 
the square root appearing on the right-hand side of 
eq (2), most of the terms that will occur in the eval­
uation of eq (3) are either divided by two or are 
expressed as 10 times the logarithm of some quan­
tity, instead of 20 times the logarithm of the quan-
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tity. This means that an uncertainty of, for 
example, 0.01 dB in an attenuator setting produces 
a calibration uncertainty of only 0.005 dB. 

In the expression [Abd-Aad-AbaJ/2, the uncer­
tainty is considered random, and is dominated by 
system noise and drift, except possibly at the very 
highest frequencies of calibration where attenuator 
inaccuracy (less than 0.01 dB in each measurement 
Axy) makes a significant contribution. Expressed as 
two standard deviations (as are all random uncer­
tainties described hereinafter unless otherwise 
noted), the uncertainty in the above expression 
may be as large as 0.03 dB at frequencies from 5 
kHz to 20 kHz, and as large as 0.09 dB at frequen­
cies from the lower calibration limit of 1 kHz to 5 
kHz for high-sensitivity 1/2-inch microphones, and 
from 1.25 kHz to 5 kHz for low-sensitivity I/2-inch 
microphones. 

The frequency in the eq (5) is raised to the sec­
ond power, and consequently the term 2010gfwill 
appear when eq (3) is evaluated. In the current sys­
tem using a quartz-stabilized frequency synthesizer, 
the frequency can be determined with high accu­
racy, to within 20 parts per million or better, result­
ing in an uncertainty of .0002 dB, which is 
considered random. 

The barometric pressure and the temperature 
each can be measured to an accuracy which is bet­
ter than one part in one thousand. An uncertainty 
of one part in one thousand in each of these quanti­
ties produces a calibration uncertainty of 0.004 dB 
in each. This uncertainty is considered random for 
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both quantities. It is estimated from work done 
with the NBS system for the pressure calibration of 
microphones that the uncertainty in the determina­
tion of 10 10glOCa contains systematic and random 
components of uncertainty that are each less than 
0.005 dB. 

The term 4.343 a rab is itself small, the maximum 
value being 0.07 dB at 20 kHz. An uncertainty of 
10 percent for the product of a rab will produce an 
uncertainty in the calibration which is less than 
0.007 dB, and is considered random. 

Factors affecting the determination of the acous­
tic center have been discussed in section 4. Some 
idea of the uncertainty of that determination may 
be obtained by using the data in tables 1 and 2. A 
grid-to-grid spacing of 20 cm is chosen for calibra­
tion purposes. 

The differences between the effects of the sec­
ond-order-polynomial-fit corrections for distance 
and the effects of the measured corrections are 
taken to represent the influences of the uncertain­
ties in the determination of the distance. To the 
influence of each of these uncertainties expressed 
as an effect upon corrected level at each frequency 

is added the corresponding worst-case-distance 
variation in level shown in column 5, table 2. The 
worst-case situation for the resulting sum then oc­
curs at 4.005 kHz, where this sum shows a possible 
discrepancy of magnitude 0.17 dB, for a calibration 
uncertainty of 0.085 dB. An estimate of 0.1 dB is 
then a conservative estimate for the magnitude of 
credible bounds on the calibration uncertainty at­
tributable to the determination of the effective dis­
tance between acoustic centers at frequencies 
1 kHz to 5 kHz. Of this value, 0.06 dB is considered 
systematic, and 0.04 dB is considered random. At 
frequencies above 5 kHz up to 20 kHz, this uncer­
tainty is considered to have a magnitude of credible 
bounds of 0.055 dB, which is the sum of a system­
atic component of 0.015 dB, and a random compo­
nent of 0.04 dB. 

The values obtained from the second-order poly­
nomial fit are checked further by comparing them 
(fig. 21) to the corrections for the acoustic center 
locations given in figure 6 of reference [5] for a 
microphone with grid. In order to compare the dis­
tance corrections for two microphones, these cor­
rections from reference [5] for the positions of the 
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Figure 21-Summary of acoustic-center-position correction for Type 4165 microphones. Two scales for the ordinate are given: the left 
scale shows the corrections for two microphones, to be added to the grid-to-grid separation of the microphones: the right scale 
shows the effect upon calibrated microphone response level of applying these corrections to a measured grid-to-grid separation of 20 
cm. 
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acoustic center are doubled. They are then divided 
by 1.87, which is the ratio of the diameters of the 
nominal "I-inch" microphones and 1I2-inch micro­
phones. The frequency scale is multiplied by 1.87. 
These corrections give excellent agreement with 
the corrections obtained from the polynomial fit, 
the calibration differences attributable to the differ­
ences in these corrections for a spacing of 20 cm 
being no more than 0.02 dB at any frequency. 

It might appear that the accuracy could be im­
proved by correcting for the measured deviations 
at a specific distance and frequency. In general, this 
is not the case. The data were taken using an oscil­
lator which had low distortion and high stability in 
both amplitude and frequency. However, it could 
not be set precisely and conveniently to the desired 
one-third octave center frequencies. Furthermore, 
calibrations may be needed at other than the one­
third octave center frequencies. A frequency syn­
thesizer is now used in the system instead of the 
oscillator, and its frequency can be set precisely 
and conveniently to the desired values. Even so, 
changes in atm~spheric conditions or in the config­
uration of the chamber will cause changes in the 
standing wave patterns, especially at high frequen­
cies. For these reasons, the results should be con­
sidered exemplary, rather than definitive for all 
conditions. 

The second-order polynomial fit corrections are 
the ones actually used for calibration purposes. 
Such use appears strongly justified by the close 
agreement between the scaled values from refer­
ence [5] and the second-order polynomial fit to our 
measured correction values for microphone acous­
tic center positions. 

Although each determination of the position of 
the acoustic center contains uncertainties because 
of the reasons just discussed, the calibration accu­
racy is not degraded to a similar degree. The cor­
rection for the displacement of the acoustic center 
is a small fraction of the total spacing between the 
microphone diaphragms, as a consequence of our 
deliberate choice to work at relatively large (most 
typically, about 20 cm) spacings. 

The purpose of the present study has not been to 
establish the exact positions of the acoustic centers, 
but to determine the corrections with sufficient ac­
curacy to perform the calibration. Great effort to 
achieve adequate signal-to-noise ratios and low 
crosstalk has enabled measurements to be per­
formed at the relatively large separation distance of 
20 cm. This separation distance has also been se­
lected since at all the test frequencies shown in 
table 2 the value of the renormalized level in 
column 3 is in magnitude 0.07 dB or less, a smaller 
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value than the corresponding magnitUde for either 
the renormalized levels at 15 cm (column 4) or the 
worst-case renormalized levels (column 5). 

Table 3 shows the estimated random uncertainty 
in decibels of each term from eqs (3) and (5). Also 
shown are the random unC!:ertainties (in decibels) 
contributed to a microphone response level by 
sources not apparent in eqs (3) and 
(5): determination of the polarizing voltage, and 
departures of about 0.2 degree from the normal in­
cidence specified for calibration. These departures 
reflect the tolerances on mechanical alignment of 
the rods upon which the microphones are 
mounted. Table 4 shows estimated credible bounds 
on the significant systematic components of uncer­
tainty. We have assumed that the standard devia­
tion for each term is one-half the amount shown in 
table 3. Also, we consider that the uncertainties in 
table 3 are independent. Then, the overall root­
sum-square random component of error (assumed 
to be two standard deviations) of the measurement 
ranges from 0.05 dB at high frequencies to 0.10 dB 
at low frequencies, as shown in table 5. The overall 
systematic component of uncertainty, expressed as 
the sum of the systematic components, ranges from 

Table 3. Estimated random components of uncertainty two 
standard deviations from the mean for each term from eqs 
(3) and (5). 

Term from eqs (3) and (5) 

[Abd-Aad-Aba]/2 

10 10glO C a 

10 log/OP. 
10 10glO T 
2010glO i 
4.343 arab 

10 10glO rab 

polarization voltage 
(not in eqs (3) and (5» 

alignment 
(not in eqs (3) and (5» 

Estimated uncertainty (dB) 

0.03 (5 kHz <f< 20 kHz) to 
0.09 (1.25 kHz <1< 5 kHz) 
0.005 
0.004 
0.004 
0.0002 
0.007 
0.04 
0.007 dB 

0.005 dB 

Table 4. Estimated credible bounds on magnitudes of 
systematic uncertainties of relevant terms from eqs (3) and 
(5). 

Term from eqs (3) and (5) 

I~og C. 
l~og rab 

Estimated upper bound on 
uncertainty (dB) 

0.005 
0.015 (5 kHz <1'< 20 kHz) 
to 0.06 (I kHz < 1<5 kHz) 
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Table 5. Overall uncertainty estimates. 

Estimated Upper Random 
Bound on Magnitude (Two Stand-

Frequency of Systematic dard Devi-
Range (kHz) Component (dB) ations) (dB) 

20 >/> 5 0.02 0.05 

5 >/> 1.25 0.06 0.10 

0.02 dB at high frequencies to 0.06 dB at low fre­
quencies. Our initial objective in developing this 
measurement service was an overall measurement 
uncertainty of 0.2 dB or less. Thus, at all frequen­
cies, the sum of the systematic error and two stan­
dard deviations, which sum is 0.16 dB at low 
frequencies and 0.07 dB above 5 kHz, is well 
within the initial objective. 

As mentioned in section 2, the accuracy can be 
improved by taking additional sets of measure­
ments, a procedure which reduces random uncer­
tainty but does not alter the worst-case estimate of 
systematic uncertainty. The fixed-cost calibration 
service from NBS consists of one set of measure­
ments, although a second set or more can be taken 
at additional cost upon request. 

Any significant increase in accuracy of calibra­
tion at frequencies from 1 kHz to 5 kHz would 
require that the signal-to-noise ratio of the detec­
tion system be increased. Such an increase would 
require that either the preamplifier electrical noise 
be reduced or that the detection time be increased, 
which in turn would require a decrease in the long­
term (during insert voltage measurement) drift of 
the detection system. To increase the accuracy at 
all frequencies, the distance which corresponds to 
the spacing between the apparent acoustic centers 
would have to be known more accurately, which 
would require a more nearly perfect anechoic envi­
ronment. 

While further refinement of apparatus is not only 
possible, but will ultimately become necessary to 
meet evolving needs, the uncertainties in the cur­
rent NBS fixed-cost calibration services for 112-
inch microphones in their frequency range 2.5 kHz 
to 20 kHz represent an improvement upon those in 
the corresponding previous (now discontinued) 
NBS services for "I-inch" laboratory standard mi­
crophones in 1965 [8]. When uncertainty is com­
parably expressed for the "I-inch" microphones as 
two standard deviations plus the estimated bounds 
on systematic error, the uncertainty in the calibra­
tion of "I-inch" microphones ranged from 0.16 dB 
to 0.44 dB over this frequency range. 

The frequently lower transmitting and receiving 
sensitivities and the higher electrical impedances of 
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the 1I2-inch microphones result in poorer signal­
to-noise ratios, larger crosstalk, and consequently 
much more formidable difficulties in calibration 
than those encountered with "I-inch" micro­
phones. Nevertheless, the superiority of current in­
strumentation, apparatus, and procedures has 
enabled lower uncertainties to be achieved in the 
free-field calibration of 1I2-inch microphones than 
had been achieved in 1965 for "I-inch" micro­
phones. 

Emphasis has been given to services for free­
field calibration of 1I2-inch microphones because 
the use of these microphones to perform precision 
practical measurements is usually not nearly as lim­
ited by diffraction effects as is the use of "I-inch" 
microphones. While "I-inch" laboratory standard 
microphones can be exceptionally accurate and sta­
ble instruments for the measurement of well-speci­
fied sound fields under laboratory conditions, such 
as a uniform plane wave of known angle of inci­
dence, or the sound pressure in an acoustic coupler, 
practical measurement situations often involve 
sound fields that are not so well specified. It may 
be difficult or impossible to choose a single, well­
defined calibration (free-field at specified angle of 
incidence, pressure, or random incidence) that is 
applicable. The" I-inch" standard microphones are 
sufficiently large that diffraction effects at frequen­
cies well within the audible range cause substantial 
differences among the available calibration 
choices, and ambiguity in choice of the applicable 
calibration can result in large uncertainty in mea­
surement. The difference between free-field (nor­
mal incidence) and pressure response levels for a 
"I-inch" microphone increases as frequency is in­
creased from a few hundred Hz to about 12 kHz, 
and can be as large as 9 dB at frequencies below 1 0 
kHz (ref. [3], fig. A3). This difference is about two 
orders of magnitude larger than the typical uncer­
tainty in reciprocity calibration at these frequen­
cies. Consequently, if "I-inch" microphones are 
used for measurement of sounds having apprecia­
ble spectral energy at high frequencies, overall 
measurement uncertainty can dwarf uncertainties 
due to calibration. 

Use of 1I2-inch microphones can reduce these 
uncertainties. Calibrations by reciprocity per­
formed at NBS upon 1I2-inch microphones under 
comparable conditions have shown that the differ­
ence between free-field (normal incidence) and 
pressure response levels is less than about 4 to 5 dB 
(depending upon microphone type) at frequencies 
below 10 kHz, and reaches 9 dB only at about 19 to 
20 kHz; i.e., the region of large diffraction effects 
is shifted to frequencies above 10 to 15 kHz. This 
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shift increases the accuracy of most commonly-per 
formed measurements for two reasons: 

1) The objective in many practical situations is 
to measure the broad-band sound pressure level 
weighted by one of the standard A, B, or C fre­
quency-response weighting characteristics [9]. 
These characteristics provide appreciable attenua­
tion at frequencies above 10 to 15 kHz, reducing 
effects of measurement uncertainty at such high 
frequencies on the measured broad-band level. 

2) The spectra of most common sounds tend to 
decrease in amplitude as frequency is increased be­
yond several kHz, so that relatively little spectral 
energy is likely to be present at frequencies where 
diffraction effects are large. Consequently, the 
lesser uncertainty associated with diffraction ef­
fects for 1I2-inch microphones at frequencies be­
low 10 to 15 kHz will usually contribute to more 
accurate measurement of broad-band levels and to 
more accurate spectral energy data. 

6. "One-Inch" Microphones 

One-inch microphones can be calibrated by plac­
ing commercially-available "I-inch" adaptors on 
the 1I2-inch mounting hardware. This arrange­
ment produces two nonstandard test conditions. 
The mounting rod for the microphone is not con­
stant in diameter, but necessarily tapers from a di­
ameter of 0.936 inch at the microphone down to 
112 inch. The ground-shield geometry is not that 
specified for calibrating "I-inch" microphones [3], 
but is that used for 1I2-inch microphones (fig. 3). 
However, both of these conditions are often en­
countered in the actual use of some "I-inch" mi­
crophones. Under these conditions, the current 
instrumentation should also result in improved (rel­
ative to the 1965 values) values of uncertainty in 
the calibration of "I-inch" microphones. 

Western Electric 640AA "I-inch" microphones 
cannot be tested with this mounting as the shield of 
the 1I2-inch preamplifier contacts the center con­
nector of the microphone. Rods and mounting 
hardware for the present system are available for 
such "I-inch" microphones. However, the time re­
quired for removing the 1I2-inch rods, mounting 
and aligning the items for these "I-inch" micro­
phones, and ultimately replacing and realigning the 
1I2-inch rods is such that a relatively inexpensive 
fixed-cost calibration service for such "I-inch" mi­
crophones is not offered currently. 

During calibrations at the NBS, the microphone 
denoted (d) in eqs (3) and (4) is usually of the 112-
inch type. However, it could be a "I-inch" micro-
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phone, since its purpose is to act as a source in 
sequential measurements determining the ratio of 
sensitivities of the two microphones (denoted (a) 
and (b» being calibrated. During these calibrations 
the microphones (a) and (b) are both I/2-inch mi­
crophones, or are both "I-inch" microphones with 
identical mounting adapters, so that microphones 
(a) and (b) are substantially similar in size and di­
rectional pattern. This similarity helps to ensure 
that the sound pressure sequentially produced at 
microphones (a) and (b) by the source microphone 
(d) is essentially the same, even though the test 
chamber is not perfectly anechoic. Consequently, 
the effects of this potential source of additional un­
certainty are prevented. 

7. Comparison of Experimental and Theo­
retical Plane-Wave Free-Field Correc­
tions for One-Half Inch Microphones 

The mounting of the microphones on I/2-inch 
diameter rods extending through the walls of the 
anechoic chamber during free-field calibrations at 
normal incidence by the reciprocity method 
closely approximates the geometry of mounting the 
microphones upon semi-infinite rods of the same 
diameter. This choice of a uniform mounting ge­
ometry is deliberate, because use of various mount­
ing geometries with the same microphone 
cartridge would cause differences in its measured 
free-field response levels. Such differences are due 
to diffraction about the microphone and its sup­
porting structures, and occur at frequencies suffi­
ciently high that a wavelength of sound is not large 
compared to the microphone and significant di­
mensions (e.g., rod diameter) of its supporting 
structure. 

Effects of diffraction upon the sensitivity of 
practical microphones constitute a principal reason 
for performing free-field calibrations: if a micro­
phone of adequate sensitivity for a measurement 
were of negligibly small dimensions relative to the 
range of wavelengths of sound to be measured, the 
pressure and the free-field response levels of the 
microphone would be essentially identical for such 
a measurement. 

Unfortunately, this is not the case for I/2-inch 
(or other commonly used) microphones. Further­
more, for a given microphone it is not practical at 
all frequencies of interest to calculate the plane­
wave free-field correction, defined in reference [3] 
as the free-field response level at a given frequency 
and orientation with respect to the direction of 
sound propagation, minus the pressure-response 
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level. This impracticality occurs because this caIcu 
lation is influenced by the relation between the ra­
diation impedance loading the microphone di­
aphragm and the acoustic impedance of the 
microphone itself at that diaphragm. At frequen­
cies approaching the fundamental diaphragm reso­
nance, and above, this radiation impedance is not 
negligibly small compared with the acoustic 
impedance of the microphone, and calculations 
would have to consider the relation between these 
impedances for each microphone calibrated. This 
relation may also be dependent on unknown details 
(e.g., asymmetry) of the diaphragm motion in ways 
that are analytically intractable. 

However, for frequencies at least two or three 
octaves below the fundamental resonance of the 
microphone, theoretical corrections can be ex­
pected to provide very good agreement with ex­
perimentally determined ones. In particular, Matsui 
[10,11] has derived theoretical plane-wave free­
field corrections at normal incidence for a standard 
microphone with a recessed diaphragm (which he 
could also apply to the special case of an unre­
cessed, or flush-mounted, diaphragm). His analysis 

assumes that the standard microphone is mounted 
on a semi-infinite rod that has the same diameter as 
that of the microphone, and that vibrations of the 
microphone diaphragm are rotationally symmetric. 
The Matsui correction applicable to the 1I2-inch 
MR-112 microphone has been evaluated by Miura 
et a1. [12]. Fortunately, this theoretical correction 
is at its best at the lowest frequencies of free-field 
calibration by reciprocity, where technical diffi­
culties posed by the lower signal-to-noise ratios, 
greater effects of crosstalk, and slight departures 
from anechoic conditions are greatest, and where 
the NBS methods for pressure calibration by re­
ciprocity are well-developed and relatively more 
accurate [13]. 

Consequently, the adequacy of the uncertainty 
estimates for the free-field calibration in the most 
difficult frequency range can be checked by com­
paring the theoretically and experimentally deter­
mined plane-wave free-field corrections for 
lI2-inch microphones. 

Figure 22 shows such a comparison, for an 
E.C.L. MR-112 1I2-inch microphone with protec­
tive grid removed, using the evaluations of Mat-
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Figure 22-Comparison of experi­
mentally and theoretically de­
termined plane-wave free-field 
corrections (free-field response 
level at normal incidence minus 
pressure response level) for an 
E. C. L. Type MR-112 1/2-inch 
microphone with a recessed di· 
aphragm configuration. 
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sui's theoretical expressions [10,11] by Miura et al. 
[12] where available, and a low-frequency approxi­
mation [11] at other frequencies (e.g., 1.25, 1.5 and 
2.5 kHz). The nominal fundmental resonance fre­
qency of the MR-112 is 30 kHz. At frequencies be­
low 7 kHz, e.g., sufficiently below the resonance 
frequency, the measured and theoretical free-field 
corrections agree within 0.15 dB (table 6). 

Figure 23 shows the comparison of free-field 
plane-wave corrections for a Bruel and Kjaer Type 
4134 1I2-inch microphone with protective grid re­
moved. This microphone has a geometry that is 
approximated by a 1I2-inch diameter cylinder of 
which the microphone diaphragm constitutes the 
exposed face, i.e., the diaphragm is unrecessed 
(flush-mounted). The theoretical plane-wave free­
field correction was calculated for this geometry 
using the approximate low-frequency correction 
[11] of Matsui. Theoretical corrections were plot­
ted only at frequencies of 5 kHz and lower, because 
this theoretical approximation is probably losing 
validity at about 5 kHz, and also because this mi­
crophone type has a nominal resonance frequency 
of 23 kHz, so that experimental and theoretical cor­
rections would not be expected to be nearly equal 

Table 6. Differences between measured and theoretical [after 
Matsui] plane-wave free-field corrections for I/2-inch micro­
phones with recessed (MR-II2) and flush (Bruel & Kjaer 
4134) diaphragm configurations (protective grids removed). 

Frequency Difference Difference for 
(kHz) for MR-1l2 Bruel & Kjaer 4134 

(dB) (dB) 

1.25 -.13 -.11 
1.5 .11 .08 
2.0 .15 .08 
2.5 .09 -.03 
3 .04 -.08 
4 .05 (-.16)· 

5 -.03 ( -.37)· 

6 -.04 
7 -.10 

• Note: The low-frequency approximation to Matsui's theoretical cor­
rection [10] that was used for the Bruel & Kjaer 4134 loses validity at 4 to 
5 kHz. Consequently, the differences at these frequencies show diver­
gence between measured and theoretical values for this microphone. 

at frequencies above about 3 to 5 kHz. The agree­
ment (table 6) at frequencies 3 kHz and below is 
within 0.11 dB, which is excellent. Even at 4 kHz, 
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Figure 23-Comparison of experi­
mentally and theoretically de­
termined plane-wave free-field 
corrections for a Bruel and 
Kjaer Type 4134 microphone 
with an unrecessed (flush­
mounted) diaphragm configura­
tion. 
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the agreement is 0.16 dB. Only at 5 kHz, where the 
agreement is 0.37 dB, and where we have little 
confidence in the theoretical low-frequency ap­
proximation, does divergence become obvious. We 
rely upon the theoretical diffraction corrections as 
a check upon experimental results at frequencies 
below 4 kHz, the most difficult frequency range for 
free-field calibration by the reciprocity technique. 
We conclude that at these frequencies the agree­
ment between measured and theoretical plane­
wave free-field corrections is consistent with 
expectations based on the uncertainty estimates for 
free-field calibration presented herein, the uncer­
tainty (probably at least several hundredths of a 
decibel) in the theoretical diffraction correction, 
and the uncertainty in pressure calibration by the 
reciprocity method in essentially closed couplers 
(see ref. [13]). 

8. Considerations Concerning Free-Field 
Calibrations Traceable to the NBS 

For both types of microphone geometry repre­
sented in figures 22 and 23, the values of both the 
theoretical and experimental plane-wave free-field 
corrections are less than 0.5 dB at frequencies of 2 
kHz and below. The smallness of these corrections 
at 2 kHz and below is a principal reason that the 
fixed-cost calibration services for free-field calibra­
tion of 1!2-inch microphones at NBS begin at a 
lowest frequency of 2.5 kHz, with lower frequen­
cies available at cost, upon special request. 

A number of users of the NBS pressure calibra­
tion services send commonly-used types of "l­
inch" microphones to the NBS for fixed-cost 
pressure calibration at frequencies from 50 Hz to 
20 kHz, and infer the free-field calibration from this 
pressure calibration by employing tabulated fre­
quency-dependent values standardized [3,14] for 
given "I-inch" laboratory standard microphone 
types and orientations. 

However, Koidan and Siegel [15] at the NBS 
performed measurements of the free-field plane­
wave correction for a group of such microphones, 
and showed that the measured differences in these 
free-field corrections between individual micro­
phones of the same type were larger than could be 
attributed to experimental errors. In particular, 
they found that differences between these correc­
tions measured for each of a group of seven West­
ern Electric Type 640AA and two Electrical 
Communication Laboratory Type MR103 con­
denser microphones were largest at frequencies 
above about 6 kHz, and that these differences 
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could be as large as 0.9 dB at 10 kHz. Citing a 
pertinent analysis by Foldy and Primakoff [16], 
Koidan and Siegel attributed these differences to 
the dependence of the free-field correction upon 
the acoustic driving-point impedance and radiation 
impedance of the microphone for plane waves inci 
dent on the diaphragm, and noted that different mi­
crophones of the same type have somewhat differ­
ent acoustic impedances. Koidan and Siegel [15] 
further demonstrated a correlation between their 
measured free-field corrections and their measured 
acoustic stiffness constants of individual micro­
phones. These results demonstrate that for mea­
surements of the highest accuracy and precision, 
the determination of the free-field response level 
from measurements of the pressure response level 
and the addition of a "standard" free-field correc­
tion should be viewed with caution. For micro­
phones manufactured with close tolerances upon 
their acoustic impedances, differences in the free­
field correction of a given microphone from the 
standard correction can be expected to be smaller. 
Koidan and Siegel demonstrated that if data from 
the two Type 640AA microphones with unusually 
high diaphragm stiffness and acoustic resistance 
were excluded from their results, the range of free­
field corrections measured at 10kHz for the re­
maining group of five Type 640AA microphones 
and two Electrical Communication Laboratory 
Type MR103 microphones was reduced from 0.9 
dB to less than 0.4 dB. This expectation is also sup­
ported by the mostly unpublished data and analysis 
that led to the IEC tabulations [14] of such stan­
dard corrections. For such microphone types as 
well as for 1I2-inch microphones, however, more 
extensive, archivally published data similar to that 
of Koidan and Siegel [15] are not available, and 
would be required to establish greater confidence 
in the uncertainties associated with standardized 
corrections. 

Consequently, for the most demanding applica­
tions, we consider that the uncertainties associated 
with the use of standardized frequency-dependent 
conversion values at frequencies above a few kHz 
for specified microphone types and orientations are 
too large to permit this procedure to be used with 
the pressure calibration of a given microphone as a 
substitute for the NBS primary free-field calibra­
tion of that microphone. 

In particular, we recommend that users of the 
NBS microphone calibration services who seek the 
most accurate free-field calibration traceable to the 
NBS obtain the free-field calibration of a 1I2-inch 
laboratory condenser microphone by the reciproc­
ity method. 
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During the earliest phases of this work, R. K. 
Cook and E. B. Magrab provided useful comments, 
and W. R. Penzes helped to prepare the apparatus, 
especially the insert-voltage preamplifier for the re­
ceiving microphone and the source microphone as­
sembly. F. Lalli and M. Tarica participated in 
acquiring some of the data presented. 
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APPENDIX 

Key Instruments· Used in Free-Field Calibration System of Figure 1. 

Preamplifier: NBS-modified version of Bruel and Kjaer Type 2619. Subsequently to establishment of 
the system, the Bruel and Kjaer Type 2645 preamplifier with insert-voltage capability has become available 
commercially. Although not tested in our system, this preamplifier could reasonably be expected to provide 
comparable performance to the NBS-modified 2619, provided that the manufacturer's recommendation for 
compatibility of microphones (especially with regard to resistance of the microphone insulator) used with 
the 2645 are followed. 

Measuring amplifier: Bruel and Kjaer Type 2608, modified for precise control of polarization voltage 
by means of a 100turn precision potentiometer. 

One-third octave band-pass filter: Bruel and Kjaer Type 5004. 

Lock-in amplifier: Princeton Applied Research Model 129A. 

Digital voltmeter (reading dc output of lock-in amplifier): Keithley Model 172. 

• Instruments are identified only in <:rder to adequately specify experimental apparatus and procedures. The presence of an instrument 
on this list should not be interpreted to imply that this instrument is the best or the only device available for its intended purpose. 
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Digital voltmeter (used to check dc polarization voltages): Keithley Model 619 Electrometer/Multi­
meter. 

Oscillator: Krohn-Hite Model 4025R (used mostly in earlier stages of work) or (more recently) 
Hewlett-Packard Model 3325A Synthesizer/Function Generator with high stability frequency reference 
option. The output of the 3325A is suitably attenuated (not shown in fig. 1) before entering the isolation 
transformers and tuning input of the lock-in amplifier. 

Amplifier (at output of Oscillator): Hewlett-Packard Model 467 A. 

Precision Attenuator: Daven Spec. 8304. 

Barometer: Wallace & Tiernan Model FA 139210. 

Isolation transformers: Gertsch Model ST -200. 
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Conferences / Events 

FUNDAMENTAL 
MEASUREMENTS 
ON OPTICALLY 
PREPARED ATOMS: 
A WORKSHOP 

Measurements of our fundamental scaling parame­
ters (e.g., R"", a, IIle/mp) as well as tests of our basic 
theories of matter and radiation are frequently ob­
tained from high resolution spectroscopic measure­
ments on atomic systems. The new and evolving 
technologies of laser spectroscopy, laser cooling 
and trapping of atoms as well as squeezed states 
will have a dramatic impact on this area of metrol­
ogy. While these topics have received a great deal 
of attention in their own right, there has not been a 
forum in which their impact on the field of funda­
mental measurements has been specifically ad­
dressed. For this reason, the National Bureau of 
Standards hosted a workshop on "Fundamental 
Measurements on Optically Prepared Atoms" on 
September 29-30, 1986. 

The workshop was divided into four half-day 
sessions. The first dealt with atomic states and 
structural parameters. It was highlighted by talks 
involving the quantum mechanical aspects of the 
atom-photon interaction. The exchange of photons 
between atoms and the light field were treated in a 
way that illustrated phenomena such as anti-bunch­
ing, squeezed states and optical bistability. Simi­
larly, the interaction of a single atom with several 
resonant fields was even shown to allow observa­
tion of the internal state of the atom in real time 
(observation of "quantum jumps"). The second ses­
sion dealt mainly with the kinetic state or velocity 
of atoms. Demonstration of highly efficient new 
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laser-cooling techniques based on stimulated pro­
cesses as well as spontaneous emission and specu­
lation on what may be possible with ultra-cold 
atoms made for a very lively and exciting session. 
The idea that an atom placed in a box and cooled 
to a temperature so low that the deBroglie wave­
length is long compared to atomic dimensions 
might lead to confinement with almost no pertur­
bation from encounters with the walls. If verified 
experimentally, this idea could have profound con­
sequences for precision measurements. 

The third session dealt with the limits to mea­
surement accuracy as we understand them today 
and how those limits come into play with the new 
spectroscopic and cooling techniques. The last ses­
sion dealt with an important applied field: the use 
of optically prepared atoms in frequency standards. 
Since frequency standards have many orders of 
magnitUde more precision and accuracy than any 
other standard, they represent a great testing 
ground for the concepts discussed during the 
workshop. 

The workshop was attended by 45 people. Seven 
countries were represented with 40% of the at­
tendees from outside the United States. Twenty­
seven papers were presented in the four half-day 
sessions, which had to be augmented with an 
evening session to accommodate the lively discus­
sion that followed most of the papers. The format 
of informal talks with no subsequent publication of 
papers was designed to encourage speculation and 
judging from the discussion during and following 
many of the talks, we were quite successful. 

A list of the workshops and talks follow: 

Internal States of Atoms 

H. J. Kimble: 

P. Toschek: 

Non-Classical Dynamics With 
Intra-Cavity Atoms 
Absorption by the Numbers: 
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D. Mcintyre: 

L. Hunter: 

T. Bergeman: 

S. A. Lee: 

W. Fairbank: 

Recent Spectroscopy of 
Trapped Ions 
Two-Photon Optical Ramsey 
Spectroscopy of Freely Falling 
Atoms 
Search for an Electric Dipole 
Moment of the Electron 
Proposed Application of Decel­
erated Atomic Beams to Ob­
serve Long-Lived (Interference 
Stabilized) Stark Resonances 
Fast Beam Laser Spectro­
scopy: Present and Future 
Precision Wavelength Measure­
ment of Te2 Reference Lines 
Near Hydrogen and Positronium 
Transitions at 4880A. 

External Atomic States 

S. Chu: 

C. Salomon: 

1. Hall: 

W. Ertmer: 

W. Phillips: 

Laser Cooling and Trapping of 
Atoms: Where are the Limits? 
Cooling Atoms With Stimulated 
Emission 
Some Ideas About Experiments 
With Freely Falling Atoms 
Preparation of Cold Atoms for 
Precision Measurements 
New and Future Experiments on 
Cooling and Trapping of Neu-
tral Atoms 

F. PlumeIle: Experiments on Laser Cooled 
Mg+ Ions 

B. laduszliwer: Electron-Cesium Collisions With 
Optical State Preparation and 
Analysis 

1. Bahns: On Containerless Condensation 
of "Mirror" Matter 

Measurement Limitations and Systematic 
Effects 

D. Wineland: Fundamental Limits to Spectro­
scopic Accuracy 

1. S. Boulanger: Requirements for Evaluatable 
Environments 

1. Shirley: Majorana Effects in Atomic 
Beams 

A. DeMarchi: Does Spin Exchange Limit the 
Density of Neutral Vapors for 
Accurate Measurements? 

G. Hanes: Candidate Ions for Extended 
Observation Periods 

R. Douglas: Multiphoton Ionization for 
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Atom-State Detection or State 
Preparation 

Optically Pumped Frequency Standards 

G. Theobald: 

1.-L. l'icque: 

A. Clairon: 

R. Drullinger: 

M.Ohtsu: 

H. Robinson: 

Detailed Studies of Cesium 
Beam Optical Pumping; Appli­
cations to an Atomic Clock 
Laser Cooling and Optically 
Pumped Cesium Beam Fre­
quency Standards 
The LPTF Optically Pumped 
Cesium Frequency Standard 
Design of the NBS Optically 
Pumped Frequency Standard 
Ultrahigh Sensitive Frequency 
Discrimination in Diode Laser 
Pumped 87Rb Atomic Clocks 
The Temperature Dependence 
of the Wall Shift in Some Evac­
uated Rb Cells 

Robert E. Drullinger 
Workshop Chairman 
Time and Frequency Division 
Center for Basic Standards 
National Bureau of Standards 
Boulder, CO 80303 
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