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This paper contains descriptions of the 
construction and use over the temper­
ature range _27°C to 570 °C of a 
Merritt-Saunders (optical interferomet­
ric) linear thennal expansion appara­
tus. Measurements of thermal 
expansion are reported for platinum 
and for two platinum-rhodium alloys 
(nominally 12 wt% Rh and 20 wt% 
Rh). Detailed analyses are given of the 
measurement uncertainties involved in 
the experiment and of the representa-

tion of the data by polynomials in the 
sample temperatures. The data show 
precision at the I-ppm level and good 
agreement with results already pub­
lished, 
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1. Introduction 

An accurate knowledge of thermal expansion is 
required for several different types of metrological 
experiments [1-3].' One exacting need is found in 
the study of thermodynamic temperature by the 
method of "constant-volume" gas thermometry; 
despite its name, this method involves a careful ac­
counting for the unavoidable change of the volume 
of the gas bulb with temperature, leading to a cor­
rection of measured pressure ratios by as much as 
several percent. 

Careful measurements have been made on the 
thermal expansion of many materials, including 
both metallic elements and certain alloys [4]. In ad­
dition, approximate values of the thermal expan­
sion properties of some metallic elements can be 
obtained from theoretical considerations. For ex-
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ample, using a monatomic model with central­
force interactions between nearest neighbors, Mac­
Donald and MacDonald [5] have calculated values 
of the linear thermal expansion at temperature T 
relative to that at reference temperature T", 

(I) 

and of the coefficient of linear thermal expansion 

a(T,T",)=d/dTE(T,T",) 

= [dL(T) I dT] I [L(T",)] (2) 

for several metallic elements occurring in the face­
centered cubic structure. 

Despite the availability of either calculated or 
nominal measured values for the thermal expansion 
of the types of materials used in constructing a 
high-temperature gas thermometer, it is prudent 
for those who are interested in realizing the Kelvin 
Thermodynamic Temperature Scale by high-tem­
perature gas thermometry to measure the thermal 
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expansion on samples of the actual materials from 
which the gas bulb and capillary are to be fabri­
cated, especially if these materials are alloys. The 
reason for this admonition is the great sensitivity, 
mentioned above, of the thermodynamic tempera­
ture determination to the thermal expansion of the 
gas-containing components. 

There are several methods in use for the mea­
surement of linear thermal expansion, ranging in 
sensitivity f>L/L from 10-' to 10-". Particular at­
tention has been paid to the low-temperature re­
gion because of theoretical interest in deviations 
from the simple Groneisen relation [6,7]. Existing 
methods include optical interferometry [8-10], x­
rays [11], and the electrical measurement of capaci­
tance of inductance [12,13]. 

This paper reviews the construction of a thermal 
expansion apparatus that permits measurement of 
length changes at the 1 ppm level of accuracy and 
determination of sample temperatures that are ac­
curate within 0.01 'C. In addition, the results of 
thermal expansion measurements are reported for 
high-purity Pt and for two Pt-Rh alloys. The re­
sults of our measurements are analyzed in such a 
manner as to permit straightforward calculation of 
the quantities defined by eqs (1) and (2) and ready 
comparison with the results of other workers. The 
present experiments were performed in support of 
the National Bureau of Standards Gas Thermome­
try Program. Measurements were made over the 
range - 27 'c to 570 'C. The method selected for 
the measurements was that of optical interferome­
try. 

2. Experimental 
2.1 Thermal Expansion Furnace 

The thermal expansion furnace used in these ex­
periments was designed in its original form by the 
late H. F. Stimson. Details of its present construc­
tion were provided by L. A. Guildner, former head 
of the NBS Gas Thermometry project, who also 
supervised its fabrication and the acquisition of the 
data discussed in this report. The thermal expan­
sion apparatus was designed for use over the range 
- 30'C to + 700 'C. Of paramount importance 
was the attainment of temperature homogeneity 
within 0.01 'c over the volume occupied by the 
sample. It was necessary, of course, to provide a 
light path for the interferometric measurements 
and to allow the accurate measurement of the sam­
ple temperature. Accomplishment of these objec­
tives required the multi-chambered, sealed furnace 
that is shown in cross section in figure I. 

The use of several radiation shields and struc­
tural shells to improve temperature homogeneity 
within a cryostat or furnace is a well-established 
technique; in this case, shell II carries the main 
heater assembly, a group of five independent resis­
tive units. Shells 12 and 13 also are equipped with 
heaters, as noted in the caption of figure 1. 

Differential thermopiles allow direct comparison 
of the temperatures of the top plate of II, the upper 
portion of its side wall, the middle portion of its 
side wall, and the lower portion of its side wall 
with that of its bottom plate. Similarly, the temper­
atures of the top plate and the side wall ofI2 can be 
compared with that of its bottom plate. Finally, a 
thermopile also was installed on the surface of shell 
13. Use of these thermopile circuits assists the oper­
ator in attempting to minimize internal temperature 
gradients. 

Both the quartz window and the platinum resis­
tance thermometer are sealed into the furnace by 
O-rings. As noted in figure 1, the furnace can be 
evacuated so that the operator can vary the pres­
sure and type of gas in the furnace. 

2.2 Interferometer 

The linear thermal expansion of each sample was 
determimed by the Fizeau interferometer method 
described by Candler [15] and Merritt [16] and re­
fmed by Saunders [17]. In fact, the optical instru­
ment used in this work was one formerly used by 
Saunders, but modified by the substitution of a 
198Hg light source in place of the original helium 
lamp. A schematic drawing of the optical arrange­
ment is given in figure 2. 
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The principle of the Merritt-Saunders thermal 
expansion determination is not complex, and it has 
the further advantage of usefully high precision. A 
lamp, in this case a low-pressure 198Hg, electrode­
less, water-cooled tube excited by microwave en­
ergy, provides light that is collimated by a lens L, 
then dispersed by a prism DP in order to restrict its 
wavelength range to that of the 198Hg line at 546.2 
nm. The light reflected by the two inner faces of 
the glass plates A and B forms an interference pat­
tern when viewed through the eyepiece E or when 
imaged on the film F. The interference pattern fol­
lows the relation 

N 11.0=2 nL cos e (3) 

where N is the number of fringes, 1.0 is the vacuum 
wavelength in ",m of the incident light, n is the 
index of refraction of the medium between the 
plates, L is the separation of the plates in ",m, and 
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Figure I-Schematic drawing of the ther­
mal expansion furnace. The outermost 
shell, made of brass, is sufficiently 
strong so as to permit evacuation of the 
furnace. The brass shell also can be 
cooled to -30·C by virtue of cooling 
coils on its exterior surface. Inside the 
brass shell is a radiation shield made of 
copper. The three shields immediately 
within the copper one are made of sil­
ver in order to provide surfaces of high 
radiant reflectivity. A highly reflective 
gold foil shield, supported at the top 
and bottom by "Inconel 600"[14] 
plates, surrounds the largest of three 
Inconel shells. The silver and gold ra­
diation shields are constructed with 
separate side walls which are sus­
pended by hook-and-eye sets, begin­
ning with hooks set into the copper 
shield, as shown in the figure. The In­
conel sheJl, 11, is equipped with sepa­
rate resistive heaters placed in grooves 
in its top. bottom, upper sidewall, mid-

dIe sidewall, and lower sidewall. The 
middle Inconel shell, 12, was prepared 
with three heater circuits located on its 
top plate, its sidewall, and its bottom 
plate. The innermost shell, 13, has a sin­
gle heater on its sidewall. 13 was pre­
pared from a solid, 7.5 cm diam by 13 
cm long block of Inconel; a central 
hole was bored in it for enclosure of 
the sample assembly. and a diagonal 
hole was bored in its body as a socket 
for a platinum resistance thermometer. 
In the text, shell 13 is also identified as 
the sample tempering block. The bot­
tom plates of the shields and Inconel 
shells rest upon sets of three steel ball 
bearings that are located in slots in the 
next lower plate; tbis technique pro­
vides a low-thermal-conductivity, yet a 
strong and flexible support for the fur­
nace. The brass outer shell was assem­
bled in three sections--a top plate, a 
cylindrical side wall. and a bottom 
plate. Polytetrafluorethylene gaskets, 
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compressed by a set of screw clamps, 
provide the primary vacuum seal for 
the brass shell. The furnace is leveled 
and positioned by three sets of screws 
as shown. These screws make contact 
with a ball race that is rigidly fixed to 
the laboratory bench. Three-element 
"Platinei" [14] thermopiles are arrayed 
on the 11, 12, and 13 surfaces. These 
thermopiles are connected in differen­
tial circuits for use in temperature con­
trol. A quartz window, 1.9 cm diam 
and 16 cm long. is sealed in place 
above the sample and the interferome­
ter plates. Insertion of a sample into the 
furnace is accomplished by removal of 
the top plate of the brass shell. The top 
plates of the radiation shields are inter­
connected by "Inconel X" [14] wires. 
so that all of these top plates are re­
moved as a unit. Removal of the plugs 
in the Inconel shells 11, 12, and 13 then 
permits removal and replacement of 
the sample assembly. 
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Figure 2-The recording interfer· 
ometer schematically. M-Film 
drive motor. F-Film. S-Slit. 
HM-Hinged mirror. E-Eye­
piece. ML-Marker lamp. Hg-
198Hg lamp. P-Simple prism. 
LA-Limiting aperture. L­
Collimating lens. DP-Double 
dispersion prism. A,B-Interfer­
ometer plates. Sm-Sample. 
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a is the angle between the incident light rays and 
the normal to the lower reflecting surface atop the 
sample. 

Furthermore, as the sample expands or contracts 
with changes in its temperature, the interference 
pattern undergoes a corresponding change because 
L changes. By imaging the interference pattern on 
the film, the operator can obtain a permanent 
record for later evaluation. The eyepiece can be 
used in conjunction with the hinged mirror HM to 
observe the proper alinement of the optical system. 
In order to avoid the presence of unwanted inter­
ference effects, it is necessary that the upper sur­
face of the top interferometer plate A form an 
angle-in this case 20' -with respect to the inter­
fering surfaces. Similarly, it is necessary to tilt 
slightly the lens and the dispersing prism so as to 
eliminate any interference effects from them. 

If the two interfering surfaces of the sample as­
sembly plates A and B were to be made exactly 
parallel, then the interference pattern would con­
sist of a single broad fringe. In that case, the viewer 
would see the entire assembly lighten and darken 
as the sample length expanded or contracted. In 
the Merritt-Saunders method, however, the upper 
interfering surface, shown in figure 3 as the under­
side of plate A, is caused to tilt slightly in order to 
provide several parallel interference fringes. This 
tilting is arranged by making the sample length at 
the location of the pads a-a either longer or shorter 
than it is at the location of the pads b-b and c-c. 
From eq (3), it can be deduced that the difference 
in the number of fringes at the two edges of the 
sample assembly, !>N, depends upon the difference 
in separation of the two interfering surfaces at their 
edges, 11L, according to the relation !>N = 2 n 11L 
cos ai"". In this manner, the changing position of 
the fringe pattern with respect to the fiducial mark 
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can be determined with a resolution that is substan­
tially better than ± I fringe. The fiducial mark is 
provided by a fine Pt wire W that is fastened onto 
the sample between upper pads band c. 

The fringe pattern that is obtained from a prop­
erly alined optical system is shown in figure 3. The 
circular diagram on the lower left of figure 3 shows 
the pattern as seen by the operator while viewing 
through the eyepiece before assembly of the slotted 
plugs in II, 12, and 13. We have found that the 
fringe pattern appears to change position slightly 
with respect to the fiducial mark as the optical 
aperture is decreased to sharpen the fringe image. 
It is necessary during this process also to adjust the 
position of the furnace so that the fringe image 
does not disappear entirely. 

The lower middle diagram shows the fringe pat­
tern as it appears at the film plane after partial 
masking by the slits in the plugs of shells I1-13 and 
the slit S. Note that the position of the fringe pat­
tern can readily be measured with respect to the 
fiducial mark provided by the wire W. During 
measurements the operator correlates the position 
of the film with the measured furnace temperature, 
making use of the known rate of film advance and 
tagging the film record at known times by use of 
the marker lamp ML. The film drive motor M is 
activated during any change in furnace tempera­
ture and for some time while a new temperature is 
being measured. The lower right diagram shows a 
typical filmed record of the fringe pattern. At the 
time th a change in the furnace temperature is sig­
naled by deviation of the fringe pattern from the 
direction parallel to the fiducial mark. By counting 
the fringes as they pass the fiducial mark, the oper­
ator can follow the progress of the sample thermal 
expansion. 
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Figure 3-Relation of filmed fringe progres­
sion to the sample-plate assembly. A,B­
Interference plates. a-a, b-b, c-c--Pads 
left on the sample edges to maintain the 
separation of the interfering surfaces of 
plates A and B and to provide a suitable 
interference fringe pattern. Sm--Sample. 
S--Slit. F--Film. t1--time at which fur­
nace temperature begins to change. 

2.3 Sample Assembly 

The thermal expansion measurements were per­
formed on samples made either from surplus mate· 
rials used in constructing gas bulbs for the NBS 
Gas Thermometer or from pieces cut from used 
gas bulbs. Most material was about I mm thick. 

The general shape of the samples is shown in 
figure 3. After cutting the material into a strip 22-
25 mm by - 50 mm, re·cutting it so as to produce 
three sets of pads as shown in the figure, and bend· 
ing it into the desired shape, a 0.08 mm platinum 
wire was wedged tightly in place into thin grooves 
in the sample pads band c as a fiducial marker. The 
sample was annealed in He gas at lIOO'C for I h. 

Circular optical flats of fused silica were used to 
generate the interference fringe pattern. The upper 
plate (A, figs. 2 and 3), was 2.2 cm in diam and 0.4 
em thick. As mentioned above, it was cut with an 
angle of approximately 20' between its upper and 
lower surfaces so that no visible interference pat· 
tern would occur as a result of reflections from its 
upper surface. The lower plate (B, figs. 2 and 3), 
was 2.4 cm in diam and 0.7 cm thick. The lower 
surface of plate A and the upper surface of B were 
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coated with TiO, so as to optimize the performance 
of the optical system (i.e., total reflection by the 
upper surface ofB, -30% reflectivity by the lower 
surface of A). The bottom surface of plate B was 
frosted so as to eliminate any interference there­
from. 

The lengths between pairs of sample pads were 
measured using gage blocks and a precision 
micrometer of 2.6 cm capacity. By wringing to­
gether a suitable set of gage blocks, the operator 
could closely approximate the distance separating 
the surfaces of paired sample pads. Careful trim­
ming and polishing of the pads, combined with 
micrometer measurement in a controlled tempera­
ture environment allowed the operator to measure 
and match the two sets of pads b-b and c-c within 
0.25 ",m. The separation between pads a-a was pur­
posely made about I ",m longer than for the other 
two sets in order to provide the necessary angle 
between the reflecting surfaces of plates A and B to 
generate three or four fringes, as noted above. 

2.4 Thermometry 

The temperature of the sample chamber is deter­
mined through the use of a specially-made plat-



Journal of Research of the National Bureau of Standards 

inum resistance thermometer (PR T) of R (0 'c) 
about 2.5 n. The four-lead resistor element is made 
of high-purity platinum wire of 0.13 mm diam 
wound in the form of a bifilar, simple helix. The 
protective sheath is made of synthetic vitreous sil­
ica; it is 40 cm long, 7 mm diam. The thermometer 
is filled with a mixture of gases; 90% Ar, 10% 0,. 
Thermometers made in this manner can be cali­
brated according to the procedures recommended 
in the text of the 1968 International Practical Tem­
perature Scale [18] so as to provide IPTS-68 tem­
peratures that are accurate within ±0.002 'c from 
o 'c to 630 'C. Moreover, they can be used at tem­
peratures as high as 1100 'c with levels of impreci­
sion as low as ±0.02 'C. The resistance values of 
the thermometer used in the thermal expansion ap­
paratus were obtained by means of an ac resistance 
bridge designed by Cutkosky of the NBS [19]. 

In practice, the thermometer was calibrated in 
the NBS Platinum Resistance Thermometry Cali­
bration Laboratory at the triple point of water, at 
the tin freezing point and at the zinc freezing point. 
The usual relations were then employed to obtain 
values of temperature on the IPTS-68 in the range 
- 27 'c to 630 'C. This range was sufficient to sat­
isfy the needs of this experiment. Possible drift in 
the thermometer calibration was monitored by pe­
riodic re-calibration at the water triple point in the 
Gas Thermometry Laboratory. We estimate the 
uncertainty in the thermometer calibration as no 
larger than ±O.OOI 'C. 

Uncertainty in the measured sample temperature 
also can arise from consideration of possible tem­
perature gradients between the sample and its tem­
pering block and between the block and the 
thermometer itself. We discuss these problems in 
some detail in section 4. 

2.5 Temperature Control 

Control of the furnace temperature is achieved 
by use of differential thermocouples that are men­
tioned above, together with the platinum resistance 
thermometer. There are five independent heaters 
located on shell II, three on shell 12, and one on 
shell 13 (this shell also is referred to as the sample 
tempering block); at any particular sample temper­
ature, apportioning the required heat among these 
nine heaters is a complicated problem. Preparatory 
to making measurements at a particular tempera­
ture, the operator can adjust power to the heaters 
so as to minimize gradients within the shells II and 
12. The temperatures of II, 12, and 13 also can be 
adjusted to approximate equality. Finally, the oper­
ator can attempt to demonstrate temperature ho-
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mogeneity within the tempering block by changing 
the position of the platinum resistance thermome­
ter. Any variation in its reading can arise from in­
adequate heater adjustment or from a more 
pernicious cause, inadequate thermal isolation from 
the room environment. Use of a special heater, not 
shown in figure I but located along the thermome­
ter guide tube, allows the operator to evaluate the 
quality of the thermometer tempering. 

In practice, the block 13 was supplied with a 
small extra amount of heat from its heater in order 
to maintain its temperature slightly above that of 
shell 12. In turn, shell I2 was maintained at a tem­
perature slightly above that of shell II. The overall 
objective was to apportion the power to the nine 
heaters so as to minimize the apparent gradient 
along block 13. 

All thermopile emf values were measured with a 
calibrated strip-chart recorder. 

2.6 Measurement Procedures 

In performing a determination of the thermal ex­
pansion of a particular sample, the first step con­
sisted of preparing a sample assembly capable of 
providing reasonably straight interference fringes 
arrayed perpendicular to the slit in front of the 
camera, as noted above. The sample lengths at pads 
a-a, h-b, and c-c were recorded, as was the tem­
perature at which the measurement was performed. 

Once the sample assembly was installed in the 
apparatus, the slotted plugs in shells 13, 12, and II 
and the shield covers were replaced and the fur­
nace was evacuated prior to refilling with 'He gas 
at a suitable pressure. 

Sample temperatures were chosen with regard to 
the expected complexity of the curve of the ther­
mal expansion coefficient vs temperature. Cooling 
below 0 'C was accomplished by Freon refrigerant 
flowing through the coils surrounding the outer 
brass shield. For temperatures above 0 'C, the 
voltages applied to the Inconel shell heaters were 
varied until the platinum resistance thermometer 
showed a resistance corresponding to the chosen 
temperature and until the temperature gradient 
within block 13 was minimized. Because of the 
long thermal response time of the apparatus, the 
time required to pass from one temperature to an­
other one sometimes reached 24 hours. 

The filmed fringe pattern that was obtained at 
each stable temperature was examined using a 
microdensitometer in order to determine the frac­
tional fringe count at the fiducial mark to the 
nearest 0.001 fringe. Other experimental data 
recorded while the temperature was stable in-
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cluded the resistance of the sample PR T; the resis­
tance of a temperature-controlled standard resistor 
(used in monitoring the stability of the resistance 
bridge); and the pressure of the 'He gas in the ap­
paratus. 

During the time that the apparatus temperature 
was changing, the interferometer film system 
recorded the changing fringe pattern that resulted 
from the changing length of the sample. Evaluation 
of this film generally allowed a determination to be 
made of the whole number of fringes that passed 
the image of the fiducial mark during the corre­
sponding temperature change. In certain cases, the 
recording system failed to operate; then the inte­
gral number of fringes involved in the measure­
ment was estimated by means to be discussed in the 
next section. 

2.7 Analysis of Data 

In order to analyze our experimental data, we 
prepared tables that are keyed to the stable temper­
ature values in chronological order. For each tem­
perature, we listed the measured fractional fringe 
value associated with the position of the fiducial 
mark as well as the pressure of 'He gas in the ap­
paratus. We also listed the observed overall change 
in fringes, I!.N" that accompanied each tempera­
ture change, Ill,. These entries constitute the exper­
imental data set for each sample. 

In the relatively few cases in which the fringe­
recording system failed to operate during a change 
to a new temperature setting, we obtained an ap­
proximate value of the fringe change from a plot of 
IlN,! Ilt, vs the mean temperature of the interval. 
Such a plot was found to yield unambiguously the 
integral value of fringes passing the fiducial mark 
during a temperature change. 

It is necessary to correct our fringe measure~ 
ments for the effect of the index of refraction of the 
'He gas. This can be accomplished according to the 
relation 

where fjN(I'),,'_m'~ are the changes in the mea­
sured fringe counts at tj when corrected to vacuum 
conditions; the L, are the sample lengths at I, ex­
pressed in meters; cos e is essentially unity; An, the 
vacuum wavelength of the 19'Hg line used in the 
experiment, is 546.2271 X 10-9 m [20); and the n, are 
the indices of refraction of the 'He gas contained in 
the apparatus at I,. The n, can be calculated for 
each experimental temperature and pressure from 
the relation [21) 
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n,=1+(3.5±0.I)XIO-' [Itll [I,~;73l (6) 

where p, is expressed in kPa and I, in degrees Cel­
sius. It was sufficient to use Lmeas in place of Li since 
in no case was fjN(I')",_m~ larger than 0.05 fringe. 

Once we had corrected the observed fringe mea­
surements for the presence of the 'He gas, we 
could prepare a set of corrected values of 
I!.N(I" 11+1) suitable for fitting. 

We assumed that the linear thermal expansion of 
a particular sample, relative to 0 'C and expressed 
in experimental fringe units, could best be repre­
sented by a polynomial of the form 

m 

N(I)=N(O 'C)+ ~ A, I' 
n=1 

(7) 

where I is temperature in degrees Celsius. 
The coefficients A, of eq (7) can be evaluated by 

fitting the function 

m 

Il N(I" 1,+;)= ~ A, (1";-1"+1) 
11=1 

(8) 

to the experimental data. The coefficient N(O 'C) is 
subsequently obtained as 

m 
N(O 'C)=N(lm,,,)- ~ A, I;',,, ,.1 (9) 

where N(tm~) is the length of the sample as mea­
sured at the known temperature Im~ and expressed 
in experimental fringe units. 

We fitted the corrected data for each sample, us­
ing eq (8) in a least-squares computational program 
with up to six coefficients. For each successive 
polynomial (m =2, 3, ... , 6) the program provided 
an estimated standard deviation of the fit and an 
analysis-or-variance test of the significance of the 
m th coefficient [22). This test provided us a useful 
criterion for selecting the degree of the polynomial 
that best fitted the data. 

In fitting the data we gave zero weight to all 
points involving temperature changes less than 
2 'C. In every such case, however, these data 
points are included in the tables and plotted in the 
figures. 

We arranged eq (7) to obtain the equation for the 
linear thermal expansion relative to 0 'C expressed 
in the form of eq (I). 

«1,0 'C)=[L(I)-L(O 'C») / L(O 'C) 
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= [N(I)-N(O °C)]I N(O 0C) 

m 

=}; [Ao I N(O °C)] 10 

n=1 
(10) 

For any other reference temperature, E{t, tref) can 
be obtained as 

(11) 

Frequently, the experimental results are pre­
sented in the literature using a reference tempera~ 
ture of 293 K (i.e., 19.85°C) and using temper­
atures expressed in kelvins [4]. For each sample, we 
present equations in this format using eq (11) to 
derive the appropriate coefficients. 

3. Results 

Thermal expansion data have been determined 
for three samples of 1 mm thickness; platinum sheet 
(Englehard Industries 99.95%) [14], an alloy of 
nominal composition (88 wt% Pt+ 12 wt% Rh), 
and an alloy of nominal composition (80 wt% 
Pt+20 wt% Rh). 

3.1 100% Pt Sample 

As described above, the sample length at each 
set of pads (a-a, b-b, and c-c, fig. 3) was deter­
mined by the use of a calibrated gage block and a 
precision dial micrometer. The sample lengths 
were measured relative to the gage block at 22°C. 
Since the gage block had been calibrated at 20 °C, 
to obtain the true lengths of the sample at 22°C, it 
was necessary to adjust the gage block length for 
the actual temperature difference. The sample 
lengths at pads b-b and c-c agreed within 130 nm. 
At pads a-a, the sample length was some 826 nm 
longer than the average length at the fiducial mark. 
The 22°C average length at the fiducial mark as 
25.277 090 mm ± 130 nm. This corresponds to 
92, 551.58±0.5 fringes in vacuum. 

Data at 26 stable temperatures were recorded on 
the above sample using the Merritt-Saunders inter­
ferograph over the range -27.6°C to 567.7°C. 
The data were recorded as two runs (Nos. 205 and 
206) because a lapse of nearly one month separated 
observations No. 17 and No. 18. However, the ap­
paratus was not disturbed during that time and, 
herein, we treat the data as one set. Column 2 of 
table 1 lists the stabilized temperature points in 
chronological order. Note that the data were not 
obtained in a single ·sweep through the temperature 
range of interest. 
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As noted earlier, the filmed fringe pattern that 
was obtained at each stable temperature was exam­
ined using a microdensitometer in order to deter­
mine the fractional fringe count at the fiducial 
mark to the nearest 0.001 fringe. This fractional 
fringe count is noted in column 3 of the table for 
each point. 

In column 4 of table 1, we have reported the 
pressure in kPa of the 'He gas that filled the ther­
mal expansion apparatus during each stable tem­
perature measurement. Using the refractive index 
for 'He, adjusted for the actual furnace tempera­
ture and pressure by means of eq (6), we corrected 
the fractional fringe count in column 3 of table 1 to 
vacuum conditions by use of eq (5). These cor­
rected values are given in column 5. 

The corrected differences in total fringe count 
between successive stabilized temperatures, are 
given in column 6 of table I. Note that each entry 
in column 6 is placed between the two relevant 
entries for the stable-temperature points in columns 
1-5. 

As noted in section 2.7, we used a polynomial of 
the form of eq (8) to fit the values of AN(I" (,+,) by 
the method of least squares. A summary of the fit­
ting parameters in given in table 2. As indicated in 
table 2, the analysis-of-variance test for significance 
of the last coefficient showed the coefficient of the 
4th degree term of the polynomial to be significant 
at the 95% level of confidence. 

Using the 4th-degree coefficients given in table 
2, we calculated values of AN for successive exper­
imental end-point temperatures; these are given in 

column 7 oftable I. 

In column 8 of table 1 are listed the differences 

(AN",,-ANook). These differences are plotted 
against the average sample temperature (I, + Ii+ ,)/2 
in figure 4. 

Using the relationship expressed by eq (10), the 
percent linear thermal expansion for 100% Pt with 
o °C as the reference temperature is given by eq 
(12) where N(O °C)=92,533.46 fringes. 

, 
100 e(I,O 0C)= 100 }; [Ao I N(O 0C)] 10 

11=1 

=8.862X 10-' (+ 1.760 X 10-7 
(2 

-l.l44X 10- 10 13 

+ 8.93 X 10- 14 I'. (12) 
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Table 1. Experimental Data for 100 Wt% Pt. 
N(22 °C)=92,551.58±O.5 fringes 

1 2 3 4 5 6 7 8 

Gas 
Point Pressure F.F. 

No. /(68), 'C F.F.a kPa corr ANexpt 
, 

I:1.N calc
c Dev,frr 

Run 205 

567.685 .930 0.73 .922 
1a -32.267 -32.330 .063 
2 533.950 .664 0.73 .655 
2a -76.384 -76.277 -.107 
3 453.083 .281 0.73 .271 
3a ( -14.064)' -14.332 .268 
4 437.694 .216 0.67 .207 
4a -94.490 -94.592 .102 
5 334.599 .727 0.67 .717 
5a -.127d -.006 -.121 
6 334.592 .600 0.67 .590 
6a -63.933 -63.786 -.147 
7 263.548 .669 0.67 .657 
7a -84.052 -84.038 -.014 
8 167.911 .619 0.67 .605 
8a -48.195 -48.264 .069 
9 111.803 .426 0.67 .410 
9a -30.260 -30.216 -.044 

10 76.173 .168 0.67 .150 
lOa -16.703 -16.833 .130 
II 56.139 .466 0.67 .447 
11a -24.172 -24.267 .095 
12 27.006 .292 0.53 .275 
12a ( -12.018) -11.893 -.125 
13 12.613 .277 0.60 .257 
13a (6.239) 6.228 .011 
14 20.160 .515 0.60 .496 
14a ( -7.141) -7.112 -.029 
15 11.540 .375 0.60 .355 
15a 7.124 7.129 -.005 
16 20.180 .498 0.60 .479 
16a (7.990) 7.960 .030 

Run 206 

17 29.794 .488 0.60 .469 
17a ( -47.120) -47.077 -.043 
18 -27.599 .372 0.60 .349 
18a 8.225 8.269 -.044 
19 -17.422 .596 0.60 .574 
19a 6.784 6.819 -.035 
20 -9.061 .382 0.67 .358 
20a ( -.019)' -.017 -.002 
21 -9.082 .363 0.67 .339 
21a 7.101 7.096 .005 
22 -.412 .463 0.67 .440 
22a 7.042 7.052 -.010 
23 8.175 .504 0.67 .482 
23a (.989)' 1.071 -.082 
24 9.477 .493 0.67 .471 
24a 7.221 7.212 .009 
25 18.225 .714 0.67 .692 
25a 8.585 8.596 -.011 
26 28.614 .298 0.67 .277 

a F.F.; fractional fringe count at the fiducial mark. 
b tlNnpt: corrected differences in sample length, expressed in fringes. 
C Use of parentheses indicates that the integral number of fringes passing the fiducial mark during a particular temperature change was obtained from 

a trial plot of lll'/ I 6.1 vs the mean temperature of the interval (see section 2.7), 
d Data points Sa, 20a, and 23a were given zero weight in the fitting procedure. 
e !J.N~ak; fringe differences calculated for the end-point temperatures given in column 2, using eq (8) with the coefficients given in table 2. 
f Dev; !J.Ne,pt-!J.Ncaic' These differences are ploUed against the average experimental end point temperatures in figure 4. 
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Table 2. Fitting parameters for the thermal expansion of 
100% Pt. 

Equation used in least-squares fitting procedure: 

m 

!l N(t;, /;+1)= L Aq (tq;_tni+l) (8) 
n=l 

Determination of number of polynomial terms m for "best fit": 

p = 22 data points 

m cr' Fm" FO,9$(1,p-m) 

1. 729 0 
2 0.1254 4537.7 4.35 
3 0.110 1 7.7 4.38 
4 0.098 5 6.5 4.41 

5 0.0987 0.9 4.45 
6 0.0990 0.9 4.49 

Coefficients of 4th degree polynomial: 

n A. CT of Arr 

0.819987 6 O.()()I 441 2 
2 0.000 162 877 0.000 012 011 
3 -0.000 000 105 857 0.000 000 036 848 
4 0.000 000 000 082 658 0.000 000 000 034 522 

N(O ·C)=92,533.46 fringes [from eq (9)J 

a 0-; the estimated standard deviation of the fit. 
b F m; an index used to estimate the level of significance of the m th 

coefficient in the equation fitted to the data. 

Pm= l+(p-m + I) [(0";;;1 Y -I] 
where p is the number of data points and m is the number of coefficients 
in the polynomial. The coefficient Am is considered significant at the 
desired level of confidence if F m is greater than the corresponding value 
given in the rourth column. (Entries in column 4 were taken from a 
standard table ror the F.distribution, e.g., table III of [22].) 

For a reference temperature of 293 K the corre· 
sponding equation is 

100 «T,293 K)= -1.766X 10-' 

+8.860X 10-' (T -273.15) 

+ 1.760 X 10-7 (T -273.15)' 

-l.144X 10- 10 (T -273.15)3 

+8.93 X 10- 14 (T -273.15)'. 
(13) 

3.2 (88 wt% Pt+ 12 wt% Rh) Sample 

The (88 wt% Pt+ 12 wt% Rh) sample was made 
with a geometric shape similar to that of the 100% 
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Pt sample. The sample length at the position of the 
fiducial wire was measured against a gage block, 
again using a precision dial micrometer; the sample 
length was determined to be 21.039 689 mm± 105 
nm at 26.7°C, which corresponds to 77,036.42 
±O.4 fringes in vacuum. 

Thirty·seven stable temperature points were ob· 
tained on the (Pt+ 12% Rh) sample in two sets of 
measurements that were separated in time by four 
months. Table 3 shows the data in the same format 
as that presented in table 1 for 100% Pt, with the 
two sets of measurements separated for analytical 
purposes. Again it was necessary to deduce the in· 
tegral number of fringes that crossed the fiducial 
mark in a few cases; these estimated values are en~ 
closed in parentheses in column 6. 

We note that the analysis of two independent 
sets of thermal expansion data can help consider· 
ably to illuminate the overall level of reproducibil· 
ity of our measurements. In principle, the thermal 
expansion data in the second set of measurements 
should duplicate the data in the first set; the sam· 
pie, though removed from the apparatus, was not 
modified between measurements. Only an acciden· 
tal sample length change owing to rough handling, 
a modification of the sample properties owing to 
the heating that occurred during the first measure· 
ment, or a mis·alinement of the optical system dur· 
ing re·assembly of the apparatus should cause any 
discrepancy between the two sets of data. Realiz· 
ing these possibilities, we fitted the thermal expan· 
sion data for each data set separately as well as 
grouped into one large data set. 

The values AN~" listed in column 7 of table 3 
were obtained by the use of the fitting coefficients 
given in table 4, along with the experimental end· 
point temperatures. The differences (AN"PI-AN""o) 
are listed in column 8 of table 3 and they are plot. 
ted in figure 5. 

Although the analysis·of·variance test indicates 
that a fifth term is statistically significant even at 
the 99% confidence level, we choose to represent 
our data with a four·term equation. There are two 
reasons for making this choice. The first is that the 
observed data of Run 204 (15 of the 34 points 
which cover over 90% of the temperature range) 
can be unambiguously "best fitted" by a four·term 
equation from which the estimated standard devia· 
tion of the data is 0.018 fringe. The two data points 
from Run 207 which overlap the temperature 
range of Run 204 deviate by less than 0.005 fringe 
from the four·term equation fitted to Run 204. The 
19 data points of Run 207 can be "best fitted" by a 
three·term equation from which the estimated stan· 
dard deviation of the data is 0,020 fringe, a value 
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Figure 4-DifTerences in fringes of light at 546 om between the length changes that were observed experimentally for 100% Pt and those 

that were calculated from the 4th degree fitting equation (see table 2). The squares indicate data of Run No. 205; the triangles, Run 
No. 206. The horizontal bar centered on each point denotes the temperature interval over which the length change was measured. 
( ) encloses a data point for which the whole number of fringes was estimated. / marks a data point that was given zero weight in 
the fitting process. _ . _ . _ indicates the bounds of one part per million in sample length. 

comparable to that obtained when a five-term 
equation is fitted to all of the data. It appears that 
the imprecision of the data below 25 'C allows an 
additional flexibility in the fitting process. This ad­
ditional flexibility was also observed when the data 
for each of the three samples were fitted by two 
other model equations, indicating that there may be 
an unusual distribution of these data-though at a 
low level of imprecision. 

The second reason for our choice of the four­
term equation is to maintain a consistent treatment 
of the data for each of the three samples. By so 
doing, we believe that the comparison of the differ­
ences between the calculated values for the ther­
mal expansion of pure platinum and the two 
rhodium-platinum alloys will be least influenced by 
the analytical treatment of the experimental data. 
The consequences of choosing the four- rather than 
the five-term equation are very slight. In the range 
-20 to 550 'C, no value of linear expansion relative 
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to 0 'C calculated with the four-term equation dif­
fers by as much as 1 ppm from that calculated with 
the five-term equation. This difference is less than 
the estimated uncertainty in the calculated value. 
The difference between the five- and four-term 
equation is indicated by the dotted line in figure 5. 

We suggest that the percent linear thermal ex­
pansion relative to 0 'C, for (88 wt% Pt+ 12 wt% 
Rh) be calculated using the relation 

4 

100 E(I,O 'C)= 100 ~ [A, / N(O 'C)] I' 
11=1 

=8.763X 10-4 1 +2.116x 10-7 I' 

- 1.455 X 10-10 I' 

+ 1.036 X 10- 13 14 (14) 

where N(O 'C)=77,018.29 fringes. 
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Table 3, Experimental data for (88 wt% Pt+ 12 wt% Rh). 
N(26.7 'C)=77,036.42±0.4 fringes 

I 2 3 4 5 6 7 8 
Gas 

Point Pressure P.P. 
No. /(68), 'c F.F,A kPa corr I:1.NexPI 

b b.Ncalce Dev,frf 

Run 204 

25.067 .288 0.93 .265 
la 6.365 6.335 .030 
2 34.325 .653 0.93 .630 
2a 6.953 6.936 .017 
3 44.418 .605 0.93 .583 
3a 6.763 6.753 .010 
4 54.202 .367 0.93 .346 
4a 7.216 7.224 -.008 
5 64.624 .583 0.93 .562 
5a 6.892 6.890 .002 
6 74.522 .474 0.93 .454 
6a 8.132 8.105 .027 
7 86.115 .605 0.93 .586 
7a 13.740 13.753 -.013 
8 105.668 .350 1.20 .326 
8a 20.269 20.254 .015 
9 134.207 .611 0.86 .595 
9a 48.855 48.896 -.041 

10 201.962 .467 1.07 .450 
lOa 37.785 37.805 -.020 
II 253.366 .250 1.07 .235 
lJa 38.123 38.JJ5 .008 
12 304.418 .374 1.20 .358 
12a 73.945 73.933 .012 
13 401.427 .316 1.20 .303 
13a 44.341 44.329 .012 
14 458.382 .658 1.40 .644 
14a 35.900 35.861 .039 
15 503.804 .558 1.47 .544 
15a 38.693 38.728 -.035 
16 552.193 .250 1.47 .237 

Run 207 

17 272.145 .374 0.53 .367 
17a -70.819 -70.859 .040 
18 175.678 .557 0.53 .548 
18a ( -103.421)' 103.372 -.049 
19 28.981 .140 0.53 .127 
19a ( -31.551) -31.588 .037 
20 -17.700 .588 0.40 .576 
20a 3.545 3.577 -.032 
21 -12.361 .132 0.40 .121 
21a 2.941 2.946 -.005 
22 -7.974 .073 0.40 .062 
22a 3.368 3.347 .021 
23 -3.001 .441 0.40 .430 
23a 3.889 3.920 -.031 
24 2.807 .337 0.67 .319 
24a 6.926 6.912 .014 
25 lJ.01O .262 0.67 .245 
25a (7.076) 7.102 -.026 
26 23.443 .334 0.53 .321 
26a 0.085)' 1.051 .034 
27 24.983 .419 0.53 .406 
27a ( -25.781) -25.788 .007 
28 -13.120 .635 0.33 .625 
28a -6.437 -6.447 .010 
29 -22.757 .192 0.13 .188 
29a 3.054 3.080 -.026 
30 -18.147 .255 0.40 .242 
30a 3.262 3.251 .011 
31 -13.292 .512 0.27 .504 
31a 2.806 2.845 -.039 

(Continued) 
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Table 3 Continued. Experimental data for (88 wt% Pt+ 12 wt% Rh). 
N(26.7 ·C)~77,036.42±0.4 fringes 

1 2 3 4 5 6 7 8 
Gas 

Point Pressure F.F. 
No. 1(68), ·c F.F.a kPa carr I!J.Ne~pt b IlNca1c" Dev,frF 

32 -9.053 .318 0.27 .310 
32a 3.152 3.125 .027 
33 -4.408 .469 0.27 .462 
33a 3.844 3.848 -.004 
34 1.298 .313 0.27 .306 
34a 4.080 4.069 .011 
35 7.315 .393 0.27 .386 
35a 6.735 6.743 -.008 
36 17.248 .126 0.27 .121 
300 8.295 8.316 -.021 
37 29.436 .425 0.27 .416 

a F.F.; fractional fringe count at the fiducial mark. 
b Il.N.xpt ; corrected differences in sample length, expressed in fringes. 
C Use of parentheses indicates that the integral number of fringes passing the fiducial mark during a particular temperature change was obtained from 

a trial plot of AN / dt vs the mean temperature of the interval (see section 2.7), 
d Data point 26a was given zero weight in the fitting procedure. 
" IlNcalc; fringe differences calculated for the end-point temperatures given in column 2, using eq (8) with the coefficients given in table 4. 
f Dev; I:J.Nexpt-6.N~alc' These differences are plotted against the average experimental end-point temperatures in figure 5. 

Table 4. Fitting parameters for the thermal expansion of 
(88 wt% Pt+ 12 Rh). 

Equation used in least-squares fitting procedure: 

I!J.N(ti,ti+I)= i A" (r/-t"i+l) 
n=1 

(8) 

Determination of number of polynomial terms m for "best fit": 

p = 34 data points 

m cr' Fm b FO.9S(I,p-m) 

1.408 7 
2 0.0912 8086.2 4.15 
3 0.049 3 80.8 4.16 
4 O.oz59 85.1 4.17 

5 0.0205 19.4 4.18 
6 0.0204 1.2 4.20 

Coefficients of 4th degree polynomial: 

n A" u of An 

1 0.6749122 0.000 374 0 
2 0.000 162 975 0.000 003 093 
3 -0.000 000 112 026 0.000 000 009 268 
4 0.000 000 000 079 830 0.000 000 000 008 789 

N(O ·C)~77,018.29 fringes [from eq (9)] 

a 0"; the estimated standard deviation of the fit. 
b Fm: an index used to estimate the level of significance of the mth 

coefficient in the equation fitted to the data. 

Fm=I+(p-m + I) [(CT;;,! Y -I] 
where p is the number of data points and m is the number of coefficients 
in the polynomial. The coefficient Am is considered significant at the 
desired level of confidence if F m is greater than the corresponding value 
given in the fourth column. (Entries in column 4 were taken from a 
standard table for the F-distribution, e.g., table III of [22].) 
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For a reference temperature of 293 K the corre­
sponding equation is 

100 E(T,293 K)= -1.747X 10-' 

+8.761 X 10-' (T -273.15) 

+2.116X 10-7 (T -273.15)' 

-1.454 X 10- 10 (T -273.15)3 

+ 1.036x 10- 13 (T -273.15)'. 
(IS) 

3.3 (80 wt% Pt+20 wt% Rh) Sample 

The (80 wt% Pt + 20 wt% Rh) sample was pre­
pared in a manner similar to those used with the 
other two samples. Its length at 21°C was deter­
mined as 21.380 463 mm ± 107 nm, corresponding 
to 78,284.15±0.4 fringes in vacuum. 

The 25 AN(I;, 1;+1) data points measured with 
this sample are displayed in table 5, using the same 
format that was employed for tables I and 3. 

Again we used the method of least squares with 
a polynomial in 1 to fit the data in the form 
IlN(I;, 1;+ 1)' A summary of the fitting parameters is 
given in table 6. Note that the F test indicates sig­
nificance of the I' term at the 95% level of confi­
dence. 

Using the fourth-degree coefficients given in 
table 6, we calculated values of AN for the experi­
mental end-point temperatures, as we did with the 
other two samples, as well as the differences 
(ANexpt - ANca1c)' These sets of values are given in 
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Figure S-Differences in fringes of light at 546 om between the length changes that were observed experimentally for (88 wt% Pt+ 12 

wt% Rh) and those that were calculated from the 4th degree fitting equation (see table 4). The squares indicate data of Run No. 204; 
the triangles. Run No. 207. The horizontal bar centered on each point denotes the temperature interval over which the length change 
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zero weight in the fitting process. _ . _ . _ indicates the bounds of one part per million in sample length .. " ..... indicates the 
difference between the five~ and four~term fit to the experimental data. 

columns 7 and 8, respectively, of table 5. The 
column 8 differences are plotted against the aver­
age sample temperatures in figure 6. 

We recommend that eqs (16) and (17) be used to 
calculate the percent linear thermal expansion for 
(80 wt% Pt + 20 wt% Rh) for reference tempera­
tures of 0 °C and 293 K, respectively. 

, 
100 E(t,O 0C)= 100 }; [A" / N(O 0C)] t" 

"~I 

=8.674X 10-' t +2.538X 10-7 t' 

-2.081 X 10- 10 t' 

+ 1.480 X 10- 13 t' (16) 

where N(O °C)=78,269.81 fringes and 
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100 E(T,293 K)= -1.731 X 10-2 

+ 8.672 X 10-' (T - 273.15) 

+2.538X 10-7 (T -273.15)2 

-2.080X 10-10 (T -273.15)' 

+ 1.480X 10-13 (T -273.15)'. 
(17) 

3.4 Effect of Alloying Upon the Thermal Expansion 
of Pt 

It is interesting to compare the temperature de­
pendencies of the thermal expansion of the three 
samples studied in the course of this investigation 
to illustrate the effect of alloying pure platinum 
with rhodium. 
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Table 5. Experimental data for (80 wt% Pt+20 wt% Rh). 
N(21 ·C)~78,284.15±0.4 fringes 

1 2 3 4 5 6 7 8 
Gas 

Point Pressure F.F. 
No. /(68), ·c F.F,a kPa corr I1Ncxpr 

b I:J.Ncalc
e Dev,frF 

Run 208 

231.678 .371 0.27 .367 
1a -38.246 -38.335 .089 
2 180.153 .126 0.27 .121 
2a (82.564)' 82.515 .049 
3 290.002 .691 0.40 .685 
3a -39.862 -39.808 -.054 
4 237.498 .830 0.47 .823 
4a ( -80.325) -80.288 -.037 
5 128.691 .502 0.20 .498 
5a -31.865 -·31.891 .026 
6 84.160 .639 0.27 .633 
00 125.772 125.762 .010 
7 255.511 .409 0.27 .405 
7a ( -199.679) -199.723 .044 
8 -23.001 .735 0.27 .726 
8a 3.779 3.784 -.005 
9 -17.359 .513 0.27 .505 
9a ( -0.013)' -0.009 -.004 

10 -17.372 .500 0.27 .492 
lOa 3.980 3.936 .044 
11 -11.524 .480 0.27 .472 
11a 3.243 3.246 -.003 
12 -6.717 .723 0.27 .715 
12a (0.011)' .080 -.069 
13 -6.599 .734 0.27 .726 
13a 5.691 5.695 -.004 
14 1.802 .425 0.27 .417 
14a 6.902 6.880 .022 
15 11.896 .327 0.27 .319 
15a 9.869 9.857 .012 
16 26.258 .195 0.27 .188 
100 (0.337)' 0355 .018 
17 26.773 .536 0.40 .525 
17a 16.906 16.799 .107 
18 50.993 .438 0.27 .431 
18a 45.797 45.727 .070 
19 115.513 .234 0.27 .228 
19a 46.184 46.160 .024 
20 178.903 .417 0.27 .412 
20a 44.227 44.256 -.029 
21 238.332 .645 0.40 .639 
21a 46.778 46.841 -.063 
22 300.008 .423 0.40 .417 
22a 40.151 40.153 -.002 
23 351.982 .573 0.40 .568 
23a 81.957 81.955 .002 
24 455.685 .529 0.40 .525 
24a 36.923 36.897 .026 
25 501.350 .454 0.53 .448 
25a 39.649 39.668 -.019 
26 549.719 .102 0.53 .097 

a F.F.; fractional fringe count at the fiducial mark. 
b ANe• pr ; corrected differences in sample length, expressed in fringes. 
e Use of parentheses indicates that the integral number of fringes passing the fiducial mark during a particular temperature change was obtained from 

a trial plot of .6.N/At vs the mean temperature of the interval (see section 2.7), 
d Data points 9a, 12a, and 16a were given zero weight in the fitting procedure. 
e ANcak; fringe differences calculated for the end-point temperatures given in column 2, using eq (8) with the coefficients given in table 6. 
f Dev; 6.Ne~p!~6.Nc.1c' These differences are plotted against the average experimental end-point temperatures in figure 6. 
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In table 7, we present values for the percent lin­
ear thermal expansion, 100 €(/ ,0 "C), for each of the 
three samples. These values were calculated using 
eqs (12), (14), and (16). 

The differences between the values of the ther­
mal expansion for the two alloys and those for pure 
platinum are plotted against temperature in fig­
ure7. 

Substitution of rhodium into the platinum lattice 
progressively reduces the thermal expansion in the 
temperature range 0 "C to 350 "C, then causes it to 
increase. This effect is made more noticeable as one 
examines the coefficient of thermal expansion. Val­
ues of this quantity are presented in table 8. The 
values were obtained by differentiating eqs (12), 
(14), and (16). 

The values for the coefficient of linear thermal 
expansion are plotted against Celsius temperature 

Table 6, Fitting parameters for the thermal expansion of 
(80 wt% Pt+20 wt% Rh). 

Equation used in least-squares fitting procedure: 

(8) 

Determination of number of polynomial terms m for "best fit": 

p=22 data points 

m cr" Fm' Fo.9s(l, p -m) 

2.2168 
2 0.1760 3783.4 4.35 
3 0.087 1 72.0 4.38 
4 0.048 6 49.6 4.41 

5 0.0489 0.8 4.45 
6 0.0496 0.2 4.49 

Coefficients of 4th degree polynomial: 

n 

2 
3 
4 

A. 

0.678 897 5 
0.000 198 688 

- 0.000 000 162 865 
0.000 000 000 115 879 

(j of A~ 

0.000 717 2 
0.000 006 056 
0.000 000 018 387 
0.000 000 000 017 668 

N(O 'C)=78,269.81 fringes [from eq (9)] 

a u; the estimated standard deviation of the fit. 
b F m; an index used to estimate the level of significance of the m th 

coefficient in the equation fitted to the data. 

F",= l+(p-m + 1) [(0";,;;-1 Y -1] 

where p is the number of data points and m is the number of coefficients 
in the polynomial. The coefficient Am is considered significant at the 
desired level of confidence if F m is greater than the corresponding value 
given in the fourth column. (Entries in column 4 were taken from a 
standard table for the F.distribution, e.g., table 1II of {22J.) 
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in figure 8. The curves show the initial reduction of 
the coefficient at 0 "C, and the progressive increase 
at higher temperatures in the range that was stud­
ied in this investigation. 

Table 7. Values of the percent linear thermal expansion relative 
to 0 °c for 100% Pt and alloys of (88 wt% Pt+ 12 wt% Rh) 
and (80 wt% Pt+20 wt% Rh) calculated from eqs (12), (14), 
and (16), respectively. 

100 «t,O 'C)=I00 [L (t)IL (0 'C) -1] 

'c 88 wt% Pt+ 80 wt% Pt+ 
100% Pt 12wt% Rh 20wt% Rh 
Eq (12) Eq (14) Eq (16) 

-20 -0.0177 -0.0174 -0.0172 
0 0 0 0 

20 0.0178 0.0176 0.0174 
50 0.0447 0.0443 0.0440 

100 0.0903 0.0896 0.0891 

150 0.1365 0.1358 0.1352 
200 0.1835 0.1827 0.1822 
250 0.2311 0.2304 0.2300 
300 0.2793 0.2788 0.2786 

350 0.3282 0.3279 0.3280 
400 0.3776 0.3777 0.3780 
450 0.4277 0.4282 0.4288 
500 0.4784 0.4793 0.4804 
550 0.5298 0.5313 0.5328 

Table 8, Values of the coefficient of linear thermal expansion 
for 100% Pt and alloys of (88 wt% Pt+ 12 wt% Rh) and 
(80 wt% Pt+20 wt% Rh) calculated from the temperature 
derivatives of eqs (12), (14). and (16), respectively. 

10' a(t ,0 'C)= IO' dL(t)/dt I L(O 'C) 

88 wt% Pt+ 80 wt% Pt+ 
100% Pt 12 wt% Rh 20 wt% Rh 

(d/dt)Eq (12) (d/dt)Eq (14) (d/dt)Eq (16) 

'C °C- 1 °C- 1 °C- 1 

-20 8.790 8.677 8.570 
0 8.862 8.763 8.674 

20 8.931 8.846 8.773 
50 9.029 8.964 8.913 

100 9.183 9.147 9.125 

150 9.324 9.314 9.315 
200 9.457 9.468 9.487 
250 9.583 9.613 9.645 
300 9.705 9.752 9.795 

350 9.826 9.888 9.940 
400 9.949 10.023 10.085 
450 10.076 10.162 10.234 
500 10.210 10.306 10.392 
550 10.354 10.460 10.563 
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Figure 7-Differences in linear 
thermal expansion, l1:(t ,0 ·C) be­
tween the (88 wt% Pt+ 12 wt% 
Rh) or the (80 wt% Pt+20 
wt% Rh) sample and the 100% 
Pt sample, as calculated from 
the respective fitting eqs (14), 
(16), and (12). 
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4. Measurement Uncertainties 4.2 Systematic Uncertainties 
4.1 Random Uncertainties 

The Merritt-Saunders method for the determina­
tion of the thermal expansion appears to provide 
length measurements with an overall uncertainty of 
0.1 fringe or less, a value that corresponds to about 
I ppm of our sample length. The level of our over­
all experimental imprecision is made clear by the 
process of fitting the thermal expansion data for 
each sample (tables 2, 4, and 6) with a simple 
power series. Although the resolution of the fringe­
counting procedure is ±O.OOI fringe, we estimate 
that the imprecision involved in the use of the mi­
crodensitometer to determine the fractional fringe 
count (col. 3 of tables 1, 3, and 5) may be 10 times 
as great. The determination of temperature was ac­
complished with relatively good precision; the 
thermometer sensorlbridge system used in this 
work allowed us to resolve temperature within 
±O.OOI 'C throughout the range of the measure­
ments. 

Another possible source of random error in our 
experiment is the occurrence of undetected me­
chanical disturbances of the apparatus during the 
several weeks required for the measurements. Such 
disturbances might lead to small displacements of 
the optical system and thus to incorrect values of 
the sample length changes. 
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There are several potential sources of systematic 
error in this experiment. The fact that the uncer­
tainties attached to predicted data points in the fit­
ting procedures are relatively large compared to 
the resolution of the sample length and of the sam­
ple temperature, as we noted above, must be as­
cribed either to the random disturbances 
mentioned above or to the presence of one or 
more systematic errors. 

Effects contributing to systematic error in the 
measured sample temperature include the follow­
ing: 

a) Self-heating of the platinum resistance ther­
mometer; 

b) Inadequate thermal tempering of the PRT; 
c) Drift in the calibration of the PR T or of the 

bridge that was used in its measurement; 
d) Temperature gradients within the sample 

block; 
e) Deviation of the sample temperature from the 

block temperature, arising from convective or ra­
diative effects within the sample chamber. 

Efforts were uRdertaken to assign limits to all of 
the errors listed above, either on the basis of calcu­
lations or on the basis of separate experiments con­
ducted during this study. What follows is our 
estimate of these limits: 

a) Self-heating. We used a measuring current of I 
mA through our PRT (2.5 ohms at a 'c). In no 
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case did the temperature error due to self-heating 
exceed 0.000 2 °C. 

b) Quality of thermal tempering of the PRT. 
This problem caused considerable concern in the 
planning stage of the experiment. To help evaluate 
the thermal tempering, we installed a special 
heater-a helical coil about 6 cm long-on the 
guide tube that receives the PRT where it inter­
sects shell II. Introduction of moderate power to 
this heater had no discernible effect upon the mea­
sured temperature of the thermometer, leading us 
to conclude that the thermometer tempering was 
adequate. 

c) Thermometer or bridge calibration drift. Peri­
odic measurement of a standard resistor allowed us 
to conclude that the temperature error due to drift 
in calibration of the resistance bridge did not ex­
ceed 0.000 IOC, a negligible level. Similarily, peri­
odic re-calibration of the PR T showed it to be 
stable within 0.001 °C. 

d) Temperature gradients in the sample block. A 
scan was made of the vertical gradient in the sam­
ple block (13 in fig. I) by withdrawing the ther­
mometer I cm at a time through its static seal. To 
do this it was necessary to maintain a pressure of 
10 1 kPa pressure of helium gas in the apparatus. 
The maximum gradient observed under these con­
ditions was 0.02 °C/cm. Under the usual measuring 
conditions, wherein the gas pressure did not exceed 
1.5 kPa, we estimate the thermal gradient as less 
than 0.001 °C/cm. 

e) Sample gradients arising from convective or 
radiative effects. Heat transfer calculations indicate 
that the temperature difference between the sample 
and its enclosure arising from convective or radia­
tive effects did not exceed 0.001 °C. No experimen­
tal verification of this result was attempted. 

Another systematic error in the Merritt-Saun­
ders experiment can arise from differences in the 
thermal expansions of the sample and of the glass 
plates that touch it. It is likely that the contact be­
tween the glass plates A and B and the sample pads 
a-a, b-b, and c-c takes place at different points 
during the measurement process. Given the ther­
mal expansion rates of the two materials and the 
sample geometry, one can expect the relative sepa­
ration of the points of contact on each plate to 
change by about 6.5 "m as the system temperature 
varies from - 20 °c to 560 °C. While this motion 
corresponds to a change in angle of the upper plate 
of only 2.5 microdegrees and thus to a shift in the 
fringe count at the fiducial mark of only 0.002 
fringe, if the motion were to take place in a hys­
teretic and erratic fashion, then the fringe pattern 
could be disturbed to a larger extent. 
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Systematic errors can arise from incorrect mea­
surement of the filling-gas pressure or from out­
gassing within the sample chamber during the 
measurements, from incorrect evaluation of the 
wavelength of the radiation used to form the fringe 
pattern, from use of incorrect values of the refrac­
tive index of the filling gas as given by eq (3), and 
from variation in developing or handling the film. 
All of these would appear to be relatively small 
with respect to the imprecision found in the fitting 
procedure. The uncertainty in the determination of 
the reference lengths of the samples is 30 ppm, ap­
proximately 10 ppm of that quantity arising from 
uncertainty in the reading of the dial micrometer 
and 20 ppm owing to uncertainty in the tempera­
ture of the samples and gage blocks; an overall bias 
in the sample length at this level, however, has 
only a negligible effect on the calculated values of 
the thermal expansion. 

Yet another systematic error can arise from 
changes in the sample properties during the mea­
surements. Barter and Darling [23] have illustrated 
the drift in the thermal expansion of an (80 wt% 
Pt+20 wt% Rh) sample that accompanies the first 
heating of a hard-drawn material to its annealing 
temperature. Hahn and Kirby [24], on the other 
hand, have reported that subsequent measurements 
of annealed samples of Pt showed no perceptible 
drift in the thermal expansion. We took care to an­
neal our samples prior to measurement, so that we 
expect only negligible error from this source. 

In table 9, we summarize our estimates of the 
uncertainties arising in the present experiment. 

Table 9, Uncertainties in Merritt·Saunders thermal expansion 
measurements. 

A. Random 

I. Overall experimental uncertainty (from fitting proce-
dure) < I ppm of sample length. 

2. Uncertainty of fringe measurement ±0.01 fringes. 
3. Sample temperature resolution ±O.OOI 0C, 

4. Mechanical shock to optical system during measure­
ment-unknown magnitude. 

B. Systematic 
I. Sample temperature different from measured tempera-

ture <0.001 "C. 
2. Fringe count error-<O.OI fringe. 
3. Refractive index of medium incorrect-<0.02 fringe. 
4. Error in interferometer wavelength- < 1 ppm. 
5. Film and reader irregularities-negligible. 
6. Sample property changes during measurements-un­

known. 
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5. Comparison With Other Results 

High-purity platinum serves as a standard for 
thermal expansion measurements. Therefore it 
seems very useful to compare high-precision mea­
surements on this material that originate in differ­
ent laboratories. 

Numerous workers have studied the thermal ex­
pansion of Pt and Pt-Rh alloys. Nearly all of the 
results published prior to 1975 have been compiled 
by Kirby and others in the form of graphs and ta­
bles of coefficient of linear thermal expansion, 
a(T,293 K)=[I/L(293 K)] [dL(T)/dT], and per­
cent linear thermal expansion relative to 293 K, 100 
«T,293 K)= 100 [L(T)-L(293 K)]/[L(293 K)] 
[4]. 

In analyzing our data, we have attempted to use 
the most direct fitting process available, that is, one 
in which the experimentally determined sample 
length changes were fitted by a polynomial consist­
ing of differences of increasing powers of the end­
point temperatnres [eq (S)]. By applying the F-test 
for evaluating the significance of the coefficients, 
we attempted to avoid problems that can arise 
from "over-fitting" experimental data (i.e . ., using 
polynomial functions of higher degree than justi­
fied by the precision of the data). 

We remind the reader that a wide variation exists 
in the manner of expression of thermal expansion 
results, and that careless use of these expressions 
can lead to discrepancies among similar data [25]. 
Any of the customary forms for the expression of 
thermal expansion that are found in the literature, 
including 

L(I)-L(I",) 
L (1",)(1 - I",) 

L(I +dl)-L(I -dl) 
L (I",) 2 dl 

L(I +dl)-L(I -dl) 
L(I) 2 dl 

100 [L(I) L(I",)] 
L (I",) 

("average thermal expansiv­
ity") 

("thermal expansivity") 

("instantaneous thermal ex­
pansivity") 

("linear thermal expansion") 

("percent linear thermal ex­
pansion") 

can be derived directly from fitting equations such 
as eq (S). 
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5.1 100% PI 

Twenty-eight sets of data for the linear thermal 
expansion of 100% Pt have been critically analyzed 
by the Thermophysical Properties Research Cen­
ter (TPRC) with the result that a "recommended 
curve" for the percent linear thermal expansion 
over the range 293 K to 1900 K has been offered [5] 

100 «T,293 K)=9.122X 10-' (T -293) 

+ 7.467 X 10-' (T -293)' 

+4.25SX 10- 11 (T -293)'. (IS) 

Note that temperature in eq (IS) is expressed in 
kelvins; we denote these temperatures by T. At se­
lected temperatures TPRC also tabulated "recom­
mended values" for this quantity which differ 
slightly from those given by eq (IS). 

The recent study by Hahn and Kirby [24] and 
the older work by Holborn and Day [26] most 
nearly approximate our own work in experimental 
technique, temperature range, and precision. Hahn 
and Kirby represented their results for the percent 
linear thermal expansion of 100% Pt for the tem­
perature range 293 to 1900 K by the relation 

100 «T,293 K)=0.2279+6.1I7X 10-' T 

+S.251 X 10-' T' 

- J.lIS7x 10-9 T' 

+9.1523X 10- 13 T' 

-3.6754x 10- 16 T' 

+ 5.S93 X 10-20 T'. (19) 

Holborn and Day expressed their results as an 
equation in degrees Celsius for the coefficient of 
linear thermal expansion. Their integrated equation 
referenced to 293 K is 

100 «T,293 K)= -0.0176 

+S.S66X 1O-'X(T-273.15) 

+ 1.322 X 1O-'X(T -273.15)'. 
(20) 

In table 10, values of the percent linear expan­
sion relative to 293 K as calculated from eqs (IS) to 
(20) plus TPRC recommended values for specific 
temperatures are compared to values calculated 
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Table 10. Values of the percent linear thermal expansion rela-
tive to 293 K for 100% Pt from various selected sources. 

T 100 ,(T.293 K)= 100 [L(T)IL(293 K) -I J 

This work TPRC [5J Hahn and Holbomand 
K Eq (12) recommended Kirby [24J Day [26J 

value Eq (18) Eq (19) Eq (20) 

273.15 -0.0177 -0.0177 
293 0 0 0 0 0 
300 0.0063 0.0064 0.0062 0.0062 
400 0.0974 0.096 0.0985 0.0971 0.0969 
500 0.1913 0.189 0.1924 0.1910 0.1903 
600 0.2878 0.288 0.2883 0.2873 0.2863 
700 0.3867 0.388 0.3865 0.3858 0.3849 
800 0.4881 0.490 0.4872 0.4866 0.4862 

from eq (13). Curves showing the differences be­
tween eqs (18) to (20) and our values are 
plotted agaiust degrees Celsius in figure 9. The dif­
ferences are generally larger than the total uncer­
tainty in our values which we believe to be less 
than I ppm. 

5.2 (88 wt% PH 12 wt% Rh) Alloy 

No other thermal expansion data were found for 
the (88 wt% Pt+ 12 wt% Rh) alloy. Ebert [28] has 
published values for the thermal expansion relative 
to 0 ·C of pure Rh which indicate an uncertainty of 
about 10 ppm. Using the Ebert data combined with 

our values for 100% Pt we have estimated the ther­
mal expansion of the (88 wt% Pt+ 12 wt% Rh) 
alloy as 

+ x E(t ,0 ·C)Rh (21) 

where x =0.12. The resulting values are given in 
table II together with those for 100% Pt given by 
eq (12) and for 100% Rh as reported by Ebert. The 
values for the thermal expansion of alloy as esti­
mated in this manner are all within 10 ppm of our 
results. 

Table 11. Values of the percent linear thermal expansion rela­
tive to O·C for the (88 wt% Pt+ 12 wt% Rh) alloy [eq (14)J 
compared with those estimated using eq (21) with x =0.12. 

100 ,(1.0 'C)= 100 [L(I)IL(O 'C) -I J 

88 wt% Pt+ 12 wt% Rh 
100% Pt 100% Rh This work Estimated 

·C Eq (12) [28J Eq (14) Eq (21) 

0 0 0 0 0 
50 0.0447 0.040 0.0443 0.0441 

100 0.0903 0.085 0.0896 0.0899 
200 0.1835 0.180 0.1827 0.1831 
300 0.2793 0.280 0.2788 0.2794 
400 0.3776 0.385 0.3777 0.3785 
500 0.4784 0.490 0.4793 0.4798 
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Figure 9-The differences between 
various published representa­
tions for the linear thermal ex­
pansion of 100% Pt and that 
obtained in this research. 
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5.3 (80 wt% Pt + 20 wt% Rh) Alloy 

The linear thermal expansion of the (80 wt% 
Pt+20 wt% Rh) alloy has also been measured by 
Day and Sosman [27] and by Barter and Darling 
[23]. 

Day and Sosman represented their meaSure­
ments as an equation for the coefficient of linear 
thermal expansion referenced to a 'c. The integral 
of their equation, expressed as percent linear ther­
mal expansion is 

100 <(t,O 'C)=8.79X 10-4 t 

+ 1.61 X 10-7 t'. (22) 

Once again we have estimated the percent linear 
thermal expansion of the (80 wt% Pt+20 wt% Rh) 
alloy using the data of Ebert for 100% Rh and our 
values for 100% Pt combined according to eq (21) 
with x =0.20. The resulting values are given in 
table 12 together with values representative of the 
Day and Sosman measurements as calculated by eq 
(22) and the results given by Barter and Darling. 
The relationship between these quantities is plotted 
against degrees Celsius in figure 10 with the 
smooth curve indicating the difference between eq 
(22) and eq (16). Note that the differences between 
thermal expansion values calculated from eq (16) 
and the results of Barter and Darling are plotted at 
1/10 scale. The close agreement between the val­
ues estimated from eq (21) and our results, for both 
the 12% and the 20% Rh alloy, as well as the close 
agreement between our results and those of Day 
and Sosman, indicate that significant systematic er­
ror may exist in the Barter and Darling experimen­
tal results. 

Table 12. Values of the percent linear thermal expansion rela­
tive to O°C for the (80 wt% Pt+20 wt% Rh) alloy from 
various sources including those estimated using eq (21) with 
x =::0.20. 

100 «~I ,0 'C)~ 100 [L(/)/L(O 'C) -I] 

Day and Barter and 
S05man Darling This work Estimated 

'c Eq (22) [23] Eq (16) Eq (21) 

0 0 0 0 0 
50 0.0444 0.0440 0.0438 

100 0.0895 0.063 0.0891 0.0892 
200 0.1822 0.140 0.1822 0.\828 

300 0.2782 0.23 0.2786 0.2795 
400 0.3774 0.32 0.3780 0.3791 
500 0.4798 0.43 0.4804 0.4807 

------
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6, Summary and Conclusions 

In this paper, we have described in some detail 
our realization of the Merritt-Saunders technique 
for the measurement of linear thermal expansion 
over the temperature range -27 'C to 550 'C. We 
report measurements, using this method, made on 
platinum and two platinum-rhodium alloys. We be­
lieve that the equation fitted to the experimental 
data of each sample accurately represents its linear 
thermal expansion to within I ppm of sample 
length. Our data (some 86 points for three samples) 
show scatter from the fitting equations that is (with 
one exception) not larger than 2 ppm. 

We have expended considerable effort to fit our 
data carefully and to record clearly the fitting 
parameters in order that the reader who may wish 
to utilize our results will be better able to judge 
their applicability. We have taken care to clearly 
define our terminology after noting that the clarity 
of thermal expansion nomenclature in the literature 
is not always adequate for the user's needs. 

Where possible, we have compared our results 
with those of other experimenters. We have made 
these comparisons in terms of the linear thermal 
expansion, e(t,tref), even in those instances in which 
the authors have given an analytical representation 
of the experimental data in terms of the coefficient 
of linear thermal expansion, a{t,t"r), (e.g. Holborn 
and Day [26] for 100% Pt). We chose to do so 
because we find this form of comparison to be the 
most useful for out needs and anticipate that it will 
be the information most sought by the reader. With 
the exception of the data of Barter and Darling [23] 
for the (80 wt% Pt+20 wt% Rh) alloy, we find 
agreement with other results within ±20 ppm 
throughout the temperature range of our experi­
ments. 

Finally, we have shown a close correspondence 
between the measured linear thermal expansion of 
two Pt-Rh alloys and values estimated by adopting 
a linear approximation using pure Pt and pure Rh 
thermal expansion data. 

We are greatly indebted to L. A. Guildner for 
the design of the thermal expansion apparatus de­
scribed herein and for his supervision of the experi­
mental measurements. 
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