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Abstract82 

This report studies the cryptographic random number generation standards and guidelines 83 

written by BSI and NIST, namely AIS 20/31 and SP 800-90 Series. The aim of this report is to 84 

compare these publications, focusing on the similarities and differences of their terminology, 85 

assumptions, and requirements. The report also aims to improve the communications 86 

between all involved parties, promote a shared understanding, and reduce and resolve 87 

inconsistencies in related standards.88 

Keywords89 

cryptographic random number generation; entropy; terminology; validation.90 

Reports on Computer Systems Technology91 

The Information Technology Laboratory (ITL) at the National Institute of Standards and 92 

Technology (NIST) promotes the U.S. economy and public welfare by providing technical 93 

leadership for the Nation’s measurement and standards infrastructure. ITL develops tests, 94 

test methods, reference data, proof of concept implementations, and technical analyses to 95 

advance the development and productive use of information technology. ITL’s responsi-96 

bilities include the development of management, administrative, technical, and physical 97 

standards and guidelines for the cost-effective security and privacy of other than national 98 

security-related information in federal information systems. 99 
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1. Introduction153 

The security of cryptographic mechanisms and protocols relies on the availability of high-154 

quality random numbers (e.g., to generate cryptographic keys, initialization vectors, nonces, 155 

salts, and masking values). The generation of these random numbers and validating their 156 

quality are challenging tasks. There are multiple standards to provide guidelines on gen-157 

erating random numbers to be used in cryptography [1–11]. These standards may have 158 

differences in the assumptions, requirements, and even in the definitions that they use.159 

In this report, we study the standards developed by Bundesamt für Sicherheit in der In-160 

formationstechnik (BSI) and the National Institute of Standards and Technology (NIST) on 161 

random number generation. Note that the terms random number generator (RNG) and 162 

random bit generator (RBG) are used interchangeably in this document.163 

The relevant standards developed by BSI are164 

• AIS 20 Functionality Classes and Evaluation Methodology for Deterministic Random 165 

Number Generators [4] (forthcoming version: [12]),166 

• AIS 31 Functionality Classes and Evaluation for Physical Random Number Generators167 

[5] (forthcoming version: [13]), and168 

• Mathematical-technical reference to AIS 20 and AIS 31 A Proposal for Functionality 169 

Classes for Random Number Generators [14] (previous version: [15]),170 

and the relevant standards developed by NIST are171 

• SP 800-90A Recommendation for Random Number Generation Using Deterministic 172 

Random Bit Generators [1],173 

• SP 800-90B Recommendation for the Entropy Sources used for Random Bit Generation174 

[2], and175 

• SP 800-90C Recommendation for Random Bit Generator Constructions (draft) [3].176 

1.1. Random number generation standards developed by the BSI177 

AIS 20 and AIS 31, developed by BSI, refer to a joint mathematical-technical reference. 178 

This document considers version 3.0 of the mathematical-technical reference [14]. AIS 20 179 

specifies how deterministic RNGs will be evaluated in the German Common Criteria (CC) 180 

scheme, and it outlines an evaluation methodology for deterministic RNGs. Functionality 181 

classes with class-specific requirements are defined for different types of deterministic 182 

RNGs. AIS 31 specifies how physical RNGs are to be evaluated in the German CC scheme, 183 

and it outlines an evaluation methodology for physical true RNGs (or shorter: physical 184 

RNGs). Functionality classes with class-specific requirements are defined for different types 185 

of physical RNGs.186 
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The mathematical-technical reference to AIS 20 and AIS 31 [14] is intended for develop-187 

ers, evaluators, and certifiers. It specifies functionality classes for deterministic RNGs, 188 

physical true RNGs, and non-physical true RNGs. Furthermore, mathematical background 189 

is provided and many examples are discussed in detail, explaining the requirements of 190 

the functionality classes and the tasks of the developers and evaluators. Note that the 191 

mathematical-technical reference is often loosely referenced as AIS 20, AIS 31, or AIS 20/31, 192 

depending on the context.193 

A certification process according to the CC is carried out as follows.194 

• The applicant (usually the developer) delivers the following to the accredited evalua-195 

tion lab: prototypes of the RNG (the RNG is usually a component of a larger target 196 

of evaluation), documentation and a description of the RNG, and evidence that the 197 

requirements of the claimed functionality class are fulfilled.198 

• The accredited lab evaluates the RNG according to AIS 20 or AIS 31 (and with regard 199 

to further criteria such as implementation security), examines the documentation, 200 

and writes an evaluation report.201 

• The certification authority (in Germany: BSI) checks the evaluation report and may 202 

demand additional evidence. If the certification authority is convinced that the 203 

(positive) evaluation result (of the RNG and of the other evaluation aspects) is justified, 204 

a certificate is issued.205 

1.2. Random number generation standards developed by NIST206 

SP 800-90A, Recommendation for Random Number Generation Using Deterministic Ran-207 

dom Bit Generators [1], specifies mechanisms for the generation of random bits using 208 

deterministic methods. The methods provided are based on hash functions and block 209 

ciphers.210 

SP 800-90B, Recommendation for the Entropy Sources used for Random Bit Generation [2], 211 

specifies the design principles and requirements for the entropy sources used by random 212 

bit generators and the tests for the validation of entropy sources.213 

SP 800-90C, Recommendation for Random Bit Generator Constructions, specifies construc-214 

tions for the implementation of random bit generators that include deterministic random bit 215 

generator mechanisms as specified in SP 800-90A and that use entropy sources as specified 216 

in SP 800-90B.217 

The SP 800 90 series provides a basis for validation by the Cryptographic Algorithm Validation 218 

Program (CAVP) and Cryptographic Module Validation Program (CMVP) conducted by NIST 219 

and the Communications Security Establishment of Canada (CSE). A submitting entity (e.g., 220 

a vendor) works with an accredited lab to submit their implementation for testing.221 
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• For all SP 800-90A Deterministic Random Bit Generators (DRBGs), the cryptographic 222 

primitives used within them (e.g., HMAC, hash functions, and AES), and the vetted 223 

conditioning components: Vector sets are generated by the lab, and the lab down-224 

loads them for provision to the submitter. The submitter generates the responses 225 

and sends them to the lab. The lab uploads the received responses to the CAVP and, 226 

upon successful validation, requests certification.227 

• For SP 800-90B entropy sources: Data files are generated by the submitter for each 228 

operating environment defined for the entropy source. The data files consist of the 229 

minimum one million samples required by SP 800-90B as well as restart data samples. 230 

The lab runs an entropy assessment tool and prepares an Entropy Assessment Report 231 

and Public-Use Documents that outline the conformances to SP 800-90B and how 232 

the entropy source can be used within a cryptographic module. The entropy source 233 

documentation is reviewed by the CMVP. After any review concerns are addressed, 234 

the entropy source will be certified.235 

• For SP 800-90C random bit generator (RBG) constructions: This document is in draft 236 

form. Testing is not yet available.237 

1.3. Aim and Organization238 

The aim of this report is to compare standards and guidelines on cryptographic random 239 

number generation, focusing on the similarities and differences of their terminology, as-240 

sumptions, and requirements. The report also aims to improve communications between 241 

all involved parties, promote a shared understanding, and reduce and resolve inconsis-242 

tencies in related standards. In addition, the report is intended to assist in the validation 243 

and certification of a random number generator implementation in both the BSI and NIST 244 

validation programs.245 

Section 2 discusses general validation/certification requirements for conditioning and post-246 

processing, computational security, entropy estimation, and health tests. Section 3 dis-247 

cusses the similarities and differences between the functionality classes from AIS 20/31 and 248 

the constructions from SP 800-90C. Section 4 compares the terminology used in the BSI and 249 

NIST standards, followed by useful references on random number/random bit generation. 250 
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2. General Validation/Certification Requirements251 

This section compares the BSI and NIST standards based on their requirements on various 252 

aspects, including conditioning and post-processing, computational security requirements, 253 

entropy estimation, and health tests.254 

2.1. Conditioning and Post-Processing255 

It is common to observe that the outputs of the noise sources have statistical biases and can 256 

include dependencies. The terms conditioning and post-processing are used interchangeably 257 

to denote the process of reducing the bias and improving the statistical quality of these 258 

outputs. Note that these deterministic functions do not increase the amount of entropy; 259 

however, the entropy rate of the entropy source output (the amount of entropy per bit) 260 

can increase if the conditioning component compresses the output of the noise source.261 

Some examples of simple conditioning components can be given as Von Neuman’s method262 

[16], Samuelson’s method [17], or Peres’ method [18]. Conditioning components can also be 263 

cryptographic functions such as the HMAC construction [19] using SHA-256. In addition to 264 

improving the statistical quality of the outputs, cryptographic post-processing/conditioning 265 

algorithms can provide additional security assurances when the underlying randomness 266 

source fails.267 

Non-cryptographic conditioning components should be selected based on the stochastic 268 

model of the noise or entropy source outputs. However, the stochastic model usually 269 

models the raw random numbers from the noise source, ideally providing a set of probability 270 

distributions that contains the true distribution of the raw random numbers. At a minimum, 271 

the stochastic model considers particular aspects that provide entropy. This suffices if it 272 

can be shown that the neglected effects (e.g., non-credited entropy contributions) do not 273 

lower the entropy.274 

On the basis of the stochastic model and depending on the post-processing algorithm 275 

used, a lower entropy bound for the output values is determined. In principle, a stochastic 276 

model can also provide distributions of the output values. However, unless a very simple 277 

algorithmic post-processing algorithm is applied (e.g., XORing non-overlapping pairs of 278 

binomially distributed raw random numbers), it is often infeasible to specify the distributions 279 

of the output bits after post-processing/conditioning.280 

Note that in AIS 20/31 stochastic models are only required for physical noise sources. If 281 

the post-processing algorithm/conditioning component uses cryptographic algorithms, the 282 

guaranteed entropy bound of the random bits before conditioning is the most relevant.283 
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2.2. Computational Security Requirements284 

The desired properties of random numbers used for cryptographic applications are that 285 

they be unpredictable, unbiased, and independent. Without knowledge of the output of 286 

the randomness source, the output of the random number generators should be hard to 287 

distinguish from an ideal random sequence for an adversary with limited computational 288 

power. A practical RBG/RNG aims to approximate an ideal randomness source or ideal RNG.289 

The security of random number generators depends on the unpredictability of the noise 290 

source output (information-theoretic security, quantified in entropy) and on algorithmic 291 

properties (computational security, quantified as security strength). To achieve compu-292 

tational security, high-entropy seed material from a true RNG/from an entropy source is 293 

required at least initially. For higher assurance, a periodic or continuous influx of high-294 

entropy input may be desirable.295 

Note: AIS 20/31 distinguishes between ‘additional input’ and ‘high-entropy additional 296 

input’. Additional input can be included in each request. The entropy of this data can be 297 

large, small or even zero. In contrast, the term ‘high-entropy additional input’ means that 298 

the data contain enough entropy to ensure enhanced forward secrecy.299 

The BSI and NIST documents require assurance that an adversary (a.k.a. an attacker) cannot 300 

use knowledge of recent values to determine earlier outputs. An RNG conforming to AIS 20 301 

provides backward secrecy and may provide enhanced backward secrecy, while an RBG 302 

conforming to SP 800-90 has been specified to provide backtracking resistance. Backtracking 303 

resistance is a stronger security claim than enhanced backward secrecy; however, they are 304 

conceptually similar and can usually be considered equivalent in practice. The relationship 305 

between backward security requirements is depicted in Figure 1.306 

Similarly, both sets of documents include requirements that are intended to limit an adver-307 

sary’s ability to determine future outputs. An RNG conforming to AIS 20 provides forward 308 

secrecy and may provide a capability for enhanced forward secrecy, while an RBG conform-309 

ing to SP 800-90 has been specified to provide a capability for forward secrecy and may 310 

provide a capability for prediction resistance. Enhanced forward secrecy and prediction 311 

resistance are conceptually similar and are achieved by the insertion of sufficient amounts 312 

of fresh entropy. The relationship between forward security requirements is depicted in 313 

Figure 2.314 

2.3. Entropy Estimation315 

A central goal of the security evaluation of a true RNG/RBG is the verification of a lower 316 

entropy bound for the random numbers that are output. For deterministic RNGs/RBGs, the 317 

notion of entropy is needed to quantify the randomness of seed material or of high-entropy 318 

additional input.319 
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(or more precisely, the distribution of the underlying random variables) is a priori unknown. 

Trustworthy entropy estimation requires knowledge of the underlying nondeterministic 

process being used by the noise source; black box statistical methods can only serve as a 

sanity check on that kind of estimate.

There are a number of different measures of entropy, and two commonly used measures are 

Shannon entropy and min-entropy. To be more precise, Shannon entropy and min-entropy

are the most important representatives of Rényi entropy. If a discrete random variable 𝑋
takes outcomes 𝑥𝑖 ∈ 𝒜, each with probability Pr(𝑋 = 𝑥𝑗) = 𝑝𝑗, then

𝐻(𝑋) = −∑
𝑗

𝑝𝑗 log2(𝑝𝑗) (Shannon entropy) ,

𝐻∞(𝑋) = min
𝑗

(− log2(𝑝𝑗)) (min-entropy) .

A value 𝑥 that is assumed by a random variable is called a realization of 𝑋. The min-entropy 

is determined by the largest probability with which a value is assumed by 𝑋. This value is 

the most promising single guess. While min-entropy considers the worst case, Shannon 

entropy aims at the average case.

In the context of true RNGs/RBGs, sequences 𝑥1,𝑥2,… of random numbers have to be 

considered. The elements of these sequences are interpreted as realizations of random vari-

ables 𝑋1,𝑋2,…. Unless these random variables are independent and identically distributed 

(iid), the central task in the evaluation of a true RNG/RBG is to derive a trustworthy lower 

entropy bound per output bit. For physical RNGs this requires the formulation, justification, 

and analysis of the stochastic model with a focus on entropy. The mathematical-technical 

reference [6] contains several examples that deal with entropy calculation. The SP 800-

90 series uses min-entropy. AIS 20/31 also uses min-entropy; however, for all but one 

functionality class, (under suitable conditions) AIS 20/31 alternatively allows the use of 

Shannon-entropy.
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2.4. Health Tests345 

Health tests must be performed on the non-deterministic components of a randomness 346 

source and any deterministic components within the RBG/RNG (including within an SP 347 

800-90B entropy source and within AIS 20/31 physical true RNGs (PTRNGs) and non-physical 348 

true RNGs (NPTRNGs)). Note that AIS 20/31 uses the terms “start-up tests”, “online tests”, 349 

and “total failure tests” instead of “health tests”.350 

For non-deterministic components (i.e., noise sources), the process of extracting random-351 

ness from non-deterministic events is fragile and can fail due to various factors such as 352 

environmental conditions, manufacturing tolerances and defects, or aging. To avoid these 353 

failures and to check that the generator continues to perform as desired, health tests are 354 

used to test the noise sources. The generator indicates an error condition (e.g., triggers 355 

a noise alarm) when abnormal behavior is detected. Health tests are typically designed 356 

as statistical tests, and the number of false positive alarms are limited by type I error 357 

probability.358 

For deterministic components, known-answer tests are typically conducted at RBG/RNG 359 

startup to ensure the correct operation of a device, algorithm, or function before its first 360 

use. They may also be performed on demand.361 

2.4.1. SP 800-90B health tests on noise sources362 

SP 800-90B requires three types of tests on the noise source output within an entropy 363 

source (after digitization but before any conditioning is performed):364 

• A start-up test is performed every time the entropy source is initialized or powered 365 

up. This test is carried out on the noise source output before any output is released 366 

from the entropy source.367 

• Continuous tests are performed within an entropy source on the output of its noise 368 

source in order to gain some level of assurance that the noise source is working 369 

correctly prior to producing each output from the entropy source.370 

• On-demand tests are a type of health test that is available to be run whenever a user 371 

or a relying component requests it.372 

SP 800-90B defines two continuous health tests that target generic failure conditions, 373 

namely the repetition count test and the adaptive proportion test. Developers may define 374 

their own tests that detect the same failures, additional failures, or both.375 

2.4.2. AIS 20/31 health tests on noise sources376 

For PTRNGs, AIS 31 requires three types of tests: a start-up test, a total failure test and an 377 

online test.378 
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• A start-up test is performed after the RNG has been started. Its task is to detect a total 379 

failure of the noise source and severe statistical weaknesses. No random numbers 380 

are output before the start-up test has successfully been completed.381 

• The task of a total failure test is to detect the occurrence of a total failure of the 382 

noise source during PTRNG operation. The total failure test prevents the output of 383 

random numbers that have small or even no entropy due to the total failure of the 384 

noise source.385 

• The online test checks the quality of the raw random numbers produced by the noise 386 

source while the RNG is in operation. The online test is intended to quickly detect 387 

non-tolerable entropy defects of the raw random numbers.388 

There are no approved tests specified, but the applicant for a certificate (usually the de-389 

veloper) has to give evidence that the selected tests perform their tasks. Usually, start-up 390 

tests and the online tests are realized by statistical tests or by a test procedure that applies 391 

several statistical tests, and total failure tests typically apply statistical tests or physical 392 

measurements. In particular, for physical RNGs, the total failure test should be based on a 393 

sound failure analysis of the physical noise source, and the online test has to be tailored to 394 

the stochastic model of the noise source.395 

For NPTRNGs, the raw random numbers are also tested. The aims are similar to those for 396 

physical RNGs but, in particular, the requirements on the online test are lower since no 397 

stochastic model for the noise source is required. To prevent confusion with physical RNGs, 398 

for NPTRNGs AIS 20/31 simply speaks of ‘testing’ but does not apply the same terms as 399 

are used for physical RNGs. Testing is needed to confirm the entropy claim. The results of 400 

testing may affect the (heuristic) entropy counter.401 
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3. Functionality Classes vs. RBG Constructions402 

The functionality classes from AIS 20/31 and the constructions from SP 800-90C are briefly 403 

explained in Sections 3.1 and 3.2. Section 3.3 discusses the similarities and differences 404 

between corresponding functionality classes and constructions. The aim of Section 3 is to 405 

provide information to support developers in constructing designs that can be successfully 406 

validated under both the BSI and NIST/CSE programs.407 

3.1. Functionality Classes of BSI408 

AIS 20/31 does not specify approved RNG designs. Instead, seven functionality classes are 409 

defined. The functionality classes include several security requirements that an RNG has to 410 

fulfill in order to comply with a targeted functionality class. Application notes in AIS 20/31 411 

explain and illustrate these security requirements.412 

The functionality classes are listed below in the same order as they appear in AIS 20/31. 413 

Functionality classes DRG.2, DRG.3, DRG.4, and DRT.1 define requirements for determinis-414 

tic RNGs (DRNGs). It should be noted that the objects of functionality class DRT.1 are whole 415 

DRNG trees rather than the individual DRNGs. Functionality classes PTG.2 and PTG.3416 

are physical true RNGs (PTRNGs), and functionality class NTG.1 describes non-physical 417 

true RNGs (NPTRNGs). In this section, the main features of the functionality classes are 418 

explained.419 

Fig. 3 shows the functionality classes in AIS 20/31 and the relationship between them. 420 

Several arrows point from one functionality class to another (e.g., from DRG.2 to DRG.3), 421 

whereby the functionality class to which the arrow points has stronger requirements. Fig. 3 422 

illustrates the hierarchical order. Not all functionality classes are comparable, but PTG.3 is 423 

the strongest functionality class. The arrow from DRT.1 to DRG.3 is dotted, and functionality 424 

class DRT.1 is placed a little below DRG.3; cf. the explanations to functionality class DRT.1 425 

below.426 

The functionality classes DRG.3, DRG.4, DRT.1, PTG.2, PTG.3, and NTG.1 have equivalents 427 

in the SP 800-90C RBG constructions. Similarities and differences between the functionality 428 

classes and the RBG constructions are explained in Section 3.3.429 

• DRG.2. Functionality class DRG.2 ensures backward secrecy and forward secrecy. 430 

Since AIS 20/31 does not specify approved designs, a security proof is required.431 

The effective internal state must have at least 246 bits. The min-entropy requirement 432 

of the effective internal state for seeding and reseeding is at least 240 bits. In the 433 

case of reseeding, the requirement for at least 240 bits of fresh entropy is intended 434 

to prevent an adversary who knows the previous internal state from predicting future 435 

outputs after sufficient fresh entropy is inserted into the DRNG.436 
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Fig. 3. AIS 20/31 functionality classes
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Under suitable conditions, namely when a PTG.2- or PTG.3-compliant PTRNG (or 437 

more general, a PTRNG generating time-local stationarily distributed raw random 438 

numbers) is used as the randomness source, an alternative entropy condition (≥ 250439 

bits of Shannon entropy for the effective internal state) can be applied. Seeding 440 

and reseeding use a true RNG (with a physical or non-physical noise source) as the 441 

randomness source, or alternatively, a DRG.4 compliant DRNG. In the latter case, 442 

enhanced forward secrecy must be ensured by the insertion of sufficient fresh entropy 443 

into the DRG.4-compliant DRNG before generating the seed material for the DRG.2 444 

implementation.445 

Usually, a true RNG belongs to functionality class PTG.2, PTG.3, or NTG.1. This is 446 

the easiest way for the applicant to meet the evaluation requirements, as it saves 447 

providing proofs for the entropy of its output data (i.e., proofs about the entropy of 448 

the seed material). In principle, true RNGs that are not compliant to one of these 449 

classes are also possible but require additional security proofs.450 

• DRG.3. Compared with DRG.2, functionality class DRG.3 additionally ensures en-451 

hanced backward secrecy. This requires an additional security proof.452 

The requirements on the size and on the min-entropy for the effective internal state 453 

are identical to class DRG.2.454 

Usually, the seeding and reseeding of functionality class DRG.3 use a true RNG (with 455 

a physical or non-physical noise source) as the randomness source. Like the DRG.2456 

functionality class, the randomness source is (but is not limited to) functionality 457 

classes PTG.2, PTG.3, NTG.1, and DRG.4 (under the condition that fresh entropy is 458 

inserted into the DRG.4-compliant DRNG before it generates the seed material).459 

• DRG.4. Compared with DRG.3, functionality class DRG.4 additionally ensures the 460 

capability of providing enhanced forward secrecy, requiring an additional security 461 

proof. Enhanced forward secrecy can be provided by reseeding or by the insertion of 462 
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high-entropy additional input. In both cases the effective internal state shall have 463 

at least 240 bits of min-entropy (relative to an adversary who knows the previous 464 

internal state); under suitable conditions, alternatively ‘at least 250 bits of Shannon 465 

entropy’ is also possible. This prevents an adversary who knows the previous internal 466 

state from determining the next outputs (internal random numbers) with practical 467 

computational effort.468 

The requirements on the size (at least 246 bits) and on the min-entropy requirement 469 

(at least 240 bits) for the effective internal state are identical to functionality classes470 

DRG.2 and DRG.3. The min-entropy requirement (like its substitute requirement in 471 

Shannon entropy) also applies to the insertion of high-entropy additional input.472 

The DRNG must be able to trigger reseeding or acquire high-entropy additional input 473 

to provide enhanced forward secrecy. This may be done on demand, in response 474 

to some condition, or after a certain time span has elapsed (non-exclusive options). 475 

In any case, enhanced forward secrecy always has to be ensured by the addition of 476 

sufficient fresh entropy after each time that 217 internal random number bits have 477 

been generated, although an ongoing generate request need not be interrupted.478 

Seeding, reseeding, and the insertion of high-entropy additional input require the 479 

use of a suitable physical RNG; in contrast to functionality classes DRG.2 and DRG.3, 480 

the use of non-physical true RNGs are not allowed for functionality class DRG.4. In 481 

particular, the randomness source for functionality class DRG.4 is (but is not limited 482 

to) a PTG.2- or PTG.3-compliant physical RNG. Again, it is possible to use a physical 483 

RNG that is not compliant to PTG.2 or PTG.3, but this requires additional security 484 

proofs.485 

• DRT.1. In software implementations there is often a need to (re-)seed DRNGs by 486 

other DRNGs because no true RNG is available. The DRT.1 functionality class de-487 

fines requirements for deterministic RNG trees, or in short ‘DRNG trees’. For this 488 

functionality class, unlike for the functionality classes DRG.2, DRG.3, and DRG.4, it is 489 

permitted to seed a DRNG (except the root DRNG) by another DRNG under certain 490 

conditions. Unlike for the other functionality classes, the objects of functionality class491 

DRT.1 are not individual DRNGs but the whole DRNG tree. This is due to the fact 492 

that in a DRNG tree, security cannot be guaranteed locally by evaluating a particular 493 

DRNG and the DRNG serving as its randomness source. DRNG trees can be static or 494 

dynamic. The latter means that new DRNGs can be instantiated and that existing 495 

DRNGs can be uninstantiated during the lifetime of the DRNG tree.496 

Using the left drawing in Fig. 4 as an example, DRNG A is the root of the tree. DRNG B 497 

is a direct seed successor of DRNG A if DRNG B has been seeded by DRNG A. DRNG A is 498 

the direct seed predecessor of DRNG B. (Note that this definition refers to the seeding 499 

procedure when DRNG B was instantiated but not necessarily to later reseeding 500 

procedures.) A crucial security goal is to prevent seed loops. To form a DRT.1-501 

compliant DRNG tree, several conditions must be met:502 
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– All nodes of the DRNG tree must fulfil the algorithmic requirements of function-503 

ality class DRG.3.504 

– The root DRNG can be seeded by a PTRNG, an NPTRNG, or a DRNG that provides 505 

enhanced forward secrecy immediately before the seed material is generated. 506 

In particular, this comprises (but is not limited to) the functionality classes507 

PTG.2, PTG.3, NTG.1, and DRG.4 (under the condition that fresh entropy is 508 

inserted into the DRG.4-compliant DRNG before it generates the seed material).509 

– (‘sibling rule’) Apart from the root, each DRNG in the DRNG tree can only 510 

be reseeded by its direct seed predecessor or by a sibling of its direct seed 511 

predecessor. In the left drawing of Fig. 4, the direct seed predecessor of DRNG 512 

C is DRNG B. DRNG F is a sibling of DRNG B because they have the same direct 513 

seed predecessor (i.e., DRNG A). Therefore, DRNG F can be used to reseed 514 

DRNG C. Even if a sibling DRNG of its the direct seed predecessor generates 515 

the seed material for reseeding DRNG C, the role of DRNG B as the direct 516 

seed predecessor of DRNG C remains unchanged even if it has already been 517 

uninstantiated.518 

– The RNG that generates seed material for the root DRNG (i.e., the initial ran-519 

domness source) as well as all DRNGs of the DRNG tree shall be implemented 520 

and operated inside the same security boundary. (These requirements are 521 

intended to limit the potential security risks of the DRNG tree. Just to name 522 

two counterexamples: the DRNG tree shall not be distributed over multiple 523 

computing platforms belonging to different operators with different (incom-524 

patible) security boundaries, and the seed material for the DRNGs shall not be 525 

generated outside the security boundary.)526 

Figures 4 (a) and (b) show DRNG trees. The relevant seeding and reseeding infor-527 

mation of a DRNG tree can be stored and visualized as a seed graph – a coloured, 528 

directed graph. The DRNGs (physical objects) in the DRNG tree are identified as nodes 529 

in the seed graph. When a new DRNG in the DRNG tree is instantiated, a node is 530 

added to the seed graph. Furthermore, a directed edge (a.k.a. directed line, directed 531 

link, or arrow) is drawn from the direct seed predecessor of the instantiated DRNG 532 

to the instantiated DRNG. The new node and the new edge are in painted in black. 533 

When a DRNG of the DRNG tree is uninstantiated, the corresponding node remains in 534 

the seed graph but is greyed out. However, the edges from and to this node remain 535 

in black in the seed graph.536 

Finally, suppose that a DRNG generates seed material for another DRNG in the DRNG 537 

tree that is not its direct successor (as shown for DRNG𝐹 in Fig. 4 (a)). In this case, a 538 

red edge is drawn from the DRNG that generates the seed material to the DRNG that 539 

receives the seed material unless such an edge (black or red) already exists. As shown 540 

in Fig. 4 (a), DRNG𝐶 has been uninstantiated. However, before being uninstantiated, 541 

12



NIST IR 8446 ipd (Initial Public Draft)

 September 2024

 Bridging the Gap between Standards on RNG

 Comparison of SP 800-90 Series and AIS 20/31

DRNG𝐶 received seed material for reseeding from DRNG𝐹, which is a sibling of its 542 

direct seed predecessor, DRNG𝐵.543 

Fig. 4. Examples of seed graphs. The corresponding DRNG trees are compliant with functionality 

class DRT.1.
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It is not necessary to explicitly maintain a seed graph during the lifetime of a DRNG 544 

tree. Nevertheless, a seed graph can be a useful tool for an evaluation to illustrate 545 

the seeding and reseeding information of a DRNG tree, especially when compositions 546 

of DRNG trees with DRNG subtrees are concerned. During the lifetime of the DRNG 547 

tree, it suffices to keep ‘local information’, namely knowledge of the direct seed 548 

predecessor of a DRNG and of the siblings of its direct seed predecessor.549 

In Figure 4 (b) a subtree 𝑆 (consisting of DRNG𝑃, DRNG𝑄, and DRNG𝑅) is to be 550 

attached. It is already known (e.g., by a previous certification process) that DRNG𝐴, 551 

DRNG𝐸, DRNG𝐹, and DRNG𝐺 form a DRNG tree 𝐿 that is compliant to functionality 552 

class DRT.1. Furthermore, a subtree 𝑆′ that consists of DRNG𝐵 and its seed successors 553 

has been attached to DRNG tree 𝐿 (or could be attached in the future). Little is known 554 

about the structure of subtree 𝑆′, apart from the fact that no DRNG of 𝑆′ generates 555 

seed material for any DRNG in tree 𝐿 or subtree 𝑆. Subtree 𝑆′ may violate the 556 

reseeding rule formulated above, but even if this is the case, 𝑆′ does not affect DRNG 557 

tree 𝐿 or the composition of 𝐿 with subtree 𝑆. In particular, the composition 𝐿 with 558 

𝑆 satisfies the ‘reseeding rule’.559 

Note: Algorithmically, the security of DRNGs in DRNG trees should be similar to that 560 

of DRG.3-compliant DRNGs. However, more non-algorithmic security threats exist 561 

for DRNG trees. This is because in DRNG trees, security cannot be verified locally 562 

by evaluating the individual DRNGs and their direct seed predecessors. For these 563 

reasons, in Fig. 3 functionality class DRT.1 is placed a little below functionality class 564 

DRG.3, and the arrow is dotted.565 
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• PTG.2. The PTG.2 functionality class includes a physical noise source (including a 566 

digitization mechanism) that produces raw random numbers. Basically, raw random 567 

numbers are discrete values (usually bits, bit strings, or integers) that are obtained 568 

by the digitization mechanism. The raw random numbers can be interpreted as 569 

realizations of random variables that are time-locally stationarily distributed (time-570 

local stationarity).571 

Principally, post-processing is optional but may be necessary for concrete designs to 572 

satisfy the PTG.2-specific entropy requirements. The applicant for a certificate can 573 

select between three entropy claims: The entropy per output bit (internal random 574 

number bit) is575 

(a) ≥ 0.9998 Shannon entropy,576 

(b) ≥ 0.98 min-entropy, or577 

(c) ≥ 0.9998 Shannon entropy and ≥ 0.98 min-entropy.578 

The entropy boundaries for class PTG.2 (0.9998 and 0.98) are fixed PTG.2-specific 579 

values that cannot be adjusted to the PTRNG. Note that they are not far from the 580 

NIST definition of ‘full entropy’, which corresponds to min-entropy ≥ 1 − 2−32; cf. 581 

functionality class PTG.3.582 

An online test, total failure test, and start-up test are mandatory. A stochastic model 583 

of the noise source is the central part of the evaluation, and the effectiveness of the 584 

online test and the total failure test has to be verified. The stochastic model shall be 585 

supported by technical arguments based on the design of the physical noise source 586 

and findings in the literature. This requires at least a qualitative understanding of the 587 

physical noise source. The verification of the claimed stochastic model usually can be 588 

supported by statistical tests and predictors that are tailored to this stochastic model.589 

Furthermore, the evaluator has to apply a specified blackbox test suite 𝑇irn on the 590 

internal random numbers, i.e., on the random numbers after post-processing. The 591 

test suite 𝑇irn includes four statistical tests, two of which use predictors. Applying 592 

blackbox tests and blackbox predictors cannot be used to verify any entropy claim, of 593 

course, but they can possibly falsify it. Since the class requirements give developers 594 

a lot of freedom with regard to the choice of the physical noise source, a blackbox 595 

test suite for the raw random numbers is not specified.596 

Although the entropy per output bit is rather large, the output bits can (to some 597 

degree) be biased and dependent. It is thus recommended not to use a PTG.2-598 

compliant PTRNG ‘directly’ to generate sensitive data like keys, signature parameters, 599 

nonces, etc. Instead, PTG.2-compliant PTRNGs should be used and are appropriate 600 

to seed and reseed DRNGs, to provide high-entropy additional input, and to serve as 601 

the ‘core’ of a PTG.3 implementation.602 
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• PTG.3. The PTG.3 functionality class is the strongest class in AIS 20/31. It defines 603 

hybrid physical true RNGs by combining a physical noise source (including a digitization 604 

mechanism) with a DRG.3-compliant cryptographic post-processing algorithm (with 605 

memory) such that the output rate of the post-processing algorithm is no greater 606 

than the rate of its input from the noise source.607 

Like the PTG.2 functionality class, the raw random numbers produced by the noise 608 

source can be interpreted as realizations of random variables that are time-locally 609 

stationarily distributed.610 

Usually, a PTG.2-compliant physical RNG provides the data that are input into the 611 

cryptographic post-processing algorithm (as seed material for reseeding or as high-612 

entropy additional input), which are called intermediate random numbers in this 613 

context. This is a minimum requirement for compliance to class PTG.3. (Recall 614 

that the cryptographic post-processing algorithm does not increase the size of the 615 

intermediate data.)616 

At the cost of a higher compression rate it is also possible to use an (appropriate) 617 

physical RNG, for which the entropy per output bit is smaller than the PTG.2-specific 618 

min-entropy (or Shannon entropy) bound. For constructions with a PTG.2-compliant 619 

‘core’ PTRNG, a device-specific entropy claim is optional but is mandatory for other620 

PTG.3-compliant constructions.621 

Additionally, a certificate applicant can make the following entropy claims:622 

(a) Shannon entropy per output bit is ≥ 𝑣𝑆 for some 𝑣𝑆 ∈ [0.9998,1−2−32],623 

(b) min-entropy per output bit is ≥ 𝑣𝑚 for some 𝑣𝑚 ∈ [0.98,1−2−32], or624 

(c) Shannon entropy per output bit i ≥ 𝑣𝑆 for some 𝑣𝑆 ∈ [0.9998,1 − 2−32] and625 

the min-entropy per output bit is ≥ 𝑣𝑚 for some 𝑣𝑚 ∈ [0.98,1−2−32].626 

Recall that the lower entropy bounds coincide with the class-specific values defined 627 

in class PTG.2. The upper entropy bound per output bit, 1−2−32, coincides with the 628 

NIST definition of ‘full entropy’.629 

As for the PTG.2 functionality class, the following statements and requirements are 630 

also valid for functionality class PTG.3: An online test, total failure test, and start-up 631 

test are mandatory. Again, a stochastic model of the noise source is the central part 632 

of the evaluation, and, as for functionality class PTG.2, this stochastic model shall be 633 

justified and analyzed. The effectiveness of the online test and the total failure test 634 

has to be verified.635 

Entropy claims > 0.9998 (Shannon entropy) and > 0.98 (min-entropy) per output 636 

bit cannot be verified by the stochastic model alone but require additional data 637 

compression.638 
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Fig. 5. SP 800-90C RBG constructions
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NTG.1. The NTG.1 functionality class defines hybrid non-physical true RNGs (NPTRNGs) 639 

by combining (non-physical) noise sources (including the digitization mechanisms) 640 

with a DRG.3-compliant cryptographic post-processing algorithm.641 

Note: Usually, the noise sources are non-physical but physical noise sources are also 642 

permitted.643 

Class NTG.1 only allows min-entropy claims per output bit within the range [0.98,1−644 

2−32]. Shannon entropy claims are not permitted. The entropy claim has to be 645 

justified, but unlike functionality classes PTG.2 and PTG.3, a stochastic model is not 646 

required.647 

At startup, the non-physical true RNG (NPTRNG) shall not generate any random 648 

numbers until the entropy pool has collected entropy from at least two different 649 

noise sources, each contributing at least 240 bits of min-entropy and employing 650 

different principles for providing randomness. After startup it is desirable but not 651 

required that the entropy is generated from more than one noise source. The raw 652 

random numbers are tested when the RNG is in operation.653 

3.2. NIST RBG Constructions654 

SP 800-90C specifies approved RBG designs called RBG constructions. RBG constructions 655 

include:656 

(i) a DRBG (mechanism) from SP 800 90A that ensures that the outputs of the RBG are 657 

indistinguishable from the ideal distribution by a computationally bounded adversary, 658 

and659 

(ii) a randomness source – either an entropy source that generates truly random bits in 660 

compliance with SP 800 90B or another RBG construction that complies with SP 800 661 

90C.662 
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Entropy sources. The SP 800-90B entropy sources obtain entropy from one or more noise 663 

sources that may rely on physical or non-physical phenomena. If multiple noise sources 664 

are used in an entropy source, one noise source is designated as the primary noise source. 665 

Only entropy provided by the primary noise source is credited as providing entropy during 666 

validation, even though other noise sources may contribute entropy as well. If the primary 667 

noise source is physical, the entropy source is classified as a physical entropy source; 668 

otherwise, the entropy source is classified as a non-physical entropy source. There is no 669 

hard limit on the minimum entropy per output bit. Health tests are performed while the 670 

entropy source is in operation.671 

Entropy sources can also use optional conditioning components, i.e., deterministic functions 672 

responsible for reducing bias and/or increasing the entropy rate of the resulting output 673 

bits. The conditioning components can be designed in various ways. SP 800-90B provides 674 

a list of vetted conditioning components, namely HMAC with any NIST-approved hash 675 

function; CMAC and CBC-MAC with the AES block cipher; any NIST-approved hash function; 676 

and Hash_df, and Block_cipher_df, as specified in SP 800-90A. SP 800-90B allows the 677 

use of non-vetted conditioning components with some restrictions; however, to generate 678 

full-entropy outputs, vetted conditioning components must be used.679 

DRBG (mechanisms). SP 800–90A specifies several approved Deterministic Random Bit Gen-680 

erator mechanisms (DRBGs), namely, the Hash_DRBG, HMAC_DRBG, and CTR_DRBG. These 681 

DRBGs are based on approved cryptographic algorithms that, once provided with seed 682 

material containing sufficient randomness, can be used to generate random bits suitable 683 

for cryptographic applications.684 

RBG constructions. SP 800–90C defines four RBG constructions: RBG1, RBG2, RBG3, and685 

RBGC, each containing a DRBG mechanism from SP 800-90A. All RBG constructions provide 686 

backtracking resistance.687 

RBG1. This construction is suitable for an application where no internal randomness source 688 

is available within its security boundary. An RBG1 construction is instantiated once in its 689 

lifetime over a physical secure channel from an external RBG with appropriate security 690 

properties, including the use of a physical entropy source (i.e., an RBG2(P) or RBG3 con-691 

struction, see below). An RBG1 construction does not have access to a randomness source 692 

after instantiation so cannot be reseeded to provide prediction resistance.693 

RBG2. This construction includes one or more 90B-compliant entropy sources within its 694 

security boundary that are used to instantiate and reseed the DRBG within the construction. 695 

This construction can be reseeded to provide prediction resistance when sufficient entropy 696 

is available (e.g., in a pool) or can be obtained from the RBG’s entropy source(s) at the time 697 

that a reseed is requested. There are two types of RBG2 constructions, depending on the 698 

type of the underlying entropy source(s):699 

(i) an RBG2(P) construction if the entropy is only credited when provided by a physical 700 

entropy source(s)701 
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(ii) an RBG2(NP) construction if the entropy is credited from non-physical entropy 702 

sources or from both non-physical and physical entropy sources.703 

An RBG2 construction allows only designs approved in SP 800-90A for the DRBG mechanism. 704 

The construction provides backtracking resistance and can provide prediction resistance 705 

when sufficient fresh entropy is inserted by reseeding using the entropy source(s).706 

RBG3. This construction is designed to provide output with a security strength equal to the 707 

requested length of its output by producing outputs that have full entropy. Only entropy 708 

provided by physical entropy sources is credited. This construction continually provides 709 

prediction resistance and has two types:710 

(i) the RBG3(XOR) construction combines the output of one or more validated entropy 711 

sources with the output of an instantiated, approved DRBG using an exclusive-or 712 

(XOR) operation.713 

(ii) the RBG3(RS) construction uses one or more validated entropy sources to provide 714 

randomness input for the DRBG by continuously reseeding.715 

RBGC. This construction allows a DRBG to seed and (optionally) reseed another DRBG. A 716 

DRBG tree consists of only RBGC constructions on the same platform (e.g., a computer). 717 

The initial RBGC construction in the chain is called the root RBGC construction; the root718 

RBGC construction accesses an initial randomness source, which may be an RBG2 or RBG3719 

construction or a Full Entropy Source. Each RBGC construction (after the root) has only 720 

one parent (a direct predecessor) but may have multiple children (direct successors), thus 721 

forming a tree of RBGC constructions. A DRBG tree works in the same manner as the DRNG 722 

tree described in Section 3.1.723 

3.3. Comparison of Functionality Classes and RBG Constructions724 

This section provides an overview of the similarities and differences between the functional-725 

ity classes of BSI and the RBG constructions of NIST. Table 1 provides mappings between the 726 

functionality classes and the RBG constructions. Table 2 gives additional information for the 727 

remaining classes and constructions. The aim of this section is to promote an understanding 728 

of AIS 20/31 and the SP 800-90 series of documents. This, of course, cannot replace a 729 

detailed study of both standards for concrete questions about specific designs.730 

Sections 3.3.1 – 3.3.6 discuss the similarities and differences between corresponding func-731 

tionality classes and RBG constructions and provides information necessary for a design 732 

to be successfully validated under both the BSI and NIST/CSE programs. Furthermore, 733 

additional evaluation tasks are mentioned. Section 3.3.7 considers the DRG.2 functionality 734 

class and RBG3(XOR) constructions, for which no natural equivalents in the other scheme 735 

exist.736 
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Table 1. Mapping between BSI functionality classes and NIST RBG constructions that are most 

similar.

 Functionality Class  RBG Construction

 DRG.3 ↔  RBG1

 DRT.1 ↔  DRBG tree (RBGC)

 DRG.4 ↔  RBG2(P)

 PTG.2 ↔  physical entropy source

 PTG.3 ↔  RBG3(RS)

 NTG.1 ↔  RBG2(NP)

Table 2. Additional mapping information. DRG.2 does not map to any RBG constructions. Parts of 

the RBG3(XOR) construction may map to functionality classes.

 Functionality Class  RBG Construction

 DRG.2  –

 PTG.2 + DRG.3, ← RBG3(XOR)
 possibly PTG.3

3.3.1. PTG.2 and an Entropy Source737 

The PTG.2 functionality class is similar to an SP 800-90B physical entropy source. Both 738 

apply similar tests during operation, post-processing/conditioning is optional, and neither 739 

is intended for direct use but are relevant for other functionality classes and constructions, 740 

either as a component or as an entropy provider.741 

Validating PTG.2 as an entropy source.742 

• [design] The PTG.2 implementation must contain the necessary health tests. In 743 

particular, on-demand and continuous health tests must be added if they are not 744 

present.745 

• [design] During evaluation, output values have to successfully pass SP 800-90B compli-746 

ance tests, i.e., all tests and predictors that are required for entropy-source validation.747 

Certifying an entropy source as PTG.2.748 

• [design] The noise source used in the entropy source must be physical.749 

• [design] The output of the noise source (i.e., the raw random numbers) must follow 750 

a (time-locally) stationary distribution.751 

• [design] The entropy per output bit must satisfy the PTG.2 entropy requirements 752 

that are mentioned in Section  3.1. The PTG.2 entropy requirements can be achieved 753 

through additional conditioning if necessary.754 
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• [evaluation] A stochastic model for the noise source must be provided, and the output 755 

entropy source will have to pass the blackbox test suite 𝑇irn; see Section 3.1.756 

• [evaluation] The effectiveness of the online and total failure tests has to be verified.757 

3.3.2. DRG.3 and RBG1758 

The DRG.3 functionality class and an RBG1 construction, pictured in Fig. 6, resemble each 759 

other. Neither of them contains an internal source of randomness and must be seeded 760 

from an external source.761 

Note: This section considers only ‘single’ DRNGs / DRBGs. DRT.1-compliant seed trees 762 

(composed of DRG.3 DRNGs) and DRBG chains (RBGC constructions) are compared in Sec-763 

tion 3.3.3.764 

Validating DRG.3 as RBG1765 

In order for a DRG.3 implementation to be compliant with an RBG1 construction, several 766 

design aspects must be present.767 

• [design] The algorithmic part of the implementation must be an approved DRBG 768 

mechanism from SP 800-90A.769 

• [design] For seeding, a randomness source that conforms to functionality class PTG.3770 

or DRG.4 must be used if they also satisfy the design requirements of an RBG3(RS)771 

or RBG2(P) construction, respectively (see Sections 3.3.6 and 3.3.4); reseeding is not 772 

permitted. If a DRG.4-compliant DRNG is used for seeding, enhanced forward secrecy 773 

shall be provided by reseeding to the DRG.4-compliant DRNG before it generates 774 

the seed material; cf. the description of functionality class DRG.4 for more details. 775 

Seeding with an NTG.1-compliant NPTRNG is not permitted.776 

• [design] The seed material (produced by a PTG.3 or DRG.4) must meet the RBG1777 

entropy requirements, and the implementation must have known answer tests.778 

Certifying RBG1 as DRG.3 An RBG1 implementation can be validated as compliant with 779 

functionality class DRG.3 if the requirements of class DRG.3 are verified.780 

• [design] The RBG1 construction needs to satisfy the algorithmic requirements of 781 

the DRG.3 functionality class. The algorithmic requirements for DRG.3 include, for 782 

example, that the effective internal state is at least 246 bits.783 

• [design, evaluation] Seeding can be done with one of the following functionality 784 

classes: PTG.3, PTG.2, NTG.1, or DRG.4. Other TRNGs are also permitted as ran-785 

domness sources, e.g., RBG3(RS), RBG3(XOR), and entropy sources. Alternatively, 786 

the seed material for the RBG1 construction can be generated by a DRG.4-compliant 787 

DRNG or an RBG2(P) construction serving as the randomness source. In these cases 788 
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Fig. 6. The DRG.3 functionality class (a) and RBG1 construction (b).
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enhanced forward secrecy / prediction resistance must be ensured by the random-789 

ness source before the seed material is generated; cf. the description of functionality 790 

class DRG.4 for details. If the RNG that generates the seed material has not been 791 

certified, evidence for the claimed entropy is necessary.792 

• [evaluation] The algorithmic and non-algorithmic requirements (e.g., that the min-793 

entropy of the effective internal state after seeding is at least 240 bits) of functionality 794 

class DRG.3 need to be verified.795 

• [evaluation] The verification of the algorithmic requirements is waived for the Hash_DRBG796 

and the HMAC_DRBG because there are conformity proofs in AIS 20/31.797 

3.3.3. DRT.1 and DRBG chain (RBGC construction)798 

The DRT.1 functionality class and DRBG chains are rather similar. Fig. 7 illustrates the 799 

concept of a DRNG tree.800 

In SP 800-90C, the DRBG chain is realized through the RBGC construction. The root RBGC 801 

construction consists of an initial randomness source and a DRBG. An RBGC construction 802 

can serve as the randomness source for other RBGC constructions, and becomes part of 803 

them (see Figures 8 and 9).804 

Validating a DRT.1-compliant DRNG tree as a DRBG chain (RBGC construction)805 

In order for a DRT.1-compliant DRNG tree implementation to be compliant with an SP 806 

800-90C DRBG chain, several design aspects must be present.807 
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Fig. 7. Illustrating example of an AIS 20/31 DRNG tree. The initial randomness source provides 

entropy for the whole DRNG tree. arrows point to the direct seed successor (= child node in the 

DRNG tree).
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• [design] The algorithmic parts of the DRNGs must be an approved DRBG mechanism 808 

from SP 800-90A.809 

• [design] The randomness source used to generate the seed material for the root 810 

RBGC construction must be compliant with an RBG3(RS), RBG3(XOR), RBG2(P), or811 

RBG2(NP) construction or a Full-entropy source. This is particularly the case if a812 

PTG.3-compliant PTRNG meets the requirement of an RBG3(RS) construction, if a813 

PTG.2-compliant PTRNG with external conditioning function meets the requirements 814 

of a Full-entropy source, if an NTG.1 NPTRNG meets the requirement of an RBG2(NP)815 

construction, or if a DRG.4 meets the requirement of an RBG2(P) construction. In 816 

the latter case enhanced forward secrecy shall be provided to the DRG.4-compliant 817 

DRNG by reseeding before it generates the seed material; cf. the description of 818 

functionality class DRG.4 for more details.819 

• [design] The seed material for the root RBGC construction must be at least 3s/2 bits 820 

long with at least s bits of randomness when the randomness source is compliant with 821 

an RBG2 or RBG3 construction or must provide 3s/2 bits of entropy if the randomness 822 

source is a Full-entropy source.823 

• [design] The implementation must have known answer tests.824 

• [design] The initial randomness source and all DRNGs of the DRNG tree shall be 825 

implemented and operated inside the same platform (e.g., a computer).826 

Certifying a DRBG chain as a DRT.1-compliant DRNG tree A DRBG chain implementation 827 

can be validated as an AIS 20/31-compliant DRNG tree if the requirements of functionality 828 

class DRT.1 are verified.829 

• [design] The RBGC construction needs to satisfy the algorithmic requirements of the830 

DRG.3 functionality class.831 

• [design, evaluation] Seeding the root DRNG can be done with a randomness source 832 

that is compliant with one of the following functionality classes: PTG.3, PTG.2, NTG.1, 833 

or DRG.4. Other RNGs are also permitted as a randomness source, e.g., RBG3(RS),834 

RBG3(XOR), Full-entropy sources, or RBG2(P). Evidence for the claimed randomness 835 

is necessary. If a DRG.4-compliant DRNG or a RBG2(P) is used, enhanced forward 836 

secrecy / prediction resistance must be ensured by the randomness source before 837 

the seed material is generated.838 

• [evaluation] The algorithmic and non-algorithmic requirements (e.g., that the min-839 

entropy of the effective internal state after seeding is at least 240 bits) of functionality 840 

class DRG.3 need to be verified.841 

• [evaluation] The verification of the algorithmic requirements is waived for the Hash_DRBG842 

and the HMAC_DRBG because there are conformity proofs in AIS 20/31.843 
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3.3.4. DRG.4 and RBG2(P)844 

The RBG2(P) construction is most similar to the DRG.4 functionality class; see Figure 10 for 845 

an illustration. Both provide strong security in the backward direction, have the capability of 846 

providing strong security in the forward direction and have access to an (internal) physical 847 

randomness source that can be used for seeding and reseeding. For a DRG.4 implemen-848 

tation, the randomness source must be a PTRNG. In particular, PTRNGs compliant with 849 

functionality class PTG.2 or PTG.3 are considered appropriate. For an RBG2(P) construc-850 

tion, the randomness source must be an SP 800-90B entropy source using a physical noise 851 

source as its primary noise source.852 

Validating DRG.4 as RBG2(P)853 

• [design] A DRG.4 implementation that is compliant with an RBG2(P) construction 854 

must use an approved DRBG mechanism from SP 800-90A.855 

• [design] A physical RNG compliant with classes PTG.2 or PTG.3 may be used for 856 

seeding and reseeding, along with a min-entropy claim for that source.857 

• [design] Prediction resistance is achieved only by reseeding the DRNG with suffi-858 

cient entropy (but not by additional input, although the insertion of entropy in the 859 

additional input is allowed).860 

• [design] The seed material produced by the physical RNG must meet the RBG2(P)861 

entropy requirements, and known answer tests must be included in the design.862 

Certifying RBG2(P) as DRG.4863 

• [design] The RBG2(P) construction needs to satisfy the algorithmic requirements of 864 

the DRG.4 functionality class. The algorithmic requirements for DRG.4 include, for 865 

example, that the effective internal state is at least 246 bits.866 

• [evaluation] The algorithmic and non-algorithmic requirements of class DRG.4 need 867 

to be verified (e.g., that the min-entropy of the effective internal state after seeding 868 

and reseeding is at least 240 bits of fresh entropy).869 

• [evaluation] The verification of the algorithmic requirements is waived for the Hash_DRBG870 

and the HMAC_DRBG because there are conformity proofs in AIS 20/31.871 

• [evaluation] A stochastic model is required for the noise source of the PTRNG / entropy 872 

source that is used within the RBG2(P) construction, and it has to be ensured that 873 

the PTRNG / entropy source is working properly when generating the seed material. 874 

These requirements are satisfied if a PTRNG / entropy source is used that is compliant 875 

to class PTG.2 or PTG.3.876 
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Fig. 10. The DRG.4 functionality class (a) and RBG2 construction (c) are similar when a physical 

noise source is used. When the noise source is non-physical, the RBG2 construction is most similar 

to the NTG.1 functionality class (b).
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3.3.5. NTG.1 and RBG2(NP)877 

The AIS 20/31 NTG.1 functionality class and the SP 800-90C RBG2(NP) construction rely 878 

on the use of non-physical noise sources; see Figure 10 for an illustration. Class NTG.1879 

describes true RNGs and is the AIS 20/31 non-physical counterpart to PTG.3. In SP 800-880 

90C, the requirements for an RBG2(NP) construction fall between the RBG1 and RBG2(P)881 

constructions (see Sections 3.3.2 and  3.3.4).882 

883 

Note: In general, the evaluation of physical noise sources provides greater assurance 884 

than that of non-physical noise sources. One reason is that physical noise sources allow 885 

stochastic models. Furthermore, the environment where non-physical noise sources are 886 

being operated is usually not under the control of the developer or the evaluator.887 

Validating NTG.1 as RBG2(NP)888 

• [design] The NTG.1 implementation must use a DRBG mechanism from SP 800-90A 889 

for post-processing.890 

• [design] After instantiation, fresh entropy can only be credited if it is introduced into 891 

the DRBG state through reseeding.892 

• [design] The noise sources in the NTG.1 implementation (including the digitization 893 

mechanism) need to conform to an SP 800-90B entropy source (see Section 3.3.5). In 894 

particular, the noise source needs to pass SP 800-90B-compliant tests and predictors.895 

• [design] A known-answer test must be present that tests the DRG.3 component.896 

Certifying RBG2(NP) as NTG.1897 

• [design] Fresh entropy must constantly be introduced into the DRBG state through 898 

reseeding such that the min-entropy per output bit is greater than or equal to some 899 

𝑣𝑚 ∈ [0.98,1−2−32].900 

• [design] Before the RNG outputs the first random numbers, it is required that (at 901 

least) two noise sources generate at least 240 bits.902 

• [design, evaluation] The algorithmic requirements of class DRG.3 need to be verified 903 

(waived for the Hash_DRBG and the HMAC_DRBG).904 

3.3.6. PTG.3 and RBG3(RS)905 

The AIS 20/31 PTG.3 functionality class and an SP 800-90C RBG3(RS) construction have 906 

the strongest requirements for their respective models and provide the strongest security 907 

assurances. They require cryptographic post-processing with memory that (viewed as a 908 

deterministic RNG/RBG) provides enhanced backward secrecy / backtracking resistance. 909 

Fresh entropy is incorporated constantly from the noise source(s) within the security bound-910 

ary to ensure that the entropy per RNG/RBG output bit is close to 1. A PTG.3-compliant 911 
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Fig. 11. The PTG.3 functionality class (
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PTRNG requires a physical noise source; for an RBG3(RS)-construction, only the entropy 912 

from physical entropy sources is credited. In particular, the continuous incorporation of 913 

fresh entropy guarantees enhanced forward secrecy / prediction resistance. An RBG3(RS)914 

construction is comparable to functionality class PTG.3 (see Fig. 11).915 

Validating PTG.3 as RBG3(RS)916 

• [design] The post-processing algorithm in the PTG.3 implementation must be com-917 

pliant with a DRBG approved in SP 800-90A.918 

• [design] The fresh entropy has to be included by reseeding the post-processing 919 

algorithm. When more entropy is needed than can be supplied during a reseed, 920 

additional entropy may be acquired directly from the noise source(s) and inserted 921 

as additional input. The min-entropy per output bit must be ≥ 1 − 2−32 (which 922 

corresponds to full entropy).923 
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• [design] An on-demand health test, continuous health test, and a known-answer 924 

test for the post-processing algorithm must be added if they are not present. During 925 

evaluation, the output of the noise source (raw random numbers) and the input 926 

data of the cryptographic post-processing algorithm (i.e., the output data of an inner927 

PTG.2 (if existing)) will have to successfully pass SP 800-90B compliance tests.928 

• [design] A known-answer test must be present that tests the DRG.3 component.929 

Certifying RBG3(RS) as PTG.3930 

• [design] The distribution of the output data of the noise source (in the terminology 931 

of AIS 20/31: raw random numbers) must be time-locally stationarily distributed.932 

• [evaluation] It needs to be verified that the DRBG part of the RBG3(RS) construction 933 

satisfies the algorithmic requirements of functionality class DRG.3 (waived for the934 

Hash_DRBG and the HMAC_DRBG); see Section 3.3.2.935 

• [evaluation] A stochastic model for the noise source in the entropy source must be 936 

provided, and the effectiveness of the online test and the total failure tests must be 937 

verified.938 

3.3.7. Other Classes (DRG.2) and Constructions (RBG3(XOR))939 

Functionality class DRG.2 defines requirements for deterministic RNGs that ensure backward 940 

secrecy and forward secrecy but does not provide enhanced backward secrecy. SP 800-90 941 

does not have a construction that is comparable to the DRG.2 functionality class. DRG.2-942 

compliant RNGs can be an option for resource-constrained devices.943 

The RBG3(XOR) construction has no functionality class in AIS 20/31 that is directly compa-944 

rable. However, several options are discussed below.945 

Certifying RBG3(XOR) as PTG.2 and DRG.3 If the following two conditions are met, the 946 

RBG3(XOR) construction is compliant to both functionality class PTG.2 and functionality 947 

class DRG.3.948 

• The physical entropy source in the RBG3(XOR) construction (plus the external condi-949 

tioning function, if existent) is compliant with class PTG.2 (see Section 3.3.1).950 

• The DRBG in the RBG3(XOR) construction is compliant with class DRG.3 (see Sec-951 

tion 3.3.2).952 

Note: (i) If only the first condition is fulfilled, the RBG3(XOR) construction is compliant with 953 

the PTG.2 functionality class but not with class DRG.3.954 

(ii) If only the second condition is fulfilled, the RBG3(XOR) construction is compliant with 955 

the DRG.3 functionality class but not with class PTG.2.956 

(iii) If the DRBG does not influence the physical entropy source both branches of the957 
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RBG3(XOR) construction, the physical entropy source plus (optional) conditioning function 958 

and the DRBG, can be evaluated separately.959 

Note: If the RBG3(XOR) construction satisfies the first condition and a stronger version of 960 

the second condition above, namely961 

• The DRBG is compliant with class DRG.4 (see Section 3.3.4),962 

the previous assertions remain valid for ‘DRG.4’ in place of ‘DRG.3’. The RBG3(XOR) con-963 

struction is then compliant to both functionality class PTG.2 and functionality class DRG.4.964 

Certifying RBG3(XOR) as PTG.3 If the following two conditions are satisfied, the RBG3(XOR)965 

construction is even compliant with functionality class PTG.3.966 

• The physical entropy source (plus the conditioning function, if existent) is compliant 967 

with class PTG.3 (see Section 3.3.6).968 

• The physical entropy source (plus the conditioning function, if existent) and the DRBG 969 

are independent.970 

3.3.8. Rough Comparison between noise source health tests in SP 800-90B and AIS 20/31971 

In Section 2.4.1 the health tests in SP 800-90 (start-up test continuous tests, on-demand 972 

tests) are specified, while Section 2.4.2 explains the concept of start-up tests, online tests 973 

and total failure tests in AIS 20/31. The main difference is that in AIS 20/31, the developer 974 

has to select tests of his choice and has to give evidence that the selected tests are effective.975 
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4. Terminology Comparison976 

This section compares the terminology used in the BSI and NIST standards on random 977 

number generation. The definitions provided below are taken from the corresponding 978 

glossaries of the BSI and NIST standards. Note that certain definitions have been revised to 979 

enhance consistency and alignment with the harmonization effort. When the definition of 980 

a term is not available in a standard, it is represented as the “—” symbol.981 

Each term is accompanied by a symbol indicating the level of alignment of its definition in 982 

BSI and NIST standards.983 

• The symbol   indicates that the meaning of the term is identical in both standards, 984 

although the wording may not be exactly the same.985 

• The symbol G# indicates that there are minor differences in the meaning of the term.986 

• The symbol # is used when the term is defined (or used) in only one of the standards. 987 

Additional notes include information about relevant terms, if any.988 

additional input #989 

Source Definition

BSI Any data that are input to a hybrid DRNG between invocations of the seeding 

procedure or reseeding procedure. These data may be provided by an internal 

or external noise source; they may or may not contain entropy (e.g. predictable, 

low-entropy, high entropy); they may be provided by a reliable source or be under 

the control of an adversary.

NIST Optional additional information that could be provided in a generate or reseed 

request by a consuming application.

990 

Additional notes: Personalization strings that are provided during instantiation can also 991 

be considered as additional input.992 

adversary  993 

Source Definition

BSI A malicious entity whose goal is to determine, to guess, or to influence the output 

of an RNG. The term attacker is used synonymously.

NIST A malicious entity whose goal is to determine, to guess, or to influence the output 

of an RBG.

994 

Additional notes: 995 

RNG and RBG are used interchangably.996 
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algorithmic post-processing #997 

Source Definition

BSI A type of post-processing that is normally used for the purpose of increasing the 

entropy per data bit (entropy extraction). It is usually applied to the raw random 

numbers. The name is chosen to distinguish it from an analog transformation (e.g. 

amplification, band-pass filter).

Note 1: Viewed as a mathematical function, algorithmic post-processing algorithms 

usually have small domains and small ranges (in contrast to cryptographic post-

processing). Algorithmic post-processing can be stateful (i.e., with memory) or 

stateless.

Note 2: Typical examples of algorithmic post-processing algorithms: XORing bits 

or binary vectors, modular addition, linear feedback shift registers.

NIST —

998 

Additional notes: 999 

The SP 800-90 series uses the term conditioning component or conditioning function.1000 

approved #1001 

Source Definition

BSI —

NIST An algorithm or technique for a specific cryptographic use that is specified in a 

FIPS or NIST Recommendation, adopted in a FIPS or NIST Recommendation, or 

specified in a list of NIST-approved security functions.

1002 

Additional notes: 1003 

AIS 20/31 does not specify any BSI-approved RNG designs or BSI-approved online tests.1004 

attacker #1005 

Source Definition

BSI Synonym for adversary.

NIST —

1006 

backtracking resistance #1007 

Source Definition

BSI —

NIST A property of a DRBG that provides assurance that compromising the current 

internal state of the DRBG does not weaken previously generated outputs. See SP 

800-90A for a more complete discussion. (Contrast with prediction resistance.)

1008 
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Additional notes: 1009 

Backtracking resistance corresponds to enhanced backward secrecy as used in AIS 20/31.1010 

backward secrecy #1011 

Source Definition

BSI Assurance that knowledge about previous output values cannot be derived with 

practical computational effort from the knowledge of current or subsequent output 

values.

Note: ‘Deriving knowledge’ means gaining significant advantage over blind guess-

ing.

NIST —

1012 

biased  1013 

Source Definition

BSI A value that is chosen from a sample space is said to be biased if one value is more 

likely to be chosen than another value. Contrast with unbiased.

NIST A random variable is said to be biased if values of the finite sample space are 

selected with unequal probability. Contrast with unbiased.

1014 

bitstring  1015 

Source Definition

BSI A finite sequence of ones and zeroes.

NIST An ordered sequence (string) of 0s and 1s. The leftmost bit is the most significant 

bit.

1016 

Additional notes: 1017 

Used in AIS 20/31 as two words (bit string) but as a single word (bitstring) in the SP 800-90 1018 

series.1019 

block cipher #1020 

Source Definition

BSI —

NIST A parameterized family of permutations on bitstrings of a fixed length; the param-

eter that determines the permutation is a bitstring called the key.

1021 
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Additional notes: 1022 

Although not defined in BSI standards, block cipher is a well-established term in crypto-1023 

graphic literature.1024 

compression rate #1025 

Source Definition

BSI Ratio between the average input bit length of the cryptographic post-processing 

algorithm and the bit length of the resulting internal random numbers per (short) 

time interval; ideally holds for each internal random number.

NIST —

1026 

computational security #1027 

Source Definition

BSI Security against an adversary with bounded computing power. Quantified by the 

security level (of cryptographic mechanisms).

NIST —

1028 

computing platform #1029 

Source Definition

BSI —

NIST A system’s hardware, firmware, operating system, and all applications and libraries 

executed by that operating system. Components that communicate with the 

operating system through a peripheral bus or a network, either physical or virtual, 

are not considered to be part of the same computing platform.

1030 

conditioning (of noise source output) #1031 

Source Definition

BSI —

NIST A method of processing the raw data to reduce bias and/or ensure that the entropy 

rate of the conditioned output is no less than some specified amount.

1032 

Additional notes:1033 
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Conditioning within an entropy source may be either algorithmic or cryptographic and may 1034 

be memoryless or stateful. A list of vetted conditioning functions has been provided in SP 1035 

800-90B. 1036 

conditioning function (external) #1037 

Source Definition

BSI —

NIST As used in SP 800-90C, a deterministic function that is used to reduce bias, dis-

tribute entropy, or reduce the length of the output of one or more entropy sources.

1038 

Additional notes: 1039 

AIS 20/31 uses the term post-processing.1040 

consuming application  1041 

Source Definition

BSI An application that uses random outputs from an RNG.

NIST An application that uses random outputs from an RBG.

1042 

cryptographic boundary #1043 

Source Definition

BSI —

NIST An explicitly defined physical or conceptual perimeter that establishes the physical 

and/or logical bounds of a cryptographic module and contains all of the hardware, 

software, and/or firmware components of a cryptographic module.

1044 

cryptographic module #1045 

Source Definition

BSI —

NIST The set of hardware, software, and/or firmware that implements cryptographic 

functions (including cryptographic algorithms and key generation) and is contained 

within the cryptographic boundary.

1046 
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cryptographic post-processing #1047 

Source Definition

BSI Stateful post-processing (i.e., with memory) for the purpose of gaining DRNG 

security properties (computational security). It is usually applied to intermediate 

random numbers or to internal random numbers of a separate TRNG. It can also 

be applied to raw random numbers.

Note: By the definition given in AIS 20/31, cryptographic post-processing is al-

ways stateful. Cryptographic constructions without memory (i.e., which do not 

grant DRNG security properties) are denoted as stateless post-processing with 

cryptographic functions.

NIST —

1048 

Additional notes: 1049 

In SP 800-90, cryptographic post-processing falls under the umbrella of conditioning. It 1050 

can be applied to either noise source output within an entropy source, or to output of the 1051 

entropy source (external conditioning).1052 

deterministic random bit generator (DRBG) / deterministic random number generator 1053 

(DRNG)  1054 

Source Definition

BSI DRNG: An RNG that produces random numbers from a secret initial value called a 

seed or seed material by applying a deterministic algorithm.

Note: A deterministic RNG, at least initially, has access to a randomness source.

NIST DRBG: An RBG that produces random bitstrings by applying a deterministic algo-

rithm to seed material.

1055 

Additional notes: 1056 

A DRBG has access to a randomness source at least initially.1057 

The seed material is secret.1058 

An SP 800-90 DRBG corresponds to an AIS 20/31 DRNG.1059 
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digitization  1060 

Source Definition

BSI The process of generating raw discrete digital values from non-deterministic events 

(e.g. analog noise sources) within a noise source.

Note 1: Raw discrete digital values are called raw random numbers.

Note 2: In addition to the actual conversion of analog data into digital values, the 

digitization mechanism can include elementary operations like skipping values 

(thinning out), dropping bits (e.g., casting 10-bit-values to bytes by cutting the two 

least significant bits), or counting.

NIST The process of generating raw discrete digital values from non-deterministic events 

(e.g., analog noise sources) within a noise source.

1061 

direct seed predecessor #1062 

Source Definition

BSI A DRNG from which a (non-root) DRNG in a DRNG tree receives initial seed material.

NIST —

1063 

Additional notes: 1064 

Corresponds to parent randomness source in SP 800-90.1065 

DRBG chain #1066 

Source Definition

BSI —

NIST A chain of DRBGs in which one DRBG is used to provide seed material for another 

DRBG.

1067 

Additional notes: 1068 

Counterpart to DRNG tree in AIS 20/31.1069 

DRG.2 #1070 

Source Definition

BSI A DRNG construction that provides assurance of backward secrecy and forward 

secrecy.

Note: The DRNG may be hybrid but need not.

NIST —

1071 
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DRG.3 #1072 

Source Definition

BSI A DRNG construction that provides assurance of backward secrecy, enhanced 

backward secrecy, and forward secrecy.

Note: The DRNG may be hybrid but need not.

NIST —

1073 

DRG.4 #1074 

Source Definition

BSI A DRNG construction that provides assurance of backward secrecy, forward secrecy, 

enhanced backward secrecy, and can also provide enhanced forward secrecy.

Note: The DRNG must be hybrid to provide enhanced forward secrecy.

NIST —

1075 

DRNG tree #1076 

Source Definition

BSI A set of DRNGs of which one DRNG is and remains distinguished (‘root DRNG’). This 

includes the information about the direct seed predecessors. The set of DRNGs 

can be static or dynamic in the sense that DRNGs can be uninstantiated and new 

DRNGs can be instantiated. All DRNGs except the root DRNG receive seed material 

from another DRNG from this set. The root DRNG receives seed material from an 

initial randomness source. The initial randomness source generates seed material 

to which entropy can be assigned.

Note: Functionality class DRT.1 formulates requirements for DRNG trees.

NIST —

1077 

Additional notes: 1078 

Counterpart to DRBG chain in SP 800-90.1079 

DRT.1 #1080 

Source Definition

BSI A DRNG tree contruction that provides assurance of backward secrecy, enhanced 

backward secrecy, and forward secrecy for all DRNGs in the tree.

NIST —

1081 
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effective internal state #1082 

Source Definition

BSI The security-critical part of the internal state of a DRNG that an adversary does not 

know and that he cannot determine or guess (with probability that is significantly 

greater than indicated by its size, assuming optimal encoding) even if he has seen 

many random numbers.

NIST —

1083 

enhanced backward secrecy #1084 

Source Definition

BSI Assurance that knowledge about previous output values cannot be derived with 

practical computational effort from the knowledge of the current internal state of 

an RNG.

Note 1: ‘Deriving knowledge’ means gaining significant advantage over blind 

guessing.

Note 2: The notion of enhanced backward secrecy is trivial for memoryless RNGs. 

Therefore, it is only a useful notion for DRNGs and hybrid PTRNGs, the security 

of which rests at least in part on cryptographic properties of the state transition 

function and the output function of the RNG.

Note 3: A term related to enhanced backward secrecy is backtracking resistance 

(from NIST SP 800-90[A,B,C]).

NIST —

1085 

enhanced forward secrecy #1086 

Source Definition

BSI Assurance that knowledge about subsequent output values cannot be derived 

with practical computational effort from the knowledge of the current internal 

state of an RNG.

Note 1: ‘Deriving knowledge’ means gaining significant advantage over blind 

guessing.

Note 2: Pure DRNGs are unable to achieve enhanced forward secrecy. Unlike 

forward secrecy and backward secrecy as well as enhanced backward secrecy, 

enhanced forward secrecy rests entirely on the capability of inserting as much 

entropy as is required to make the prediction of future outputs infeasible.

Note 3: A term related to enhanced forward secrecy is prediction resistance (from 

NIST SP 800-90[A,B,C]).

NIST —

1087 
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entropy  1088 

Source Definition

BSI A measure of disorder, randomness, or variability in a closed system.

Note 1: The entropy of a random variable 𝑋 is a mathematical measure of the 

amount of information gained by an observation of 𝑋.

Note 2: The most common concepts are Shannon entropy and min-entropy. In AIS 

20/31, Shannon entropy and min-entropy are used, depending on the context.

Note 3: Min-entropy is the measure used in SP 800-90.

NIST A measure of disorder, randomness, or variability in a closed system.

1089 

entropy rate #1090 

Source Definition

BSI —

NIST The validated rate at which an entropy source provides entropy in terms of bits 

per entropy-source output (e.g., five bits of entropy per eight-bit output sample).

1091 

entropy source  1092 

Source Definition

BSI —

NIST The combination of a noise source, health tests, and optional conditioning compo-

nent that produce bitstrings containing entropy. A distinction is made between 

entropy sources having physical noise sources and those having non-physical noise 

sources.

1093 

Additional notes: 1094 

A PTG.2-compliant PTRNG can be viewed as a (coarse) equivalent of a physical entropy 1095 

source that generates random numbers whose entropy per bit is very close to 1.1096 

external random number #1097 

Source Definition

BSI Internal random numbers that have been output by an RNG, i.e., those internal 

random number bits that are actually delivered to a consuming application.

Note 1: (DRNG): Some bits of the last internal random number of a request might 

be cut off.

Note 2: (PTRNG): If the PTRNG runs continuously, many internal random numbers 

might never be output.

NIST —

1098 
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false positive #1099 

Source Definition

BSI In the context of AIS 31, an online test, total failure test, or start-up test signaling 

an error even though the component was actually working correctly.

NIST —

1100 

Additional notes: 1101 

Also known as type I error, which is used in the NIST documents.1102 

forward secrecy #1103 

Source Definition

BSI Assurance that knowledge about subsequent output values cannot be derived 

with practical computational effort from the knowledge of current or previous 

output values.

Note 1: ‘Deriving knowledge’ means gaining significant advantage over blind 

guessing.

Note 2: TRNGs can ensure forward secrecy by entropy.

NIST —

1104 

fresh entropy  1105 

Source Definition

BSI A random bit string recently generated by a noise source. In particular, ’fresh’ 

means that the bit string has not been previously used to generate output or has 

otherwise been made externally available.

Note: The randomness source should be compliant with PTG.2, PTG.3, or NTG.1.

NIST A bitstring that is output from a non-deterministic randomness source that has not 

been previously used to generate output or has otherwise been made externally 

available.

1106 

Additional notes: 1107 

For the SP 800-90 series, the randomness source should be an entropy source or RBG3 1108 

construction.1109 
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fresh randomness #1110 

Source Definition

BSI —

NIST A bitstring that is output from a randomness source that has not been previously 

used to generate output or has not otherwise been made externally available.

1111 

full-entropy bitstring #1112 

Source Definition

BSI —

NIST A bitstring with ideal randomness (i.e., the amount of entropy per bit is equal to 

1). The SP 800-90 series assumes that a bitstring has full entropy if the entropy 

rate is at least 1−𝜖, where 𝜖 is at most 2−32.

1113 

Additional notes: 1114 

AIS 20/31 does not actively use the term full entropy, but the min-entropy claim of 1−2−32
1115 

bit per output bit is the maximum for the functionality classes PTG.3 and NTG.1.1116 

full-entropy source #1117 

Source Definition

BSI —

NIST An SP 800-90B-compliant entropy source that has been validated as providing 

output with full entropy or the combination of a validated SP 800-90B-compliant 

entropy source and an external conditioning function that provides full-entropy 

output.

1118 

granularity level #1119 

Source Definition

BSI Auxiliary term to express for which segments of the output of a DRNG security 

properties such as forward secrecy, backward secrecy, and enhanced backward 

secrecy hold.

NIST —

1120 
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hash function #1121 

Source Definition

BSI —

NIST A (mathematical) function that maps values from a large (possibly very large) 

domain into a smaller range. The function satisfies the following three properties: 

1) (One-way) It is computationally infeasible to find any input that maps to any 

pre-specified output. 2) (Collision-free) It is computationally infeasible to find any 

two distinct inputs that map to the same output. 3) (Second preimage-resistant) 

Given an input to the hash function and the associated output, it is computationally 

infeasible to find a second input that produces the same output.

1122 

Additional notes: 1123 

NIST approved hash functions are specified in [20, 21].1124 

health testing #1125 

Source Definition

BSI —

NIST Testing within an implementation immediately prior to or during normal operations 

to obtain assurance that the implementation continues to perform as implemented 

and validated.

1126 

Additional notes:1127 

In the terminology of AIS 20/31, health tests are comprised of start-up tests, online tests, 1128 

and total failure tests. In the terminology of SP 800-90[A,B,C], health tests are comprised 1129 

of continuous tests and startup tests. See Section 2.4 for more information. 1130 

hybrid DRNG #1131 

Source Definition

BSI A DRNG accepting additional input during operation or being able to trigger re-

seeding procedures.

Note: The second condition requires that the DRNG has access to a true RNG.

NIST —

1132 

hybrid PTRNG #1133 

Source Definition

BSI A hybrid true RNG with a physical noise source; see also hybrid true RNG.

NIST —

1134 
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hybrid RNG #1135 

Source Definition

BSI An RNG that uses design elements from DRNGs and TRNGs.

Note: This is an intuitive but rough characterization.

NIST —

1136 

hybrid true RNG #1137 

Source Definition

BSI A true RNG with cryptographic post-processing. Usually the goal is to increase 

the computational complexity of the output sequence (computational security) 

and possibly also to increase the entropy per bit by data compression (entropy 

extraction).

Note: Cryptographic post-processing may be viewed as an additional security 

anchor for the case where the entropy per output bit is smaller than assumed.

NIST —

1138 

ideal randomness source / ideal RNG  1139 

Source Definition

BSI Ideal RNG: A mathematical construct that generates independent and uniformly 

distributed random numbers.

NIST Ideal randomness source: The source of an ideal random sequence of bits. Each 

bit of an ideal random sequence is unpredictable and unbiased, with a value 

that is independent of the values of the other bits in the sequence. Prior to an 

observation of the sequence, the value of each bit is equally likely to be 0 or 1, 

and the probability that a particular bit will have a particular value is unaffected by 

knowledge of the values of any or all of the other bits. An ideal random sequence 

of 𝑛 bits contains 𝑛 bits of entropy.

1140 

independent entropy sources #1141 

Source Definition

BSI —

NIST Two entropy sources are independent if knowledge of the output of one entropy 

source provides no information about the output of the other entropy source.

1142 
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independent and identically distributed (iid) #1143 

Source Definition

BSI —

NIST A quality of a sequence of random variables for which each element of the se-

quence has the same probability distribution as the other values, and all values 

are mutually independent.

1144 

information-theoretic security #1145 

Source Definition

BSI Security against an adversary with unlimited computing power. Requires fresh 

entropy.

NIST —

1146 

initial randomness source  1147 

Source Definition

BSI The randomness source for the root DRNG of a DRNG tree; cf. randomness.

NIST The randomness source for the root RBGC construction in a DRBG chain of RBGC 

constructions.

1148 

instantiate #1149 

Source Definition

BSI —

NIST The process of initializing a DRBG with sufficient randomness to generate pseudo-

random bits at the desired security strength.

1150 

intermediate random number #1151 

Source Definition

BSI (PTG.3- and NTG.1-specific term) Input data for cryptographic post-processing.

Example: Consider a PTG.3-compliant RNG that consists of a PTG.2-compliant 

PTRNG with DRG.3-compliant cryptographic post-processing. Here, the interme-

diate random numbers equal the internal random numbers generated by the 

PTG.2-compliant PTRNG.

NIST —

1152 
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internal random number #1153 

Source Definition

BSI Final stage of the random numbers of an RNG that are ready to be output. Compare 

to external random numbers.

NIST —

1154 

internal state  1155 

Source Definition

BSI The collection of all secret and non-secret digitized information of an RNG as stored 

in memory at a given point in time.

Note: This also applies to post-processing algorithms for TRNGs.

NIST The collection of all secret and non-secret information about an RBG or entropy 

source that is stored in memory at a given point in time.

1156 

Kerckhoffs’s principle #1157 

Source Definition

BSI A security analysis is conducted under the basic assumption that the design and 

public keys of a cryptosystem are known to an adversary. Only secret keys and 

seed material are assumed to be unknown to an adversary.

NIST —

1158 

known-answer test  1159 

Source Definition

BSI A test that uses a fixed input/output pair to test the correctness of a deterministic 

mechanism.

NIST A test that uses a fixed input/output pair to detect whether a deterministic com-

ponent was implemented correctly or to detect whether it continues to operate 

correctly.

1160 

min-entropy  1161 

Source Definition

BSI A measure of entropy based on the minimal (worst-case) gain of information from 

an observation.

NIST A lower bound on the entropy of a random variable. The precise formulation 

for min-entropy is (− log2 max𝑝𝑖) for a discrete distribution having probabilities 

𝑝1,…,𝑝𝑘. Min-entropy is often used as a measure of the unpredictability of a 

random variable.

1162 
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multi-target attack #1163 

Source Definition

BSI A scenario in which an adversary applies guesses or the results of a precomputation 

to attack many instances of the same cryptosystem at once in hope that at least 

one instance succumbs to the attack.

NIST —

1164 

must #1165 

Source Definition

BSI —

NIST A requirement that may not be testable by a CMVP testing lab. Note that must

may be coupled with not to become must not.

1166 

noise alarm #1167 

Source Definition

BSI Consequence of an application of an online test that suggests (e.g., due to a failure 

of a statistical test) that the quality of the generated random numbers is not 

sufficiently good. A noise alarm can be a false positive.

NIST —

1168 

noise source  1169 

Source Definition

BSI A source of unpredictable data that outputs raw discrete digital values. The digiti-

zation mechanism is considered part of the noise source. A distinction is made 

between physical noise sources and non-physical noise sources.

Note: In AIS 31, raw discrete digital values are called raw random numbers.

NIST A source of unpredictable data that outputs raw discrete digital values. The digiti-

zation mechanism is considered part of the noise source. A distinction is made 

between physical noise sources and non-physical noise sources.

1170 

non-physical entropy source #1171 

Source Definition

BSI —

NIST An entropy source whose primary noise source is non-physical.

1172 
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non-physical noise source  1173 

Source Definition

BSI A noise source that typically exploits system data and/or user interaction to pro-

duce digitized random data.

Note 1: It is usually infeasible to determine a sufficiently precise characterization 

of non-physical noise sources. Therefore, designers have to resort to heuristics to 

obtain a conservative entropy lower bound.

Note 2: Non-physical noise sources are used by non-physical true RNGs (NPTRNGs).

Note 3: Examples of system data: RAM data, system time of a PC, or the output of 

API functions. Examples of interaction: key strokes, mouse movement, etc.

NIST A noise source that typically exploits system data and/or user interaction to pro-

duce digitized random data.

1174 

non-physical true RNG (NPTRNG) #1175 

Source Definition

BSI A true RNG with a non-physical noise source.

NIST —

1176 

non-validated entropy source #1177 

Source Definition

BSI —

NIST An entropy source that has not been validated by the CMVP as conforming to SP 

800-90B.

1178 

NTG.1 #1179 

Source Definition

BSI An NPTRNG construction that provides assurance that the entropy per bit is above 

a class-specific bound. Heuristic assessment and total failure tests detect non-

tolerable weaknesses of the random numbers. Furthermore, it includes crypto-

graphic post-processing with memory, for which the input rate is (significantly) 

larger than the output rate.

NIST —

1180 

null string #1181 

Source Definition

BSI —

NIST An empty bitstring.

1182 
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one-way function #1183 

Source Definition

BSI A function with the property that it is easy to compute the output for a given input 

but it is computationally infeasible to find an input for a specific output that maps 

to this output.

NIST —

1184 

online test #1185 

Source Definition

BSI A quality check of the random numbers (usually the raw random numbers) while 

a PTRNG is in operation; usually realized by a statistical test or by a test proce-

dure that applies several statistical tests; often used synonymously for online test 

procedure.

NIST —

1186 

parent randomness source #1187 

Source Definition

BSI —

NIST The randomness source used to seed a non-root RBGC construction.

1188 

Additional notes: 1189 

Corresponds to direct seed predecessor in AIS 20/31.1190 

personalization string  1191 

Source Definition

BSI An optional input value to a DRNG during instantiation to make one RNG instance 

behave differently from other instances.

Note: Can be a secret parameter or public parameter.

NIST An optional input value to a DRBG during instantiation to make one DRBG instanti-

ation behave differently from other instantiations.

1192 

physical entropy source #1193 

Source Definition

BSI —

NIST An entropy source whose primary noise source is physical.

1194 

48



NIST IR 8446 ipd (Initial Public Draft)

 September 2024

 Bridging the Gap between Standards on RNG

 Comparison of SP 800-90 Series and AIS 20/31

physical noise source  1195 

Source Definition

BSI A noise source that exploits physical phenomena (thermal noise, shot noise, jitter, 

metastability, radioactive decay, etc.) from dedicated hardware designs (using 

diodes, ring oscillators, etc.) or physical experiments to produce digitized random 

data.

Note 1: Dedicated hardware designs can use general-purpose components (like 

diodes, logic gates etc.) if the designer is able to understand, describe and quantify 

the characteristics of the design that are relevant for the generation of random 

numbers.

Note 2: Physical noise sources are used by physical true RNGs (PTRNGs).

NIST A noise source that exploits physical phenomena (e.g., thermal noise, shot noise, 

jitter, metastability, radioactive decay, etc.) from dedicated hardware designs 

(using diodes, ring oscillators, etc.) or physical experiments to produce digitized 

random data.

1196 

physically secure channel #1197 

Source Definition

BSI —

NIST A physical trusted and safe communication link established between an implemen-

tation of an RBG1 construction and its randomness source to securely communicate 

unprotected seed material without relying on cryptography. A physically secure 

channel protects against eavesdropping, as well as physical or logical tampering by 

unwanted operators/entities, processes, or other devices between the endpoints.

1198 

physical true RNG (PTRNG) #1199 

Source Definition

BSI A TRNG that uses a physical noise source.

Note 1: We use the abbreviated version ‘physical RNG’ instead of ‘physical true 

RNG’ because all physical RNGs are, by definition, true RNGs.

Note 2: We use the abbreviation ‘PTRNG’ instead of ‘PRNG’ to avoid confusion 

with pseudorandom number generators.

NIST —

1200 
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post-processing #1201 

Source Definition

BSI Generic term for any kind of transformation applied to random numbers at different 

stages in the generation of internal random numbers in a TRNG (e.g., applied to 

raw random numbers).

Note 1: Post-processing can have different goals: reducing bias or dependencies, 

statistical inconspicuousness, entropy extraction, DRNG fallback (computational 

security), etc.

Note 2: In AIS 20/31 we distinguish between algorithmic post-processing, cryp-

tographic post-processing (i.e., with memory), and (in general: stateless) post-

processing with cryptographic functions.

Note 3: Post-processing is related to the term conditioning function in SP 800-90.

NIST —

1202 

prediction resistance #1203 

Source Definition

BSI —

NIST A property of a DRBG that provides assurance that compromising the current 

internal state of the DRBG does not allow future DRBG outputs to be predicted 

past the point where the DRBG has been reseeded with sufficient entropy. See SP 

800-90A for a more complete discussion. (Contrast with backtracking resistance.)

1204 

Additional notes: 1205 

Prediction resistance (as used in the SP 800-90 series) corresponds to enhanced forward 1206 

secrecy (as used in AIS 20/31).1207 

predictor #1208 

Source Definition

BSI An (𝑟,𝑠)-predictor makes a prediction about the next 𝑠 random numbers on the 

basis of the previous 𝑟 random numbers (𝑟 ∈ ℕ0 ∪{∞}, 𝑠 ∈ ℕ).

NIST —

1209 

pseudo-random number generator  1210 

Source Definition

BSI Another term for DRNG.

NIST Another term for DRBG.

1211 
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PTG.2 #1212 

Source Definition

BSI A PTRNG construction that provides assurance that the entropy per bit is above a 

class-specific bound close to 1 (Shannon entropy). Alternatively or additionally, 

a class-specific min-entropy bound (close to 1) can also be claimed. A start-up 

test, a total failure test, and an online test detect non-tolerable weaknesses of the 

random numbers. Usually, no cryptographic post-processing is applied. For the 

evaluation, a stochastic model of the noise source is required.

Note: A PTG.2-compliant PTRNG is a coarse equivalent to a physical entropy source 

in the sense of SP 800-90B. One difference is that entropy sources ensure individual 

entropy bounds per bit that can be (much) smaller than the PTG.2-specific min-

entropy bound 0.98.

NIST —

1213 

PTG.3 #1214 

Source Definition

BSI A PTRNG construction that provides assurance that the entropy per bit is above 

an entropy bound close to 1. A start-up test, a total failure test, and an online test 

detect non-tolerable weaknesses of the random numbers. Furthermore, it includes 

cryptographic post-processing with memory, for which the input rate is larger than 

or equal to the output rate. For data-compressing post-processing algorithms, very 

small entropy defects (min-entropy) are possible. For the evaluation, a stochastic 

model of the noise source is required.

NIST —

1215 

pure DRNG #1216 

Source Definition

BSI A DRNG that does not accept input except during the seeding procedure or (exter-

nally triggered) reseeding procedure.

Note 1: Identical seed material values result in identical internal random numbers.

Note 2: A pure DRNG is not able to trigger (by itself) a reseeding procedure.

NIST —

1217 
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pure PTRNG #1218 

Source Definition

BSI A PTRNG in which any post-processing is non-cryptographic or stateless crypto-

graphic.

Note: A total failure of a pure PTRNG’s noise source typically results in constant 

output or periodic patterns if no post-processing or stateless post-processing is im-

plemented, or results in weak pseudorandom output if simple (non-cryptographic) 

algorithmic post-processing is implemented.

NIST —

1219 

random bit generator (RBG) / random number generator (RNG) G#1220 

Source Definition

BSI RNG: A group of components or an algorithm that outputs sequences of discrete 

values (usually represented as bit strings called internal random numbers).

NIST RBG: A device or algorithm that outputs a random sequence that is effectively 

indistinguishable from statistically independent and unbiased bits.

1221 

randomness G#1222 

Source Definition

BSI An intuitive characterization of the unpredictability of a bit string. If the bit string 

is generated by a true RNG, its unpredictability is quantified by entropy. If the bit 

string is generated by a DRNG, its unpredictability is based on the unpredictability 

of the seed material of the generating DRNG, on the secrecy of its internal state, 

and on the difficulty for an adversary to break the cryptographic guarantees of the 

DRNG (in particular, forward secrecy, backward secrecy, and enhanced backward 

secrecy).

NIST The unpredictability of a bitstring. If the randomness is produced by a non-

deterministic source (e.g., an entropy source or RBG3 construction), the unpre-

dictability is dependent on the quality of the source. If the randomness is produced 

by a deterministic source (e.g., a DRBG), the unpredictability is based on the ca-

pability of an adversary to break the cryptographic algorithm for producing the 

pseudorandom bitstring.

1223 

randomness source #1224 

Source Definition

BSI —

NIST A source of randomness for an RBG. The randomness source may be an entropy 

source or an RBG construction.

1225 
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raw random number #1226 

Source Definition

BSI Discrete values (usually bits, bit strings, or integers) that are derived at discrete 

points in time from a noise source of a PTRNG or NPTRNG. Raw random numbers 

have not been significantly post-processed.

Note: For certain noise sources it may not be obvious which discrete values should 

be interpreted as the raw random numbers. For a meaningful analysis it is recom-

mended to choose the earliest possible stage.

NIST —

1227 

Additional notes: 1228 

The raw random numbers correspond to the output of the noise source.1229 

RBG1 construction #1230 

Source Definition

BSI —

NIST An RBG construction with the DRBG and the randomness source in separate 

cryptographic modules.

1231 

Additional notes: 1232 

An RBG1 construction corresponds to the BSI’s DRG.3 functionality class.1233 

RBG2 construction #1234 

Source Definition

BSI —

NIST An RBG construction with one or more entropy sources and a DRBG within the 

same cryptographic module. This RBG construction does not provide full-entropy 

output.

1235 

Additional notes: 1236 

An RBG2 construction has two variants: RBG2(P) and RBG2(NP).1237 
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RBG2(NP) construction #1238 

Source Definition

BSI —

NIST A non-physical RBG2 construction. An RBG2 construction that obtains entropy 

from one or more validated non-physical entropy sources and possibly from one or 

more validated physical entropy sources. This RBG construction does not provide 

full-entropy output.

1239 

Additional notes: 1240 

An RBG2(NP) construction corresponds to BSI’s NTG.1 functionality class.1241 

RBG2(P) construction #1242 

Source Definition

BSI —

NIST A physical RBG2 construction. An RBG construction that includes a DRBG and one 

or more entropy sources in the same cryptographic module. Only the entropy from 

validated physical entropy sources is counted when fulfilling an entropy request 

within the RBG. This RBG construction does not provide full-entropy output.

1243 

Additional notes: 1244 

An RBG2(P) construction corresponds to BSI’s DRG.4 functionality class.1245 

RBG3 construction #1246 

Source Definition

BSI —

NIST An RBG construction that includes a DRBG and one or more entropy sources in 

the same cryptographic module. When working properly, bitstrings that have full 

entropy are produced. Sometimes called a non-deterministic random bit generator

(NRBG) or true random number (or bit) generator.

1247 

Additional notes: 1248 

The RBG3 construction has two variants: RBG3(XOR) and RBG3(RS).1249 
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RBGC construction #1250 

Source Definition

BSI —

NIST An RBG construction used within a DRBG chain in which one DRBG is used to 

provide seed material for another DRBG. The construction does not provide full-

entropy output.

1251 

reseed  1252 

Source Definition

BSI To refresh the internal state of a DRNG with seed material. The seed material 

should contain sufficient entropy (sufficient randomness if generated by a DRNG) 

to allow recovery from a possible compromise.

Note: A reseeding procedure shall utilize the previous internal state. Even if an 

adversary knew the seed material, it shall not be significantly easier to determine 

the new internal state than the previous one.

NIST To refresh the internal state of a DRBG with seed material from a randomness 

source. See randomness.

1253 

root RBGC construction #1254 

Source Definition

BSI —

NIST The first RBG construction in a DRBG chain of RBGC constructions.

1255 

sample space #1256 

Source Definition

BSI —

NIST The set of all possible outcomes of an experiment.

1257 

secret parameter #1258 

Source Definition

BSI An optional input value to the seeding procedure or reseeding procedure of a 

DRNG or to the initialization of the cryptographic post-processing algorithm of a 

PTRNG to achieve additional security against adversaries who are not in possession 

of this value.

NIST —

1259 
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security boundary  1260 

Source Definition

BSI A physical or conceptual perimeter that confines the secure domain that an ad-

versary cannot observe or influence in a malicious way (according to the chosen 

threat model).

NIST For an entropy source: A conceptual boundary that is used to assess the amount 

of entropy provided by the values output from the entropy source. The entropy 

assessment is performed under the assumption that any observer (including any 

adversary) is outside of that boundary during normal operation.

For a DRBG: A conceptual boundary that contains all of the DRBG functions and 

internal states required for a DRBG.

For an RBG: A conceptual boundary that is defined with respect to one or more 

threat models that includes an assessment of the applicability of an attack and 

the potential harm caused by the attack.

1261 

security strength  1262 

Source Definition

BSI A cryptographic mechanism achieves a security strength of 𝑛 bits if costs equivalent 

to 2𝑛 calculations of the encryption function of an efficient block cipher (e.g. AES) 

are tied to each attack against the mechanism that breaks the security objective 

of the mechanism with a high probability of success.

NIST A number associated with the amount of work (i.e., the number of basic operations 

of some sort) that is required to “break” a cryptographic algorithm or system in 

some way. In the SP 800-90 series, the security strength is specified in bits and 

is a specific value from the set 128, 192, 256. If the security strength associated 

with an algorithm or system is 𝑠 bits, then it is expected that (roughly) 2𝑠 basic 

operations are required to break it. Note: This is a classical definition that does 

not consider quantum attacks.

1263 

seed  1264 

Source Definition

BSI To initialize the internal state of a DRNG with seed material. The seed material 

should contain sufficient entropy (sufficient randomness if generated by a DRNG) 

to meet the security requirements.

NIST To initialize the internal state of a DRBG with seed material. The seed material 

should contain sufficient randomness to meet security requirements.

1265 
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seed material  1266 

Source Definition

BSI A bit string containing entropy (containing randomness if generated by a DRNG) 

that is used to seed or reseed a DRNG.

Note: This definition also applies to the cryptographic post-processing algorithm 

(with memory) of a TRNG.

NIST An input bitstring from a randomness source that provides an assessed minimum 

amount of randomness (e.g., entropy) for a DRBG.

1267 

seedlife  1268 

Source Definition

BSI The period between (re-)seeding the internal state of a DRNG and subsequent 

reseeding with new seed material, or between (re-)seeding the internal state of a 

DRNG and uninstantiating the DRNG.

NIST The period between instantiating or reseeding a DRBG with seed material and 

reseeding the DRBG with seed material containing fresh randomness or uninstan-

tiation of the DRBG.

1269 

shall #1270 

Source Definition

BSI —

NIST The term used to indicate a requirement that is testable by a testing lab. Shall

may be coupled with not to become shall not. See Testable requirement.

1271 

Shannon entropy #1272 

Source Definition

BSI A measure of entropy based on the expected (average) gain of information from 

an observation.

NIST —

1273 

should #1274 

Source Definition

BSI —

NIST The term used to indicate an important recommendation. Ignoring the recom-

mendation could result in undesirable results. Note that should may be coupled 

with not to become should not.

1275 
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sibling (randomness source) #1276 

Source Definition

BSI —

NIST A sibling of the parent randomness source for a non-root RBGC construction (i.e., 

the sibling can be considered as the “aunt” or “uncle” in “human family” terms). 

The “grandparent” of the non-root RBGC construction is the parent of both the 

parent randomness source and the sibling.

1277 

start-up test / start-up testing  1278 

Source Definition

BSI Start-up test: A test that is applied when the PTRNG has been started. It is intended 

to detect severe statistical weaknesses and total failures.

NIST Start-up testing: A suite of health tests that are performed every time the entropy 

source is initialized or powered up. These tests are carried out on the noise source 

before any output is released from the entropy source.

1279 

state handle #1280 

Source Definition

BSI —

NIST A pointer to the internal state information for a particular DRBG instantiation.

1281 

stationarily distributed #1282 

Source Definition

BSI In general, this property of a sequence of random variables means that they form 

a stationary stochastic process. In the context of AIS 31, the term may also mean 

a relaxed condition called time-local stationarity if the random variables describe 

the behavior of a physical noise source.

NIST —

1283 

statistical inconspicuousness #1284 

Source Definition

BSI The application of standard statistical tests does not distinguish the generated 

random numbers from ideal random numbers.

NIST —

1285 
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stochastic model  1286 

Source Definition

BSI A stochastic model provides a partial mathematical description (of the relevant 

properties) of a (physical) noise source using random variables. It allows the 

verification of a lower entropy bound for the output data (internal random numbers 

or intermediate random numbers) during the lifetime of the physical RNG, even if 

the quality of the digitized data goes down. The stochastic model is based on and 

justified by the understanding of the noise source.

Note 1: Ideally, a stochastic model consists of a family of probability distributions 

that contains the true distribution of the noise source output (raw random num-

bers) or of suitably defined auxiliary random variables during the lifetime of the 

physical RNG.

Note 2: It can suffice to model parts of the entropy contributions if it can be shown 

that the neglected effects do not decrease the entropy.

NIST A stochastic model provides a partial mathematical description (of the relevant 

properties) of a (physical) noise source using random variables. It allows the verifi-

cation of a (lower) entropy bound for the output data. Formally, a stochastic model 

consists of a family of probability distributions that contains the true distribution 

of the noise source output or of suitably defined auxiliary random variables during 

the lifetime of the entropy source containing that noise source, even if the quality 

of the digitized data goes down. The stochastic model is based on and justified by 

the understanding of the noise source.

1287 

subordinate DRBG (sub-DRBG) #1288 

Source Definition

BSI —

NIST A DRBG that is instantiated by an RBG1 construction.

1289 

support a security strength (by a DRBG) #1290 

Source Definition

BSI —

NIST The DRBG has been instantiated at a security strength that is equal to or greater 

than the security strength requested for the generation of random bits.

1291 
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targeted security strength #1292 

Source Definition

BSI —

NIST The security strength that is intended to be supported by one or more 

implementation-related choices (e.g., algorithms, cryptographic primitives, auxil-

iary functions, parameter sizes, and/or actual parameters).

1293 

testable requirement #1294 

Source Definition

BSI —

NIST A requirement that can be tested for compliance by a testing lab via operational 

testing, a code review, or a review of relevant documentation provided for valida-

tion. A testable requirement is indicated using a shall statement.

1295 

threat model #1296 

Source Definition

BSI —

NIST A description of a set of security aspects that need to be considered. A threat 

model can be defined by listing a set of possible attacks along with the probability 

of success and the potential harm from each attack.

1297 

time-local stationarity #1298 

Source Definition

BSI A sequence of random variables 𝑋1,𝑋2,…  is called ‘time-local’ stationarily dis-

tributed (often, loosely ‘stationarily distributed’ if the context is clear) if this se-

quence may be viewed as stationarily distributed at least over ‘short’ time-scales (in 

absolute time) that are, however, ‘large’ compared to periods needed to generate 

samples for the online tests and the evaluator tests.

NIST —

1299 
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total failure #1300 

Source Definition

BSI The noise source is broken and delivers no or at most a small fraction of its expected 

entropy.

Note 1: Depending on the concrete design and digitization, a total failure of the 

noise source may result in constant or short-period sequences of raw random 

numbers.

Note 2: It is possible that the raw random numbers still contain entropy due 

to noise from other components (e.g., from an amplifier), but this scenario still 

constitutes a total failure.

NIST —

1301 

total failure test #1302 

Source Definition

BSI A test that shall reliably detect total failures and prevent output of low-entropy 

random numbers.

Note: A total failure test is usually realized by physical measurements or by a 

statistical test. Due to the low entropy, a total failure can usually be detected very 

reliably, and the probability of a false positive is usually small.

NIST —

1303 

true RNG #1304 

Source Definition

BSI A device or mechanism for which each output value depends on newly generated 

data from a noise source.

NIST —

1305 

unbiased  1306 

Source Definition

BSI A random variable is said to be unbiased if all values of the finite sample space are 

chosen with the same probability. Contrast with biased.

Note: The terms unbiased and uniformly distributed are used synonymously.

NIST A random variable is said to be unbiased if all values of the finite sample space are 

chosen with the same probability. Contrast with biased.

1307 
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uninstantiate  1308 

Source Definition

BSI Uninstantiating an instance of a DRNG means that this instance no longer exists. 

In particular, the internal state and secret parameters are destroyed (i.e., securely 

deleted).

NIST The termination of a DRBG instantiation.

1309 

validated entropy source #1310 

Source Definition

BSI —

NIST An entropy source that has been successfully validated by the CAVP and CMVP for 

conformance to SP 800-90B.

1311 

widely recognised cryptographic primitives #1312 

Source Definition

BSI A cryptographic primitive is considered widely recognized if it has undergone 

diversified scientific review from many researchers and if the cryptographic com-

munity has no serious doubts concerning its strength in relevant operational 

circumstances.

NIST —

1313 

with memory #1314 

Source Definition

BSI Property of a post-processing algorithm. It means that the post-processing is 

stateful, i.e., has a state that retains information from previous invocations or 

steps.

NIST —

1315 
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