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Abstract

In December 2019, NIST Interagency Report 8280 quantified and visualized demographic
variations for many face recognition algorithms. The report also suggested various mitiga-
tions, one of which - the focus of this report - was to define summary inequity measures
that developers can work to improve and which can guide algorithm selection. Since 2019,
it has become apparent that false negative inequities are substantially due to poor photog-
raphy of certain groups including under-exposure of dark-skinned individuals, and that this
can be addressed by using algorithms more tolerant of poor image quality or, better, by
correcting the capture process with superior cameras, imaging environments and human-
factors. At the same time, it is also clear that the much larger false positive variations,
which occur even in high-quality photographs, must be mitigated by algorithm developers.
To those ends, this report compiles and analyzes various demographic summary measures
for how face recognition false positive and false negative error rates differ across age, sex,
and race-based demographic groups. We exercise some of the proposed measures by tabu-
lating them for many algorithms submitted to the one-to-one comparison track of the Face
Recognition Vendor Test. Those results appear on a regularly updated public webpage.
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AI; biometrics; face recognition; fairness.
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1. Introduction1

Components of biometric systems, whether AI-based or not, may have different outputs2

and performance for different demographic groups, and there is wide consensus that these3

differences should be minimized. Such components obviously include the core recognition4

algorithms but also quality algorithms used to adjudicate image suitability, presentation5

attack detection mechanisms checking for liveness, spoofing or evasion, and cameras or6

imaging environments that can produce systematically different images for different de-7

mographic groups [1]. In this latter respect, there are broadly two kinds of face capture:8

First with cameras that have no, or minimal, understanding of what they’re looking at; and9

second those with some intelligent understanding of a good face photo1 achieving that with10

adaptive exposure and head-orientation estimation. Note that for the first category, capture11

is guaranteed - some image will be captured - even if it has poor quality, and it often then12

falls on the downstream recognition algorithms to tolerate camera-caused or, more gener-13

ally, photography-caused, variations. Indeed, in some applications, the owner or operator14

of the algorithm will have no control over how an image is collected. With the intelligent15

camera, it is possible that some proportion of capture attempts will yield no image at all -16

for example because the subject never looked at the camera directly, or because lighting was17

inadequate, or because the camera and or detection was slow or ineffective. That propor-18

tion - the failure to acquire rate - can exceed the core recognition error rates2. This report19

deals with summarizing performance differences of face recognition algorithms applied to20

image collections where failure to acquire rates were zero by policy.21

In December 2019, we published NIST Interagency Report 8280: FRVT Part 3: Demo-22

graphics [2] that quantified false negative and false positive error rates for demographic23

groups defined by the available sex, age, and race metadata. This was performed for hun-24

dreds of one-to-one verification and one-to-many identification algorithms submitted to the25

ongoing Face Recognition Vendor Test benchmarks. The main finding of the survey was26

that false positive differentials are widespread, occuring even in pristine images, and greatly27

exceed those for false negative effects - for example, the within-group false positives rates28

in Figure 1 vary by up a factor of 7203 while the false negatives in Figure 2 vary by around29

a factor of 3. The report noted that a priori probability and impact of both types of error30

are highly application dependent. The report additionally provided guidance in three addi-31

tional areas: 1. Context and definitions notably that face recognition deals with identity and32

is therefore done with different, specialized, machinery to that used for sex-classification4
33

and age-estimation; 2. Metrics and reporting, particularly in differentiating false positive34

and false negative effects - to encourage more specificity than just saying face recognition35

1Correct exposure of faces has been addressed in mobile phones - for example this feature and a commercial
for it - though not necessarily for biometric purposes.

2See, for example, results from DHS’ comprehensive tests of rapid-capture solutions.
3Polish men aged 35-50 have FMR of 1 in 26000; Nigeria women aged 60 and over have FMR of 1 in 35.
4Demographic effects for this task were documented in the Gender Shades studies [3, 4] and in prior NIST
work [5].

1

https://doi.org/10.6028/NIST.IR.8280
https://doi.org/10.6028/NIST.IR.8280
https://doi.org/10.6028/NIST.IR.8280
https://blog.google/products/pixel/image-equity-real-tone-pixel-6-photos/
https://blog.google/inside-google/company-announcements/super-bowl-ad-2022
https://mdtf.org/Rally2021/Results2021
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Fig. 1. For six countries of birth and five age groups, the panels show false match rates at the
single fixed threshold value given in the legend. The FMR estimates are measured over
comparisons of photos of different people, in the top row different sex faces, then men, and
finally women in the bottom row. The text in each cell and the color encode log10FMR such
that a difference of 2 between two cells corresponds to a factor of 100 excursion in false match
rates.

is biased; and 3. ways to mitigate demographic effects. In the latter aspect, we advocated36

for the development of summary measures of recognition algorithm against which tech-37

nologists could measure progress in reducing differences in recognition error rates across38

demographic groups, while continuing to reduce overall error rates.39

This report documents various summary measures. It is intended to support developers, and40

to inform development of the ISO/IEC 19795-10 standard entitled Quantifying biometric41

system performance across demographic groups. The standard, which is expected to be42

published in 2023, includes equitability in its scope, and this relates directly to the topic of43

fairness currently being addressed in the broader AI community.44

This report proceeds with a section on equity measures, including those proposed pre-45

viously, then discussion of pertinent sub-topics (thresholds, weighting, uncertainty), and46

finally sections on results and discussion. Note that we apply our summary measures to47

hundreds of one-to-one face comparison algorithms and, of necessity, report results on an48

external web page, the demographics tab of the FRVT results page. These tables summa-49

rize both false negative and false positive effects. There is the erroneous belief that false50

positives have little effect in one-to-one comparison applications, because they effect im-51

postors. But if a certain demographic group is associated with a high false positive rate,52

then applications of face comparison (such as automated border control, access control to a53

phone, authorization of a payment, and non-repudiation of the dispenser of a drug) would54

2

https://www.iso.org/standard/81223.html
https://pages.nist.gov/frvt/html/frvt_demographics.html
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Fig. 2. For four algorithms submitted to FRVT in the second half of 2021, the plots show
false non-match rates by country-of-birth and sex. The error-bars cover 95% of bootstrap
estimates of FNMR. Some error-bars are smaller than the plotted point. The x-axis is sorted in
order of increasing FNMR. Note the range of FNMR across algorithms is larger than that
across demographics.

have security holes - the legitimate enrollee is vulnerable to impostors. False positives can55

be limited by adopting a higher threshold set globally to target a specific false match rate56

(FMR) in the worst-case (highest-FMR) demographic group. This will reduce FMR includ-57

ing in the non-problematic demographics, and will elevate false non-match rates (FNMR)58

generally. In a one-to-one setting it will be difficult for an impostor to exploit high FMR in59

particular groups: Specifically it will be difficult to arrange for a false match even if FMR60

were as high as 1 in 50. That value sounds un-realistic yet as Figure 1 shows, for a highly61

accurate algorithm, that Nigerian women aged 65 and over have an FMR of 1 in 35 when62

the threshold is set to achieve FMR of 1 in 25000 in Polish men aged 35 to 50. We in-63

clude Annex B to discuss why results for one-to-one comparison algorithms are sometimes64

pertinent to one-to-many search algorithms.65

2. Equity measures66

The next subsections detail equations for summarizing demographic differences in the basic67

biometric one-to-one comparison error rates, false match rate (FMR) and false non-match68

rate (FNMR). Throughout the paper these two quantities carry subscripts indexing a de-69

mographic group, so FNMRi quantifies false non-match occurence for people in group i.70

Importantly FMRi quantifies false matches between individuals both of whom are in group71

i. We do not consider cross-group FMR in any computation. Thus, even though such rates72

are depicted in some figures (e.g. the off-diagonal elements of Fig. 1), we do not use73

inter-group false match rates in what follows.74
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2.1. Differential error measures75

In prior work Freitas et al. [6] of the Swiss Idiap Research Institute formulated a Fairness76

Discrepancy Rate from measurements of within-demographic FMR(τ) and FNMR(τ) at77

some threshold τ for each demographic group d in some set of demographics D , and then78

finding the worst-case differentials from the maximum difference in FMR, and FNMR,79

across demographics80

A(τ) = max
di

FMRdi(τ)−min
d j

FMRd j(τ) (1) B(τ) = max
di

FNMRdi(τ)−min
d j

FNMRd j(τ) (2)81

82

These two measures were combined into a Fairness Discrepancy Rate (FDR), which we83

discuss later in section 2.6.84

Note that the A(τ) difference approximates the maximum FMR when the minimum value85

is orders of magnitude below the maximum value, (as is often the case in face recognition)86

such that A(τ) ≈ maxdi FMR. For example, Figure 1 shows that for one highly accurate87

commercial prototype, FMR spans several orders of magnitude, in particular FMR in Nige-88

rian women over 65 is 10−1.55 = 0.03, and 10−4.41 = 0.00004 in Polish men aged 35-50, so89

equation 1 reduces to A(τ) ≈ maxdi FMRdi(τ). This matters when comparing algorithms:90

If algorithm P had A = 10−2 − 10−5 and Q had A = 10−2 − 10−4 then the A values are91

almost the same and this hides that Q produces a factor of ten more false matches in the92

best-case demographic than does P, and this could necessitate Q being configured with a93

high threshold to limit FMR to 10−5.94

2.2. Ratio of worst and best case error rates95

NIST proposed an alternative to the Idiap difference measure by employing ratios

INEQUITYnm(τ) =
FMRdn(τ)

FMRdm(τ)
(3)

as this will accomodate the large range of variation in FMR and because it has a clear96

operational meaning, namely the number of times more likely it is to confuse two persons97

belonging to one demographic group versus another.98

Specific ratios will be of interest to developers seeking to address specific inequities by99

altering a training procedure or by employing additional image data. Likewise, end-users100

may have interest in specific groups. In the results section later we state ratios specific to101

sex, age, and certain geographically-defined groups. For example, given that poor photog-102

raphy can lead to underexposure of faces and depressed mated similarity scores [1], most103

immediately those of dark-skinned subjects, the ratio of FNMR for say African vs. East104

European faces may be informative.105

We then find worst-to-best case FMR and FNMR ratios,106

4
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A(τ) =
maxdi FMRdi(τ)

mind j FMRd j(τ)
∀di,d j ∈ D (4) B(τ) =

maxdi FNMRdi(τ)

mind j FNMRd j(τ)
∀di,d j ∈ D (5)107

108

where the max over min formulation expresses the worst-case to best-case error rates, and109

has lower-is-better semantics. One criticism of these measures is that the denominator110

values could be zero, a possibility that would be more likely in small tests and when the111

threshold is high (pushing FMR→ 0) or low (pushing FNMR→ 0). This concern could112

be addressed by changing the τ values, or by including an additive constant ε > 0 in the113

denominator; this is discussed further in the next section.114

The combination of these two quantities is discussed later, in section 2.6.115

2.3. Ratios normalized by the mean116

While worst-case error rate excursions are likely what algorithm designers should mitigate,117

worst-to-best case formulations (eqs. 4-21) are arguably non-robust because the maximum118

and minimum are potentially not robust. One alternative is to express the worst-case error119

rate relative to a mean (or a weighted mean - see section 2.7 below). For example,120

A(τ) =
maxdi FMRdi(τ)

FMR⋄ ∀di ∈ D (6) B(τ) =
maxdi FNMRdi(τ)

FNMR⋄ ∀di ∈ D (7)121

122

where the ⋄ superscript connotes the arithmetic mean of n = |D | values:

x⋄ = n−1
∑

i
xi (8)

A better variant5 replaces the arithmetic mean with the geometric mean:123

x† =

(
∏

i
xi

)1/n

(9)

which gives the inequity measures124

A(τ) =
maxdi FMRdi(τ)

FMR† ∀di ∈ D (10) B(τ) =
maxdi FNMRdi(τ)

FNMR† ∀di ∈ D (11)
125

126

with the advantage that it captures values spanning several decades. For example given127

x = {0.1,0.0001}, the arithmetic mean x⋄ ≈ 0.05 does not reflect the variation captured by128

the geometric mean, x† ≈ 0.003. This has a graphical interpretation: When looking at an129

5Pierre Gacon (Idemia) contribution to ISO/IEC 19795-10 Quantifying biometric system performance varia-
tion across demographic groups in Working Group 5 of ISO/IEC JTC 1/SC 37.
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error-tradeoff characteristic with FMR plotted on a log scale, the visual process of averag-130

ing FMR between two groups is actually an estimate of the geometric mean because the131

arithmetic mean of the log is the log of the geometric mean. Note that the geometric mean132

is tolerant of very large entries: for example the two sets {0.5,0.75,1,1.333,2,40,40} and133

{0.5,0.75,1,1.333,2,2,800} have the same geometric mean (2.87).134

A possible problem with the method is that if any individual error rate is zero, the geometric
mean will be zero also. A numeric remedy for this would be to disallow zero error rates via

x† =

(
∏

i
(xi + ε)

)1/n

(12)

which could be set to some “typical” low values (for FMR, ε = 10−7, for FNMR, ε = 10−5
135

say). However, the result of the computation sensitive to ε , especially for small n. The136

preferred approach, which we use throughout is to set ε = 0 and replace xi with the lowest137

value that is statistically sustainable given a finite number of trials - see section 4.2 .138

2.4. Measures of error rate heterogeneity139

Alternative approaches consider distribution of errors across demographic groups. One140

such, from researchers at SAIC and DHS Science and Technology [7], leverages the well-141

known Gini coefficient that has been used for many years as a summary of wealth and142

income disparity.143

A(τ) =
∑i ∑ j |FMRdi(τ)−FMRd j(τ)|

2n2 FMR⋄ (13) B(τ)=
∑i ∑ j |FNMRdi(τ)−FNMRd j(τ)|

2n2 FNMR⋄ (14)
144

145

where the denominator includes the number of demographic groups n = |D |, and the arith-146

metic mean (eq. 8). In this paper we modified this classic definition to use n(n− 1) in147

the denominator to render the estimator unbiased. This yields Gini values on [0,1], with148

higher values associated with unfair concentration of errors in a few demographics. The149

combination of these into an overall difference measure is discussed in section 2.6.150

Another method, on intersectional weighted inequity6, measures spread about the geomet-151

ric mean:152

A(τ) = ∑
d∈D

∣∣∣∣log10
FMRd(τ)

FMR†(τ)

∣∣∣∣ (15) B(τ) = ∑
d∈D

∣∣∣∣log10
FMRd(τ)

FMR†(τ)

∣∣∣∣ (16)153

154

where the absolute value acts to treat ratios above and below one equally. The measure155

takes on a larger value when FMR and FNMR vary a lot. As in the last section, the geo-156

6Greg Cannon, personal communication, 2021-08-11 and comment contributed to ISO/IEC 19795-10 Quan-
tifying biometric system performance variation across demographic groups in Working Group 5 of ISO/IEC
JTC 1/SC 37.
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metric mean can go to zero - see the discussion in section 4.2. Additionally, if any error157

rate in the numerator is zero, the measure is undefined.158

2.5. Ratios relative to a nominal error rate159

A simple alternative7 to the above ratios, one that solves the zero denominator problem, is160

to to normalize by some nominal target or reference value. For example, the worst-case161

error ratio (eqs. 10-11) would become162

A(τ) =
maxdi FMRdi(τ)

FMRREF(τ)
∀di ∈ D (17) B(τ) =

maxdi FNMRdi(τ)

FNMRREF(τ)
∀di ∈ D (18)163

164

Alternatively, the numerator could be Idiap’s maximum minus minimum value (eqs. 1-2).165

The reference value could be set in data-dependent way - perhaps as an empirical value166

from a general test or a test on one demographic group - or in a data-independent way -167

such as a value asserted by a manufacturer, or simply a value specified in an operational168

requirement. For example, if an automated border control gate is assumed to have a FMR169

of 0.0001, then empirical difference could be normalized by that value. This method avoids170

divide-by-zero issues (discussed later in sec. 4.2). We don’t further analyze and implement171

this normalization.172

2.6. Combining FMR and FNMR differentials173

This section advances methods for combining the A and B meassure of the prior sections174

into one overall equity measure.175

Idiap formed a Fairness Discrepancy Rate from the quantities in equations 1 and 2 using
the weighted sum.

FDR(τ) = 1− (αA(τ)+(1−α)B(τ)) (19)

where the leading 1−x complement yields the larger-is-better semantics of an equity mea-176

sure rather than an inequity one. As formulated, the value of FDR is limited because A(τ)177

and B(τ) are often orders of magnitude apart, an appropriate re-weighting would need to178

be incorporated in α requiring α → 0 or α → 1.179

The Idiap team elected to define a Fairness Discrepancy Rate with higher is better seman-180

tics. The following summaries are lower-is-better inequity measures8.181

7Due to Yevgeniy Sirotin, personal communication 2022-02-08.
8All the lower-is-better inequity measures can trivially be recast as higher-is-better equity measures via simple
inversions. For example, the NIST product could be changed to a higher-is-better equity measure by negating
logarithms,

EQUITY(τ) =−α log10 A(τ)−β log10 B(τ) (20)

which would also reduce its numerical range.

7



NIST IR 8429 ipd
July 2022

First, NIST suggested A and B values (eqs. 4-5) can be combined into a joint “number-of-
times-more-errors” inequity measure using

INEQUITY(τ) = A(τ)α B(τ)β (21)

where a low value for α or β can be used to unweight either FMR or FNMR differentials.182

All of the contributors to ISO/IEC 19795-10 suggested combination via a weighted sum

INEQUITY(τ) = αA(τ)+βB(τ) (22)

SAIC termed their weighted sum of Gini estimates the “Gini Aggregation Rate for Biomet-183

ric Equitability (GARBE)” [7].184

The parameters α and β can be used to appropriately weight the relative importance of185

false matches and false non-matches. This is essential because the false positive and false186

negative errors have markedly different impacts in most biometric applications. In addi-187

tion, their frequency will depend also on the prior probabilities, respectively, of non-mate188

(impostor) and mate (genuine) comparisons. For example, in unlocking a mobile phone,189

almost all transactions are mated, whereas searches in a casino watchlist application would190

include many non-mate comparisons. In this latter example, setting β = 0 would quan-191

tify FMR differentials and entirely disregard FNMR differentials. It may be useful but is192

not necessary to set β = 1−α . The use of the ()α .()1−α product in equation 21 allows193

FMR and FNMR to exist on different ranges. If, as is typical, FMR spans several orders of194

magnitude and FNMR spans much less than one, and FNMR is more critical operationally195

because impostors are very rare, α can be set to a small value.196

We do not investigate further the combined summary measures (eqs. 19, and 21 or 20)197

as combination will always be application-specific: For example, the relative importance198

of FMR and FNMR are vastly different in access control where impostors are rare, and in199

soccer-stadium watchlist application where most searches are not enrolled in the system.200

In any case, the combination step is not neccessary for our purposes, and additionally we201

consider the combinations of A(τ) and B(τ) are more abstract and thereby detract from the202

intuitive value of the two parts alone. The individual quantities are themselves meaningful,203

informative and more actionable.204

2.7. Weighting demographic groups205

The methods could be extended to allow weighting of each demographic group. For exam-
ple eq. 15 would be

A(τ) = ∑
d∈D

∣∣∣∣log10
ud FMRd(τ)

FMR†(τ)

∣∣∣∣ (23)

with the geometric means likewise being weighted

x† = exp
(

∑i ui logxi

∑i ui

)
(24)
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An immediate candidate for a weighting policy would be to assign low u and v values when206

the FMR or FNMR estimates have high uncertainty due to low sample size. This may be207

injurious to an under-represented demographic that had a large error ratio (as is typical with208

imbalanced training sets) as discounting it solely on the basis of limited amount of data is209

likely retrograde. We don’t further analyze or advocate for particular demographic group210

weighting strategies.211

3. Analysis of the measures212

This section discusses the advantages and disadvantages of the summary methods given213

in section 2. To do that we compare bahaviors on various elemental datasets appearing in214

the rows of Table 2. We also consider desirable properties of the measures. The first three215

identifed by Howard et al. [7] apply to overall equity measures (combinations of A and B)216

and are termed Functional Fairness Measure Criteria (FFMC). Paraphrasing, these are:217

▷ FFMC.1 - The net contributions of FMR and FNMR differentials to the overall218

fairness measure should be intuitive when using a normal range of risk parameter219

weights and operationally relevant error rates.220

▷ FFMC.2 - There should be recognizable points of reference in the domain of the221

fairness measure, e.g. one bounded by known minimum and maximum possible222

values.223

▷ FFMC.3 - The fairness measure should be calculable when no errors are observed224

for a demographic group. Given a finite image dataset partitioned into intersectional225

demographic groups, the likelihood that one group has zero FNMR rises with the226

number of groups.227

We add to these two criteria to support algorithm comparison:228

▷ FFMC.4 - The measure should reward more accurate algorithms if they distribute229

errors uniformly or in the same way as less accurate ones.230

▷ FFMC.5 - The measure should rank algorithms intuitively, correctly penalizing al-231

gorithms with the most non-uniform error rates.232

Table 1 compares the inequity measures against the FFMC criteria. FFMC.1 holds for all233

measures except, the Idiap difference, which is not of itself interpretable. FFMC.2 is fully234

implemented by the [0,1] bounded Max-Min and Gini measures, and partially otherwise235

with 1 being a reference point for a ratio. FFMC.3 compliance is not achieved for those236

ratio methods where a zero denominator is possible (but avoided per sec. 4.2). FFMC.4237

is never met: None of the measures automatically reward more accurate algorithms; this238

drawback motivates the mechanisms to visualize both accuracy and inequity discussed in239

section 4.4. The intent of FFMC.5 is addressed next.240

Referring to Table 2a, consider algorithms A and B which achieve a target FMR of 0.001241
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Criterion Max-Min Max/Min Vary/GeoMean Max/GeoMean Gini
FFMC.1 N Y Y Y Y
FFMC.2 2 1 1 1 2
FFMC.3 Y N N N Y
FFMC.4 N N N N N

Table 1. Compliance of the proposed error-rate differentials against the candidate functional
fairness measure criteria. For FFMC.2, the number indicates the number of reference points -
for example, for a measure confined to [0,1] the value is 2; for a ratio whose ideal value is 1,
the number is 1. No measure succeeds on FFMC.4 and this is discussed separately. FFMC.5 is
not amenable to tabulation and is discussed in the text.

for all demographic groups except one: namely algorithm A makes 10 times fewer false242

matching errors than the target, while algorithm B gives 10 times more on Group 1. The243

fairest algorithm is the one that achieves uniform FMR for all groups. The summary mea-244

sure should favor algorithm A, which makes no more false matches than the target for all245

groups and is actually more accurate for group 6. Algorithm B in inferior in its high false246

match rate on group 1. The proposed measures don’t always prefer A over B. Particularly247

the Max/Min measure (eq. 4) and the variance around the geometric mean measure (eq.248

15) assign the same value to algorithms A and B, i.e. 10 and 0.278 respectively. The other249

measures correctly favor algorithm A over B.250

(a) Comparing FMR Inequity Measures. For six algorithms giving FMR on six demographic groups, the
table shows how the proposed summary measures quantify inequity

Alg FMR1 FMR2 FMR3 FMR4 FMR5 FMR6 Max-Min Max/Min GeoVary Max/Mean Max/GeoMean Gini
A 0.001 0.001 0.001 0.001 0.001 1e-04 0.001 1e+01 0.278 1.176 1.468 0.176
B 0.010 0.001 0.001 0.001 0.001 1e-03 0.009 1e+01 0.278 4.000 6.813 0.600
C 0.010 0.001 0.001 0.001 0.001 1e-04 0.010 1e+02 0.333 4.255 10.000 0.702
D 0.010 0.002 0.001 0.001 0.001 1e-05 0.010 1e+03 0.628 3.997 13.077 0.706
E 0.001 0.001 0.001 0.001 0.001 1e-06 0.001 1e+03 0.833 1.200 3.162 0.200
F 0.001 0.001 0.001 0.001 0.001 1e-08 0.001 1e+05 1.389 1.200 6.813 0.200

(b) Comparing FNMR Inequity Measures. For five algorithms giving FNMR on six demographic groups,
the table shows how the proposed summary measures quantify inequity

Alg FNMR1 FNMR2 FNMR3 FNMR4 FNMR5 FNMR6 Max-Min Max/Min GeoVary Max/Mean Max/GeoMean Gini
a 0.03 0.03 0.03 0.03 0.03 3e-02 0.00 1e+00 0.000 1.000 1.000 0.000
b 0.01 0.02 0.03 0.04 0.05 6e-02 0.05 6e+00 0.217 1.714 2.004 0.333
c 0.01 0.01 0.01 0.06 0.06 6e-02 0.05 6e+00 0.389 1.714 2.449 0.429
d 0.03 0.03 0.03 0.03 0.03 1e-04 0.03 3e+02 0.688 1.199 2.587 0.199
e 0.03 0.03 0.03 0.03 0.03 1e-08 0.03 3e+06 1.799 1.200 12.009 0.200

Table 2. Example cases supporting comparison of the inequity measures

Now compare algorithms C and D. We consider C to be fairer than D because D has more251

high values. The Max-Min (eq. 1) essentially doesn’t quantify this because the minimum252

is too small. The Max/Min (eq. 4) behaves correctly but given the A vs. B result, the253
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other measures are more interesting. We note Max/Mean (eq. 6) fails to order correctly,254

but GeoVary (eq. 15), Max/GeoMean (eq. 10) do. Gini (eq. 13) is also effective, but the255

coefficient values differ only in the third decimal place.256

Rows E and F exhibit the problem of using the mean in the denominator for a variable that257

can span several order of magnitude. Algorithms E and F are identical except in group 6,258

where FMR is three and five orders of magnitude lower than for all other groups. This is259

typical in actual data - see Figure 6. In rows E and F, the two measures with the arith-260

metic mean in the denominator - Max/Mean (eq. 6) and Gini (eq. 13) - essentially do not261

differentiate between E and F.262

The last paragraphs deal with FMR. The following discussion considers FNMR which is263

usually distributed over fewer orders of magnitude - for example, see Figure 2. Table 2b264

includes various FNMR distributions across six demographic groups. The first algorithm,265

”a”, gives uniform FNMR, so all measures take on their ideal value. Comparing algorithms266

”b” and ”c”, we favor algorithm ”b” as the FNMR for most of the groups is closer to the267

mean (which is 3). Metrics Max/Min and Max/Mean fail to acknowledge this, while the268

variance around the geometric mean, the Max/GeoMean and the Gini coefficient agree.269

Examples ‘d’ and ‘e’ show that if an algorithm achieves a very good FNMR for one group,270

and is identical for all other groups, then the new metric would give a bad fairness evalua-271

tion. This should probably not be the case. Hence, for the FNMR as well, the metric should272

be protected against very low values of FNMR.273

4. Results and discussion274

We report demographic summary measures for algorithms submitted to the 1:1 track of275

the Face Recognition Vendor Test. The results are reported in tables in the False Positive276

Demographics and False Negative Demographics tabs on this webpage. Tables with just277

the max-over-geometric mean appear on this page.278

The tables are documented in brief there, and more completely in this document. For279

algorithm comparison, and for comparison of demographic groups, we set a threshold for280

each algorithm to give a nominal FMR on a fixed dataset. We use one threshold for FMR281

tables, and a somewhat higher threshold for FNMR tables.282

4.1. Datasets283

The following describes datasets used in the tabulated results.284

▷ The false negative results are computed from 1 442 511 genuine scores produced by285

each algorithm when comparing high quality, visa-like, frontal portraits with medium286

quality primary inbound airport immigration line photos captured with a flexible-287

mount web camera. There are 827 550 genuine scores from women, 602 613 from288

11
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men. The individuals have a place of birth listed as one of 22 countries9which we289

assign to 7 regions. We have age metadata for the two photos, and we associate a290

comparison with the mean of the age in the two photos, and bin this in to one of five291

age groups: (12,20],(20,35],(35,50],(50,65],(65,99]).292

▷ The false positive results are computed from a subset of 195 billion impostor scores293

produced by comparing disjoint sets of 442 019 and 441 517 high quality, visa-like,294

frontal portraits. We have country-of-birth (22 countries), sex (”M”, ”F”) and age-295

group information ((12,20],(20,35],(35,50],(50,65],(65,99])). We have false match296

rate estimates for comparison of individuals from all possible pairs of demographic297

groups (e.g. Japanese males, 20-25 with Kenyan females over 65) - these are de-298

picted as a heatmap plotting log10FMR for each algorithm (see, for example, the299

large dimension PDF files: NTechLab-11 and Megvii-4). Figures 1 and, in Annex A,300

Figures 6-8, are interesting extracts from that larger matrix. The matrix itself has a301

role in modeling one-to-many performance - see Annex B.302

The analysis of race in this report is enabled by using country-of-birth as a proxy. The303

countries are listed in Figure 3. This proxy is imperfect in two ways: First, it ignores local304

ethnic variations, shown in the figure for Nigeria and Vietnam, which may be germane305

to face recognition, but metadata for which is unavailable to us. Second, some part of306

the population will have trans-national ancestry. That is clearly true of the USA, UK and307

France for example, which is why those countries are not considered.308

We group the 22 countries into 7 regions, giving a “lower resolution” label of race, as309

shown in Figure 3. We do this because there are considerable false matches between these310

countries, as shown by the block diagonal structure of Figures 6 and 7. This analysis311

demonstrates that within-country false match rates are not significantly influenced by un-312

detected identity fraud. This could apply cross-border too but we note that many high false313

match rates exist between countries that have no border and no common language. The314

result is that we work with false match rates like those depicted in Figure 8.315

All FMR inequity measures in the report are generated from same-sex, same-age-group316

and same-region individuals.317

We compute regional-FMR as follows. Given the number of false positives NFPxyas pro-
duced for comparing subjects from countries x and y in region r, and in age group a ∈ A ,
with sex s ∈ S , and similarly the number of impostor comparisons NIMPxyas, the regional
rate is simply the FMR estimate as if we didn’t have country information:

FMRras =
∑x∈r ∑y∈r NFPxyas

∑x∈r ∑y∈r NIMPxyas
(25)

9E. Europe (Poland, Russia, Ukraine), C. America (Mexico, El Salvador, Nicaragua), W. Africa(Nigeria,
Liberia, Ghana), Caribbean (Haiti, Jamaica), E. Africa(Kenya), S. Asia(Iran, Iraq, India, Pakistan), and E.
Asia(Vietnam, Phillippines, Korea, Japan, Thailand, and China). Other region assignments are possible.
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1_Poland
1_Russia
1_Ukraine
2_Mexico
2_El_Salvador
2_Nicaragua
3_Nigeria
3_Liberia
3_Ghana
4_Haiti
4_Jamaica
5_Kenya
6_Iraq
6_Iran
6_Pakistan
6_India
7_Vietnam
7_Phillippines
7_Korea
7_Japan
7_Thailand
7_China

2. C. AMERICA

1. E. EUROPE

3. W. AFRICA

4. CARIBBEAN

5. E. AFRICA

6. S. ASIA

7. E. ASIA
ASIA

AFRO-
CARIB.

Medium 
Resolution

Low 
Resolution

Very Low 
Resolution

High 
Resolution

Vietnam 2019
Kinh 85.3%

Thai 1.9%
Khmer 1.4%
Muong 1.5%

Mong 1.4%
Nung 1.1%

Tho (Tay) 1.9%
Other 5.5%

Source: https://www.cia.gov/the-
world-factbook/countries/vietnam/

Nigeria 2018
Hausa 30%

Yoruba 15.5%
Igbo 15.2%

Ijaw/Izon 1.8%
Ibibio 1.8%

Tiv 2.4%
Fulani 6%

Kanuri 2.4%
Others 24.7%

Source: https://www.cia.gov/the-
world-factbook/countries/nigeria/

Fig. 3. Countries and regions used in quantifying demographic dependence on race. The
fine-grained or local ethnicities shown at left are not available to us. The rightmost grouping is
possible but not useful.

Thus, we estimate the FMR within Eastern Europe from intra- and inter-country compar-318

isons of Polish, Russian, and Ukranian photos, and we do that separately for each sex and319

age group. With these estimates we do not consider individual countries further, but note320

that obviously some countries have higher FMR than this mean. We drop the Caribbean321

region from the tables because the population is relatively small. We also drop E. Africa322

because it only includes one country (Kenya).323

We compute regional-FNMR as follows. Given the number of false negatives NFNcas
produced for subjects from country, c, in age group a ∈ A , with sex s ∈ S , and similarly
the number of genuine comparisons NGENcas, the region r FNMR estimate is computed as
if we didn’t have country information:

FMRras =
∑c∈r NFNcas

∑c∈r NGENcas
(26)

4.2. Restating error rates at or near zero324

Some of the inequity measures are sensitive to low error rate values (in their denominators).325

This section advances a mitigation method.326

Given a finite number of comparisons, the estimated error rates are uncertain. This is of327

concern in tests of demographic effects because while the total available population may be328

large, the number of individuals for any intersectional demographic can be much smaller.329
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For N people, and K demographic factors (for example, K = 3 for age, race and sex), and330

bk partitions for each group, the expected number of individuals in any one group would be331

N/∏bk with a minimum below that when, inevitably, the population is not balanced.332

When population sizes are small, the number of observed errors will be small, particularly
for accurate recognition algorithms. We are concerned with an upper bound on the error
rate. We seek, for confidence level α , an error rate that is sustained by the observation of x
errors in the n comparisons executed. From Binomial theory10 we can invert the Binomial’s
cumulative distribution function,

P(X ≤ x) = 1− Ip(x+1,n− x) = 1−α (27)

via the incomplete beta function, Ip, to give an upper bound pu above the point estimate333

p = x/n. This is the quantile of the beta function that we compute numerically. For x =334

0, pu = 3/n which is the Rule-of-Three special case: Given 0 errors in n trials, the lowest335

sustainable error rate claim, at 95% confidence11, is 3/n. For x > 0, the formula increases336

p by a factor that decreases to 1 as x → n.337

In all our results we do the following: In the numerators we use p = x/n which is the338

best estimate of error rate. In the denominators, we use p as the inverse of equation 27339

which is the lowest sustainable rate given n. This has the effect of removing zeroes in the340

denominators and of slightly decreasing the various inequities. We do this for the geometric341

means, and also for the arithmetic means of eqs. 6, 7 including Gini eqs. 13, 14, and in the342

minimums of eqs. 1, 2.343

This technique has the disadvantage that we inherit a sample size dependence: smaller344

samples lead to larger corrections, larger denominators, and reduced inequities. This does345

not compromise comparison of algorithms within a test but could undermine comparison346

of tests across laboratories.347

Note that in all our trials FMR and FNMR are rarely 0, given the thresholds we use, and348

that we accumulate errors across countries into their respective regions.349

4.3. Ratios of specific demographic interest350

From the point FMR estimates of eq. 26 we formulate an overall female-to-male FMR
differential as a geometric mean of ratios

Asex =

(
∏

r∈R,a∈A

FMRraF

FMRraM

)1/n

(28)

where n = |R| |A | is 25 (5 regions, 5 age groups).351

10See section 2.2 in Scholz [8]
11The rule is 4.6/n for 99% confidence, 6.9/n for 99.9% confidence - numerator is − ln(1−α) generally

14

https://en.wikipedia.org/wiki/Rule_of_three_(statistics)


NIST IR 8429 ipd
July 2022

Similarly, we express older-to-younger FMR differentials as a ratio

Aage =

(
∏

r∈R,s∈S

FMRrOs

FMRrY s

)1/n

(29)

where n = |R| |S | is 10 (5 regions, 2 sexes), and the the subscripts “O” and “Y” denote352

older (65−99] and (20−35] respectively.353

We also produce three region-of-birth FMR ratios by dividing their FMR by that for East
Europe as follows

Aηρ =

(
∏

a∈A ,s∈S

FMRηas

FMRρas

)1/n

(30)

where subscript ρ indicates Eastern Europe, and η is one of West Africa, South Asia and354

East Asia, and n = |A | |S | is 10 (5 age groups, 2 sexes). We denominate these with355

Eastern Europe recognizing that many algorithms are assumed to be trained on imbalanced,356

majority white, databases. Note that these four ratios are not adjusted by the Binomial357

uncertainty correction of section 4.2.358

4.4. Visualization359

We tabulate the various measures on the demographic tabs of the main FRVT results page.360

There are two tabs, one each for false positive and negative effects. False positive effects361

are much larger than false negative effects - see the Figures in Annex A vs. Figure 2.362

False negatives are in large part due to one or both photographs being of poor quality12,363

something that can be coupled with demographics. For example, tall individuals may not364

be captured with a frontal view, and dark skin has more challenging dynamic range capture365

requirements, with underexposed facial regions resulting in reduced information available366

to the algorithm.367

The tables include, and can be sorted by, an overall FNMR value, so that the inequity368

measures can be visualized for the more accurate algorithms. But we recognize that some369

algorithms, as prototypes, are less accurate so would be less useful unless they offered370

some other advantage (e.g. speed, or reduced demographic differentials). We therefore371

plot Figure 4 as a mechanism to show those algorithms that have two desirable properties:372

Low FNMR and better more even FMR across demographics. This Figure, suggested by373

Idemia, is useful in showing toward the bottom left those algorithms with both properties.374

Howard et al. [7] include plots that include a Pareto frontier to elicit similar information.375

12False negatives are caused by any significant change in appearance of a subject between two photos - this
can arise to due long-run ageing, acute injury, and most commonly poor image quality.
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Fig. 5. For eight algorithms and both sexes, the panels plot the FMR for three global groups
divided by that for E. Europeans against an overall FMR achieved by setting 10 different
threshold values. Higher thresholds are on the left side. The ideal values are 1.0. FMR ratios
can be below 1 - for a European algorithm (idemia-008) and a Chinese one (deepglint-004) -
indicating a lower FMR in an East Asian population than in East Europeans.

4.5. Recognition thresholds376

Figures 1, 2. and 8 show false match and non-match rates across demographics at a single377

threshold value. The magnitude of the demographic differentials change if the threshold378

is changed. As shown in Figure 5, FMR ratios decrease as threshold is reduced. They379

necessarily converge toward 1 as FMR in all groups will become 1. We advise setting a380

fixed threshold for each recognition algorithm to allow for comparison across demographic381

groups. The threshold affects the absolute magnitude of the ratios, and that information382

would be needed for a given application.383

One means to avoid threshold-dependence is to consider measures of how two whole dis-384

tributions differ. We suggest such threshold-independent measures in Annex C but do not385

implement them here.386

5. Summary387

False negative differentials will yield inequities in those applications where false negatives388

have material impact. These include access control or more general authorization for ac-389

cess to a resource, in binding some event to a person (e.g. time-and-attendance), and in390
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verification of identity claims. While the results show some variation across algorithms,391

the more accurate algorithms give lower differentials - low FNMR implies low differences392

in FNMR. But we also emphasized the importance of false positive differentials, particu-393

larly, because their remediation is the role of the algorithm developer, while false negatives394

can be remediated by better photography, and by using more accurate algorithms.395

The various measures have strengths and weaknesses; some are less interpretable than oth-396

ers; some do aggregation that can hide individual effects; likewise averaging measures can397

obscure large individual demographic effects; and, some will be more sensitive to sample398

size and will not be statistically tractible if narrow uncertainty bounds are needed. We399

quote the Max/GeoMean measure (eq. 10) as the leading candidate measure.400

We expect to implement similar measures for 1:N identification, particularly to run empir-401

ical trials to show how FPIR and FNIR varies across demographic groups.402
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Appendix A. Cross-country and cross-region false positive rates450
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Fig. 6. For 22 countries-of-birth the heatmap and its text entries encode base 10 logarithms
of false match rates measured when comparing high quality immigration application portraits
of different women of the same age group from the two countries given in the axis labels. The
algorithm is identified in the legend - similar figures exist in the reports hyperlinked from the
algorithm names on the main FRVT results page. The threshold is the same across all cells.
Note higher within-country and within-region FMR, and variation across regions.
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Fig. 7. For 22 countries-of-birth the heatmap and its text entries encode base 10 logarithms
of false match rates measured when comparing high quality immigration application portraits
of different men of the same age group from the two countries given in the axis labels. The
algorithm is identified in the legend - similar figures exist in the reports hyperlinked from the
algorithm names on the main FRVT results page. The threshold is the same across all cells.
Note higher within-country and within-region FMR, and variation across regions.
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Appendix B. Relating 1:1 results to 1:N applications451

This report includes tabulation of error rates, differentials and summaries for 1:1 face com-452

parison algorithms. This will be important also to that subset of 1:N identification search453

algorithms that implement search by computing N 1:1 scores, sorting them, and then re-454

turning candidate hits if the scores exceed a recognition threshold.455

Note that a majority of 1:N algorithms operate in this way. A significant minority456

however do not13, such that the binomial model of recognition given below does not457

apply. In such cases, demographic effects can only be measured empirically by run-458

ning one-to-many trials - this was done in NIST Interagency Report 8280.459

Using the the N 1:1 comparison construct, the following extends the well known Binomial
model of false postive identification rate in an N-person gallery, namely that a false positive
occurs unless all comparisons are below threshold:

FPIR(τ) = 1− (1−FMR(τ))N (31)

which is approximately
FPIR(τ) = N FMR(τ) (32)

at high thresholds for which FMR ≪ N−1.460

The following adapts points made in a presentation by Sirotin et al. at the March 2021 EAB461

Demographics Conference and then openly published [9] and then re-iterated by others462

[10]. Others have previously considered heterogeneous false match rates in identification463

systems [11].464

Given demographic groups i and j and estimates for false match rate, FMRi j(τ), for com-465

parison of samples from those groups, at threshold τ , we estimate one-to-many false posi-466

tive identification rate for group i for a enrollment database comprised of n j samples from467

demographic groups 1 ≤ j ≤ J468

FPIRi(τ) = 1−∏
j
(1−FMRi j)

n j (33)

where the matrix FMRi j expresses cross-demographic false match rates14. If all FMRi j ≪
1/n j this simplifies to

FPIRi(τ) = ∑
j

FMRi j(τ)n j (34)

which has the convenient matrix notation:

FPIRi(τ) = FMR(τ) n (35)
13See Figure J in algorithm-specific report cards for a one-to-many algorithm that has FPIR(T) scaling linearly

as predicted by binomial models, and an example of one that does not.
14See Figures 6 for women only, and the much larger PDF file for all combinations of age, sex, and country-

of-birth.
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where n is the database composition vector, whose i-th element is the integer count of469

people in demographic i. Note that the matrix notation is an elegant device made possible470

by the approximation used for eq. 32 but is not necessary: We could re-write with the full471

Binomial from eq. 31.472

Further, if this database is later searched with pi probes from each demographic group
1 ≤ i ≤ I then the expected number of false positives (NFP) for that group is

NFPi(τ) = pi FPIRi(τ) (36)

and the total number would be

NFP(τ) = pT FMR(τ) n (37)

where p is the probe search count vector. An overall FPIR is available from its definition
as the number of false positives divided by the number of searches:

FPIR(τ) =
NFP(τ)

∑i pi
(38)

Special cases: Worth considering are two special forms for FMR. First is the case of473

broadly homogeneous [12] false match rates in which FMR= f 11T (with 1T = (1,1, . . .1))474

meaning that false match rates don’t depend on these demographics at all. In that case the475

number of false positives is476

NFP(τ) = f (τ)∑
i

ni ∑
i

pi (39)

and the false positive identification rate is

FPIR(τ) = f (τ)∑
i

ni = N FMR(τ) (40)

which is equation 32. This is widely considered to hold for the features extracted from fin-477

gerprint and iris characteristics, and yields the situation where demographic false positive478

counts are driven simply by representation of the groups in the enrollee population, with479

f (τ) being a pan-demographic FMR scalar value.480

A second case is of narrow homogeneity, FMR = f I, meaning that false matches only
occur within-demographic and all groups have the same rate, f .

NFP(τ) = f (τ)pT In = f (τ)pT n = f (τ)∑
i

ni pi (41)

FPIR(τ) = f (τ)
∑i ni pi

∑i pi
(42)
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This means that false positive outcomes depend now on the demographic structure of the481

searches, in addition to the enrollments. This point was made by Howard et al. [9].482

For a given f , equation 39 gives a higher value than 41 but a biometric modality or algo-483

rithm that offered broad homogeneity could be configured with a different threshold τ to484

give lower f .485

In summary, the expected number of false positives for a demographic will depend on486

▷ Gallery presence: How commonly members of the particular demographic are present487

in the gallery.488

▷ False match rates within demographic: The FMRii values govern how often indi-489

viduals false match against people with the same demographics.490

▷ False match rates against other demographics: As is evident in, for example, Fig.491

6, false matches with other demographic groups are not insignificant, and must be492

accounted for. The full matrix shows, for example, significant male-female false493

match rates in the young, (12−20].494

▷ Search volumes: Once an FR system is deployed, the frequency with which individ-495

uals from a particular group are searched will increase the number of false positives496

for that group. This is separate to their presence in the enrollment database and their497

propensity to match within and across demographic groups.498

Important: An important subset of 1:N search algorithms do not implement search as499

N 1:1 comparisons, and the Binomial formulation above does not apply. In particular, as500

noted in NIST Interagency Report 8280: FRVT Part 3: Demographics, some algorithms,501

specifically stabilize the right tail of the impostor distribution so that gallery size does502

not affect FPIR (FPIR is constant vs. linear in N) and they thereby reduce demographic503

variations in FPIR. This caveat is not present in the cited publications.504
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Appendix C. Threshold-independent measures505

The error rate changes summarized by the measures introduced above, are often underlied506

by changes in the underlying score distributions - often a relative shift of the distributions507

between two demographics. That is, FNMR and FMR may not just vary because of effects508

in, respectively, the left and right tails of the score distributions, they would vary because509

the entire distributions are different also. We think this can be quantified as follows.510

▷ EMD: The Earth Mover’s Distance (EMD) for two one-dimensional distribution
functions is

EMDnm =
∫

∞

x=−∞

|Fdm(x)−Fdn(x)| dx (43)

The EMD quantifies how different the impostor distributions are by integrating across
their range. This gives us a measure of inequity that is threshold independent. For
false match rates, the distribution functions are related to FMR via FMR(x) = 1−
F(x) so

EMDnm =
∫

∞

x=−∞

|FMRdn(x)−FMRdm(x)| dx (44)

This quantity can be computed from empirical cumulative distribution functions us-511

ing numerical integration.512

▷ KLD: A second formulation is the Kullback-Leibler divergence, measuring the “sur-
prise” of a second distribution relative to the first.

KLDnm =
∫

∞

x=−∞

fdm(x) log
fdm(x)
fdn(x)

dx (45)

where fdm(x) and fdn(x) are density functions, for example of impostor scores from513

two demographics. The measure is asymmetric.514

Both of these measures are threshold-independent, summarizing full distributional differ-515

ences. That aspect is at once attractive because it removes the need to set a threshold, and516

weak in that the measures are arguably less human-interpretable.517
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