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Reports on Computer Systems Technology

The Information Technology Laboratory (ITL) at the National Institute of Standards and
Technology (NIST) promotes the U.S. economy and public welfare by providing technical
leadership for the Nation’s measurement and standards infrastructure. ITL develops tests,
test methods, reference data, proof of concept implementations, and technical analyses to
advance the development and productive use of information technology. ITL’s responsi-
bilities include the development of management, administrative, technical, and physical
standards and guidelines for the cost-effective security and privacy of other than national
security-related information in federal information systems.

Abstract

Smart home technologies may expose adopters to increased risk to network security, in-
formation privacy, and physical safety. However, users may lack understanding of the
privacy and security implications, while devices fail to provide transparency and configu-
ration options. This results in little meaningful mitigation action to protect users’ security
and privacy. To better understand users’ perceptions of smart home privacy and security,
we conducted an in-depth interview study of 40 smart home users. In this document, we
report the study findings related to perceptions of data collection/use, privacy and security
concerns, and mitigations employed to alleviate concerns. We found that users have var-
ied, and often unclear, understandings of how smart home data are collected and used. In
addition, although users may have security and privacy concerns, many participants dis-
played a willingness to accept risks in favor of smart home benefits, and they feel limited
responsibility for mitigating these due to constrained options or lack of knowledge to enact
more sophisticated countermeasures. While this report is not meant to be prescriptive, an
understanding of user perceptions may be used to inform future smart home security and
privacy guidance for manufacturers and users.
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1. Introduction

The Internet of Things (IoT) market is rapidly expanding, with the number of IoT devices
expected to increase from 26 billion in 2019 to 75 billion in 2025 [1]. With this increase,
IoT smart home technology is becoming more pervasive, with an annual growth of 31% [2]
and 34% of broadband households forecasted to have smart home systems by 2025 [3].
While early adopters of smart home technology have typically been more technically savvy,
smart home devices are increasingly being purchased by users who may not understand the
technology’s privacy and security implications [2]. Within the current dynamic threat and
technology environment, the uptick of smart home technology adoption may expose users
to increased risks to their network security, privacy of their information, and quite possibly
their physical safety [4, 5]. As such, it is imperative that smart home consumers be able to
protect the security and privacy of their devices while still being able to enjoy the benefits
of the technology.

However, smart home devices may fail to provide transparency of privacy and security
protections and configuration options, perhaps because some manufacturers view security
as secondary to functionality [6]. Also, privacy may directly conflict with manufacturers’
business models of data monetization, so it may be in their interest to obfuscate existing
controls while protecting themselves from legal repercussions. In combination with users’
lack of in-depth understanding of smart home device technology, functionalities, and pri-
vacy and security, there may be little meaningful mitigation actions being taken to protect
consumer security and privacy [7-10].

To improve this situation, manufacturers and third parties with influence in the smart
home space can follow a user-centered approach [11]. This approach requires empirical
evidence of end users’ perceptions, needs, wants, and challenges in order to create mean-
ingful and effective privacy and security controls, interfaces, guidelines, and other resources
to support users. It is also important to understand what actions users are willing and able
to take on their own versus which functions they feel are the duty of or would be better
suited to others.

Between February and June 2019, a research team led by the Visualization and Usabil-
ity Group within the Information Technology Laboratory of the National Institute of Stan-
dards and Technology (NIST) conducted an exploratory, semi-structured interview study
of 40 smart home users to understand their experiences with smart home devices and their
perceptions of smart home privacy and security. We previously published research papers
focused on smart home privacy and security mitigations [12], updates [13], and perceptions
of responsibility [14]. Therefore, we do not go into detail about these topics in this report.
Rather, we describe a subset of study results that address the following research questions

(RQs):

RQ1: What are users’ perceptions concerning the collection and use of data captured by
their smart home devices?

RQ2: What are smart home users’ privacy and security concerns, if any?
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RQ3: What mitigation actions, if any, do smart home users take to address their privacy
and security concerns?

The results revealed perceptions of data collection and use, privacy and security con-
cerns, and mitigations employed to alleviate concerns. We found that users have varied,
and often unclear, understandings of how smart home data are collected and used. In addi-
tion, although users may have security and privacy concerns, many participants displayed
a willingness to accept risks in favor of smart home benefits, and they feel limited respon-
sibility for mitigating these due to constrained options or lack of knowledge to enact more
sophisticated countermeasures. This NISTIR is meant to report user-centric research find-
ings that may help to inform smart home security and privacy guidance for manufacturers
and users. However, we do not explicitly prescribe guidance or recommendations in this
document.

The target audience of this report consists of researchers, designers/manufacturers, ad-
ministrators, policy makers, decision makers, and creators of privacy and security guidance
who perform work related to smart home devices. Users of smart home devices may also be
interested in the study results. Readers who are less interested in the research methodology
may wish to proceed directly to section 3: Results.

2. Methodology

Between February and June of 2019, we conducted a semi-structured interview study of
40 smart home users to understand their perceptions of and experiences with the devices.
Semi-structured interviews follow an established interview protocol while allowing the in-
terviewer to ask unanticipated follow-up questions to clarify or expand upon participant
responses.

The National Institute of Standards and Technology Research Protections Office re-
viewed the protocol for this project (ITL-2018-0118) and determined it meets the criteria
for “exempt human subjects research” as defined in 15 CFR 27, the Common Rule for the
Protection of Human Subjects. Prior to data collection, participants were informed of the
study purpose and how their data would be protected. Data were recorded without per-
sonal identifiers (instead using generic identifiers such as P10_A) and not linked back to
individuals.

2.1 Participant Recruitment

Eligible participants were adult users (18+ years of age) of smart home devices. A con-
sumer research company did most of the recruitment (33 general public participants), while
we identified an additional seven government employees to interview. General public par-
ticipants were compensated with a $75 prepaid card. All participants lived in the Maryland-
Virginia-District of Columbia region of the U.S.

To determine eligibility for the study, prospective participants first completed an on-
line screening survey about their smart home devices, their role with the devices (decision

2
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maker, purchaser, installer, administrator, troubleshooter, user), professional background,
basic demographic information (age, gender), and number of household members. After re-
viewing the screening information, to ensure we found information-rich cases that covered
the spectrum of smart home device users, we purposively selected participants for inter-
views if they had multiple smart home devices for which they were an active user. Despite
a review of the screening questionnaire, one interviewed participant (P5) was found not to
have any smart home devices (only a smartphone), so was excluded from study analysis.

For the purposes of the study, we defined smart home devices as being networked de-
vices in the following categories:

Smart security: e.g., security cameras, motion detectors, door locks

Smart entertainment: e.g., smart televisions, speakers, streaming devices, other con-
nected media systems

Home environment: e.g., smart plugs, energy consumption monitors, lighting, thermostats,
smoke and air quality sensors

Smart appliances: e.g., refrigerators, coffee pots, robot vacuums, washers

Virtual assistants: e.g., voice-controlled devices such as Amazon Echo (colloquially called
Amazon Alexa) and Google Home.

Participant demographics are shown in Table 1. Of the 40 participants, 32 had installed
and administered the devices (indicated with an A after the participant ID), and eight were
non-administrative users of the devices (indicated with a U). Twenty-two (55%) were male
and 18 (45%) were female. The majority (70%) were between the ages of 30 and 49 (see
Figure 1). Participants were highly educated with 18 (45%) having a master’s degree or
above and another 20 (50%) with a BS/BA. Thirty-four participants lived in multi-person
households, with four couples among the participants (interviewed individually).

Figure 5 shows the general categories of smart home devices in participants’ homes.
All but one participant had three or more individual smart home devices, with 34 (85%)
having three or more different types of devices.

2.2 Data Collection

In addition to the screening survey, we collected data via 40 in-person interviews. Inter-
views lasted between 22 and 80 minutes, averaging 41 minutes. All interviews were audio
recorded and transcribed.

Prior to the interviews, the interview protocol was reviewed by an IoT domain expert to
ensure the usage of correct terminology and consideration of reasonable aspects of smart
home use. We also piloted the protocol with four individuals to determine face validity of
the questions, appropriate use of language, and timing. The protocol was refined based on
these inputs.
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ID Gen Age Ed Degree Occupation

PI_A F 50-59 M  French, Education Liaison

P2A M 30-39 M  Engineering Lead engineer

P3_A F 40-499 M Law Professor

P4 A M 60+ M  Math, Governmental Admin Retired

P6_U F 30-39 B Business Events manager

P7T.A M 30-39 B Computer Engineering Software engineer

PS_A M 30-39 B  Finance Federal employee

P9 A F 30-39 M  Environmental Science Educationist

PI0_A M 30-39 B Computer Science Computer scientist
PI1_.A M 50-59 M  Electrical Engineering Electrical engineer
P12 U F 30-39 M  Human Resources Administrative assistant
PI3_A M 50-59 M  Psychology Manager, Cognitive scientist
P14_U F 40-49 H N/A Information specialist
PI5A M 30-39 B  Computer Science Computer scientist
P16, A M 40-49 M  Computer Science, Biochemistry Research chief

P17_A F 30-39 M  Economics, Commerce Systems engineer

PI8_A M 30-39 B  Social Science Business consultant
P19 A M 50-59 B Business Administration Retail services specialist
P20_A F 30-39 B Business Administration Administrator

P21_U F 18-29 B  1/O Psychology Human resources manager
P22 A M 30-39 B Political Science Executive admin assistant
P23_A F 40-49 M  Fine Arts, Education Community arts specialist
P24 A M 40-49 B  Language, International Affairs Operational safety analyst
P25 A M 30-39 B  Finance Program management analyst
P26_A M 30-39 B  Finance Analyst

P27_A F 40-49 M Law Program coordinator
P28_A F 50-59 B  Philosophy Consultant

P29 A M 18-29 M  Anthropology, Museum Studies ~ Events coordinator
P30.U F 18-29 B Theater Production Event planner

P31_A F 30-39 M  Policy, English Lobbyist

P32 A M 30-39 B English Health educator

P33_A M 18-29 B Information Systems Senior technology analyst
P34 A M 40-49 B Economics Financial analyst

P35 A M 40-49 M  Accounting Accountant

P36_A F 30-39 B  Business Management Project manager

P37_A F 40-49 M  Business, Education Assistant principal
P38_U F 60+ M  Education Special educator

P39 U M 60+ M  American Studies Retired

P40_U F 30-39 C  Social Science Customer service rep
PA1_A M 40-49 B  Security Security

Table 1. Participant demographics

ID: A - smart home administrators/installers, U - smart home users; Gen (Gender); Ed (Education):

M - Master’s degree, B - Bachelor’s degree, C - some college, H - High school.
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Interview questions addressed several areas in the following order: understanding of
smart home terminology; purchase decision process; general use; general concerns, likes,
and dislikes; installation and troubleshooting; privacy and data collection/use; security; and
safety. In this paper, we focus only on collected data pertaining to privacy and security.

Note that participants may have mentioned privacy and security concepts throughout
the interview (for example, when asked if they had any hesitations prior to device pur-
chase), not just during the designated privacy and security portions. Prior to each of the
designated privacy and security sections, we provided participants with a short description
of each term (privacy and security) in non-technical language to focus their responses. This
differentiation ultimately helped us contrast and compare participants’ perceptions of each
concept as well as where they conflated the two.

2.3 Data Analysis

Data analysis started with coding, which involves categorization of data. In the case of
interview data, units of text are labeled based on their topic, with these labels being called
“codes.” Units may consist of a phrase, sentence, or multiple sentences. For example, the
unit of text “the companies that have the information, you know data breaches happen. .. So
that was a concern as well” was assigned the code “Data Breach Concerns.” We employed
both deductive and inductive coding practices, which allowed for an emergence of themes.
Deductive coding involves starting with pre-defined codes that the researchers believe will
appear in the data. With inductive coding, codes emerge from the data itself.

Analysis of the interview transcripts began with the development of an a priori code list
based on the research questions. Using the initial code list, each of the three research team
members individually coded a subset of four interviews, then met as a group to discuss code
application. Related codes were grouped into higher-level categories, called axial codes.
For example, the codes “Data Breach Concerns,” “Audio/video access,” and ‘“Financial
loss” were combined into an axial code called “Security Concerns.” As part of the final
codebook (a list of codes to be used in analysis), all codes were “operationalized,” which
involves formally defining each code to ensure understanding among all coders.

Using the codebook, we then coded the remaining interviews independently, with each
transcript coded by two researchers. Each pair of coders then examined and resolved differ-
ences in code application. Throughout the analysis phase, during regular group meetings,
we discussed relationships among the codes and our interpretations.

2.4 Limitations

As with any interview study, participant responses are subject to recall, self-report, and
social desirability biases. In addition, the participants, who were generally highly educated
professionals in a high-income metropolitan area, may not be fully representative of the
overall smart home user population in the U.S. However, our study population appears to
mirror smart home adopters characterized in prior industry surveys [15]. We also acknowl-
edge that U.S. smart home users may have different privacy and security attitudes from
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those in other countries, for example, due to political or cultural factors related to privacy
expectations and tolerance. In addition, our study only captures perceptions of smart home
adopters of multiple devices, so does not adequately capture those of limited adopters or
non-adopters. These limitations could be addressed with replication of this study in other
countries or a global quantitative survey informed by the results of our study. However,
even with its limitations, the study serves as an exploratory investigation that can inform
subsequent surveys of broader populations.

3. Results

In this section, we report results from a subset of the interview data specific to privacy and
security. Note that these results often describe participant perceptions, which may or may
not reflect reality.

Example quotes from participants are provided throughout. Counts of participants men-
tioning specific topics are provided in some cases, not as an attempt to distill our qualitative
data to quantitative measures, but rather to illustrate weight or unique cases.

3.1 Smart Home Data

We asked study participants several questions related to their perceptions of smart home
data collection and usage. We summarize their responses in this section.

3.1.1 Collection

Participants were asked what data, if any, they thought their smart home devices were
collecting. Most were aware that data were being collected but provided different levels of
specificity as to the kinds of data. Types of data mentioned during the interviews included
home environment readings, energy usage, issued commands, audio, video, entertainment
viewing, and account and service subscription information, among others. One participant
described his perceptions of collected data:

“I’'m sure that the [smart thermostat] is collecting, I know it’s collecting how
hot I'm heating the room, how long it’s being heated, time periods which it’s
being heated. .. The plugs, I'm sure they collect how long they’re on for, how
frequently they get turned on and off, how much power it’s providing to the
external outlet” (P10_A).

A technically-savvy, do-it-yourselfer created a separate segment on his home network
that only contained smart home devices. He regularly monitored the traffic leaving the
network, observing as much as possible the kinds and volume of smart home data sent out
of the network even though much of it was encrypted:

“I know they are collecting environmental data. I know they are collecting
certain event data, and, unfortunately, I know they’re also collecting voice

7
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data inside the premises. I also know they are collecting our energy usage
profiles. .. There’s packets attempting to leave every day. Yesterday I ran a
profile. There was six megabytes of data that was trying to leave the network”
(P16_A).

Participants with virtual assistants or smart cameras discussed the “always on” mode of
these devices and how audio and video are collected and stored. A smart security camera
owner said, “I know it’s always recording. So it’s recording all your conversations around
it, pretty much just recording everything you do and uploading it to the cloud” (P22_A).
A participant with a virtual assistant commented, “I know it records and stores every com-
mand that you give it, because you can retrieve them in the app, and you can actually play
the recording of you saying whatever you said” (P24_A).

Participants also mentioned data collected when setting up an account, for example via
companion apps on their smart phones:

“All these devices require an account, so you're giving them your email and
you’re probably opting in, whether you know it or not, on them sending your
information to third parties. So they now have your name, in a lot of cases your
address, phone number, maybe even a cell phone number, your email address,
and whatever password you associate with that email address” (P11_A).

Another participant spoke about payment information being collected by smart entertain-
ment subscription services: “If you're doing it through the TV itself, you’re going to have
to set up an account and then put in your credit card information” (P20_A).

Others were less specific about the kinds of data they thought were being collected. One
participant thought that his devices were collecting “everything it sees, everything it hears,
everything you input into it, all the data you provide. I think it collects all of it somewhere”
(P26_A). Another talked in broad terms about information being collected from his smart
entertainment devices: “I’'m sure they’re collecting what you’re watching, kind of your
habits. I'm sure they’re collecting a lot of stuff that I don’t even know about” (P18_A).

3.1.2 Destination

We asked participants where they thought collected data go. Twenty-three participants
thought that data are sent to the smart home manufacturer. Eight of these made specific
mention of the manufacturer’s cloud or cloud service as a destination. For example, one
participant said, “Devices that are collecting sensor information, all that sensor informa-
tion leaves your house and is stored in a cloud service” (P11_A). Others referred to manu-
facturer servers or databases: “it goes to the companies, I guess their servers, a database”
(P28_A).

Some participants expressed uncertainty about whether manufacturers send the data
elsewhere after receiving it, as demonstrated by one participant who commented, “hope-
fully they’re not selling it. We don’t know” (P28_A). Another remarked:
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“I know for a fact, the way the [virtual assistant] and the other voice-based
smart devices work is every audio segment that it records gets sent back to a
server to be analyzed. And what they do with it after it’s received is a little bit
of a question mark” (P15_A).

Thirteen participants believed that manufacturers transferred or sold smart home data to
third parties, most often advertisers. One participant commented, “I’m pretty sure they’re
selling that information to different advertisers. .. because the best way to make money is
through ads that are specifically targeted to exactly what the person needs” (P22_A). A
user believed “companies get this data and send it over to marketing firms” (P21_U).

Still others thought that the government was directly collecting smart home data (6
participants). P14_U thought that data go “fo Big Brother pretty much. CIA” Another
participant went into more detail:

“I assume it’s compiled somewhere in a research lab of the government. .. And
I can only imagine there is some like poor sap somewhere in the government
who has to weed through like thousands and thousands of data. . . to maybe find
something. But I assume it’s just some basement in the government” (P30_U).

Finally, several participants provided vague answers to the question about data destina-
tion. Five talked about the data going out to the internet in general, e.g., “Up in internet
world” (P12_U). Four others were not sure. For example, one said, “I kind of think that
it goes nowhere. .. Who knows?” (P23_A). Another expressed apathy: “Who knows?...1
guess, who cares, is my answer” (PS8_A).

3.1.3 Use

Participants were asked how they think the data collected by smart home devices are used.
Several believed that data are analyzed by manufacturers for product improvement pur-
poses. From a functionality perspective, one participant commented that his smart vacuum
cleaner “was sending back maps of the area that it’s cleaning and scoping out, so it can
improve and build better maps” (P13_A). Another remarked, “I’'m sure they’re also col-
lecting information about the device, if it’s faulty or if you know maybe how quickly their
customer support team reaches out to us” (P28_A). Data analysis was also viewed as a
way to improve future versions of the product or inform the design of completely new
products. A participant believed that, through data collection, manufacturers “study con-
sumers’ habits, the behavior, so that will help them to come up with better products to solve
their needs” (P36_A). An owner of a smart thermostat viewed the data as contributing to a
larger effort to save energy: “it definitely goes into a database where they collect and an-
alyze that information which actually, I'm okay with. If it’s going to save the environment,
sure” (P6_U.).

As also reflected in participant responses related to data destination, many of the inter-
viewed smart home users thought that data are used by the manufacturer or third parties for
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targeted advertising. One participant said that manufacturers are “doing data mining. .. It’s
not malicious I don’t think. I mean everything about it is to sell you a product, everything
about the internet is to sell you a product” (P40_A). Another thought that manufacturers
or third parties “fake that information and potentially target emails with advertisements
to you, because they know where you live, they might know what type of devices you have
in your house” (P11_A). A user talked about data being sold “to agencies that do these
surveys to kind of figure out what’s popular out there in the market” (P21_U).

A few participants saw a use of smart home data by law enforcement agencies when
needed. One remarked, “If there’s a microphone in your house and they have a warrant
to collect information, they’ll use it” (P2_A). Another talked about the value of law en-
forcement having access to audio logs: “For criminal cases or if something really happens
that’s scary or bad, it would be really good to have a way to play that information back”
(P23_A).

Finally, several participants personally made use of the data to monitor what is going
on in their homes. For example, one discussed how she uses data from her smart door lock
to monitor entry to the home: “We have a maid that comes in on Wednesdays. We know
exactly when she comes in the house, when she leaves” (P14_U). Another talked about
benefits of looking at the data collected by his smart thermostat:

“If there’s something I notice in that data that’s actionable, I'll try to take
action. .. With the HVAC system, if I'm noticing that it’s running a lot more
than I would like it to or expect it to or it’s not affecting the temperature change
as quickly as it should, then that might tip me off that it’s time to change a filter.
Or maybe I want to check if any windows are cracked or if there are any leaks,
any areas that I want to insulate, things like that. I mean, it has tipped me off to
the furnace having problems running and starting, things like that” (P15_A).

3.1.4 Policies

Multiple interviewees discussed how device and manufacturer privacy policies and user
level agreements are meant to provide information on data collection and use, but few found
that information to be satisfactory or easily understood. One participant talked about man-
ufacturers providing privacy-related information: “Sometimes I think, by law, they might
have to update, or at least send out, their information on privacy, what data are collected,
et cetera. .. It’s laborious, it’s in lawyer speak” (P31_A). Another commented:

“There’s the end user licensing agreement for everything that’s 100 pages long,
no one ever reads. But everything is disclosed in there if you care to read it,

which nobody ever does. I don’t think I've read one my entire life” (P40_A).

Several participants expressed a general lack of trust related to manufacturer’s reported
data collection policies. For example, one smart home administrator commented:

10
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“I don’t have much trust in what companies say they collect and don’t col-
lect. I think they collect what they can and use it. Even if they say they’re not
collecting it, I think it’s being used somehow” (P10_A).

Another participant reflected, “I don’t trust the information that’s provided,