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Abstract

With the development of storage, transmission, editing, and sharing tools, digital forgery
images are propagating rapidly. The need for image provenance analysis has never been
more timely. Typical applications are content tracking, copyright enforcement, and foren-
sics reasoning. However, large-scale image provenance datasets, which contain diverse
manipulation history graphs with various manipulation operations and rich metadata, are
still needed to facilitate the research. It is one of the major factors that hinders the de-
velopment of techniques for image provenance analysis. To address this issue, we in-
troduce large-scale benchmark datasets for provenance analysis, namely Media Forensics
Challenge-Provenance (MFC-Prov) datasets. Two provenance tasks are designed along
with evaluation metrics. Furthermore, extensive analysis is conducted for system perfor-
mance in terms of accuracy on our datasets.

Key words

Benchmark Dataset; Image Provenance Analysis; Media Forensics Challenge; MFC-Prov;
Provenance Evaluation.
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1. Introduction

With the proliferation of image data and the development of storage, transmission, editing,
and sharing tools, the volume and diversity of forged images are increasing rapidly. Even
non-experts can create, modify, and distribute manipulated images with minimal efforts
using these tools. Also, new techniques for manipulating images are being developed con-
tinuously, e.g., Generative Adversarial Networks (GANs, “deepfakes”) [1] and Computer
Generated Imagery (CGI) [2]. Our trust in digital images is being enormously challenged.

Detection of manipulated content in digital images has been actively studied in the
literature. The related approaches have reached a stage of maturity, which means they can
sufficiently detect whether a manipulation operation is applied to an image in general [3, 4].
A logical next step is to tackle a more complicated and practical problem, which is called
image provenance analysis (IPA) [5]. In this paper, IPA is defined to retrieve a set of related
images for a query image (i.e., target image), as well as to construct their relationships (i.e.,
the sequence of manipulation operations) among retrieved images. Manipulation history
graphs are used to represent such relationships. A manipulation history graph is a directed
graph whose nodes (i.e., vertices) are original or manipulated images and links (i.e., edges)
are manipulation operations, e.g., additive noise.

IPA is very important to image processing and computer vision [5]. With the increas-
ingly frequent occurrence of image compositions on the Internet and social media, the need
for IPA has never been more timely. IPA is extremely useful in applications such as content
tracking, copyright enforcement, and forensics reasoning about the possible intent of the
manipulation [6, 7]. The manipulation intent can be inferred based on the history of manip-
ulations and paths of dissemination among sites and players involved in the manipulation
graph [8].

Recently, researchers began to actively study IPA, and a few approaches are introduced
in [5, 8–11]. But the IPA systems still have much room to improve their performance. One
of the main bottlenecks is the lack of proper benchmark datasets. The Reddit dataset [5] is
an IPA dataset that is collected from an online Reddit community. The professional splicing
dataset [12] can be used to test IPA systems since the manipulation of images are recorded.
However, large-scale image provenance datasets, which contain diverse manipulation his-
tory graphs with various manipulation operations and rich metadata, are still needed to
further facilitate the image provenance analysis research.

To address above mentioned issues, we introduce large-scale benchmark datasets namely
Media Forensics Challenge-Provenance (MFC-Prov) datasets. MFC-Prov is one of the
MFC evaluations [13, 14] that are supported by the DARPA MediFor program1. MFC
contains a series of tasks, which are manipulation/splice detection and localization, camera
verification, event verification, provenance filtering (PF) and provenance graph building
(PGB). In this paper, we focus on IPA related tasks PF and PGB and present corresponding
dataset, evaluation design, and state-of-the-art evaluation results and data analysis. Since
the IPA task is very challenging, instead of designing a single task directly, the IPA task is

1https://www.darpa.mil/program/media-forensics
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decoupled into two sub-tasks: PF and PGB. In this way, the performance of each step can
be measured and reported separately.

The objective of the PF task is to retrieve related images for a query image from the
millions of candidate images. PF results can be thought of nodes for the PGB task. The
recall-based metrics are used to measure the accuracy of PF. PGB is our final objective.
The target of the PGB task is to construct the relationships among the retrieved images,
i.e., build a manipulation history graph for a query image. For the PGB task, similarity-
based metrics [15] are adopted. Figure 12 shows the examples of PF and PGB. As shown
in Figure 1(a), an IPA system outputs top-k related candidate images for the PF task and a
manipulation history graph for the PGB task.

(a) PF (b) PGB

Fig. 1. Example of Provenance Filtering (PF) and Provenance Graph Building (PGB) tasks. For
the PF task, IPA systems are given a query image and a set of candidate images as input and
required to produce a set of related images with confidence score. For the PGB task, the input is
the same as the PF task but require a manipulation history graph as output. A manipulation history
graph consists of related images as nodes and manipulation operations as links.

The aim of our MFC-Prov evaluation is to answer not only a basic question “How
well does a state-of-the-art IPA system perform?”, but also advanced questions such as
“What major factors affect the system performance?” and“Which system performs better
in a certain situation?”. Therefore, we collected, annotated, and composed a large corpus
of images to build large-scale benchmark datasets for IPA together with PAR Government3

(hereafter, PAR for short). 4 datasets were produced, which are NC17-Prov, MFC18-Prov,
MFC19-Prov, and MFC20-Prov. Nimble Challenge (NC) is the former name of MFC.
The latest MFC20-Prov dataset includes 5,926 query images, 1,571 manipulation history
graphs, and 2 million candidate images (including distractors, which are images not related

2All images, graphs, and charts are original works created for DARPA MediFor Program.
3https://www.pargovernment.com
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to any query image) with rich metadata such as create date, GPS latitude, camera model,
editing processing software, exposure time, lens type, color filter, light source, thumbnail
offset, etc. Manipulation history graphs in our dataset incorporate more than 20 types of
manipulation operations. Each manipulation history graph contains up to 75 nodes and 121
links.

There were three teams: Columbia University from the Kitware team (Col+Kit) [8], the
Notre Dame component of the Purdue team (ND+Pur) [5], and University of Southern Cal-
ifornia Information Sciences Institute (USCISI) [16], who participated in both PF and PGB
tasks of our MFC20-Prov. We firstly present their overall performance in terms of recall
and graph similarity. Then in-depth study of MFC20-Prov evaluation results is conducted
based on sensitivity analysis by changing one-factor-at-a-time (OAT). We carefully choose
five factors for IPA that are most relevant to our interest. Furthermore, correlation between
IPA systems is studied based on two aspects.

The contributions of this paper are summarized as follows:

• MFC-Prov datasets are designed and constructed for image provenance analysis (IPA)
with the help of PAR, which are large-scale benchmark datasets including diverse
manipulation history graphs with various manipulation operations and rich metadata.
MFC-Prov datasets are available upon request via email: mfc poc@nist.gov.

• Two tasks are introduced for IPA, which are provenance filtering (PF) and prove-
nance graph building (PGB), together with PAR. Corresponding evaluation metrics
are presented as well.

• Extensive data analysis about the state-of-the-art IPA system performance on MFC-
Prov is conducted to gain insight of system behavior. The overall system performance
in terms of accuracy, one-factor-at-a-time (OAT) sensitivity analysis [17] and corre-
lation between systems are presented to answer the questions such as “How well does
an IPA system perform?”, “What major factors affect the system performance?” and
“Which IPA system performs better in a certain situation?”

The rest of the paper is organized as follows. Section 2 reviews the related work4

in the literature, and Section 3 introduces the benchmark dataset and evaluation design.
Evaluation results and data analysis are presented in Section 4. Section 5 concludes the
paper.

2. Related Work

Provenance analysis is a well-known topic in data-centric domains such as the data an-
notation, management, and warehousing [18–21]. However, the problem of IPA is not

4Any mention of commercial products or reference to commercial organizations in this paper is for informa-
tion only; it does not imply recommendation or endorsement by NIST nor does it imply that the products
mentioned are necessarily the best available for the purpose.
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intensively studied so far in the literature. The research areas that are related to IPA are
near duplicate detection [22, 23], and image splicing detection [24–29]. Most of these
works are designed to classify whether a candidate image is a near duplicate to a given
query image. However, these approaches are not designed to determine which images are
original. Detecting original images is important to IPA systems.

The most similar problem to IPA is image phylogeny. The target of image phylogeny
is to construct the kinship relationships between different versions of an image [6]. Dias
et al. [6, 30] propose to construct an image phylogeny tree to describe relationships among
near duplicate images based on a dissimilarity matrix and phylogeny tree reconstruction al-
gorithm. In [7], Dias et al. introduce an image phylogeny forest to represent relationships
among a set of semantically similar images. However, the base structure of an image phy-
logeny tree and forest is a single-root tree whose root is an original image. Thus an image
phylogeny tree and forest cannot be applied to forgeries with multiple original images. The
difference between IPA and image phylogeny is that image phylogeny strictly follows the
form of single-root tree, whose root is the only original image that contributing to the query
image, while in IPA a query image can have multiple source original images.

Recently, several approaches have been introduced for IPA by Col+Kit and ND+Pur
teams of the DARPA MediFor program. Moreira et al. [5] introduce an image indexing
scheme and a clustering algorithm for provenance filtering and graph building. Bharati
et al. [9] propose an undirected graph to show the relationships between images based
on spatial information given by representative key points and match consistency. Pinto et
al. [10] present a provenance filtering method to improve retrieval of candidate images by
incorporating the context of top results. More recently, Bharati et al. [11] design an IPA
approach that utilizes commonly present file metadata tags, e.g., date, location, camera,
editing, and thumbnail related metadata. Zhang et al. [8] demonstrate an approach to learn
a pairwise ancestor-offspring classifier for detecting related images, as well as a graph
building algorithm that combines local feature matching and pixel similarity scores.

Benchmark datasets are essential to facilitate an area of research. Several datasets are
created for general media forensics evaluation. The EU REWIND digital forensics project5

collects three datasets: a Realistic dataset that includes 69 manually manipulated images
and corresponding 69 original images; a Synthetic dataset that is composed of 4,800 auto-
matically manipulated images; and a dataset that contains 200 images that are taken from a
Nikon D60 camera. The first Image Forensics Challenge [31] fetches thousands of images
of diverse indoor and outdoor scenes using 25 cameras.

There are also datasets constructed for particular manipulation operations. The Columbia
database of automatically spliced images [32] is divided into two parts: a grayscale image
dataset that contains 933 authentic and 912 spliced images; and a color image dataset that
includes 183 authentic and 180 spliced images. CASIA’s database for image tampering
detection evaluation [33] is composed of 7,491 authentic and 5,123 tempered images. For
copy-move detection, there also exists datasets such as MICC F220, MICC F2000 [34],
FAU Erlangen image manipulation datasets [35]. UMDfaces [36] contains 367,888 face

5http://www.rewindproject.eu/
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Table 1. Statistics of datasets for image provenance analysis

dataset |MG| |N| |L types| |C| PF PGB
Professional splicing [12] 80 75 8 164 × oracle
Reddit [5] 184 89 - 10,421 × oracle
Our MFC20-Prov 1,571 75 57 2,000,000

√
full

images with annotation for 8,277 subjects. FaceForensics dataset [37] has about half a
million manipulated images that is generated using state-of-the-art face editing approach
from over 1,000 videos. The images are annotated with classification and segmentation
references.

There are limited datasets for IPA existing in the literature. The Reddit dataset [5] is
an IPA dataset that was collected from an online Reddit community known as Photoshop
battles6. The Reddit dataset consists of 184 manipulation history graphs and 10,421 candi-
date images. The professional splicing dataset [12] can be used to test IPA systems since it
is a work of professional artists that tried to make the images as credible as possible. The
professional splicing dataset has 80 available manipulation history graphs generated using
164 candidate images. Each manipulation history graph contains 75 nodes, and each node
has always two parent nodes.

However, large-scale IPA datasets, which contain diverse manipulation history graphs
with various manipulation operations and rich metadata, are still needed to further facilitate
the IPA research. Table 1 shows the comparison of statistics between existing datasets and
our MFC20-Prov dataset. MG denotes the set of manipulation history graphs, N and L

indicate the sets of nodes and links in a manipulation history graph, and C means a set of
candidate images. L types of Reddit dataset are unknown since reddit users simply post
modified images without explanation of their modifications. As shown in Table 1, existing
IPA datasets do not support the PF task since there are no distractors for candidate images,
i.e., related images are fixed and given for a query image. Therefore, existing IPA datasets
merely support the oracle condition of PGB, where PF results are given.

3. Image Provenance Benchmark Dataset and Evaluation Design

The target of our Media Forensics Challenge-Provenance (MFC-Prov) evaluation is to an-
swer not only a primary question “How well does a state-of-the-art IPA system perform?”,
but also advanced questions such as “What major factors affect the system performance?”
and “Which IPA system performs better in a certain situation?”. Table 2 lists the notations
used in this paper.

To answer these advanced questions, the first important part is the manipulation his-
tory graphs that record where and how the manipulated images come from. The formal
definition of a manipulation history graph MG is described as follows:

6https://www.reddit.com/r/photoshopbattles
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Table 2. Notation for MFC-Prov

Notation Description
IPA image provenance analysis
PF provenance filtering
PGB provenance graph building
MG manipulation history graph
N a set of nodes in a manipulation history graph
L a set of links in a manipulation history graph
C a set of candidate images
Q a set of query images
q a query image for the PF or PGB task

Table 3. Example metadata of the MFC-Prov datasets

Metadata category Metadata
Date datetime original, modify date, create date
Location GPS latitude, GPS latitude ref, GPS longitude, GPS longitude ref
Camera make, model, software, orientation
Editing processing software, artist, host computer, image resources
Exposure time, program, compensation, mode
Lens type, spec, zoom position, mount, firmware version
Color temperature, compensation filter, mode, space
Light source, value
Thumbnail offset, length, image

Definition 1 (Manipulation history graph MG) A manipulation history graph is a di-
rected graph MG= (N,L), where N is a set of nodes (i.e., vertices) and L is a set of links
(i.e., edges). Each node n indicates an image from a set of candidate images C, and each
link l denotes a manipulation operation, e.g., color balance.

C is a collection of publicly available images acquired off the Internet and the images
taken by cameras that are physically accessible to us. A large amount of MGs are generated
by professional human manipulators. PAR and NIST developed a manipulation journaling
tool [38] to assist human experts in generating MG with annotation, metadata, and refer-
ence data. Since MG annotation cost is very high, to maximize the usage we share the
manipulation MGs between the PF and PGB tasks.

In addition, tremendous number of candidate images C with metadata are collected and
produced. Examples of metadata are listed in Table 3.

3.1 Dataset

MFC-Prov datasets were firstly developed in 2017 and since evolved annually. Table 4 lists
the statistics of the MFC-Prov datasets. Q indicates a set of query images. Note that the
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Table 4. Statistics of the MFC-Prov datasets

dataset |Q| |MG| |C|
NC17-Prov 1,000 406 1,000,000
MFC18-Prov 10,000 641 1,000,000
MFC19-Prov 9,420 1,025 2,000,000
MFC20-Prov 5,926 1,571 2,000,000

datasets are not based on the orthogonal design.
The number of Q increased and then dropped recently. We did this by reducing the non-

target query images Q, i.e., Q that are non-manipulated images, which are not evaluated by
the provenance evaluation metrics.

The number of MG increased continuously. MG can be references of multiple manipu-
lated images. Abundant manipulation operations and techniques are adopted in MG, such
as splice, clone, crop, resize, global blur/smooth, GAN [1], face manipulation, etc.

The size of C reached 2 million images. Over 500 distinct camera models are included
to ensure the diversity of data. C includes all ancestors and descendants of the manipulated
images w.r.t. MG. In addition, C contains 176,000 self-produced images. Self-produced
images are collected using physically accessible devices by PAR. Thus all device-relative
metadata are precisely recorded along with self-produced images. Self-produced images
are original images that guarantee there is no previous manipulation with no copyright
conflict. Our self-produced images are released under Creative Commons 0 (CC0) license
to make them completely public.

3.2 Task Definition and Evaluation Metrics

Our image provenance evaluation consists of two tasks: provenance filtering (PF) and
provenance graph building (PGB). In this section, we describe the definitions and eval-
uation metrics for the two tasks.

3.2.1 Provenance Filtering

The target of the PF task is to search for a potential pool of related images from C. The
formal definition is given as follows:

Definition 2 (Provenance Filtering: PF) Given a query image q and a set of candidate
images C, PF aims to find top-k related nodes (i.e., node images) from C with confidence
scores.

The high confidence score means a node n is considered by a system to be highly related
to q. The confidence score is used to sort the output nodes of a system.

The evaluation metric of PF is recall@k, which is described as follows:
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recall(k,q,s) =
|NMG(q,s,k)

∩NMGq|
|NMGq|

(1)

NMG(q,s,k)
denotes the top-k nodes returned by a system s for a query image q. And

NMGq indicates the nodes of the reference MG of q. We set k as 50, 100, 200, and 300 to
test system performance. Among them, recall@300 is the primary metric.

3.2.2 Provenance Graph Building

The target of PGB task is to construct the relationships among retrieved related images
along with finding the ancestor and descendants sequences, as well as applied manipulation
operations. The PGB task is formally defined as follows:

Definition 3 (Provenance Graph Building: PGB) Given a query image q and a set of
candidate images C, PGB aims to create a manipulation history graph for q, MGq that
describes the relationships among the related images with the manipulation sequences. The
nodes of MGq are retrieved from C and the links represent manipulation operations.

To measure the similarity between a manipulation history graph for q produced by a
system MG(q,s) and a reference MGq, we employ three evaluation metrics [15] namely
node overlap simNO, link overlap simLO, and node and link overlap simNLO. Among them,
simNLO is the primary metric. The metrics measure the similarity between MG(q,s) and
MGq. The following equations describe the evaluation metrics:

simNO(q,s) = 2
|NMG(q,s)

∩NMGq|
|NMG(q,s)

|+ |NMGq|
(2)

simLO(q,s) = 2
|LMG(q,s)

∩LMGq|
|LMG(q,s)

|+ |LMGp|
(3)

simNLO(q,s) = 2
|NMG(q,s)

∩NMGq|+ |LMG(q,s)
∩LMGq|

|NMG(q,s)
|+ |NMGq|+ |LMG(q,s)

|+ |LMGq|
(4)

where NMG(q,s)
and NMGq indicate the nodes of system output and reference MG for

q. Besides, LMG(q,s)
and LMGq denote the links of system output and reference MG for q.

Three metrics range in [0,1] and the larger value means the more similar to a reference MG

are, i.e., the more accurate MG(q,s) is.
Here, we give an example of measuring the accuracy of (i.e., scoring) MG(q,s).

Example 1 (Scoring MG(q,s)) Figure 2 shows a manipulation history graph generated by
a system s for a query image q MG(q,s). A rectangle indicates a node and an arrow de-
notes a link. The green, red, and grey nodes (links) represent correctly detected, falsely
detected, and missed nodes (links), respectively. And the bold green rectangle stands for q.
Therefore, the simNLO comes to (5+2)/(10+11) = 0.333.
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Fig. 2. Scoring example of MG(q,s)
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4. Evaluation Results and Analysis

We conducted evaluations on MFC-Prov datasets to answer the primary and advanced ques-
tions for IPA systems. As mentioned in Section 3, the questions include “How well does
a state-of-the-art IPA system perform?”, “What major factors affect the system perfor-
mance?”, “Which IPA system performs better in a certain situation?”, etc. Three per-
former teams participated in our MFC-Prov: Columbia University from the Kitware team
(Col+Kit) [8], the Notre Dame component of the Purdue team (ND+Pur) [5], and Univer-
sity of Southern California Information Sciences Institute (USCISI) [16]. All 3 teams have
taken part in the MFC-Prov all through the years from NC17-Prov to MFC20-Prov.

The remainder of this section presents the results of overall performance, one-factor-at-
a-time (OAT) sensitivity analysis, and correlation analysis of PF and PGB tasks.

4.1 Overall Performance

To address the primary question “How well do a state-of-the-art provenance analysis sys-
tem perform?” , we present the PF and PGB overall results across the 4 years of the eval-
uations. Note that MFC-Prov datasets and participant systems were different from year to
year. It may be meaningless to compare inter-year performance.

Figure 3 shows the PF results over years. The evaluation metric is recall@200 since
there was no recall@300 for NC17-Prov. The performance of systems did not grow with
time. It may be due to that the evolving volume and complexity of evaluation datasets. And
no single team achieved the highest score across the all years. Col+Kit achieved the highest
score on NC17-Prov, MFC19-Prov, and MFC20-Prov, but performed slightly worse than
ND+Pur on MFC18-Prov.

Fig. 3. PF results over years in terms of recall@200

Figure 4 shows the PGB result over years using the metric simNLO. Col+Kit did not
participated in the PGB task for NC17-Prov. After then, Col+Kit scored the highest simNLO
for MFC18-Prov, MFC19-Prov, and the recent MFC20-Prov. The scores of PGB were
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Table 5. Factors of OAT sensitivity analysis for MFC20-Prov

Factor Description
Manipulation count how many manipulations are conducted to a query image q. Manipula-

tion count ranges in [1,8]
Face manipulation whether q contains face manipulation
GAN whether q includes manipulation operation GAN
Anti-forensics whether the manipulations to q are made after applying anti-forensics

applications. Anti-forensics applications modify, conceal or destroy in-
formation to inhibit or prevent the effectiveness of forensic science ex-
aminations [39]

Target Operations target operations indicate manipulation operation types and 20 target op-
erations are selected. If q contains a target operation, then q will be added
to Q with the target operation

much lower than that of PF, and tended to decrease over the years when excluding NC17-
Prov.

Fig. 4. PGB results over years in terms of simNLO

4.2 OAT Sensitivity Analysis for MFC20-Prov

We aim to answer the advanced questions “What major factors affect the system perfor-
mance?” and “How well does a given system perform under a specific condition?”. OAT
sensitivity analysis [17] is a logical approach as any change observed in the output will
unambiguously be due to the single variable changed. OAT sensitivity analysis is adopted
since it fits to find out which factor affects the performance of IPA systems. Five factors
are carefully selected according our interests for IPA. The factors are listed in Table 5.

In OAT sensitivity analysis, we kept the sample size of Q larger than 70 to minimize
uncertainty of the data analysis. OAT sensitivity analysis was conducted using the latest
MFC20-Prov dataset, which is not orthogonally designed to collect data. The primary
metrics are recall@300 for the PF task and simNLO for the PGB task.
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Table 6. Average rank of manipulation count for PF from Figure 5

Manipulation count 8 7 2 6 4 5 3 1
Average rank 2.00 3.00 3.33 3.67 4.33 5.33 6.33 8.00

4.2.1 Manipulation Count

Figure 5 shows the PF results of MFC20-Prov with varying manipulation counts, where
the x axis is the team name and the y axis is recall@300 value. The numbers in the boxes
indicate the manipulation count. Table 6 lists the average ranks of the manipulation count
shown in Figure 5. The lower average rank means the higher recall@300 score and better
performance.

As shown in Figure 5, single manipulation is harder to retrieve than multiple manipu-
lations for all the systems, and the systems achieved the highest score with 7 or 8 manip-
ulations. In addition, the recall@300 scores of ND+Pur did not vary much with different
manipulation counts. The manipulation count had the largest impact on USCISI. How-
ever, if we exclude the single manipulation, then USCISI becomes the most robust system
against manipulation count.

Fig. 5. PF results of MFC20-Prov with varying manipulation counts. The digits in the boxes
denote the numbers of manipulations applied

Figure 6 shows the PGB results of MFC20-Prov with varying manipulation counts and
Table 7 lists the corresponding average ranks of the manipulation count. Similar to the
PF task, systems performed better on PGB with a large manipulation count, e.g., 7 and
8. In contrast, systems struggled on PGB with median manipulation count, e.g. 3 and 4.
Manipulation count had greatest impact on Col+Kit and smallest impact on USCISI, but
the difference of impact is not as broad as that of PF.
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Table 7. Average rank of manipulation count for PGB from Figure 6

Manipulation count 8 7 6 5 1 2 3 4
Average rank 1.00 2.00 3.33 4.33 4.67 6.00 7.33 7.33

Fig. 6. PGB results of MFC20-Prov with varying manipulation counts. The digits in the boxes
denote the numbers of manipulations applied

4.2.2 Face Manipulation

Figure 7 shows the PF and PGB results of MFC20-Prov with/without face manipulation. y
indicates the score for query images Q with face manipulation and n denotes that without
face manipulation. The face manipulation affected the PF performance greatly. As shown
in Figure 7(a), Q with face manipulations were easier to retrieve compared to the non-face
manipulations across the three systems. For the PGB task, the face manipulation had a
great influence on USCISI. However, the simNLO of ND+Pur was barely affected by the
face manipulation. And ND+Pur even performed better with non-face manipulations for
PGB.

4.2.3 GAN

Figure 8 shows the PF and PGB results of MFC20-Prov with/without GAN. Here, GAN
denotes the method proposed in [1] and its related techniques. y indicates the score for
Q with GAN manipulation and n denotes that without GAN manipulation. As shown in
Figure 8(a), Q with GAN were much harder to detect for all three systems. For the PGB
task, the performance of ND+Pur seems robust to the GAN. Note that Col+Kit even scored
higher for Q with GAN manipulations.
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(a) PF (b) PGB

Fig. 7. PF and PGB results of MFC20-Prov with/without face manipulation. The green y indicates
that the face manipulation is applied and the red n denotes that no face manipulation is employed

(a) PF (b) PGB

Fig. 8. PF and PGB results of MFC20-Prov with/without GAN. The green y indicates that the
GAN is applied and the red n denotes that no GAN is employed

4.2.4 Anti-forensics

Figure 9 shows the PF and PGB results of MFC20-Prov with/without anti-forensics. y
indicates the score for Q with anti-forensics and n denotes that without anti-forensics. Q

without anti-forensics were easier to detect for the PF task and the impact was large on all
the three systems, as shown in Figure 9(a). In contrast, Col+Kit and ND+Pur performed
better with anti-forensics for PGB. Furthermore, the gap of simNLO between with and with-
out anti-forensics was big for Col+Kit but relatively small for ND+Pur.
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(a) PF (b) PGB

Fig. 9. PF and PGB results of MFC20-Prov with/without anti-forensics. The green y indicates that
the anti-forensics is applied and the red n denotes that no anti-forensics is employed

Table 8. PF (PGB) results of MFC20-Prov in terms of recall@300 (simNLO) with various target
operations

to TW TD CGI DPD CrF ConAF AN
ND+Pur .95 (.46) .92 (.47) .91 (.46) .91 (.46) .92 (.44) .90 (.42) .88 (.45)
Col+Kit .96 (.55) .94 (.64) .94 (.65) .94 (.61) .93 (.61) .92 (.57) .93 (.59)
USCISI .95 (.48) .94 (.57) .91 (.59) .91 (.55) .90 (.53) .91 (.53) .89 (.54)
to PSa Cu ColBal TRes E ArtS Blu
ND+Pur .89 (.42) .87 (.40) .87 (.40) .86 (.43) .86 (.44) .85 (.43) .85 (.42)
Col+Kit .88 (.53) .90 (.49) .92 (.52) .89 (.54) .90 (.60) .90 (.62) .89 (.57)
USCISI .92 (.50) .91 (.48) .87 (.48) .90 (.51) .87 (.55) .87 (.55) .88 (.49)
to Lev Sat SelRem LayOp PSp Hue
ND+Pur .84 (.36) .83 (.41) .81 (.41) .83 (.37) .83 (.38) .81 (.43)
Col+Kit .90 (.47) .90 (.61) .87 (.55) .89 (.47) .87 (.50) .86 (.60)
USCISI .87 (.45) .83 (.56) .88 (.52) .83 (.42) .87 (.47) .84 (.54)

4.2.5 Target Operation

We tested 20 target operations, which are add noise (AN), artificial shadow (ArtS), blur
(Blu), CGI fill (CGI), color balance (ColBal), content aware fill (ConAF), creative fil-
ter (CrF), curves (Cu), digital pen draw (DPD), exposure (E), hue (Hue), layer opacity
(LayOp), levels (Lev), paste sampled (PSa), paste splice (PSp), saturation (Sat), select re-
move (SelRem), transform distort (TD), transform resize (TRes), transform warp (TW).
Note that the target operations are not strictly disjoint.

Table 8 shows the PF and PGB results of MFC20-Prov in terms of recall@300 and
simNLO with various target operations tos. Table 9 lists average rank ar of the target op-
eration to in the PF task. The lower rank indicates the higher recall@300. TW was the
easiest operation to filter for the PF task, then followed by TD and CGI. LayOp, PSp, and
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Table 9. Average rank of target operation for PF from Table 8

to TW TD CGI DPD CrF ConAF AN PSa Cu ColBal
ar 1.00 2.33 4.33 4.33 5.33 6.00 7.67 9.00 10.00 11.00
to TRes E ArtS Blu Lev Sat SelRem LayOp PSp Hue
ar 11.33 11.67 13.00 13.33 13.33 15.67 16.00 17.67 17.67 19.33

Table 10. Average rank of target operation for PGB from Table 8

to CGI TD DPD ArtS CrF E AN Sat Hue ConAF
ar 1.67 1.67 3.67 5.33 6.33 6.67 7.33 8.00 8.33 10.33
to TW TRes Blu SelRem PSa Cu ColBal PSp Lev LayOp
ar 10.67 11.67 12.33 12.67 13.67 16.33 16.67 17.67 19.33 19.67

Hue appeared to be the hardest operations. The impact of the target operation to was large
for all the three PF systems.

Table 10 lists average rank ar of the target operation to in the PGB task of MFC20-Prov.
The lower rank denotes the higher simNLO. CGI was the easiest operation for the PGB task,
then followed by TD and DPD. On the other hand, PSp, Lev, and LayOp were the hardest
operations for PGB.

Combining the two results, we could conclude that CGI, TD, DPD, and CrF are the
easy operations to process and LayOp and PSp are common hard operations for provenance
analysis.

4.2.6 OAT Sensitivity Analysis Summary

We first summarize the OAT sensitivity analysis for the PF task of MFC20-Prov. Manipula-
tion count, anti-forensics, and target operation are the main factors for the Col+Kit system,
which caused difference in recall@300 more than 0.1. Manipulation count is the most
noteworthy factor for the USCISI system. For the ND+Pur system, target operation comes
out to be the most influential factor. The Col+Kit system gained the highest score in most
cases. However, the USCISI system performed the best when there is no anti-forensics
being executed or the target operation is PSa, TRes, or SelRem.

OAT sensitivity analysis for the PGB task of MFC20-Prov is summarized as follows.
Manipulation count, anti-forensics, and target operation are the most influential factors for
the Col+Kit system, the same result as the PF task. For the ND+Pur system, manipulation
count and target operation are the main factors. Manipulation count, anti-forensics, and
target operation are the key factors for the USCISI system. The Col+Kit system resulted in
the highest simNLO in most cases. However, USCISI scored higher when no anti-forensics
had been performed.
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4.3 Correlation Analysis for MFC20-Prov

In this section we analyze the correlation between provenance analysis systems. The fol-
lowing analysis is conducted to demonstrate how to utilize systems in a certain application
with minimal computational cost. Correlation can be used to predict the performance and
select a proper system. For instance, if a system s1 scored high on a provenance dataset, a
system s2 is positively correlated with s1 and another system s3 is negatively correlated with
s1, then s2 would score high and s3 would have low performance on the same dataset with
a high probability. In this case, s2 may be considered as a better option without actually
running all the systems. It could save time and computational cost.

q score is chosen as the factor for correlation analysis. q score indicates the scores of
a system for each q. We have 2926 q scores for each PF system. Note that not all Q were
assigned with scores. Only the manipulated Q (i.e., Q with reference MGs) are evaluated. If
two systems s1 and s2 have strong positive correlation w.r.t. q scores and s1 performed great
on a certain dataset, then s2 would perform well on the same dataset with high probability.
q score factor works for both PF and PGB tasks.

We first analyzed the correlation between system pairs 〈s1,s2〉. Figure 10 shows the
results for the PF task of MFC20-Prov. The x axis is the recall@300 score of s1, the y
axis is the recall@300 score of s2, each point represents q, a red line denotes the perfect
positive correlation, and a blue line indicates the linear regression. The linear regression
lines was computed using the lm function provided by geom smooth R package7.

There were 2,926 points for each system pair. The closer a red line and a blue line were
located, the more positively two systems s1 and s2 are correlated. As shown in Figure 10,
the correlation between 〈ND+Pur, Col+Kit〉 was the highest, followed up by 〈USCISI,
ND+Pur〉 and 〈USCISI, Col+Kit〉, which were loosely correlated.

Figure 11 shows the correlation heatmap for PF systems of MFC20-Prov based on q
score. The value denotes the Pearson correlation coefficient that ranges in [-1,1]. Pear-
son correlation coefficient is widely used in correlation analysis, 1 means two systems
are perfectly positively correlated, -1 stands for perfect negative correlation, and 0 im-
plies that there is no linear correlation. The result shown in Figure 11 is consistent with
that of Figure 10. Specifically, Cor(ND+Pur,Col +Kit) > Cor(USCISI,ND+Pur) >
Cor(USCISI,Col + Kit), where Cor(s1,s2) indicates the Pearson correlation coefficient
between s1 and s2 in terms of q score.

For the PGB task, Figure 12 shows the system pair correlations of MFC20-Prov based
on q score. The x axis is the simNLO score of s1 and the y axis is the simNLO score of s2.
There were only few Q with score larger than 0.75 of USCISI. In contrast, ND+Pur and
Col+Kit had many Q with high score including those simNLO =1. 〈USCISI, Col+Kit〉 was
less correlated than the other two system pairs since its linear regression (blue) line and the
perfect positive correlation (red) line was relatively far away. In addition, it is hard to tell
the difference between 〈USCISI, ND+Pur〉 and 〈ND+Pur, Col+Kit〉 in terms of the linear
regression line. Note that the points in Figure 12 tended to lie in two clusters. One cluster is

7https://cran.r-project.org/web/packages/ggplot2/ggplot2.pdf
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(a) 〈USCISI, ND+Pur〉 (b) 〈USCISI, Col+Kit〉

(c) 〈ND+Pur, Col+Kit〉

Fig. 10. System pair correlations based on q scores for PF of MFC20-Prov

Fig. 11. Pearson correlation heatmap for PF systems of MFC20-Prov based on q score
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low-low where two systems both scored low, and the other one is medium-medium where
two systems both scored in the medium range. It may due to that the PGB q scores were
mainly located in two ranges [0.2,0.3] and [0.5,0.8], as shown in Figure 13. In Figure 13,
count denotes the number of query images that lie in a score range.

(a) 〈USCISI, ND+Pur〉 (b) 〈USCISI, Col+Kit〉

(c) 〈ND+Pur, Col+Kit〉

Fig. 12. System pair correlations based on q score for PGB of MFC20-Prov

Figure 14 shows the correlation heatmap for PGB systems of MFC20-Prov based on q
score. The value is Pearson correlation coefficient. 〈USCISI, Col+Kit〉 appeared as the least
correlated system pair, which is the same result as shown in Figure 12. However, Cor(ND+
Pur,Col+Kit) was obviously larger than Cor(USCISI,Col+Kit). Such a difference might
be caused by that the linear regression function lm, which is provided by the geom smooth
R package, could not express the relation of q scores clearly.

In summary, 〈ND+Pur, Col+Kit〉 had the highest positive q correlation for both PF and
PGB tasks of MFC20-Prov. It means that if ND+Pur (Col+Kit) system performed well on a
certain dataset for the PF or PGB task, then Col+Kit (ND+Pur) system would also perform
well with a high probability.
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Fig. 13. PGB results on MFC20-Prov w.r.t. q score count

Fig. 14. Pearson correlation heatmap for PGB systems of MFC20-Prov based on q score

The ND+Pur and Col+Kit share commonalities such as local feature-based image rep-
resentation/retrieval, dataset indexing, query refinement, (dis)similarity calculation, and
clustering. Among the commonalities, the USCISI system only adopts dataset indexing
and similarity calculation. This may be the reason of the correlation difference between
system pairs.

5. Conclusion

The aim of this paper is to answer not only the primary question for overall performance
of image provenance analysis (IPA) systems but also advanced questions. These advanced

24

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IST.IR

.8325



questions include “What major factors affect the system performance?”, “Which IPA would
perform better in a certain situation?”, “How are the systems correlated?”.

Specifically, we introduced large-scale benchmark datasets, namely MFC-Prov, to fa-
cilitate the IPA research. The latest MFC-Prov dataset includes 5,926 query images, 1,571
manipulation history graphs, and 2 million candidate images with rich metadata. The
benchmark datasets are available upon request via email: mfc poc@nist.gov. Two tasks,
which are provenance filtering and provenance graph building, are designed along with
corresponding evaluation metrics. Furthermore, in-depth study was conducted on the eval-
uation results w.r.t. overall performance, OAT sensitivity analysis, and correlation analysis.
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