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il NIST Applied and Computational Mathematics Division

Abstract

This report summarizes recent technical work of the Applied and Computational Sciences Division of the
Information Technology Laboratory at the National Institute of Standards and Technology (NIST). Part I
(Overview) provides a high-level overview of the Division’s activities, including highlights of technical
accomplishments during the previous year. Part I (Features) provides further details on three projects of
particular note this year. This is followed in Part III (Project Summaries) by brief synopses of all technical
projects active during the past year. Part IV (Activity Data) provides listings of publications, technical talks,
and other professional activities in which Division staff members have participated. The reporting period
covered by this document is October 2018 through December 2019.

For further information, contact Ronald F. Boisvert, 100 Bureau Drive, Mail Stop 8910, NIST,
Gaithersburg, MD 20899-8910, phone 301-975-3812, email boisvert@nist.gov, or see the Division’s Web
site at https://www.nist.gov/itl/math/.

Keywords: applied mathematics; computational science and engineering; high-performance computing;
mathematics of metrology; mathematics of biotechnology; materials modeling and simulation; mathemati-
cal knowledge management; mathematical modeling; network science; scientific visualization; quantum
information science.

Cover Visualization: Microfluidic fabrication techniques allow chemical reaction vessels to be reduced to
the size of a human hair, parallelized, and subsequently interconnected. This facilitates high-throughput
experimentation and combinatorial testing in chemistry and biology. Illustrated here is an example of a
microfluidic device used to establish concentration gradients. Fluid of different colors flows through the in-
put channels (left) and enters the experimental chambers (squares). Because the flow is laminar, diffusion
is the only mechanism responsible for mixing (which occurs in the upper branching network and middle
mixing regions). In this way it is possible to precisely control concentrations of reactants in combinatorial
testing assays. We are developing mathematical models to help inform metrology for microfluidic devices
like this. See page 58.

Section Visualizations: The “word cloud,” which is found at the start of each Part of this document was
created using Wordle, http://www.wordle.net/, and the text of this document as input.

Acknowledgements: Thanks to Lochi Orr for assisting in the compilation of Part IV of this document.
Thanks also to Stephen Langer and Brian Cloteaux who carefully read the manuscript and offered many
corrections and suggestions for improvement.

Disclaimer: Certain commercial entities, equipment, and materials are identified in this document in order
to describe an experimental procedure or concept adequately. Such identification is not intended to imply
recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended
to imply that the entities, materials, and equipment are necessarily the best available for the purpose.
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Introduction

Founded in 1901, the National Institute of Standards and Technology (NIST) is a non-regulatory federal
agency within the U.S. Department of Commerce. Its mission is to promote U.S. innovation and industrial
competitiveness by advancing measurement science, standards, and technology in ways that enhance eco-
nomic security and improve our quality of life. The NIST Laboratories engage in world-class research,
often in close collaboration with industry, that advances the nation’s technology infrastructure and helps
U.S. companies continually improve products and services. The technical disciplines represented in the
NIST Labs include physics, electrical engineering, nanotechnology, materials science, chemistry, biosci-
ence, engineering, fire research, and information technology. The NIST Labs operate in two locations:
Gaithersburg, MD, (headquarters—234 hectare/578 acre campus) and Boulder, CO (84 hectare/208 acre
campus). NIST employs about 3 400 scientists, engineers, technicians, and support and administrative per-
sonnel. NIST also hosts about 2 700 associates from academia, industry, and other government agencies,
who collaborate with NIST staff and access user facilities.

The Information Technology Laboratory (ITL) is one of six major organizational units that make up
the NIST Labs. ITL’s singular purpose is to cultivate trust in information technology and metrology. This
is done through the development of measurements, tests, and guidance to support innovation in and deploy-
ment of information technology by industry and government, as well as through the application of advanced
mathematics, statistics, and computer science to help ensure the quality of measurement science.

The Applied and Computational Mathematics Division (ACMD) is one of seven technical Divisions
in ITL. At its core, ACMD’s purpose is to nurture trust in metrology and scientific computing. To do so,
ACMD provides leadership within NIST in the use of applied and computational mathematics to solve
technical problems arising in measurement science and related applications. In that role staff members

o perform research in applied mathematics and computational science and engineering, including ana-
lytical and numerical methods, high-performance computing, and visualization;

e perform applied research in computer science and engineering for future computing and communi-
cations technologies;

e engage in peer-to-peer collaborations to apply mathematical techniques and tools to NIST problems;
e develop and disseminate mathematical reference data, software, and related tools; and
e work with internal and external groups to develop standards, tests, reference implementations, and
other measurement technologies for scientific computing.
Division staff is organized into four groups:

e Mathematical Analysis and Modeling Group (7imothy Burns, Leader). Performs research and main-
tains expertise in applied mathematics, mathematical modeling, and numerical analysis for
application to measurement science.

e Mathematical Software Group (Michael Donahue, Leader). Performs research and maintains exper-
tise in the methodology and application of mathematical algorithms and software in support of
computational science within NIST as well as in industry and academia.

e High Performance Computing and Visualization Group (Judith Terrill, Leader). Performs research
and maintains expertise in the methodologies and tools of high-performance scientific computing and
visualization for use in measurement science.

e Computing and Communications Theory Group (Ronald Boisvert, Acting Leader, Oliver Slattery,
Project Leader). Performs research and maintains expertise in the fundamental mathematics, physics,
computer science, and measurement science necessary to enable the development and analysis of
current and future computing and communications systems.

The technical work of the Division is organized into six thematic areas; these are described in the sidebar.
Project descriptions in Part III of this document are organized according to these broad themes.
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Division Thematic Areas

Broad Areas

Mathematics of Metrology. Mathematics plays an im-
portant role in measurement science. Mathematical models
are needed to understand how to design effective measure-
ment systems and to analyze the results they produce.
Mathematical techniques are used to develop and analyze
idealized models of physical phenomena to be measured, and
mathematical algorithms are necessary to find optimal sys-
tem parameters. Mathematical and statistical techniques are
needed to transform measured data into useful information.
We develop fundamental mathematical methods and tools
necessary for NIST to remain a world-class metrology insti-
tute, and to apply these to measurement science problems.

High Performance Computing and Visualization. Com-
putational capability continues to advance rapidly, enabling
modeling and simulation to be done with greatly increased
fidelity. Doing so often requires computing resources well
beyond what is available on the desktop. Developing soft-
ware that makes effective use of such high-performance
computing platforms remains very challenging, requiring ex-
pertise that application scientists rarely have. We maintain
such expertise for application to NIST problems. Such com-
putations, as well as modern experiments, typically produce
large volumes of data, which cannot be readily compre-
hended. We are developing the infrastructure necessary for
advanced interactive, quantitative visualization and analysis of
scientific data, including the use of 3D immersive environ-
ments, and applying the resulting tools to NIST problems.

Current Focus Areas

Materials Modeling. Mathematical modeling, computa-
tional simulation, and data analytics are key enablers of
emerging manufacturing technologies. The Materials Ge-
nome Initiative (MGI), an interagency program with the goal
of significantly reducing the time from discovery to commer-
cial deployment of new materials using modeling, simulation,
and informatics, is a case in point. To support the NIST role
in the MGI, we develop and assesses modeling and simulation
techniques and tools, with emphasis on uncertainty quantifi-
cation, and collaborate with other NIST Laboratories in their
efforts to develop the measurement science infrastructure
needed by the materials science and engineering community.

Mathematics of Biotechnology. As proof-of-concept aca-
demic work in engineering biology meets the market realities
of bringing lab science to product initiation, there are ques-
tions in how to compare biological products, measure
whether desired outcomes are realized, and optimize biolog-
ical systems for desired behaviors. NIST is working to deliver
tools and standards to measure such biological technologies,
outputs, and processes from healthcare to manufacturing and
beyond. We support this effort with the development and
deployment of innovative mathematical modeling and data
analysis techniques and tools.

Quantum Information Science. An emerging discipline at
the intersection of physics and computer science, quantum
information science is likely to revolutionize 2|5t century sci-
ence and technology in the same way that lasers, electronics,
and computers did in the 20% century. By encoding infor-
mation into quantum states of matter, one can, in theory,
enable phenomenal increases in information storage and pro-
cessing capability. At the same time, such computers would
threaten the public-key infrastructure that secures all of elec-
tronic commerce. Although many of the necessary physical
manipulations of quantum states have been demonstrated
experimentally, scaling these up to enable fully capable quan-
tum computers remains a grand challenge. We engage in (a)
theoretical studies to understand the power of quantum
computing, (b) collaborative efforts with the multi-laboratory
experimental quantum science program at NIST to charac-
terize and benchmark specific physical realizations of
quantum information processing, and (c) demonstration and
assessment of technologies for quantum communication.

Foundations of Measurement Science for Information
Systems. ITL assumes primary responsibility within NIST for
the development of measurement science infrastructure and
related standards for IT and its applications. ACMD develops
the mathematical foundations for such work. This can be
very challenging. For example, many large-scale information-
centric systems can be characterized as an interconnection
of many independently operating components (e.g., software
systems, communication networks, the power grid, trans-
portation systems, financial systems). A looming new
example of importance to NIST is the Internet of Things. Ex-
actly how the structure of such large-scale interconnected
systems and the local dynamics of its components leads to
system-level behavior is only weakly understood. This inabil-
ity to predict the systemic risk inherent in system design
leaves us open to unrealized potential to improve systems or
to avoid potentially devastating failures. Characterizing com-
plex systems and their security and reliability properties
remains a challenging measurement science problem for ITL.

Mathematical Knowledge Management. We work with
researchers in academia and industry to develop
technologies, tools, and standards for representation,
exchange, and use of mathematical data. Of particular
concern are semantic-based representations which can
provide the basis for interoperability of mathematical
information processing systems. We apply these representa-
tions to the development and dissemination of reference
data for applied mathematics. The centerpiece of this effort
is the Digital Library of Mathematical Functions, a freely avail-
able interactive and richly linked online resource, providing
essential information on the properties of the special func-
tions of applied mathematics, the foundation of mathematical
modeling in all of science and engineering.




Summary of Activities for Fiscal Year 2019 5

Highlights

In this section we identify some of the major accomplishments of the Division during the past year. We
also provide news related to ACMD staff.

Recent Technical Accomplishments

ACMD has made significant technical progress on many fronts during the past year. Here we highlight a
few notable technical accomplishments. Further details are provided in Part II (Features) and Part I1I (Pro-
ject Summaries).

Mathematics of Metrology. In the early 1950s, important foundational studies on computational methods
for the solution of partial differential equations (PDEs) were carried out at the NBS Institute for Numerical
Analysis by such luminaries as Fritz John, Wolfgang Wasow, and John Todd. More recently, we have made
remarkable progress on numerical schemes for the even more challenging problem of solving PDEs back-
ward in time. Such problems are at the core of many inverse problems found in measurement science. It is
well known that any stepwise marching difference scheme consistent with such ill-posed initial value prob-
lems is unconditionally unstable, leading to explosive error growth. However, ACMD staff have devised a
powerful new approach for solving_ill-posed, time-reversed, multidimensional, nonlinear dissipative evo-
lution equations, by stabilizing explicit marching difference schemes, which can provide useful backward
reconstructions over short time periods in spite of the instability. Such computations had not previously
been deemed possible. See page 31.

ACMD researchers were part of successful five-year NIST effort to realize a 1000-fold increase in
microcalorimeter sensor throughput, accomplished via a completely new sensor readout (a microwave
multiplexer) enabling much larger detector arrays, and through major new, higher throughput, processing
capabilities. Such sensors drive important applications in x-ray materials analysis, nuclear forensics, and
astrophysics. A key part of this work led by ACMD was the analysis of the “messy” data flowing from the
sensor arrays. See page 40.

We have also taken on a leadership role in promoting the exchange and reuse of mathematical mod-
eling software within the atomic and molecular physics community. A prototype gateway for the distribution
and maintenance of such codes has been developed. In December 2019 ACMD hosted a workshop with
software developers from that community to chart a path forward. See page 43.

High Performance Computing and Visualization. In 2019 NIST released SRM 2497, a standard refer-
ence concrete for rheological measurements. Certified values for the properties of SRM 2497 were
determined using simulations led by ACMD. To obtain the necessary fidelity large-scale parallel computing
on an external high-performance computing facility was necessary. Use of the cement paste and mortar
SRMs are already referenced in a new ASTM standard test method for measuring the rheological properties
of cementitious materials. The ACMD simulation code is now being used to study the flow of dense sus-
pensions in pipes. See page 74.

This year ACMD staff took a leadership role in high-performance at the national level by service as
Co-Chair of the White House’s National Science and Technology Council Fast Track Action Committee
on Strategic Computing. The group led an effort with input from government, industrial, and academic
stakeholders to update the goals and strategies behind the National Strategic Computing Initiative. Their
report was issued in November 2019."

Materials Modeling. Division staff served as Editor of a forthcoming book from World Scientific Publish-
ers entitled Electrostatic and Magnetic Phenomena: Particles, Macromolecules, Nanomagnetics. The
volume contains a chapter contributed by ACMD on standard problems in micromagnetics. See page 66.

! National Strategic Computing Update: Pioneering the Future of Computing. National Science and Technolgy Council, November 2019. URL:
https://www.nitrd.gov/pubs/National-Strategic-Computing-Initiative-Update-2019.pdf
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Industrial R&D teams are increasingly reliant on computational tools such as molecular dynamics
(MD) to speed up development of next-generation materials. While current computational platforms allow
MD to simulate millions of atoms over nanoseconds, this is far short of what is needed to determine mac-
roscale properties. To overcome this, modelers have proposed a variety of strategies that attempt to
“project-out” unnecessary degrees-of-freedom to reach larger scales. Unfortunately, such coarse graining
schemes are typically ad hoc, without any reference to limiting quantities or quantitative error estimates,
which make them problematical in high-throughput industrial settings. To address these issues, ACMD
staff have been developing a hierarchy of approaches that link models with increasing degrees of complex-
ity to their all-atom counterparts. The first of these is a method of coarse graining rigid-body molecules by
reformulating their interaction potential in terms of a generalized multipole expansion. See page 69.

Mathematics of Biotechnology. Bio-related research has been a growing part of the NIST portfolio for
some time. Recently, “enabling the future bioeconomy” has been identified as an important strategic direc-
tion for future NIST work. To respond to this, ACMD has been increasing its attention and expertise in
mathematical modeling in this area. With this annual report we are shining a light on the variety of work
we are doing in this area by collecting project descriptions into a separate section.

Developments in biology and biotechnology have fueled the hope of personalizing medical therapies
to specific individuals or subsets of the population. Despite the great promise, widespread accessibility is
currently limited by an inability to measure specific biomarkers in individuals. An important emerging
technology for such measurements is the biological field effect transistor (Bio-FET). We have developed
an accurate time-dependent model that couples transport dynamics to kinetic processes at the sensor surface
to enable the identification of parameters associated with_Bio-FET measurements, such as kinetic coeffi-
cients and diffusion constants. See page 20.

Two-dimensional nuclear magnetic resonance (NMR) spectroscopy has recently emerged as a tool
for characterizing monoclonal antibodies, biologically based therapeutics derived from proteins that are
used to treat a wide number of diseases. ACMD staff are working with the NIST/UMD Institute for Bio-
science and Biotechnology Research (IBBR) to improve the accuracy and robustness of 2D NMR
spectroscopy. By applying principle component analysis and the unweighted pair group method with arith-
metic mean to hundreds of spectra acquired under numerous experimental conditions, ACMD staff have
demonstrated that it is possible to accurately and reliably automatically detect sample type and temperature
of spectra. These results help move the 2D NMR method from an emerging technology to a harmonized
routine measurement that can be applied with great confidence to high precision assessments of the structure
of a wide array of protein therapeutics. See page 56.

Microfluidic technologies can, in principle, enable rapid and simultaneous screening of hundreds of
diseases with only a few drops of blood. Despite the promise, existing devices have experienced difficulty
in producing accurate and repeatable measurements. To address this problem, ACMD staff have worked
with MML to develop flowmeters that can continuously measure volumetric flow rates down to approxi-
mately 10 nL/min with 5 % (or less) relative uncertainty. A second device can identify zero-flow to within
0.1 nL/min, which is useful for calibrating flow meters and for characterizing flow stability. Accurate meas-
urements at such scales were previously unattainable. These achievements were enabled by insightful
physics-based mathematical scaling relationships and symmetry breaking arguments. See page 58.

Human body communication (HBC), in which the body itself is used as a communications medium,
is an attractive low complexity technology with promising applications in wearable biomedical sensors. We
have developed a flexible and customizable simulation platform to better understand the communication
medium for capacitively coupled electrodes in HBC. This knowledge, in turn, can lead to better transceiver
design for future applications of this technology. See page 17.

Quantum Information. ACMD staff this year worked with colleagues in PML to demonstrate guantum
gate teleportation for the first time. If quantum computers are to scale to hundreds and thousands of qubits,
then two-qubit gate operations will routinely need to be performed in which each of the target qubits is
located in different regions of memory. The team demonstrated a protocol that requires only local opera-
tions, classical communication, and shared entanglement to perform a controlled-NOT (CNOT) gate
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between ions of the same and mixed species in spatially separated locations in an ion trap. The accomplish-
ment, which was published in Science, was noted in Physics Today.*

There are myriad quantum computing approaches, each having its own set of challenges. The use of
arrays of electrostatically defined quantum dots (QDs) at the interface of semiconductor devices is one such
approach. Before they can be used, QDs must be “tuned,” so that their operation can be controlled. The
current practice of tuning QDs manually or in a semi-automated fashion is a relatively time-consuming
procedure, inherently impractical for scaling up to systems with many QDs. We are leading the develop-
ment of machine learning techniques for state recognition and auto-tuning of quantum dots. An article
reporting this work has been selected as an Editor’s Suggestion in Physical Review Applied. See page 25.

Foundations of Measurement Science for Information Systems. The benefits of interconnectivity have
driven the current explosive growth in networked systems. However, interconnectivity is also inherently
associated with risk. ACMD staff are working to understand the effect of the interplay of risk and benefit
of interconnectivity in naturally growing networks. Our current results suggest that accounting for this in-
terplay allows one to resolve a fundamental issue in the widely accepted preferential attachment model of
a growing network. See page 23.

Mathematical Knowledge Management. The NIST Digital Library of Mathematical Functions (DLMF),
which provides the scientific community a convenient source of reference data on the properties of the
special functions of applied mathematics, remains the most popular ACMD-developed resource, serving
up more than 5.4M pages of information in calendar year 2019. The DLMF is not a static resource. Four
releases containing enhancements and corrections were released this year, and a new chapter on Orthogonal
Polynomials of Several Variables, as well as substantial updates to the chapters on Orthogonal Polynomials,
Algebraic Methods, and Painlevé Transcendents are currently underway. See page 106.

Recent advances in machine learning have opened up new possibilities for harvesting large collections
of scientific documents to find, understand and reuse information. To enable research on mathematical
knowledge processing, it is important to have a set of documents available in a form appropriate for pro-
cessing to use for training and testing. To that end, we have applied our LaTeXML tool, which converts
TeX to MathML, to the massive corpus at arXiv.org’. We have carried out initial experiments on statement
classification using that data set. See page 109.

Technology Transfer and Community Engagement

The volume of technical output of ACMD remains high. During the last 15 months, Division staff members
were (co-)authors of 65 articles appearing in peer-reviewed journals, 35 papers in conference proceedings,
and six published in other venues. 16 additional papers were accepted for publication, while 23 others are
undergoing review. Division staff gave 43 invited technical talks and presented 44 others in conferences
and workshops.

ACMD continues to maintain an active website with a variety of information and services, most
notably the Digital Library of Mathematical Functions, though legacy services that are no longer actively
developed, like the Guide to Available Mathematical Software, the Matrix Market, and the SciMark Java
benchmark still see significant use. During calendar year (CY) 2019, the division web server satisfied more
than 6.2 million requests for pages during more than 767 000 user visits. Another indication of the success-
ful transfer of our technology is references to our software in refereed journal articles. For example, our
software system for nano-magnetic modeling (OOMMEF) was cited in 150 such papers published in CY
2019 alone; see page 66.

Members of the Division are also active in professional circles. Staff members hold a total of 22
editorial positions in peer-reviewed journals. For example, Barry Schneider is an Associate Editor-in-Chief

2 https://physicstoday.scitation.org/do/10.1063/PT.6.1.20190715a/full/
3 https://arXiv.org/
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for IEEE’s Computing in Science and Engineering. Staff members are also active in conference organiza-
tion, serving on 25 organizing/steering/program committees. Of note, ACMD played an important role as
sponsor or (co-)organizer of several significant events this year, including the following:

e Computational Reproducibility at Exascale*, at SC18, Dallas, TX, November 11, 2018. (M. Masca-
gni and Walid Keyrouz, Co-Organizers)

This workshop addressed issues of numerical reproducibility as well as approaches and best prac-
tices to sharing and running code and the reproducible dissemination of computational results. The
main target was computational reproducibility in high performance computing in general, including
those issues anticipated as we scale up to exascale machines in the next decade. The participants
included government, academic, and industry stakeholders.

e Computational Reproducibility at Exascale’, at SC19, Denver, CO, November 17, 2019. (M. Mas-
cagni and Walid Keyrouz, Co-Organizers)

This workshop addressed issues of numerical reproducibility as well as approaches and best prac-
tices to sharing and running code and the reproducible dissemination of computational results. The
main target was computational reproducibility in high performance computing in general, including
those issues anticipated as we scale up to exascale machines in the next decade. The participants
included government, academic, and industry stakeholders.

e A Science Gateway for Atomic and Molecular Physics®, NIST, Gaithersburg, MD, December 11-13,
2019. (B. Schneider, Local Organizer)

This workshop was a follow-on to an NSF supported workshop held at Harvard’s Institute for The-
oretical Atomic, Molecular and Optical Physics (ITAMP) on May 14-16, 2018 entitled, “Developing
Flexible and Robust Software in Computational Atomic and Molecular Physics” organized by Barry
Schneider (chair), Robert Forrey (Penn State), and Naduvalath Balakrishnan (UNLV). Following
the workshop six of the participating research groups interested in atomic and molecular collisions
and the interaction of those systems with electromagnetic radiation submitted a joint proposal to the
NSF eXtreme Science and Engineering Discovery Environment (XSEDE) to build and maintain a
Science Gateway devoted to the codes developed in these groups. The goal was to explore mecha-
nisms to collectively make codes available and easier to use by the partners as well as others in the
community. This workshop focused on the next steps. With the proposal granted, the group was
joined by Sudhakar Pamidighantam of the XSEDE project for development of the gateway. With
some of the codes being ported to various XSEDE platforms, the group decided to focus on describ-
ing the science and the computational details of such codes to a larger community with the goal of
making them available and useful to others and to also invite people who have similar interests to
consider more direct participation in the project.

Service within professional societies is also prevalent among our staff. For example, Bonita Saunders was
elected to the Board of Trustees of the Society for Industrial and Applied Mathematics (SIAM). Staff mem-
bers are also active in a variety of working groups. Ronald Boisvert and Andrew Dienstfrey serve as
members of the International Federation for Information Processing (IFIP) Working Group 2.5 on Numer-
ical Software, Donald Porter is a member of the Tcl Core Team, Bruce Miller is a member of W3C’s Math
Working Group, and Sandy Ressler is a member of the Web3D Consortium. Barry Schneider represents
NIST on the High-End Computing (HEC) Interagency Working Group of the Federal Networking and In-
formation Technology Research and Development (NITRD) Program. Further details can be found in Part
IV of this report.

4 http://www.cs.fsu.edu/~cre/cre-2018/index.html

3 http://www.cs.fsu.edu/~cre/cre-2019/index.html
6 https://www.nist.gov/news-events/events/2019/12/science-gateway-atomic-and-molecular-physics
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Staff News

For the second year in a row, ACMD experienced an unusually large number of staffing changes. Among
these are the following.

Arrivals

Matthew Coudron joined the ACMD Computing and Communications Theory Group as a full-time per-
manent staff member in November 2019. Coudron has a Ph.D. in Theoretical Computer Science from MIT,
where he studied with Peter Shor. He comes to NIST after a postdoctoral stay at the Institute for Quantum
Computing at the University of Waterloo. Coudron’s research interests are in quantum information and
computational complexity. He was recently elected a Fellow of the Joint UMD/NIST Center for Quantum
Information and Computer Science (QulCS).

Zach Grey began a two-year appointment as a NIST NRC Postdoctoral Associate at the NIST Boulder
Labs in December 2019. Zach received a Ph.D. in Computational and Applied Mathematics from the Col-
orado School of Mines in November 2019. His research interests are in dimension reduction and uncertainty
quantification. At NIST he will be working with Andrew Dienstfrey to apply that background to the under-
standing and quantifying the reliability of artificial intelligence models.

Joseph Klobusicky joined ACMD in September 2019 as a NIST NRC Postdoctoral Associate. He has a
Ph.D. in Applied Mathematics from Brown University and comes to NIST after a postdoctoral appointment
at Rensselaer Polytechnic Institute. His interests lie in applied probability and analysis. Recent applications
have been to stochastic methods in quantitative microbiology and kinetic theory for materials. At NIST he
will be working with Anthony Kearsley.

Justyna Zwolak began her tenure as a full-time permanent staff member in the ACMD High Performance
Computing and Visualization Group in February 2019. She had previously been a NIST Guest Researcher
sponsored by the NIST/UMD Joint Center for Quantum Information and Computer Science (QulCS).
Zwolak received a Ph.D. in Mathematical Physics in 2011 from the Nicolaus Copernicus University, Torun,
Poland. Her current research interests are in the use of machine learning techniques for the automated con-
trol of physics experiments. A recent application is the tuning of quantum dots for use in quantum
computation.

Departures

Sean Colbert-Kelly departed NIST in May 2019, assuming an Associate Mathematician position at the
Washington area offices of the RAND Corporation. Colbert-Kelley had held multiple postdoctoral positions
in ACMD since 2013, including a NIST NRC Postdoctoral Associateship. His research focused on the
analysis of a generalized planar Ginzburg-Landau equation and joint work with NIST MML on the model-
ing of emulsion stability using a diffuse interface model.

Wesley Griffin, a computer scientist in the ACMD High Performance Computing and Visualization Group
since 2012, left NIST in November 2019 for work in private industry. For seven years Griffin was a key
contributor to ACMD research in immersive scientific visualization for application to NIST measurement
science.

Fern Hunt retired in April 2019 after a 28-year association with NIST. Hunt, who was an expert in the
ergodic theory of dynamical systems, engaged in a wide variety of collaborations during her NIST tenure,
with applications that included measuring the properties of fractals, predicting the result of high-speed in-
jection of liquid polymers into molds, measuring properties of magnetic materials, modeling optical
reflection and scattering from surfaces for photorealistic rendering in computer graphics, measuring the
properties of DNA sequences, and identifying influential nodes in networks. She garnered many awards
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during her career, including Mathematical Association of America David Blackwell Lecturer (1997), Ar-
thur S. Flemming Award for Outstanding Federal Service in the Field of Science (1999), Mathematical
Association of America — Association for Women in Mathematics Falconer Lecturer (2005), Science Spec-
trum Minorities in Research Science Award (2005), American Mathematical Society Fellow (2018),
Association for Women in Mathematics Fellow (2019). Hunt was also a strong proponent of diversity in
mathematics; she participated in many conferences focused on the support of women and minority research-
ers, receiving ITL’s first Outstanding Contribution to Diversity Award in 2018. Hunt continues her
association with ACMD as a NIST Scientist Emeritus.

Justin Kauffman ended his stay as a NIST NRC Postdoctoral Associate in August 2019 to take a position
as Research Assistant Professor at the Northern Virginia Center of Virginia Tech. At NIST he worked on a
parallel coupling algorithm between an overset mesh and the hybridizable discontinuous Galerkin method.

Lucas Kocia completed his NIST NRC Postdoctoral Associateship in June 2019, accepting a research po-
sition at Sandia Laboratories in Albuquerque, NM. In ACMD his research focused on the use of
contextuality as a resource for efficient classical algorithms for quantum simulation.

In Memoriam

William Mitchell, a computer scientist in ITL’s Applied and
Computational Mathematics Division from 1993-2018, died
on October 15, 2019 at age 64 after a year-long struggle with
cancer. He is survived by his wife of 36 years, Becky Ross.

Born on July 25, 1955 in Oneonta, NY, Bill graduated
from Clarkson University with a B.S. in mathematics in 1977.
He went on to study computer science at Purdue University
(M.S., 1983) and the University of Illinois at Urbana-Cham-
paign (Ph.D., 1988). For his Ph.D. Bill studied the numerical
solution of elliptic partial differential equations (PDEs). In his
thesis he unified three separate hot topics of the day —high
order finite element discretizations, adaptive grid refinement,
and multigrid linear equation solution —into a coherent and
elegant whole using a hierarchical finite element basis for ap-
proximation and newest vertex bisection of triangles for
adaptivity. Bill implemented his methods in a well-crafted

o . ) Figure 1. William Mitchell, a research staff member in
software package, MGGHAT (MultiGrid Galerkin Hierar-  ACMD from 1993 to 2018 passed away in October 2019

chical Adaptive Triangles), which he released into the public ~ #er @ year-long struggle with cancer.
domain. The methods implemented in MGGHAT were among
the most efficient of the day. That software has since been downloaded more than 128,000 times.

Following his studies, Bill spent five years at the General Electric Advanced Technology Laboratory
in Moorestown, New Jersey, where he worked primarily on digital signal processing applications, one of
which led to a patent. In 1993 Bill joined NIST on the heels of an expansion enabled by the Federal High-
Performance Computing and Communications (HPCC) initiative. At NIST Bill worked to adapt his meth-
ods for elliptic PDEs to take advantage of increases in performance promised by emerging parallel computer
architectures which would enable solving much larger problems. This was quite challenging, since adaptive
grid refinement and multigrid, which made his algorithms so efficient, were characterized by data access
patterns that stymied straightforward parallelization. Not deterred by this, Bill continued to innovate, de-
veloping a novel parallel approach to multigrid (the full domain partition) and a dynamic load balancing
method (the refinement-tree based partition), which proved highly effective. A new software package
emerged, PHAML (Parallel Hierarchical Adaptive Multi-Level), first released in 2006. Some 2,100 down-
loads ensued in the very first year, and PHAML has since seen widespread use worldwide to solve problems
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in quantum physics, fluid dynamics, heat transfer, astrophysics, and beyond. In the years after, Bill contin-
ued to refine his methods and improve his software, using it as a platform for influential studies in the
numerical analysis of PDEs and collaborations with colleagues in the NIST Laboratories who had particu-
larly challenging problems to solve. The former included insightful practical comparisons of the
performance of a wealth of strategies for adaptive finite element methods. The latter included computation
of eigenfunctions describing the interaction of ultra-cold neutral atoms held in an optical trap, analysis of
scanning electron microscope images, and simulation of alloy solidification.

Bill always took pride in his software, which was always very well-engineered. He wrote beautiful
code. He was also an expert in the modern instantiations of the Fortran programming language, advising
many on its proper use, and making contributions to the Fortran standard. For example, as part of his work,
Bill needed to access the industry standard OpenGL graphics library, which was written in C. So, he de-
veloped a set of bindings (an interface specification) which allowed the access of OpenGL from Fortran.
He implemented these in a library, f90gl, which also saw wide distribution. Bill’s bindings satisfied an
important need, and they were subsequently adopted by the OpenGL community as the standard Fortran
bindings for OpenGL.

Bill was also quite active professionally. He was an associate editor of the Journal of Numerical
Analysis, Industrial and Applied Mathematics (2006-2018) and its predecessor Applied Numerical Analysis
and Computational Mathematics (2001-2005), was on the scientific committee of the International Confer-
ence of Numerical Analysis and Applied Mathematics (2003-2018), and organized or chaired minisymposia
and technical sessions at numerous conferences. Over his career he published 50 scientific papers and gave
over 100 talks. In 1996 he received the Department of Commerce Bronze Medal for Superior Federal Ser-
vice.

Quite a well-rounded person, Bill had many interests beyond computational science. He was an avid
vegetable gardener. He was a fixture at local bowling alleys, where he competed along with NIST col-
leagues. He was a connoisseur of fine beers, many of which were created in his own home-brew cellar.
Every year he and Becky would host an Octoberfest celebration in their backyard for their wide circle of
friends featuring Bill’s beers and bratwurst created from their own recipe, all enjoyed with lively German
oom-pah music playing in the background. Folk music was also a passion of Bill’s. He was an accomplished
hammered dulcimer player and could often be seen playing with a local Irish ceilidh band. He and Becky
(on the violin) were also a performing duo known as Peat and Barley, who entertained at weddings and
wineries. Peat and Barley produced several CDs of music, some of which are still available’.

Bill will be fondly remembered not only for his scientific contributions, but for the joy he brought to
his many friends and colleagues.

Recognition

ACMD staff members were recognized with a variety of awards this year, including the following.

Fern Hunt was elected a Fellow of the American Mathematical Society (AMS) in November 2018
“for outstanding applications of mathematics to science and technology, exceptional service to the US gov-
ernment, and for outreach and mentoring.” The AMS Fellows program recognizes members who have made
outstanding contributions to the creation, exposition, advancement, communication, and utilization of
mathematics. Hunt is the first NIST staff member to have received this honor. In October 2019 Hunt also
received the honor of being named a Fellow of the Association for Women in Mathematics (AWM) for
“exceptional commitment to outreach and mentoring; for her sustained efforts to make the AWM organi-
zation more inclusive; for her service to higher education and government; and for inspiring those
underrepresented in mathematics with her work in ergodic theory, probability, and computation.”

7 See http://www.peatandbarley.com/
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Stephen Jordan, who was a member of the ACMD staff from
2010 to 2018, received the prestigious Presidential Early Career
Award for Scientists and Engineers (PECASE) award in 2019 in
recognition of his work in quantum information theory. The PECASE
Award is the highest honor bestowed by the U.S. government on out-
standing scientists and engineers beginning their independent careers.

Ronald Boisvert was named a Fellow of the Association for
Computing Machinery (ACM) in December 2019 “for contributions
to mathematical software and service to the community.” ACM is the
largest educational and professional society in the field of compu-
ting. ACM’s Fellows comprise an elite group that represents less than
1 percent of the Association’s global membership.

Alfred Carasso and Bonita Saunders were each recognized
by the Washington Academy of Sciences in 2019. Carasso received
an award for Excellence in Research in Applied Mathematics, while
Saunders received an award for Excellence in Research in Mathemat-
ics and Computer Science. Each was named a Fellow of the v
Washington Academy of Sciences. Figure 2. Within 12 months, Fern Hunt

Michael Donahue and Donald Porter received the Jacob Rab- Z"(Zf ’;‘Z’;i ISZZZC :l i,eélc‘;:tyoj; Z’; ’i}”et;;
inow Applied Research Award at the NIST Awards Ceremony in oo, iasion for Women in Mathematics.
December 2018. Widely considered NIST’s highest award for applied
science, the Rabinow award recognizes outstanding achievement in
the practical application of the results of scientific or engineering re-
search. Donahue and Porter were recognized for “enabling
widespread use of nanomagnetic modeling and simulation to enhance
U.S. innovation and product development.” The software tool that
they created, OOMMEF, is the most widely used nanomagnetics mod-
eling system in the world. More than 2,500 journal articles (11 in
Science and Nature) and more than 18 U.S. patent applications refer-
ence use of their system, attesting to its impact for U.S. innovation.

ACMD staff showed well in the 2019 ITL Awards program.
Alfred Carasso received the Outstanding Journal Paper Award for
his article “Stabilized Backward in Time Explicit Marching Schemes
in the Numerical Computation of Ill-Posed Time-Reversed Hyper-
bolic/Parabolic Systems,” which was published in /nverse Problems
in Science and Engineering. Katjana Krhac and Kamran Sayrafian
received the Outstanding Conference Paper Award for their article “A

. . . ) . X Figure 3. Ronald Boisvert (left) was
Study of Capsule Endoscopy Orientation Estimation Using Received  umed a Fellow of the ACM and Stephen

Signal Strength,” which was published in the proceedings of the IEEE  Jordan (right) received the Presidential
29th Annual International Symposium on Personal, Indoor and Mo-  Early Career Award for Scientists and

bile Radio Communications held on September 9-12, 2018 in £ngineers (PECASE).

Bologna, Italy. Chris Schanzle was recognized for Outstanding

Technical Support for “outstanding dedication and initiative in the application of computing resources to
high-visibility research projects.” Lochi Orr received the Outstanding Administrative Support Award for
“outstanding initiative, precision, and speed in providing services as a property officer and purchase card
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Figure 4. Bonita Saunders and Alfred Carasso
eac received Excellence in Research Awards from
the Washington Academy of Sciences in 2019.

holder.” And Bonita Saunders received the Outstanding Con-
tribution to Diversity Award “for exemplary service as a role
model, mentor, and tutor in support of STEM careers by
women and minorities.”

Several “best in show” awards were presented to Divi-
sion staff members by external organizations. Kamran
Sayrafian, along with ACMD guest researcher Katjana
Krhac and colleagues at the Polytechnic University of Valen-
cia and the University of Zagreb, received a Best Paper Award
at the IEEE Conference on Standards for Communications and
Networking held in Paris in October 2018. Their paper was en-
titled “Impact of Measurement Points Distribution on the
Parameters of UWB Implant Channel Model.” Sandy Ressler
took Second Place in the World Standards Day Essay Contest
sponsored by the Society for Standards Professionals for an es-
say entitled “Standards, the Glue for Innovation.” The award
was presented in Washington, DC on October 18, 2018.
Vladimr Marbukh and Kamran Sayrafian were co-authors
with colleagues from the University of Lisbon of the paper
“Towards Cross-Layer Optimization of Virtualized Radio Ac-
cess Networks,” which won the Best Paper Award at the

European Conference on Networks and Communications held June 18-21, 2019 in Valencia, Spain.

Figure 5. Viadimir Marbukh (left) and Kamran Sayrafian (second from right) receive the Best Paper Award at the European Conference on
Networks and Communications on June 21, 2019 in Valencia, Spain long with co-authors from the University of Lisbon Luis Coreia and Behnam
Rouzbehani (second and third from the left).
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A Simulation Platform to Study the Human Body

Communication Channel

Human Body Communication (HBC) is an attractive low
complexity technology with promising applications in
wearable biomedical sensors. In this research, a simple
parametric model based on the finite-element method
(FEM) using a full human body model is developed to
virtually emulate and examine the HBC channel. FEM
modeling allows quantification of the underlying physi-
cal phenomena, including the impact of the human body.
By adjusting the parameters of the model, a good match
with measurement results in the literature is observed.
Having a flexible and customizable simulation platform
could be very helpful to better understand the communi-
cation medium for capacitively coupled electrodes in
HBC. This knowledge, in turn, can lead to better trans-
ceiver design for future applications of this technology.
The platform developed here can also be extended to
study communication channel characteristics when the
HBC mechanism is used by an implant device.

Katjana Krhac and Kamran Sayrafian

Human Body Communication (HBC) is one of the wire-
less technologies defined by the IEEE 802.15.6 standard
on Body Area Networking (BAN) [1]. In HBC, the hu-
man body is used as a communication medium between
a pair of transmitter and receiver electrodes that are
placed on the body surface. Low complexity and energy
consumption are among the reasons that make this tech-
nology attractive for wearable and implantable devices.
Also, as the transmitted data is mostly confined to the
human body area, there is less chance of unauthorized
access, and therefore, better security is expected com-
pared to other wireless technologies used for body area
networks. In the literature, the general technology has
also been referred to as Body Channel Communications
(BCC) or Intra-Body Communications (IBC).

These non-RF communication mechanisms include
capacitive (or equivalently electric field) and galvanic
signal coupling. In the capacitive coupling method, the
electrical signal that is applied to the human body (i.e.,
forward path) is capacitively coupled through the air or
the environment where the body is located (i.e., return
path). Alternatively, in the galvanic coupling method,
the human body would act as a waveguide for the signal
that is injected by the alternating current into the body.
The term HBC, as outlined in the IEEE 802.15.6, mainly
refers to the capacitive coupling methodology. The un-
derlying concept behind HBC is the fact that in the
presence of a weak electric field, the human body can
act as a signal guide to capacitively couple two elec-
trodes that are in contact with the body surface. The

Figure 7. System schematic.

coupling through the body is achieved with much less
attenuation compared to free space. There have been
several studies by researchers to better understand and
characterize the HBC channel in the past 10 years. These
studies are mostly physical measurement campaigns
considering a few common scenarios. Since the environ-
ment around the human body (and possibly the body
posture) directly affects the wireless link between two
HBC electrodes, some discrepancies are often observed
among the reported physical measurement results.
Developing a comprehensive simulation platform
that can adequately model the HBC channel is quite
challenging. This is mostly due to the variables that
could impact the return signal path through the air.
Methodologies that have been used to investigate and
model the electric field propagation mechanism include
RC circuits, finite-element method (FEM), circuit-cou-
pled FEM as well as FDTD (finite difference time
domain) [2-4]. However, the results obtained through
these methodologies have not adequately matched phys-
ical measurements obtained through  various
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Figure 8. Electric field distribution around the transmitter electrode (a, left) without the human body and (b, right) with the human body.

communication scenarios. The common element in most
of the results published in the past several years is the
passband profile shape of the HBC channel attenuation
within the range of 1 MHz to 100 MHz. Depending on
the instrumentation or methodology that was used for
those measurement, the location of the peak frequency
in the passband profile varies from 40 MHz to 70 MHz.
In addition, discrepancies are also observed on the aver-
age magnitude of the forward transmission coefficient.

Modeling of the HBC channel is a challenging task
due to the many parameters that can possibly affect the
characteristics of the communication link. Among those,
are the size and shape of the electrodes, locations and
distance between the receiver and transmitter electrodes,
separation between the signal and ground plates of each
electrode, body posture, dielectric properties of the hu-
man tissues that are in contact with the electrodes, and
finally, the environment surrounding the human body.
Our objective in this research is to develop a simple par-
ametric FEM-based model that can 1) capture the
fundamental concepts of HBC operation/channel; 2) be
adjusted to emulate a specific measurement scenario;
and 3) be easily extended to study the implant HBC
channel.

To obtain this model, we have customized a com-
putational human body model that has been used as part
of a novel 3D immersive visualization platform devel-
oped at NIST [5]. This body model, which includes
frequency dependent dielectric properties of 300+ parts

in a male human body, has a resolution of 2 mm. To
study HBC, this computational model has been aug-
mented with a skin shell that fits over the exterior body
mesh. In addition, variable fat shells (reflecting thin, av-
erage and obese persons) have been added to the model.
This customization allows us to study the potential im-
pact of the fat layer on the forward path attenuation of
an HBC channel.

The HBC electrodes were modeled as two metal
plates, one in contact with the skin and the other located
directly above and floating in the air. To ensure the full
contact of electrodes with the skin tissue in the body
model, a small patch (i.e., brick) of skin material has
been added directly underneath the electrode to unite the
signal plate with the skin exterior. This ensures that the
surface of the electrode and the skin are fully coincident.
Size, plate separation, distance between the receiver and
transmitter electrodes are design variables, and therefore
the impact of each one of these parameters can be easily
investigated in our model. Figure 6 shows an example
of two electrodes placed on the right arm of the human
body model in our platform.

The greatest complexity in modeling the HBC
channel is incorporating the impact of the parasitic re-
turn path and characteristic impedances of the electronic
circuits generating the signal (or in case of physical
measurement, parasitic of the printed circuit board i.e.,
PCB). In our FEM-based model, the coupling of the
electrodes through the air (i.e., return path) is modeled
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by a capacitor (Crer). We have imple-

HBC simulations vs measurements for 15 cm distance

mented the capacitive return path using
RLC boundary methodology in the elec-
tromagnetic solver. The signal leakage
path between the electrode plates was
also modeled with capacitor Cr. The
characteristic impedance of the source
was modeled by a cascade of resistor Rt
and inductor Lt. These elements are
schematically shown in Figure 7.

Using the electromagnetic solver, a
variety of different quantities such as the 70
magnitudes of the electric field (inside, 10°
on the surface, and outside of the body)
and the scattering parameters (e.g., S1)
between the two electrodes can be calcu-
lated. For example, Figure 8 highlights
the basic principle of HBC by displaying the electric
field distribution. Figure 8(a), on the left, shows the dis-
tribution of the magnitude of the electric field when the
transmitting electrode is not in contact with the human
body (i.e., operating in the air). On the other hand, when
the electrode is place on the human arm, as seen in Fig-
ure 8(b), the electric field extends over the entire body
surface. This ensures much higher received signal
strength, and therefore, a better communication channel
between the two electrodes. A signal frequency of 50
MHz was used for the result shown in Figure 8.

The frequency range of interest in HBC is typically
1 MHz to 100 MHz. Higher frequencies could result in
the human body acting as an antenna and are also sus-
ceptible to external radiation. Therefore, for frequencies
higher than 100 MHz, significant channel variation and
lower efficiency of the communication system can be
expected.

The HBC channel attenuation can be measured by
the forward transmission coefficient (i.e., Sz) for vari-
ous scenarios. The S, profile shape and numerical
values can be tuned and optimized to match the physical
measurement results of a specific experiment. For exam-
ple, consider the scenario shown in Figure 7, where two
electrodes are placed on the human arm with a separa-
tion of 15 cm. Figure 9 displays the close match between
the simulation results and measurements in the literature
for the forward transmission coefficient when Cret = 5
pF, Lx=225nH and C,, =35 pF.

This simulation platform allows researchers to fur-
ther study the HBC channel by considering variations in
electrode size and plate separation, as well as placement
on the body. It can also serve as a tool to design virtual
experiments to better understand the impact of the vari-
able return path distance for a fixed forward path
through the human body. As mentioned earlier, low
complexity and energy consumption of the HBC will
also make this technology an attractive alternative for
implantable devices. Physical measurements are no
longer possible to examine the channel for implants.

¥ Measurements
-10 —=Simulations

10 10?
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Figure 9. Comparison of S21 simulation and experiment.

Therefore, a simulation platform that includes a full hu-
man body model will be very useful to study and
characterize the implant-HBC channel. The implant
communication link is less affected by the environmen-
tal variables as both forward and return paths are
confined within the human body. Development of the
platform discussed here is the first step toward a com-
prehensive study of the implant-HBC channel.
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Modeling for Biological Field Effect Transistor Measurements

The traditional approach to much of medicine is a one-
size-fits all approach. Due to developments in biology
and biotechnology there is now the hope of personaliz-
ing therapies to specific individuals or subsets of the
population. This new approach to therapeutic protocols
holds the promise of superior outcomes at lower doses
and therefore a reduction of harmful side effects.

Despite the great promise, widespread accessibility
of personalized care is currently limited by an inability
to measure specific biomarkers in individuals. Existing
techniques are cumbersome, require specialized facili-
ties, and can be prohibitively expensive. The need for
low-cost, rapid, and accurate biomarker measurements
has led to the development of biological field effect tran-
sistors (Bio-FETs). This technology could extend
accessibility of personalized care domestically as well
as to the challenging medical treatment landscape in de-
veloping countries where low-cost and portable point-
of-care-diagnostics are desperately needed to accu-
rately diagnose debilitating diseases like tuberculosis.

Typical measurements made of reactions occurring
inside a BioFET instrument result in time-series data
from which information can be extracted to delineate
personalized therapeutic strategies. Regretfully, there
has been no mathematical modeling framework to inter-
pret such time-series data. As a result, important health-
care decisions have only been made on a qualitative ba-
sis. Optimal instrument design requires such a
mathematical framework.

This void in understanding has led to a collabora-
tion with the PML Biophysics Group to develop a
mathematical modeling framework for Bio-FET experi-
ments. This model has been successfully employed to
elucidate previously undiscovered device physics, and
follow-on experiments have shown that it provides an ef-
fective and novel way of interpreting experimental data.

Ryan Evans and Anthony Kearsley

The ability to tailor therapies to individuals or specific
subsets of a population to deliver personalized care has
the potential to fundamentally improve healthcare deliv-
ery. The most promising therapeutic candidates for such
targeted care are new classes of biologic drugs based on
naturally occurring molecules, made possible due to
rapid advances in genomics and proteomics [1]. Im-
portantly, such therapies can be safer and yield better
outcomes at lower doses when treating debilitating con-
ditions such as diabetes, Alzheimer’s disease, or certain
cancers [2]. Unfortunately, widespread use of personal-
ized care is currently limited by our ability to routinely
measure pathology in individuals, including biomarkers,
metabolites, tissue histology, and gene expression.
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Figure 10. Schematic of a Bio-FET experiment.

Figure 11. Arvind Balijepalli, Anthony Kearsley, and Ryan Evans
performing a Bio-FET experiment.

Moreover, existing clinical diagnostics are cumbersome,
require specialized facilities, can take days to weeks to
perform, and are in many cases prohibitively expensive.

To overcome such problems researchers have de-
veloped new portable detection tools, including
antibody-based lateral flow assays [3], microelectrome-
chanical sensor (MEMS) based resonators that can
detect binding of biomarkers to the sensor surface [4],
surface plasmon resonance [5], ring cavity resonators
[6], and electronic measurements with biological field
effect transistors (Bio-FETs) [7-9]. The latter are partic-
ularly well-suited for biomarker measurements due their
high charge sensitivity and direct signal transduction, al-
lowing label-free measurements at physiological
concentrations. Also, by leveraging semiconductor pro-
cessing techniques, measurements with FETs can be
made massively parallel, cost-effective, and portable.

A Bio-FET is a three-terminal device as represented
in Figure 10. A semiconductor channel between the
source and drain terminals conducts a current that is
strongly modulated by an electrostatic potential applied
to the gate. Biomarkers in aqueous solution exhibit a
well-defined electrostatic surface potential [10] arising
from charged hydrophilic residues that interact with wa-
ter. When these molecules adsorb to receptor sites
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Figure 13. Error in infinity norm as a function of the number of
points in time M.

confined to the Bio-FET’s floor, they strongly modulate
the channel current proportionally to the magnitude of
their surface potential. This phenomenon allows Bio-
FETs to be used to detect and quantify adsorbed bi-
omarkers in solution. Furthermore, functionalizing the
Bio-FET, by attaching molecules to the gate surface that
have a high inherent affinity for biomarkers of interest,
allows measurements with high specificity.

An accurate time-dependent model that couples
transport dynamics to kinetic processes at the surface is
needed to identify key parameters associated with Bio-
FET experiments, such as kinetic coefficients and diffu-
sion constants. Although Bio-FETs measure the time-
dependent change in current, and are thus dynamic ex-
periments in nature, most previous modeling efforts
assume a steady distribution of biomolecules immobi-
lized to the Bio-FET’s floor and focus on characterizing
charge transport through the semiconductor [11, 12].
Such models are useful for elucidating semiconductor
physics but cannot utilize time-dependent measurements
to estimate parameters associated with Bio-FET experi-
ments. One could ostensibly use steady-state data to
estimate binding affinities as Edwards discusses in [13]

in the context of surface plasmon resonance biosensor
experiments, but this requires multiple experiments to
obtain accurate estimates and yields only the ratio of the
association and dissociation rate constants. A dynamic
model can utilize measured time-series data from a sin-
gle experiment to estimate not only kinetic coefficients,
but also other important parameters such as diffusion co-
efficients.

We presented a time dependent model for Bio-FET
experiments in [14], which quantified the evolution of
the reacting species concentration in presence of a con-
tinuous and uniform injection of ligand at the top
boundary. Recently, we have developed a mathematical
model for a sealed experiment in which a drop of ligand
is injected at an instant of time [15]. This model takes
the form of a diffusion equation coupled to a nonlinear
equation that describes the evolution of the reacting spe-
cies concentration. Through a Laplace transform and
tools from complex analysis, this coupled set of equa-
tions has been reduced to a single nonlinear integro-
differential equation (IDE) in terms of the reacting spe-
cies concentration. Though this equation exhibits a
singular convolution kernel that approaches infinity at a
rate proportional to 1/+/t as t approaches 0, a numerical
solution to this equation has been developed which
achieves greater than first-order accuracy. See Figure 12
for a space-time curve that depicts the numerical IDE
solution, and Figure 13 for strong evidence of conver-
gence at a rate of 0 (At1*) in time, despite the singular
convolution kernel.

To compare the numerical solution of the IDE with
experimental data, stochastic regression was employed
to separate signal from noise in Bio-FET measurements
[16]. This involved modeling the Bio-FET signal as a
stochastic differential equation that has a deterministic
term and a stochastic term:

X, = (ap(t) + a; (O)X)dt + by (t)dW,,
X,(0) = 0.

The coefficients ay(t), a,(t), and by(t) were deter-
mined using a local weighted regression and maximum
likelihood estimation as described in [16]. Figure 14
shows an overlay of the measured signal and the esti-
mated deterministic component of the signal X, =
(ag(t) + a,(t)X,)dt. Parameters were estimated using
a trust region method implemented as Isqnonlin() in
MATLAB. The results are shown in Figure 15, which
demonstrates that our IDE model exhibits excellent
agreement with experimental data.

Current work centers on optimal design. The signals
shown in Figure 14 Figure 15 are functions of design
variables, such as the biochemical gate radius, solution-
well radius, height of the solution-well, and receptor
concentration. To maximize diffusive flux into the sur-
face it is desirable to make the receptor concentration
and biochemical gate radius as large as possible, but this
comes at the cost of increasing a signal distortion effect
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Figure 14. An overlay of the measured signal (labeled true), and
the estimated deterministic component of the signal found through
stochastic regression (estimated signal).
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Figure 15. An overlay of the spatially averaged solution to our IDE
model together with the deterministic component of the signal.

discovered in [15]. The presence of other design varia-
bles such as the solution-well radius and height further
complicate this highly nonlinear problem. To reconcile
these two competing objectives, we are investigating
formulating the problem using the Van Stakelberg ap-
proach described by Lions [17]. Future work will study
competitive binding kinetics at the surface.
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Contagion Avoidance on Growing Networks

The current trend towards growing interconnectivity of
technological, financial and social infrastructures is
driven by economic and convenience benefits. However,
recent systemic failures/collapses of various types of
networked infrastructures has demonstrated that inter-
connectivity also increases a system’s exposure to risks
of undesirable contagion. Understanding and ultimately
optimizing the inherent risk/benefit tradeoff of intercon-
nectivity is one of the most urgent and challenging
problems faced by the modern society. In our research
we attempt to understand the effect of the interplay of
risks and benefits of interconnectivity in naturally grow-
ing networks.

Brian Cloteaux and Vladimir Marbukh

The economic and convenience benefits of interconnec-
tivity drive the current explosive growth in networked
systems. However, as recent catastrophic failures result-
ing from contagion in numerous large-scale networked
infrastructures have demonstrated, interconnectivity is
also inherently associated with risk [1]. In our research
[2, 3] we attempt to understand the effect of the interplay
of risks and benefits of interconnectivity in naturally
growing networks.

Our current results suggest that accounting for this
interplay allows one to resolve a fundamental issue in
the widely accepted preferential attachment (PA) model
of growing networks. PA assumes that the probability
for a newly arriving node to attach to an existing node is
an increasing function of the existing node degree d. In
particular, the generalized preferential attachment
(GPA) assumes that the attachment probability is pro-
portional to d* where @ > 0 [4]. An unresolved issue is
that, on the one hand, networks growing under compet-
itive pressures (such as communication networks, power
grids, social networks, financial interactions, etc.) are
typically characterized by a power law node degree dis-
tribution. On the other hand, however, the PA model
produces this node degree distribution only for the spe-
cific preferential attachment probability proportional
to d, i.e., the specific GPA parameter ¢ = 1 [4].

Our results suggest that for sufficiently rational
agents, attempts to balance the incentive to connect to
higher degree nodes and the incentive to avoid undesir-
able contagion, which is more likely to affect higher
degree nodes, results in an effective attachment proba-
bility proportional to d for d > 1 in the GPA model.

In our current work, we assumed a susceptible-in-
fectious-susceptible (SIS) contagion model. This
selection was motivated by the availability of analytical
results for these models. As a first step, we examined the
susceptibility of a network to infection that grows under
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Figure 16. Comparison of infection rates (shown in color) across
various values of o and p. The top graph shows the rates for GPA,
while the bottom graph shows it for GPA- IA. The line shows the
average boundary where infection dies out.

a simple infection risk mitigation scheme: any new node
being added to a network does not connect to any cur-
rently infected node.

We began by examining the effect of infection
avoidance on overall infection rates. As expected, infec-
tion avoidance has a profound effect on both the
topology and infection sustainability for an evolving
network. Figure 16 shows how infection avoidance
dampens infection. In this figure, the top graph (GPA)
denotes networks created using standard preferential at-
tachment without any infection avoidance, i.e., the
attachment probability is proportional to N*, where N is
the node degree, while bottom graph (GPA-IA) denotes
the scenario which combines the same GPA with SIS
infection avoidance using the infection parameter p, i.c.,
the ratio between the node infection and recovery rates.

A comparison of the upper right-hand corners of the
two graphs demonstrates that the percentage of infected
nodes in the resulting networks decreases when using
infection avoidance. In addition, we are also interested
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Figure 17. Exponent Y for GPA and GPA-IA scenarios.

in the impact of infection avoidance on the infection-
free region in the growing network. This figure indicates
an enlargement of infection-free region due to infection
avoidance.

We are also interested in the conflict between in-
centives for connectivity and infection avoidance as a
case of localization, when in a network with growing
number N — oo of nodes where only a vanishingly small
proportion of nodes o(N)/N — 0 is persistently in-
fected. As one might expect, infection avoidance by
sufficiently rational newly arriving nodes keeps the sys-
tem on the boundary of the localization region.

The phenomenon of localization has major impact
on the spread of SIS infection in a network. A network
with some level of localization tends to maintain an in-
fection over a subset of the nodes. Networks created
using preferential attachment show localization for their
hub nodes. We are interested in whether the networks
grown through infection avoidance show localization,
and how infection avoidance affects the spread of infec-
tion in these networks.

Following [5], we quantify the phenomenon of lo-
calization by estimating the inverse participation
ratio (IPR)

IPR(V) = ) f (V)

where f;(N) are the components of the principal eigen-
vector associated with the network’s adjacency matrix
that have been normalized by

Y=t

We then fit IPR(N)to a power-law distribution:
IPR(N)~N~%. It is known [5], that ¢ = 1 indicates no
localization, ¥ = 0 indicates complete localization, and
0 <y < 1 indicates partial localization, meaning that
only a portion 0(1/N'~%) of nodes are persistently in-
fected.

Figure 17 shows the exponent ¥ for two simulation
scenarios: (a) conventional GPA [4] where & = 2.5, and
(b) GPA-IA using the infection parameter p = 1. This
figure strongly indicates that while GPA produces local-
ization, GPA-IA does not. This, and our other findings,
demonstrate importance of accounting for the compet-
ing incentives driving growing networks and may have
important practical implications. In particular, infection
localization suggests that detection of the onset of infec-
tion and mitigation of infection impact can be achieved
by dealing with a small subset of nodes.

Currently we are attempting to verify our conjecture
that for certain parameters of the preferential attachment
model, infection avoidance keeps the growing network
on the verge of the eigenvector localization regime. This
conjecture may have important practical implications
for infection propagation and mitigation on real net-
works, since eigenvector localization implies persistent
infection presence in a network. Our future plans include
enhancing our model by allowing (a) connectivity deci-
sions based not only on the current infected/non-infected
node status, but also on the perceived likelihood of being
infected, (b) rewiring of already existing connections,
(c) node investments in infection risk mitigation, and (d)
other types of contagion, e.g., threshold-based.
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Machine Learning for Experimental Quantum Dot Control

Confining electrons in arrays of semiconductor

nanostructures, called quantum dots (QDs), is one of e

many quantum computing approaches. Due to the ease Eisjg_;

of control of the relevant parameters, fast measurement o) QV\f‘Siﬁ 2PEG

of the spin and charge states, relatively long decoher-
ence times, and their potential for scalability, OQDs are
gaining popularity as candidate building blocks for
solid-state quantum devices. However, as the number of
OD qubits increases, the relevant parameter space
grows exponentially, making heuristic control unfeasi-
ble. In semiconductor quantum computing, devices now
have tens of individual electrostatic and dynamical gate
voltages that must be carefully set to isolate the system
to the single electron regime and to realize good qubit
performance. It is thus highly desirable to have an auto-
mated protocol to achieve a target electronic state.

This project aims to develop an autonomous “cold-
start” tuning protocol for QD devices. In particular, we
are investigating a novel paradigm that combines a ma-
chine learning algorithm trained using synthetic data
from a physical model with classical optimization tech-
niques to establish an automated closed-loop system for
experimental control. Recently, we have experimentally
verified that this approach can automatically tune the
device to a desired dot configuration. Our results serve
as a baseline for future investigation of fully automated
device control system and pave the way for similar ap-
proaches in a wide range of experiments in physics.

Justyna P. Zwolak

There are myriad quantum computing approaches, each
having its own set of challenges. Arrays of electrostati-
cally defined quantum dots (QDs) present at the
interface of semiconductor devices is one such approach
[1]. Before they can be used, QDs must be “tuned,” so
that their operation can be controlled. The current prac-
tice of tuning QDs manually or in a semi-automated
fashion is a relatively time-consuming procedure, inher-
ently impractical for scaling up to systems with many
QDs and other applications. Even tuning a double QD
constitutes a nontrivial task, with each dot being con-
trolled by at least three metallic gates, each of which
influences the number of electrons in the dot, the tunnel
coupling to the adjacent lead, and the interdot tunnel
coupling. The presence of defects and variations in the
local composition of the heterostructure disordering the
background potential energy further impedes this pro-
cess. At the same time, given the progress in the
construction of multi-QD arrays in both one and two di-
mensions (1D and 2D, respectively) [2, 3], it is

Figure 18. A false-color scanning electron micrograph of Si/SiGe
quadruple dot shows a device identical to the one used during the
experimental validation of the proposed autotuner. The top gates
(SB;, SB>, and SP) are used to form the sensing dot while the bottom
gates (B; for i=1,2,3 and P; for j=1,2) are used to form and control
the qubit dots. The inset, showing a cross section through the device
along the dashed white line (top) and a schematic of the electric
potential of a tuned double dot (bottom), highlights the double dot
used in the experiment. Adapted from [7].

imperative to replace the current practice of manual tun-
ing to a desirable electronic configuration with a
standardized automated method.

Realization of good qubit performance in QDs is
achieved via electrostatic confinement of electrons in a
two-dimensional electron gas (2DEG) present at the in-
terface of semiconductor heterostructures using
dynamically adjusted voltages on multiple electrical
gates patterned on top of the device. Figure 18 is an ex-
ample of a false-color scanning electron micrograph of
an Si/SiGe quadruple dot. In this figure, the voltages ap-
plied to barrier gates (B;, i = 1, 2, 3) and plunger gates
(P;,j =1, 2) define the potential landscape in which the
QDs are formed (see insert). In particular, reservoir
gates (shown in purple) accumulate electrons into leads
with stable chemical potential. Depletion “screening”
gates (shown in red) are used to define 1D transport
channels in the 2DEG. Barriers define the dot positions
by locally depleting carriers within the 1D channel,
thereby separating the electron density into disjoint re-
gions, while plungers shift the chemical potential in the
dots relative to the chemical potentials of the contacts.
In other words, the choice of gate voltages determines
the number of dots, their position, and their coupling, as
well as the number of electrons present in each dot.

The number of gates scales linearly with the number
of dots and the voltage space grows exponentially. In or-
der to reach a stable, few-electron configuration, current
experiments set the input voltages heuristically. In par-
ticular, the process of tuning QD devices involves
identifying the state of the device from a series of meas-
urements, followed by manual adjustment of parameters
(i.e., gate voltages) based on the observed outcomes.
Figure 19 depicts two sample measurements of the
change in the current through the sensing dot as elec-
trons are added to and removed from the qubit dots. The
parallel charge transition lines (visible in the top panel)
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suggest that the device is in a single dot regime while
the X-like features (visible in bottom panel) suggest that
the device is in a regime where two dots are formed. As
such, the process of tuning relies heavily on a visual in-
spection and classification of images (a scan of
measured data providing information on the current sys-
tem state) by a human expert. However, such an
approach does not scale well with growing array sizes,
is prone to random errors, and may result in only an ac-
ceptable rather than an optimal state.

Autotuning Protocol. In recent years, convolutional
neural networks (ConvNets)—a class of machine learn-
ing (ML) algorithms—have emerged as a “go to”
technique for automated image classification, giving re-
liable output when trained on a representative and
comprehensive dataset [4]. Taking advantage of the po-
tential of ConvNets, we have proposed an autotuning
paradigm that combines a ConvNet-based algorithm
trained on simulated charge sensor readout data with an
optimization routine to eliminate the need for human in-
tervention in tuning semiconductor QD devices [5].
Using a modified Thomas-Fermi approximation, we de-
veloped a model for electron transport in gate-defined
quantum dots that mimics the transport characteristics
and the charge sensor response of an experimental de-
vice [6]. To train the ConvNet, we generated 10 010
random charge sensor measurement realizations, with
charge sensor response stored as (30 x 30) pixel maps
from the space of plunger gates. By varying between
simulations physical parameters of the system (e.g., the
device geometry, gate positions, lever arm, and screen-
ing length), samples in the training dataset are
representative of qualitative features across a wide range
of devices. The labels for each simulated measurement
are assigned based on the fraction of pixels within given
realization in each of the three possible states (i.e., no
dot, single dot, or double dot),
P(Vz) = [Pnone: Psp, Ppp] = [w’l%lll%l )

where |SD| and |[DD| are the numbers of pixels with a
single dot (SD) and double dot (DD) label, respectively,
and N is the size of the image Vy in pixels. As such,
pP(Vz) can be thought of as a probability vector that a
given measurement captures each of the possible states.
Currently, the full autotuning protocol, i.e., the process
of finding a range of gate voltages where the device is
in a desired state, comprises of the following steps
which are repeated as necessary.

o Sandboxing and pre-calibration. Determining a
range of acceptable voltages for all gates (to prevent
device damage); establishing voltage level for the
barrier gates; tuning of the charge sensor.

o Measurement and data processing. Measurement
followed by denoising and resizing of the measured
2D scan Vg to assure compatibility with the network.

Measurement and Network analysis and

data processing 7~ T optimization
£

F 2.
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Figure 19. Visualization of the proposed autotuning protocol. In
each iteration, a measured scan is processed and analyzed by a pre-
trained ConvNet, resulting in a probability vector p(Vg) that quan-
tifies the likelihood of each possible state (i.e., no dot, single dot, or
double dot) being captured in the image. A classical optimization is
then used to minimize the distance (maximize the “fit”) between vec-
tor p(Vg) and the desired vector Piarger If the captured state is
sufficiently close to the desired one, the optimizer terminates the au-
totuning process. Otherwise, it returns the position of the
consecutive scan and the process it repeated. Adapted from [7].

o Network analysis and optimization. ConvNets anal-
ysis of the processed measurement scan resulting in
the probability vector p(Vz) followed by optimiza-
tion (using the simplex-based Nelder-Mead method)
of the fitness function

6(ptarget’ p(VR)) = ”ptarget - p(VR)HZ + V(VR)’

where ||-||, is the L? norm and y(+) is a non-negative
penalty function constructed to become large when
regions are classified as predominantly non-double
dot.

o Termination or gate voltages adjustment. Either ter-
minating the autotuning protocol or setting the
position of a center of a subsequent scan in terms of
the gate voltages as decided by the optimizer.

The autotuning is considered successful if the optimizer
converges to a voltage range that gives a desired dot con-
figuration.

Experimental Validation. To validate the performance
of the autotuner in situ, we collaborated with researchers
from University of Wisconsin—-Madison.

Before testing the autotuner on a real device, we
first evaluated the trained network performance on man-
ually labeled experimental images, using an ensemble of
(30 x30) mV scans with 1 mV/pixel resolution and
(60 x 60) mV scans with 2 mV/pixel resolution. The ac-
curacy of the neural network in distinguishing between
the three possible states was 81.9 %. Then, to test the
full autotuning protocol, we performed a series of trial
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runs in the (Vp,, Vp,) plunger space. The acceptable volt-
age range was set to between 0 mV and 600 mV and all
attempts to perform measurement outside of these
boundaries during a tuning run were blocked with a
fixed value of 2 (i.e., a maximum “fit” value) assigned
to the fitness function. Figure 19 shows the main steps
of the experimental implementation of the autotuner.

For the test, an Si/SiGe quadruple quantum dot de-
vice was pre-tuned into an operational mode, with one
double quantum dot and one sensing dot active (high-
lighted in Figure 18). We initiated a series of 25 tuning
runs for 11 different starting points within the acceptable
rage for Vp and Vp,. The analysis of the test runs re-
vealed that the success rate depends significantly on
where the autotuning protocol is initiated. For runs with
at least one plunger set below 375 mV for the initial
scan, the overall success rate was 85.7 %. Figure 20
shows a sample successful run of the autotuning proto-
col. However, when both plungers were set at or above
375 mV, the success rate fell to 18.2 %, with all failing
cases resulting from lack of mobility of the tuner within
the SD plateau (i.e., “flatness” of the fitness function for
the SD region).

To further investigate the reliability of the tuning
process, we performed a series of “off-line” tunings, i.e.,
tunings within premeasured scans that capture all possi-
ble state configurations. We found that the size of the
initial simplex used in the optimization phase signifi-
cantly affects the performance of the tuner. In particular,
increasing the size of the initial simplex by 25 mV
(about 30 %) increased the success rate by 20 %. Scaling
the initial simplex dynamically based on the fitness
value of the initial measurement, i.e., using larger sim-
plex when starting in points further away from the target
area than when initiating relatively close to the target re-
gion, resulted in almost 30 % increase of the success rate
compared to off-line test with parameters resembling
those implemented in the laboratory (i.e., fixed simplex
of size 75 mV).

An article reporting this work has recently been
published as an Editor’s Suggestion in Physical Review
Applied [7].

Beyond Two Dots. When increasing number of dots,
the number of gates that need to be controlled—and thus
the number of 2D scans required to assess the state of
the device—also grows. Given the recent progress in the
construction of multi-dot arrays [2, 3], it is thus impera-
tive to consider new approaches to quantifying the states
of QD devices. To address this issue, expanding on our
previous work on tuning QD devices using ConvNets,
we are now developing a novel approach that eliminates
the need for 2D scans. Instead, we propose to capture the
state of the device for a given voltage configuration vg
(i.e., to “fingerprint” the state space at v,) using a series
of 1D traces (“rays”) measured from v, in multiple di-
rections in the gate voltage space.
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Figure 20. 4 sample run of the autotuning protocol. (a) The meas-
ured raw scans in the space of plunger gates (Vp,,Vp,) show data
available to the autotuning protocol at a given step. (b) The change
of the fitness value as a function of time. (c) The probability of each
state over time as returned by the ConvNet. (d) An overview of the
tuning path in the space of plunger gates on a larger scan measured
once the autotuning tests were completed. Points A, B, and C define
the initial simplex used by the optimizer. Adapted from [7].

We define a state fingerprinting procedure for an
N-dot device as follows: For a given point v in the volt-
age space,

— (,,0 _(0) (0) (0) (0) . (0) _ (0)
Vo = (vBl'vPl VB2 Upy ""'vBN’vPN'vB(N+1))’

The state fingerprint is given by a vector,

foo = [d(),..., d(ra)],



28

NIST Applied and Computational Mathematics Division

where 9 = {r;})L, is a set of M evenly distributed 1D
charge sensor response measurements of a fixed length
starting at v, and a function d: 9 — [0,1] is used to nor-
malize the “distance” from v, to the nearest charge
transition line within a given r; (i = 1,...,M).

To test the performance of the fingerprinting ap-
proach in differentiating between different states of QD
devices, we generated an ensemble of 16 simulated dou-
ble dot devices (using our Thomas-Fermi-based model)
that were used to establish a training dataset for the ML
algorithm. For each device, we sampled about 200
points with 12 evenly spaced traces per point (a total of
3 202 points). We then trained a relatively small deep
network with three fully connected layers (256, 64, and
32 units) and three classes (no dot, SD, and DD) to an
accuracy of 90.7 %. Simultaneously, we were also de-
veloping an automated protocol to measure
experimental data in a ray-based fashion. In the process,
we established a dataset of state fingerprints for 33 ex-
perimentally measured points (also using 12 equally
spaced rays per point). The fingerprint data allowed us
to further test the ML algorithm, resulting in a classifi-
cation accuracy of 75.8 %.

While more work is needed to, among other things,
improve the classifier and develop an efficient protocol
for extracting the location of the transition lines from the
measured noisy rays, this initial result suggests that the
ray-based approach is a promising alternative to 2D
scans. More importantly, the ray-based fingerprinting
naturally extends to higher dimensional systems, where
relying on 2D scans would be unfeasible.

Cold Start Tuning. The autotuning protocol we discuss
in the previous sections assumes that the device is pre-
calibrated into a regime, where QDs can be formed. To
enable fully autonomous tuning, it is necessary to also
automate the initialization of the device into the opera-
tional regime. Recently, we began to develop a “cold
start” tuning protocol to do just that. In the first attempt,
we developed a script that automates all the pre-calibra-
tion steps typically done by an experimentalist.
Currently, we are refining the protocol to address diffi-
culties we encountered during the first experimental test
of the tuner. The autotuning protocol defined by the rays
and the cold start techniques that we are currently devel-
oping will allow for a completely automated calibration
and tuning of quantum dot arrays into operational re-
gimes, consequently cutting back on time required to
manually work with these devices.

Summary. Working with experimental devices with
high-dimensional parameter spaces poses many chal-
lenges, from performing reliable measurements to
identifying the device state to tuning into a desirable

configuration. By combining theoretical, computational,
and experimental efforts, this interdisciplinary research
sheds new light at how modern ML techniques can assist
experiments. To use QD qubits in quantum computers,
it is necessary to develop a reliable automated approach
to control QD devices, independent of human heuristics
and intervention. However, more work is needed to de-
velop a fully automated cold start autotuner for real-life
applications.
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Mathematics

of Metrology

Mathematics plays an important role in measurement scie

nce. Mathematical models are needed to understand how

to design effective measurement systems and to analyze the results they produce. Mathematical techniques are used
to develop and analyze idealized models of physical phenomena to be measured, and mathematical algorithms are
necessary to find optimal system parameters. Mathematical and statistical techniques are needed to transform meas-
ured data into useful information. We develop fundamental mathematical methods and tools necessary for NIST to
remain a world-class metrology institute, and to apply these to measurement science problems.

Computing I11-Posed Nonlinear
Evolution Equations

Alfred Carasso

[ll-posed deconvolution problems and associated time-
reversed diffusion equations pervade measurement sci-
ence and are important in numerous applications. In
environmental forensics, much success has been
achieved using backward advection diffusion equations
to locate sources of groundwater contamination [1]. In
image science, deblurring nanoscale scanning electron
micrographs, as well as galactic scale Hubble Space
Telescope imagery, can be accomplished effectively by
solving appropriate fractional and logarithmic diffusion
equations backward in time [2, 3].

As is well known, any stepwise marching dif-
ference scheme consistent with an ill-posed initial
value problem is necessarily unconditionally unsta-
ble and leads to explosive error growth. However, a
powerful new approach has recently been devel-
oped for solving ill-posed, time-reversed,
multidimensional, nonlinear dissipative evolution
equations, based on stabilizing explicit marching
difference schemes. An appropriate, easily synthe-
sized, compensating smoothing operator is applied
at every time step to quench the instability. The sta-
bilized scheme is unconditionally stable, but
slightly inconsistent, and eventually leads to a dis-
tortion away from the true solution. However, in
many problems of interest, the cumulative error is
sufficiently small to allow for useful results. In a se-
ries of papers [4-10], such stabilized schemes were
successfully applied to interesting classes of time-
reversed initial value problems for parabolic equa-
tions, viscous wave equations, coupled sound and
heat flow, thermoelastic vibrations, 2D viscous
Burgers’ equations, and most recently, 2D incom-
pressible Navier-Stokes  equations.  Such
computations had not previously been deemed pos-
sible.

2=

Backward Recovery In 2D Navier-Stokes Equa-
tions. Figure 21, involving a USAF Resolution

Chart, illustrates the use of stabilized explicit Max

Stream Functionatt=0

-— n=1
1] e

schemes in solving 2D Navier-Stokes equations back-
ward in time, as developed in [10]. The initial value
problem is studied in stream function-vorticity formula-
tion, and the images shown in the first row represent the
stream function. The middle row displays corresponding
velocity contour plots, while the last row contains vorti-
city contour plots. Vorticity is obtained by taking the
Laplacian of the stream function. The leftmost column
in Figure 21 depicts the initial values at time t = 0,
while the middle column depicts the corresponding Na-
vier-Stokes solution at time T = 1.0 X 1073. Evidently,
considerable erosion and disorganization of sharp fea-
tures has occurred. In particular, the L, norm of the
vorticity is reduced to about 1/4 of its initial value. Nev-
ertheless, as shown in the rightmost column, the
stabilized explicit scheme, marching backward from
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Figure 22. Inverse design in 2D Burger’s equation: compute the
initial data at t = 0 that achieves the desired result att = T.
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Figure 23. Non-uniqueness in shock wave reconstruction: Initial
sine wave (red) evolves into shock (green) at t = T. Backward re-
construction from t = T produces blue curve at t = 0. Initial blue
curve produces a close approximation to the green shock att = T.

time T, can produce surprisingly good restorations, lead-
ing to L, relative errors on the order of twelve to
fourteen percent. In this experiment, the Reynolds num-
ber RE = 1.0 x 10%, and the maximum absolute value
of the vorticity is on the order of 1.0 X 10°. These val-
ues far exceed what would seem reasonable for useful
recovery, based on the best-known uncertainty estimates
for backward Navier-Stokes solutions developed in [11].

Inverse Design in 2D Viscous Burgers’ Equation. The
time-reversed viscous Burgers’ equation is of consider-
able interest in connection with inverse design problems
in aerodynamics, and data assimilation studies in geo-
physical fluid dynamics [12-16]. Many of these studies
focus primarily on theoretical and computational as-
pects of the ill-posed 1D problem of finding initial
values that can achieve a targeted result at some future
time.

However, the 2D problem considered here is more
challenging and has not previously appeared in the liter-
ature. It involves a coupled system of two nonlinear

differential equations in two unknown functions
u(x,y,t),v(x,y,t), whose evolutions are necessarily
intertwined.

In the example illustrated in Figure 22, where the
desired state of the system at the given positive time t =
T is shown in the middle column. Such sharp images at
time T, cannot be solutions of the 2D Burgers’ system
with zero Dirichlet data on the domain boundaries. Nev-
ertheless, marching backward from that desired data at
time T, using the stabilized explicit scheme developed
in [9], produces corresponding feasible initial values at
time t = 0, shown in the leftmost column. Using these
initial values in the well-posed forward problem, leads
to the viable approximation shown in the rightmost col-
umn in Figure 22.

Non-Uniqueness in 1D Burgers’ Shock Wave Recon-
struction. As discussed in [17-19], uncertainty
estimates in backward in time reconstructions in 1D vis-
cous Burgers’ equation, involve bounds on spatial
derivatives of the solution, on the time interval where
that recovery is sought. The uncertainty is larger with
larger spatial derivatives.

In the example in Figure 23, an initial sine curve at
time t = 0, shown in red, evolves into a smooth approx-
imation to a shock wave at time T, shown in green.
Despite highly accurate computations on fine meshes,
backward in time reconstruction from the data at time T,
does not reproduce the red sine curve. Instead, a substan-
tially different blue curve is obtained at t = 0. However,
using that blue curve as initial data, leads to a close ap-
proximation to the green shock wave at time T.
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Posed or IlI-Posed Nonlinear Parabolic Equations. /n-
verse Problems in Science and Engineering 24 (2016),
1364-1384.

[6] A. S. Carasso. Stable Explicit Marching Scheme in Ill-
Posed Time-Reversed Viscous Wave Equations. Inverse
Problems in Science and Engineering 24 (2016), 1454-
1474.

[71 A.S. Carasso. Stabilized Richardson Leapfrog Scheme in
Explicit Stepwise Computation of Forward or Backward
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Nonlinear Parabolic Equations. Inverse Problems in Sci-
ence and Engineering 25 (2017), 1719-1742.

[8] A. S. Carasso. Stabilized Backward in Time Explicit
Marching Schemes in the Numerical Computation of Ill-
Posed Time-Reversed Hyperbolic/Parabolic Systems. /n-
verse Problems in Science and Engineering 27 (2019),
134-165.

[91 A. S. Carasso. Stable Explicit Stepwise Marching
Scheme in I1l-Posed Time-Reversed 2D Burgers’ Equa-
tion. Inverse Problems in Science and Engineering 27
(2019), 1672-1688.

[10] A. S. Carasso. Computing I1l-Posed Time-Reversed 2D
Navier-Stokes Equations using a Stabilized Explicit Fi-
nite Difference Scheme Marching Backward in Time.

Inverse Problems in Science and Engineering (2019)
DOI: 10.1080/17415977.2019.1698564

[11] R.J. Knops and L. E. Payne. On the Stability of Solutions
of the Navier-Stokes Equations Backward in Time. Ar-
chives of Rational Mechanics and Analysis 29 (1968),
331-335.

[12] K. Ou and A. Jameson. Unsteady Adjoint Method for the
Optimal Control of Advection and Burgers’ Equation
Using High Order Spectral Difference Method. In 49th
AIAA Aerospace Science Meeting, January 4—7 (2011),
Orlando, FL.

[13] N. Allahverdi, A. Pozo and E. Zuazua. Numerical As-
pects of Large-Time Optimal Control of Burgers’
Equation. ESAIM Mathematical Modeling and Numerical
Analysis 50 (2016), 1371-1401.

[14] L. Gosse and E. Zuazua. Filtered Gradient Algorithms for
Inverse Design Problems of One- Dimensional Burgers’
Equation. In Innovative Algorithms and Analysis (L.
Gosse and R. Natalini eds.), SINDAM Series. Springer
(2017), 197-227.

[15] J. Lundvall, V. Kozlov and P. Weinerfelt. Iterative Meth-
ods for Data Assimilation for Burgers’ Equation. Journal
of Inverse and Ill-Posed Problems 14 (2006), 505-535.

[16] D. Auroux, P. Bansart and J. Blum. An Evolution of the
Back and Forth Nudging for Geophysical Data Assimila-
tion: Application to Burgers’ Equation and Comparison.
Inverse Problems in Science and Engineering 21 (2013),
399-419.

[17] A. Carasso. Computing Small Solutions of Burgers’
Equation Backwards in Time. Journal of Mathematical
Analysis and Applications 59 (1977), 169-209.

[18] D. N. Hao, V. D. Nguyen and V. T. Nguyen. Stability Es-
timates for Burgers-Type Equations Backward in Time.
Journal of Inverse and 11l Posed Problems 23 (2015), 41-
49.

[19] A. S. Carasso. Reconstructing the Past from Imprecise
Knowledge of the Present: Effective Non-Uniqueness in
Solving Parabolic Equations Backward in Time. Mathe-
matical Methods in Applied Sciences 36 (2012), 249-261.

Computational Tools for Image and
Shape Analysis

Giinay Dogan (Theiss Research)

Javier Bernal

Charles R. Hagwood (NIST ITL)

James Lawrence

Prashant Athavale (Clarkson University)
Harbir Antil (George Mason University)
Soeren Bartels (University of Freiburg)
Marilyn Y. Vazquez (Ohio State University)
Shuang Li (University of Southern California)
Hasan Hiiseyin Eruslu (University of Delaware)
Eve N. Fleisig (Princeton University)

Kevin Su (Stanford University)

The main goal of this project is to develop efficient and
reliable computational tools to detect geometric struc-
tures, such as curves, regions and boundaries, from
given direct and indirect measurements, e.g., micro-
scope images or tomographic measurements, as well as
to evaluate and compare these geometric structures or
shapes in a quantitative manner. This is important in
many areas of science and engineering, where the prac-
titioners obtain their data as images, and would like to
detect and analyze the objects in the data. Examples are
microscopy images for cell biology or micro-CT (com-
puted tomography) images of microstructures in
material science and shoeprint images in crime scenes
for footwear forensics. In FY 2019, advances were made
in the following two fronts of this project.

Image Segmentation. Image segmentation is the prob-
lem of finding distinct regions and their boundaries in
given images and is a necessary data analysis step for
many problems in cell biology, forensics, and material
science, as well as other fields in science and engineer-
ing. In FY 2019, Giinay Dogan and his collaborators
continued to work on multiple strategies for image seg-
mentation.

One of these strategies is the phase field evolution
approach for image segmentation pursued by Dogan,
and his collaborators, Harbir Antil from George Mason
University and Soeren Bartels from University of Frei-
burg. In this approach, the regions in images and their
boundaries are represented implicitly with a phase field
function, and the segmentations are obtained by mini-
mizing an associated cost functional. They had
implemented an efficient minimization algorithm for
this cost functional, relying on Fast Fourier Transform
(FFT) operations. Dogan evaluated this algorithm on a
variety of test data sets, including specially designed test
data, examples of microstructure images, and examples
of shoeprints, and obtained very satisfactory results.
They are currently preparing a manuscript describing
this algorithm [1].
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Dogan had worked with Ms. Marilyn Vazquez, a
Ph.D. student from George Mason University, currently
at Ohio State University, on a segmentation algorithm
formulated as data clustering. She had implemented a
manifold-based clustering algorithm and used it for seg-
mentation of textured images by clustering local patches
from the given image. They completed a report describ-
ing this algorithm, demonstrating it on microstructure
images. They are currently working on a journal paper
describing this work [2].

Dogan worked with two Ph.D. students, Shuang Li
from University of Southern California, and Hasan
Huseyin Eruslu from University of Delaware. Li had
previously developed a new segmentation algorithm us-
ing topological derivatives. This algorithm segments
images into regions of distinct statistics, modeled with
parametric distributions of pixel values. A key feature of
this algorithm is a novel region regularization term that
helps attain clean spatially coherent region labels. Li
performed additional experiments comparing this algo-
rithm to competing ones, such as graph cuts. Dogan and
Li wrote a paper describing this algorithm [3].

Eruslu’s project was focused on volumetric image
segmentation. The goal was to extract boundary surfaces
of regions or objects in 3d volumetric images. Eruslu
made considerable progress on this project in summer
2018 and returned to continue on the project in summer
2019. He improved the code while moving it to Python
3, made significant performance gains on the line
search, curvature computation, mesh regularization, and
other components. He implemented additional function-
ality for efficient region-based segmentation. Extending
to more general segmentation models is still work in
progress. It will enable segmentation of more compli-
cated 3D images.

Prashant Athavale of Clarkson University visited
Dogan in the summer of 2019 to collaborate on prepro-
cessing and segmentation of orientation images of
microstructures, including algorithms to inpaint missing
data pixels, and denoise misread orientation values.

Shape Analysis. In FY 2019, Dogan worked on optimi-
zation algorithms for elastic shape analysis. He had
previously developed a fast algorithm to compute an
elastic shape distance between two given closed curves,
working together with Javier Bernal and Charles Hag-
wood (ITL SED). The elastic shape distance is a
powerful dissimilarity metric to quantify the dissimilar-
ity of two given closed curves [5, 6], and is widely
applicable to shape analysis problems in science and en-
gineering. However, the computation of the elastic
shape distance is expensive, as it requires solving a dif-
ficult optimization problem. Another challenge of the
optimization is that the theoretical shape distance defi-
nition requires finding the global minimum of the
underlying energy, which is very difficult and expensive
to do in practice. To overcome these two difficulties,
Dogan had developed two reduced energy formulations

of the model and devised a new iterative optimization
algorithm built on these reduced energy formulations.
This algorithm was more efficient than his previously
published iterative algorithm and produced high quality
minima that translate into more realistic shape distance
values. Dogan continued to test and benchmark the al-
gorithm and was able to increase the efficiency of
various components. A notable improvement was two
orders of magnitude speed-up in rotation optimization
achieved by using an analytical singular value decom-
position (SVD) routine instead of Matlab’s generic SVD
function (which actually calls LAPACK’s SVD).

Dogan has been working with research volunteer,
Kevin Su (currently undergraduate in Stanford Univer-
sity) to develop an improved version of the elastic shape
distance algorithm in the Python language. They had
previously implemented an efficient version of the dy-
namic programming (DP) algorithm in Python. DP is the
core of the elastic distance computation. They further
tuned and optimized the DP algorithm, and applied it to
the multiple shape representations, such as unit tangents,
curvature, and square root velocity functions.

Bernal worked on elastic registration of curves in
higher dimensions, to realize an efficient algorithm for
this problem. He recreated the alternating optimization
approach of Srivastava et al. [5] for curves in high-di-
mensional spaces, but also incorporated a high-
dimensional generalization of his previous 2D dynamic
programming algorithm [8], which computes elastic reg-
istrations in linear time. Bernal and James Lawrence
formulated a purely algebraic justification of the Kab-
sch-Umeyama algorithm, which is used to compute
optimal rotations. In addition, they developed a proce-
dure to minimize the elastic L* distance between two
curves, based on ideas in [6], namely alternating com-
putations of optimal registrations, with those of optimal
rotations for all starting points of the first curve. As es-
tablished in [6], carrying out computations this way is
not only more efficient on its own, but also allows ap-
plications of the FFT for simultaneous computation over
all starting points at once. Bernal is currently investigat-
ing the generalization of FFT-based rotation
optimization to higher dimensions. An application of the
resulting code will be to compare lines of proteins in 3D.
Future plans include development of algorithm to com-
pute elastic registration of 3D parametrized surfaces.
The goal is to identify a shape space of surfaces together
with a numerical framework for the computation of ge-
odesics in such a space.

Using different shape representations or different
versions of the algorithms lead to different shape dissim-
ilarity metrics, and this brings the question of which
metric would perform best. Dogan and research volun-
teer, Eve Fleisig (currently undergraduate in Princeton
University), have been developing a Python program,
VEMOS (Visual Explorer for Metrics of Similarity) that
can be used to evaluate and compare multiple competing
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Figure 24. Screenshots of VEMOS analyzing an example data set (leaves) and associated dissimilarity metrics.

similarity/dissimilarity metrics, including shape dissim-
ilarity metrics. VEMOS is useful for applications

beyond shape distances; it can be used in a versatile

manner to evaluate multiple alternative dissimilarity
metrics for heterogeneous data sets, including images,
shapes, point clouds and other data types. In FY 2019,

they added a metric fusion function to create improved
metrics from given metrics, also fixed bugs, and im-
proved performance of existing code. They completed a
manuscript describing VEMOS [9].

[1] H. Antil, S. Bartels, and G. Dogan. A Phase Field Seg-

mentation

Model  with  Improved

Regularization. In process.

Boundary

[2] M. Vazquez, T. Sauer, T. Berry, and G. Dogan. Texture
Segmentation from a Manifold Learning Perspective. In
process.

[3] S.Liand G. Dogan. Image Segmentation by Topology
Optimization of Region Statistics. In process.

[4] G. Dogan. An Efficient Langrangian Algorithm for an
Anisotropic Geodesic Active Contour Model. In Scale
Space and Variational Methods in Computer Vision
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(F. Lauze, Y. Dong, and A. Dahl, eds.), Lecture Notes
in Computer Science 10302 (2017), Springer.

[5] A. Srivastava, E. Klassen, S. Joshi, and 1. Jermyn. Shape
Analysis of Elastic Curves in Euclidean Space. [EEE
Transactions on Pattern Analysis and Machine Intelli-
gence 33:7 (2011), 1415-1428.

[6] G.Dogan,J. Bernal, and C. R. Hagwood. Fast Algorithms
for Shape Analysis of Planar Objects. In Proceedings of
the IEEE Conference on Computer Vision and Pattern
Recognition (CVPR’15), Boston, MA, June 2015.

[71 G. Dogan, J. Bernal, and C. R. Hagwood, FFT-based
Alignment of 2D Closed Curves with Application to Elas-
tic Shape Analysis. In Proceedings of the Ist
International Workshop on Differential Geometry in
Computer Vision for Analysis of Shapes, Images and Tra-
jectories (DiffCV’15), Swansea, United Kingdom,
September 2015.

[8] J. Bernal, G. Dogan, and C. R. Hagwood. Fast Dynamic
Programming for Elastic Registration of Curves. In Pro-
ceedings of the 2nd International Workshop on
Differential Geometry in Computer Vision and Machine
Learning (DiffCVML’16), Las Vegas, NV, July 1, 2016.

[9] E.Fleisig and G. Dogan. VEMOS: GUI for Evaluation of
Distance Metrics of Heterogeneous Data Sets. In process.

Characterization and Computation
of Matrices of Maximal Trace Over
Rotations

Javier Bernal
James F. Lawrence

A d X d matrix M is of maximal trace over rotation ma-
trices if given any d X d rotation matrix U, the trace of
UM does not exceed that of M. In [1] we have charac-
terized matrices of maximal trace over rotation matrices
in terms of their eigenvalues: A d X d matrix M is of
maximal trace over rotation matrices if and only if it is
symmetric and has at most one negative eigenvalue,
which, if it exists, is no larger in absolute value than the
other eigenvalues of the matrix. We then show, also in
[1], for d = 2, 3, how this characterization can be used
in practice to solve important problems in functional and
shape analysis.

Suppose P = {py,...,pn} and Q = {qy,...,qn}
are each sets of n points in R¢. With ||-|| denoting the
d—dimensional Euclidean norm, in the constrained or-
thogonal Procrustes problem [3, 4, 7], adX
d orthogonal matrix U is found that minimizes

n
ACP,Q.U) = ) IUa; = pil”,
i=1

where U is constrained to be a rotation matrix, i.e., an or-
thogonal matrix of determinant equal to one. This
problem generalizes to the so-called Wahba’s problem

which is that of finding a d X d rotation matrix U that
minimizes

n
A(P,Q,W,U) = Zwi“qu —pill?
=1

where W = {wy,...,w,} is a set of n nonnegative
weights. Finding solutions to these problems is inti-
mately related to the problem of finding the maximal
trace over rotation matrices of a matrix, and being able
to find solutions is of importance, notably in the field of
functional and shape data analysis [2, 6], where, in par-
ticular, the shapes of two curves are compared, in part
by optimally rotating one curve to match the other.

In the past three or four decades the algorithm of
choice for solving the constrained orthogonal Procrustes
problem and Wahba’s problem has been the algorithm
by Kabsch and Umeyama [3, 4, 7] which is based on the
concept of the singular value decomposition of a matrix.
The justification of this algorithm as presented sepa-
rately by Kabsch and Umeyama is not totally algebraic,
as it is based on exploiting the optimization technique of
Lagrange multipliers. In [5], we have presented a purely
algebraic justification of the algorithm through the ex-
clusive use of simple concepts from linear algebra.

Recently we have developed and implemented
methods for solving the constrained orthogonal Procrus-
tes problem and Wahba’s problem for d = 2, 3, without
the use of the singular value decomposition concept. Ap-
plications of these programs are currently under way in
the context of shape analysis, in particular for compu-
ting the elastic shape registration of two 3-dimensional
curves and the elastic shape distance between them.

[1] J. Bernal and J. Lawrence. Characterization and Compu-
tation of Matrices of Maximal Trace over Rotations.
Journal of Geometry and Symmetry in Physics 53 (2019),
21-53.

[2] G. Dogan, J. Bernal, and C. R. Hagwood. FFT-based
Alignment of 2d Closed Curves with Application to Elas-
tic Shape Analysis. In Proceedings ofthe Ist
International Workshop on Differential Geometry in
Computer Vision for Analysis of Shapes, Images and Tra-
jectories (DIFF-CV), in conjunction with the British
Machine Vision Conference, Swansea, UK, September
10, 2015.

[3] W. Kabsch. A Solution for the Best Rotation to Relate
Two Sets of Vectors. Acta Crystallographica Section A:
Crystal Physics 32:5 (1976), 922-923.

[4] W.Kabsch. A Discussion of the Solution for the Best Ro-
tation to Relate Two Sets of Vectors. Acta

Crystallographica Section A: Crystal Physics 34:5
(1978), 827-828.

[5] J. Lawrence, J. Bernal, and C. Witzgall. A Purely Alge-
braic Justification of the Kabsch-Umeyama Algorithm.
Journal of Research of the National Institute of Standards
and Technology 124 (2019), 1-6.
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[6] A. Srivastava and E. P. Klassen. Functional and Shape
Data Analysis. Springer, New York, 2016.

[7] S. Umeyama. Least-Squares Estimation of Transfor-
mation Parameters Between Two Point Patterns. /EEE
Trans. Pattern Analysis and Machine Intelligence 13:4
(1991), 376-380

Newton Fractals and Global
Optimization

Daniel DeLeon (University of Maryland)
Anthony Kearsley

Inversion of reflection seismograms is often accom-
plished by formulating a (non-linear) least-squares
optimization problem that seeks to find coefficients that
explain as well as possible seismic reflection data. These
problems are riddled with undesirable local, non-global
minimizers caused by noise in seismic measurements.
Many years ago, an amazingly inventive approach
called Differential Semblance Optimization (DSO) was
devised and applied to these types of problems with
great success [1] and led to a class of numerical methods
based on Newton’s method that, for a wide class of
noise, converged to a global minimizer even when an in-
itial iterate was far from the solution.

For unconstrained optimization problems like this,
if one examines the relationship of initial guesses or
starting points to the minimizer to which a numerical al-
gorithm converges, one often finds that the mapping
forms a Julia set, that is, a set that consists of values for
which arbitrarily small perturbations cause profound
changes to the sequence of iterated function values.
While one starting point may converge to a desirable
global minimizer, a small perturbation in that starting
point would cause the numerical algorithm to converge
to a less desirable non-global local solution [2]. This
phenomenon was also observed when the DSO approach
was generalized and applied to minimizing the notorious
Lennard-Jones potential, a well-studied model problem
for molecular conformation and an unconstrained global
optimization problem with many local minima [3].

Measurement-dependent optimization problems of-
ten have undesirable minimizers. In this research
project, we sought to examine how techniques
like those described in [1] and [3] performed when ap-
plied to very simple global optimization problems with
only one or two variables in hopes to examine which
formulations work well, which don’t, and why.

Given an unconstrained optimization problem, say

mxin f(x)

where f is a function of n variables, f: R™ — R and is
assumed to be very smooth and admits local non-global
minimizers, consider the very simple reformulation,

Figure 25. Convergence of Newton’s method for the un-penalized
formulation (p = 0) where many starting points converge to both
the global and local minimizer.

Figure 26. Convergence of Newton'’s method for the penalty func-
tion where p is initialized to be a large number and taken to grow
rapidly. The number of starting points converging to the desirable
global minimizer increases.

Figure 27. Convergence of Newton's method for the penalty func-
tion where p is initialized to be a very small number and is
increased slowly at every iteration.
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min £, (x,y) = f() + f ) + pp(x,)

where p > 0 is a penalty parameter that tends to +oco and
@ is a function that penalizes the difference between x
and y. For example, ¢ could be the £, or the less smooth
£, or 44, norms. There is also a myriad of ways that p
can be taken to grow to +oo. A differential equation
characterizing the trajectory of unconstrained minimiz-
ers can be derived and may provide guidance
on selecting ¢ and constructing path following algo-
rithms that result in convergence to a global minimizer.

Consider a simple example, f(x) = x® —3x2 +x
and ¢ is chosen to be the square of the £, distance,
@(x,¥) = (x —¥)2. In this case the original objective
function has a single local (non-global) minimizer and
one unique global minimizer. The result of this
very simple technique can be seen in Figure 25, Figure
26, and Figure 27 where starting points, (x,, y,) are
taken to be in the box defined by —1.5 < x,,, y, < 1.5
and the result of using a pure Newton method, no glob-
alization, is applied. Blue designates a starting point that
resulted in convergence to the global minimizer and red
to the local minimizer. The shading indicates the num-
ber iterations before convergence with the lighter shade
indicating fewer iterations.

[1] W. W. Symes. A Differential Semblance Algorithm for
the Inverse Problem of Reflection Seismology. Comput-
ers and Mathematics with Applications 22:4-5 (1991),
147-178. DOI: 10.1016/0898-1221(91)90140-Y

[2] J. Gleick. Chaos: Making a New Science. Penguin, New
York, 1988.

[3] M.S. Gockenbach, A. J. Kearsley, and W. W. Symes. An
Infeasible Point Method for Minimizing the Lennard-
Jones Potential. Computational Optimization and Appli-
cations 8 (1997), 273-286. DOL:
10.1023/A:1008627606581

Estimation of the Derivative and
Fractional Derivative of a Function
Defined by Noisy Data

Timothy Burns
Bert Rust (retired)

Abel’s integral equation

Af = I;f(x) =
1 X
Tu)fa (x = fy)dy = g(x)
g(@) =0

wherea < x < b, 0< g < 1, andTis Euler’s
Gamma function, arises in a number of measurement
science applications, including astronomy, spectros-

copy, non-contact thermometry, scattering theory, and

seismology. Here, we assume thatg = g(x)is a
smooth function on [a, b], but we are only given noisy
samples of the data function, with estimated 2o er-
ror bars at each data point,

ge=g+e={gi-..9m}
a<x <..<xp,=Db

The problem is to determine the source function f =
f (x). In the limiting case ¢ =1,

Af = () = %M) [ roray =g
ga) =0

the problem of finding the source function f simplifies
to finding the derivative of g,

AT'g =Dig(x) = Z—i = f(x)

which is known to be a difficult ill-posed inverse prob-
lem when the data have been contaminated by noise. In
the case of the Abel transform, also called the fractional
integration operator of order x4, the inverse problem of
determining the source function f is also ill-posed,
and it also involves the derivative of the data func-
tion,in a formula that is called the fractional
derivative of g of order ,

AT'g =D{g(x) =
1

x _dg _
F(l——ll)L (x-v) ”E()’)d}’—f(x)

It can be shown that, in the presence of noise, ordinary
differentiation is the most ill-posed case.

We have revised our method [1] for estimating the
fractional derivative of the function g. Our new ap-
proach to is to first smooth the data by considering the
most ill-posed case, # = 1. We separate signal from
noise in the data using a method that was developed
by Rust [2], based on the statistical analysis of time se-
ries data. Key assumptions are that the residual
corresponding to the noise is a realization of a white
noise time series, and the measurements are from a pro-
cess which preferentially damps high-frequency content
in the data. By means of a novel singular value decom-
position of the integration operator [3], we use a finite-
dimensional spectral projection method, that determines
a smooth, closed-form regularization of the data func-
tion g, and a corresponding closed-form estimate of the
source function f, the derivative of g. Once we have
regularized g, we use a little-known singular-value de-
composition of the fractional integration operator [4] to
find a closed-form estimate of the fractional derivative
of g.


https://doi.org/10.1016/0898-1221(91)90140-Y%C2%A0
https://doi.org/10.1023/A:1008627606581
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[1] T. J. Burns and B. W. Rust. Closed-Form Projection
Method for Regularizing a Function Defined by a Dis-
crete Set of Noisy Data and for Estimating its Derivative
and Fractional Derivative. arXiv:1805.09849v1, 2018.

[2] B. W. Rust. Truncating the Singular Value Decomposi-
tion for Ill-Posed Problems. NIST IR 6131, National
Institute of Standards and Technology, Gaithersburg,
MD, July 1998.

[3] Z. Zhao, Z. Meng, and G. He. A New Approach to Nu-
merical Differentiation. Journal of Computational and
Applied Mathematics 232 (2009), 227-239.

[4] R. Gorenflo and K. V. Tuan. Singular Value Decomposi-
tion of Fractional Integration Operators in L>-Spaces
with Weights. Journal of Inverse and Ill-Posed Prob-
lems 3 (1995), 1-10.

TOMCAT: X-ray Imaging of
Nanoscale Integrated Circuits for
Tomographic Reconstruction

Bradley Alpert

Dan Swetz, Zachary Levine, et al. (NIST PML)
Kurt Larson, et al. (Sandia National Laboratory)
Edward Garboczi (NIST MML)

The NIST Quantum Sensors Group (PML), has been de-
veloping cryogenic microcalorimeter spectrometers as a
subcontractor in a project for IARPA’s RAVEN (Rapid
Analysis of Various Emerging Nanoelectronics) pro-
gram. Recently their participation has expanded into a
full project, in collaboration with researchers at Sandia
National Laboratory, to undertake the measurement of
integrated circuits, with tomographic reconstruction,
with the aim of achieving 10 nm spatial resolution of in-
tegrated circuits. This extremely ambitious goal is
based on a scanning electron microscope (SEM) as the
producer of x-rays, a custom sample positioning plat-
form, and novel data processing, exploiting the
excellent transition-edge-sensor (TES) energy resolu-
tion for the photon-starved, limited angle data.

After an initial project phase to characterize the
hardware platform, the photons available for imaging,
which are dramatically fewer than would be customary
for computed tomography at the intended spatial scale,
will not enable reconstruction without significant inno-
vation in algorithms. In addition to established Bayesian
reconstruction techniques, based on bounded variation,
dictionary-based data augmentation suited to the class of
samples will have to be developed. Effective use of the
dictionary will also require novel recall from incomplete
information. Levine, Garboczi, and Alpert are the NIST
researchers participating in the tomography.

Figure 28. (Top) Optical image of backside of chip fabricated in
NIST cleanroom for initial x-ray tomographic reconstruction. Chip
contains several layers, of titanium, silicon nitride, niobium, and
silicon dioxide. The patterns are intended to test different recon-
struction capabilities and limits. The reference grid has 100 um
spacing. (Bottom) Conventional SEM image of part of the fourth
and fifth pattern rows. Image “snow” results from surface rough-
ness. Lower-right scale shows 25 um. The electron beam of the
SEM hits the Ti, and also penetrates to other layers, producing x-
rays that are energy-resolved by a TES spectrometer on the opposite
side of chip. To collect x-ray data for tomographic imaging, the
SEM beam can be scanned; the sample can also be scanned and
rotated to collect partial angle data. Analytical challenges include
effective utilization of energy-resolved, limited-angle, photon-
starved data to recover much smaller-scale structures than present
in this initial chip.
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Small arrays of cryogenic microcalorimeters developed
at NIST have driven breakthroughs in x-ray materials
analysis, nuclear forensics, and astrophysics. They have
also played a large role in prominent international sci-
ence collaborations in recent years. Despite these
successes, existing cryogenic sensor technology is inad-
equate for new applications such as in-line industrial
materials analysis, energy resolved x-ray imaging, and
next-generation astrophysics experiments, which all re-
quire faster sensors, much larger arrays, or both.

This year the researchers completed a NIST Inno-
vations in Measurement Science (IMS) project whose
goal was a 1000-fold increase in sensor throughput, ac-
complished via a completely new sensor readout (a
microwave multiplexer) enabling much larger detector
arrays, and through major new, higher throughput, pro-
cessing capabilities. The success of this project,
especially the microwave multiplexing, has led to addi-
tional NIST funding for evaluating the feasibility of new
quantum-noise-limited amplifiers and to additional in-
terest by outside collaborations.

These collaborations include one jointly with San-
dia National Laboratory, funded by IARPA, for x-ray
tomographic imaging of the internal structure of micro-
circuits at 10 nm resolution; with the SLAC National
Accelerator Laboratory, funded by DOE, for develop-
ment of a spectrometer for an upgrade of the LINAC
Coherent Light Source (LCLS-II), an ultra-fast, ultra-
bright free electron laser; and with the HOLMES team
led at the Italian National Institute for Nuclear Physics
and University of Milan, funded by the European Re-
search Council, for measurement of neutrino mass. Each
of these efforts requires transition-edge-sensor
(TES) microcalorimeter detector arrays operated at
higher photon rates than previously achieved, with the
LCLS-II collaboration also stipulating better energy res-
olution than ever achieved with TES detectors.

A side effect of higher photon arrival rates on an
array of detectors which share multiplexed
readout channels is increased crosstalk. The new micro-
wave multiplexing technology is designed to minimize
this effect, but it still poses a challenge to maintaining
energy resolution. This year Bradley Alpert developed a
simulation with Ben Mates, based on delay differential
equations, to improve the modeling of the multiplexing
technology and anticipated design changes are expected
to reduce crosstalk further.

Figure 29. Photograph of a “hybrid” TES array (vight) and its mi-
cromachined array of apertures (left) with a U.S. quarter-dollar
coin for scale. The pictured array contains 240 TES pixels: 120
each of the 350 um and 124 um types. During assembly, the aperture
chip is aligned to the detector 