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Abstract

As shape analysis of the form presented in Srivastava and Klassen’s

textbook “Functional and Shape Data Analysis” is intricately related

to Lebesgue integration and absolute continuity, it is advantageous

to have a good grasp of the latter two notions. Accordingly, in these

notes we review basic concepts and results about Lebesgue integration

and absolute continuity. In particular, we review fundamental results

connecting them to each other and to the kind of shape analysis,

or more generally, functional data analysis presented in the aforeme-

tioned textbook, in the process shedding light on important aspects

of all three notions. Many well-known results, especially most results

about Lebesgue integration and some results about absolute conti-

nuity, are presented without proofs. However, a good number of re-

sults about absolute continuity and most results about functional data

and shape analysis are presented with proofs. Actually, most missing

proofs can be found in Royden’s “Real Analysis” and Rudin’s “Prin-

ciples of Mathematical Analysis” as it is on these classic textbooks

and Srivastava and Klassen’s textbook that a good portion of these

notes are based. However, if the proof of a result does not appear in

the aforementioned textbooks, nor in some other known publication,

or if all by itself it could be of value to the reader, an effort has been

made to present it accordingly.
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1 Introduction

The concepts of Lebesgue integration and absolute continuity play a major
role in the theory of shape analysis or more generally in the theory of func-
tional data analysis of the form presented in [23]. In fact, well-known con-
nections between Lebesgue integration and absolute continuity are of great
importance in the development of functional data and shape analysis of the
kind in [23]. Accordingly, understanding functional data and shape analysis
as presented in [23] requires understanding the basics of Lebesgue integration
and absolute continuity, and the connections between them. It is the purpose
of these notes to provide a way to do exactly that.

In Section 2, we review fundamental concepts and results about Lebesgue
integration. Then, in Section 3, we review fundamental concepts and results
about absolute continuity, some results connecting it to Lebesgue integration.
Finally, in Section 4, we shed light on some important aspects of functional
data and shape analysis of the type in Srivastava and Klassen’s textbook [23],
in the process illustrating its dependence on Lesbesgue integration, absolute
continuity and the connections between them. Accordingly, without page
numbers, a table of contents for these notes would be roughly as follows:
1. Introduction
2. Lebesgue Integration
Algebras of sets, Borel sets, Cantor set
Outer measure
Measurable sets, Lebesgue measure
Measurable functions, Step functions, Simple functions
The Riemann integral
The Lebesgue integral
The Lp Spaces
3. Absolute Continuity and its Connections to Lebesgue Integration
4. Functional Data and Shape Analysis and its Connections to Lebesgue
Integration and Absolute Continuity
Summary
Acknowledgements
References
Index of Terms

The material in these notes about Lebesgue integration and absolute con-
tinuity is mostly based on Royden’s “Real Analysis” [16] and Rudin’s “Prin-
ciples of Mathematical Analysis” [18]. The fundamental ideas on functional
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data and shape analysis are mostly from Srivastava and Klassen’s “Func-
tional and Shape Data Analysis” [23]. An index of terms has been included
at the end of the notes.

2 Lebesgue Integration

Algebras of sets, Borel sets, Cantor set

Definition 2.1: A collection A of subsets of a set X is called an algebra
on X if for A, B in A, A ∪B is in A, and for A in A, Ã = X \A is in A.

Observation 2.1: From De Morgan’s laws if A is an algebra, then for A, B
in A, A ∩ B is in A.

Definition 2.2: An algebra A is called a σ-algebra if the union of every
countable collection of sets in A is in A.

Observation 2.2: From De Morgan’s laws if A is a σ-algebra, then the
intersection of a countable collection of sets in A is in A.

Definition 2.3: A set of real numbers O is said to be open if for each x ∈ O
there is δ > 0 such that each number y with |x− y| < δ belongs to O. A set
of real numbers F is said to be closed if its complement in R is open, i.e.,
R \ F is open, where R is the set of real numbers. The collection of Borel
sets is the smallest σ-algebra on the set R of real numbers which contains
all open sets of real numbers.

Observation 2.3: The collection of Borel sets contains in particular all
closed sets, all open intervals, all countable unions of closed sets, all countable
intersections of open sets, etc.

Proposition 2.1: Every open set of real numbers is the union of a countable
collection of disjoint open intervals. Proof in [16].

Proposition 2.2 (Lindelöf): Given a collection C of open sets of real
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numbers, then there is a countable subcollection {Oi} of C with

∪O∈C O = ∪∞
i=1Oi.

Proof in [16].

Definition 2.4: A set of real numbers F is said to be compact if every
open cover of F contains a finite subcover, i.e., if C is a collection of open
sets of real numbers such that F ⊆ ∪O∈C O, then there is a finite subcollection
{Oi, i = 1, . . . , n} of C with F ⊆ ∪ni=1Oi.

Proposition 2.3 (Heine-Borel): A set of real numbers F is compact if
and only if it is closed and bounded. Proof in [16] and [18].

Proposition 2.4: Given a collection K of closed sets of real numbers such
that at least one of the sets is bounded and the intersection of every finite
subcollection of K is nonempty, then ∩F∈K F 6= ∅. Proof in [16] and [18].

Definition 2.5: A number x is said to be a limit point of a set of real
numbers E if every open set that contains x contains y 6= x, y in E.

Definition 2.6: A set of real numbers E is said to be perfect if it is closed
and if every number in E is a limit point of E.

Proposition 2.5: A set is closed if and only if every limit point of the set
is a point of the set. A nonempty perfect set is uncountable. Proofs in [18].

Corollary 2.1: Every interval is uncountable, thus the set of real numbers
is uncountable.

Observation 2.4: Let E1 be the union of the intervals [0, 1
3
], [2

3
, 1] that are

obtained by removing the open middle third of the interval [0, 1]. Let E2

be the union of the intervals [0, 1
9
], [2

9
, 3
9
], [6

9
, 7
9
], [8

9
, 1] that are obtained by

removing the open middle thirds of the intervals [0, 1
3
] and [2

3
, 1]. Continuing

this way, a sequence of compact sets En is obtained with En ⊃ En+1 for
every positive integer n. The set ∩∞

n=1 En, called the Cantor set, is compact,
nonempty, perfect thus uncountable, and contains no interval. Proofs in [18].
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Definition 2.7: The extended real numbers consist of the real numbers
together with the two symbols −∞ and +∞. The definition of < is extended
by declaring that if x is a real number, then −∞ < x < ∞. The operation
∞ − ∞ is left undefined, the operation 0 · (±∞) is defined to be 0, while
other definitions are extended: If x is a real number, then
x+∞ = ∞, x−∞ = −∞, x/ +∞ = x/−∞ = 0,
x · ∞ = ∞, x · −∞ = −∞ if x > 0,
x · ∞ = −∞, x · −∞ = ∞ if x < 0.
Finally
∞+∞ = ∞, −∞−∞ = −∞, ∞· (±∞) = ±∞, −∞· (±∞) = ∓∞.

Outer measure

Definition 2.8: Given a set A of real numbers, the outer measure m∗A
of A is the extended real number defined by

m∗A = inf
A⊆∪In

∑

l(In),

where the {In} are countable collections of open intervals that cover A, and
l(In) is the length of the interval In.

Observation 2.5: m∗ is a set function, m∗∅ = 0, m∗A ≤ m∗B if A ⊆ B,
and the outer measure of a set consisting of a single point is zero.

Proposition 2.6: m∗(I) = l(I) if I is an interval. Proof in [16].

Proposition 2.7: Countable subadditivity of m∗: m∗(∪An) ≤
∑

m∗An
for any countable collection {An} of sets of real numbers. Proof in [16].

Corollary 2.2: m∗A = 0 if A is countable.

Observation 2.6: The Cantor set is an example of an uncountable set with
outer measure zero. Proof in [18].

Proposition 2.8: m∗ is translation invariant, i.e., m∗(E+y) = m∗E for any
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set E of real numbers and any number y, where E + y = {x+ y : x ∈ E}.

Proof: If {In} is a countable collection of open intervals that covers E, then
{In + y} is a countable collection of open intervals that covers E + y. Since
l(In) = l(In + y) for each n, then m∗(E + y) ≤ m∗E. Similarly, if {In} is a
countable collection of open intervals that covers E+y, then {In−y} covers E,
l(In) = l(In− y), and therefore m∗E ≤ m∗(E+ y). Thus, m∗E = m∗(E+ y).

Proposition 2.9: For any set A of real numbers and any ǫ > 0, there is an
open set O with A ⊆ O and m∗O ≤ m∗A+ ǫ (m∗O < m∗A+ ǫ if m∗A <∞).
In addition, there is a set G that is the intersection of a countable collection
of open sets with A ⊆ G and m∗G = m∗A.

Proof: From the definition of the outer measure there is a countable collec-
tion {In} of open intervals that covers A with

∑

l(In) ≤ m∗A + ǫ. With
O = ∪In, then O is open, A ⊆ O, and m∗O ≤ ∑

l(In) ≤ m∗A + ǫ,
which proves the first part. Now let k > 0 be an integer. Then from
the first part there is an open set Ok, A ⊆ Ok, with m∗Ok ≤ m∗A + 1

k
.

With G = ∩∞
k=1Ok, then for any integer n > 0 we have A ⊆ G ⊆ On

and therefore m∗A ≤ m∗G ≤ m∗On ≤ m∗A + 1
n
. Letting n → ∞, then

m∗A ≤ m∗G ≤ m∗A. Thus m∗A = m∗G, which proves the second part.

Measurable sets, Lebesgue measure

Definition 2.9 (Carathéodory’s criterion): A set E of real numbers is
said to be (Lebesgue) measurable if for every set A of real numbers, then

m∗A = m∗(A ∩ E) +m∗(A ∩ Ẽ),

Ẽ the complement of E in R, i.e., Ẽ = R \ E, R the set of real numbers.

Observation 2.7: Clearly Ẽ is measurable if and only if E is, and ∅ and the
set R of real numbers are measurable. As for an example of a nonmeasurable
set, a rather complex one is presented in [16]. Finally, note that it is always
true that m∗A ≤ m∗(A ∩ E) +m∗(A ∩ Ẽ), thus E is measurable if and only
if for every set A we have m∗A ≥ m∗(A ∩ E) +m∗(A ∩ Ẽ).
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Proposition 2.10: If m∗E = 0, then E is measurable.

Proof: For any set A, since A ⊇ A ∩ Ẽ, m∗E = 0, and E ⊇ A ∩ E, then

m∗A ≥ m∗(A ∩ Ẽ) = m∗(A ∩ Ẽ) +m∗(E) ≥ m∗(A ∩ Ẽ) +m∗(A ∩ E).

Proposition 2.11: The collection of measurable sets is a σ-algebra on R.
Proof in [16].

Definition 2.10: The Lebesgue measure m is the set function obtained
by restricting the set function m∗ to the collection of (Lebesgue) measur-
able sets.

Proposition 2.12: Countable subadditivity of m: m(∪An) ≤ ∑

mAn
for any countable collection {An} of measurable sets (Proposition 2.7).
Countable additivity ofm: m(∪An) =

∑

mAn if the sets in {An} as above
are pairwise disjoint. Proof in [16].

Observation 2.8: It is in the proof of countable additivity of the Lebesgue
measure m that Carathéodory’s criterion plays a major role. On the other
hand, the importance of the countable additivity of m is immediately appar-
ent in the proofs of the two parts of the following very useful proposition.

Proposition 2.13 (Nested sequences of measurable sets Lemma):
1. Given a countable collection of measurable sets {En} with En+1 ⊆ En for
each n, mE1 <∞, then m(∩∞

i=1Ei) = limn→∞mEn.
2. Given a countable collection of (not necessarily measurable) sets {En}
with En+1 ⊇ En for each n, then m∗(∪∞

i=1 Ei) = limn→∞m∗En.
Proof in [16] for the first part. In [14] for the second part using Proposi-
tion 2.9. As mentioned above, in the proofs of both parts the countable
additivity of m (Proposition 2.12) is used.

Proposition 2.14: Every Borel set is measurable. Proof in [16].

Observation 2.9: A rather complex example of a measurable set that is
not Borel is presented in [4].
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Proposition 2.15 (Equivalent conditions for a measurable set): Let
E be a set of real numbers. Then the following five conditions are equivalent:
i. E is measurable.
ii. Given ǫ > 0, there is an open set O, O ⊇ E with m∗(O \ E) < ǫ.
iii. Given ǫ > 0, there is a closed set F , F ⊆ E with m∗(E \ F ) < ǫ.
iv. There is a set G that is the intersection of a countable collection of open
sets, G ⊇ E with m∗(G \ E) = 0.
v. There is a set F that is the union of a countable collection of closed sets,
F ⊆ E with m∗(E \ F ) = 0.

Proof: We only prove i ⇔ ii. Proofs of all cases in [17].
i ⇒ ii: E is measurable.
Case 1: mE <∞.
There exists O open such that E ⊆ O, mO < mE + ǫ (Proposition 2.9).
mE <∞ then implies mO −mE < ǫ. Accordingly,

ǫ > m(O ∩ E) +m(O ∩ Ẽ)−mE

= mE +m(O \ E)−mE

= m(O \ E).

Case 2: mE = ∞.
For each integer n > 0 let En = E ∩ ((n− 1, n] ∪ (−n,−n + 1]). Then each
En is measurable, mEn < ∞, and E = ∪En. From Case 1 above it follows
that there is On open such that En ⊆ On and m(On \ En) < ǫ/2n. With
O = ∪On, then O is open, E ⊆ O and O \ E ⊆ ∪(On \ En). Thus,

m(O \ E) ≤ m(∪(On \ En)) ≤
∑

m(On \En) <
∑

ǫ/2n = ǫ.

ii ⇒ i: Given ǫ > 0, there is an open set O, O ⊇ E with m∗(O \ E) < ǫ.
O open implies O is measurable. Thus, for any set A, we have m∗A =
m∗(A ∩O) +m∗(A ∩ Õ). Accordingly,

m∗A+ ǫ > m∗A+m∗(O ∩ Ẽ)
= m∗(A ∩ O) +m∗(A ∩ Õ) +m∗(O ∩ Ẽ)
≥ m∗(A ∩ E) +m∗(A ∩ Õ ∩ Ẽ) +m∗(O ∩ Ẽ ∩ A)
= m∗(A ∩ E) +m∗(A ∩ Ẽ).

ǫ arbitrary implies m∗A ≥ m∗(A∩E) +m∗(A ∩ Ẽ). Thus, E is measurable.

8

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IST.IR

.8217



Corollary 2.3: Every (Lebesgue) measurable set is the union of a Borel set
and a set of (Lebesgue) measure zero.

Proposition 2.16: The translate of a measurable set is measurable, i.e., if
E is a measurable set, then E + y is measurable for any number y.

Proof: For any set A, setting B = A−y, F = E+y, and noting (B∩E)+y =
A ∩ F , (B ∩ Ẽ) + y = A ∩ F̃ , by Proposition 2.8, then

m∗A = m∗B = m∗(B ∩ E) +m∗(B ∩ Ẽ) = m∗(A ∩ F ) +m∗(A ∩ F̃ ).

Thus, F = E + y is measurable.

Measurable functions, Step functions, Simple functions

Definition 2.11: Let f be an extended real-valued function defined on a
(Lebesgue) measurable set. Then f is said to be (Lebesgue) measurable
if the set {x | f(x) > a} is (Lebesgue) measurable for every real number a.

Proposition 2.17 (Equivalent conditions for a measurable function):
Let f be an extended real-valued function of measurable domain. Then the
following conditions are equivalent:
i. {x | f(x) > a} is measurable for every real number a.
ii. {x | f(x) ≥ a} is measurable for every real number a.
iii. {x | f(x) < a} is measurable for every real number a.
iv. {x | f(x) ≤ a} is measurable for every real number a.
Proof in [16] and [18].

Observation 2.10: Conditions ii, iii, iv can be used instead of condition i to
define a measurable function. We note that if a real-vaued function f defined
on a closed or open interval I is continuous [18], then f is measurable since
the set in condition i is relatively open in I [18]. Also the restriction of a
measurable function to a measurable subset of its domain, is measurable.

Definition 2.12: Given real numbers a, b, a < b, and an integer n > 0,
by a partition or subdivision of [a, b] we mean a finite set of points
P = {ξ0, ξ1, . . . , ξn} with a = ξ0 < ξ1 < . . . < ξn = b. A function ψ : [a, b] →
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R is called a step function (on [a, b]) if for an integer n > 0, there are
numbers ci, i = 1, . . . , n, and a partition or subdivision P = {ξ0, ξ1, . . . , ξn}
of [a, b], such that ψ(a) = ψ(ξ0) = c1, ψ(x) = ci, ξi−1 < x ≤ ξi, i = 1, . . . , n.

Definition 2.13: Given sets A, X of real numbers, A ⊆ X , the character-
istic function χA of A on X , χA : X → {0, 1}, is defined by

χA(x) =

{

1 x ∈ A
0 x ∈ X \ A.

Definition 2.14: Given a measurable set E, an integer n > 0, and for
i = 1, . . . , n, nonzero numbers ci, measurable sets Ei ⊆ E, and character-
istic functions χEi

of Ei on E, a function ϕ : E → R defined by ϕ(x) =
∑n
i=1 ciχEi

(x) for x in E is called a simple function on E.

Observation 2.11: Step functions are measurable and a function is simple
if and only if it is measurable and assumes only a finite number of values.
We note that the representation of a simple function ϕ is not unique. How-
ever it does have a so-called canonical representation: for some integer
m > 0, ϕ(x) =

∑m
i=1 aiχAi

(x) for x in E, where {a1, . . . , am} is the set of
distinct nonzero values of ϕ, and Ai = {x ∈ E : ϕ(x) = ai}, i = 1, . . . , m.
This representation is characterized by the fact that the ai’s are distinct and
nonzero, and the Ai’s are pairwise disjoint.

Proposition 2.18: If f is a measurable function, then the function |f | is
measurable. Proof in [18].

Proposition 2.19: Let f and g be measurable real-valued (not extended)
functions defined on the same domain X , c a constant, and F a continu-
ous real-valued function on R2. Then the function h defined by h(x) =
F (f(x), g(x)), x ∈ X , is measurable. In particular f + g, fg, cf , f + c, f − g
are measurable; f/g is measurable if g 6= 0 on X . Proofs in [16] and [18].

Observation 2.12: For extended real-valued measurable functions f and g,
the function fg is still measurable. However in order for f + g to be mea-
surable, f + g must be given the same value at points where it is undefined,
unless these points form a set of measure zero in which case it makes no
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difference which values f + g is given on the set.

Proposition 2.20: Let {fn} be a sequence of measurable functions defined
on the same domain X and let N > 0 be an integer. The functions defined
for each x ∈ X by supn≤N fn(x), supn fn(x), lim supn→∞ fn(x), infn≤N fn(x),
infn fn(x), lim infn→∞ fn(x), are all measurable. Proofs in [16] and [18].

Definition 2.15: Given a set of real numbers X , a property associated with
points in X is said to hold almost everywhere (a.e. for short) in X if the
set of points in X where the property fails has measure zero.

Proposition 2.21: Let f and g be functions defined on the same measur-
able domain X . If f is measurable and f = g a.e., then g is measurable.

Proof: Let a be any real number. f = g a.e. means the set E = {x : f(x) 6=
g(x)} has measure zero. Thus E and the set {x ∈ E : g(x) > a} ⊆ E are
measurable (Proposition 2.10). X \ E must then be measurable and the set
{x ∈ X \ E : f(x) > a} is then measurable as f is measurable. Thus, since

{x : g(x) > a} = {x ∈ X \ E : f(x) > a} ∪ {x ∈ E : g(x) > a}
it follows that {x : g(x) > a} is measurable and therefore g is measurable.

Observation 2.13: The definition of a measurable function and 1 of Propo-
sition 2.13 allow the following proposition to be true.

Proposition 2.22 (Egoroff’s Theorem): Let {fn} be a sequence of mea-
surable functions on a measurable set E, mE < ∞, that converge a.e. to a
real-valued (not extended) function f on E, i.e., there is a set B ⊆ E such
that mB = 0, fn → f pointwise on E \ B. Then for every δ > 0 there is a
closed set F ⊆ E such that m(E \ F ) < δ and fn → f uniformly on F .

Proof: Let m > 0 be an integer. For each integer n > 0 let

Gm
n = {x ∈ E : |fn(x)− f(x)| ≥ 1/m},

and for each integer N > 0 set

Em
N = ∪∞

n=N G
m
n = {x ∈ E : |fn(x)− f(x)| ≥ 1/m for some n ≥ N}.

11

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IST.IR

.8217



We note f is measurable (Proposition 2.20 and Proposition 2.21). It follows
that each Em

N is measurable and of finite measure, Em
N+1 ⊆ Em

N , and for each
x ∈ E \ B there must be some N for which x 6∈ Em

N , since fn(x) → f(x).
Thus ∩Em

N ⊆ B and must therefore have measure zero. It follows then that
limN→∞mEm

N = 0 (1 of Proposition 2.13). Hence there exists N such that

mEm
N = m({x ∈ E : |fn(x)− f(x)| ≥ 1/m for some n ≥ N}) < δ/2m+1.

Letting Am = Em
N , then A

m is measurable, mAm < δ/2m+1 and

E \ Am = {x ∈ E : |fn(x)− f(x)| < 1/m for all n ≥ N}.

Now let A = ∪∞
m=1A

m. Then mA ≤ ∑∞
m=1mA

m <
∑∞
m=1 δ/2

m+1 = δ/2.
Given ǫ > 0 choose integer m > 0 with 1/m < ǫ. For some N and for all
x ∈ E \ A then x ∈ E \ Am and |fn(x)− f(x)| < 1/m < ǫ for all n ≥ N .
Thus, fn → f uniformly on E \ A.
Finally, let G = E \A. Clearly G is measurable and m(E \G) = mA < δ/2.
Thus, there exists a closed set F , F ⊆ G with m(G \ F ) < δ/2 (Proposi-
tion 2.15). It then follows thatm(E\F ) = m(E\G)+m(G\F ) < δ/2+δ/2 =
δ and fn → f uniformly on F .

Proof also in [8] for spaces and measures more general than R and the
Lebesgue measure.

Observation 2.14: The assumption mE < ∞ is necessary in the above
proposition. To see this, let E = R and

fn(x) =

{

1 x > n
0 x ≤ n.

Clearly fn → 0 pointwise on E. However, for any integer N > 0, 0 < ǫ < 1,
the set {x ∈ E : fN(x) ≥ ǫ} = (N,∞) is of infinite measure. Thus, the
uniform convergence of fn to 0 as proposed in the proposition can not occur.

Definition 2.16: Given a function f defined on a set E, the positive part
f+ of f and the negative part f− of f are the functions defined respectively
by f+(x) = max{f(x), 0}, and f−(x) = max{−f(x), 0}, x ∈ E.

12
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Proposition 2.23 (Approximation of a measurable function by sim-
ple functions): Let f be a real-valued (not extended) measurable function
on a measurable set E. Then there exists a sequence of simple functions {sn}
on E such that sn → f pointwise on E. Since f = f+ − f−, and f+ and f−

are measurable because f is, then {sn} can be chosen so that sn = sun − sln,
where sun and sln are simple functions on E such that sun → f+, sln → f−

pointwise on E, and sun and sln increase monotonically to f+ and f−, respec-
tively. If f is bounded, then {sn} can also be chosen to converge uniformly
to f on E. Proof in [18].

Proposition 2.24 (Lusin’s Theorem): Let f be a real-valued (not ex-
tended) measurable function on a measurable set E. Then given ǫ > 0, there
exists a closed set F ⊆ E with m(E \ F ) < ǫ such that f |F is continuous.

Proof: First we prove the proposition for f a simple function on E. Accord-
ingly, for some integer n > 0, assume f(x) =

∑n
i=1 ciχEi

(x) for x in E, Ei ⊆ E
for each i, the canonical representation of f . In addition let E0 = E \∪ni=1Ei.
Clearly the Ei’s are pairwise disjoint. Given ǫ > 0, since each Ei is mea-
surable there exists a closed set Fi ⊆ Ei such that m(Ei \ Fi) < ǫ/(n + 1),
i = 0, . . . , n (Proposition 2.15). Accordingly, F = ∪ni=0 Fi is closed, and

m(E \ F ) = m(∪ni=0Ei \ ∪ni=0 Fi) = m(∪ni=0(Ei \ Fi)) =
n
∑

i=0

m(Ei \ Fi) < ǫ.

Now, to show f |F is continuous we show that if {xk}, x in F are such that
xk → x, then f(xk) → f(x).
We note that for some unique j, 0 ≤ j ≤ n, it must be that x ∈ Fj . Thus,
since f is constant on Fj , it then suffices to show that for some integer K > 0,
xk is in Fj for k ≥ K. If this is not the case and since there is a finite number
of Fi’s then for some l, 0 ≤ l ≤ n, l 6= j, there is a subsequence {xkm} of {xk}
all contained in Fl. But then xkm → x so that x is in Fl, a contradiction.

Now we prove the proposition for a general f .
Case 1: mE <∞.
Let sn be simple functions such that sn → f pointwise on E (Proposi-
tion 2.23). Given ǫ > 0, as established above for simple functions on E,
for each n there exists a closed set Fn ⊆ E with m(E \ Fn) < ǫ/2n+1 such
that sn|Fn

is continuous. In addition, since mE < ∞, there exists a closed
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set F0 ⊆ E such that m(E \ F0) < ǫ/2 and sn → f uniformly on F0 (Propo-
sition 2.22 (Egoroff’s Theorem)).
Finally let F = ∩∞

n=0 Fn. Then F is closed and

m(E \ F ) = m(∪∞
n=0 (E \ Fn)) ≤

∞
∑

n=0

m(E \ Fn) <
∞
∑

n=0

ǫ/2n+1 = ǫ.

Since sn|Fn
is continuous so must be sn|F . And since sn → f uniformly on

F ⊆ F0 then f |F must be continuous (proof in [18]).

Case 2: mE = ∞.
For each integer n > 0, let Ẽn = (n− 1, n]∪ (−n,−n+ 1] and En = E ∩ Ẽn.
Then each En is measurable, mEn < ∞, and E = ∪∞

n=1En. From Case 1
above, given ǫ > 0, it follows that there is a closed set Fn ⊆ En with m(En \
Fn) < ǫ/2n such that f |Fn

is continuous. Let F = ∪∞
n=1 Fn. Then

m(E \ F ) = m(∪∞
n=1En \ ∪∞

n=1 Fn) = m(∪∞
n=1(En \ Fn))

=
∞
∑

n=1

m(En \ Fn) <
∞
∑

n=1

ǫ/2n = ǫ.

We show F is closed. Let x be a limit point of F so that for {xk} in F , then
xk → x. Clearly for some integer j > 0 it must be that x ∈ Ẽj . It suffices to
show that for some integer K > 0, xk is in Fj for k ≥ K so that x is also in
Fj ⊆ F . With Ẽn = ∅ for n ≤ 0, from the definition of the Ẽn’s a neighbor-
hood of the point x exists that does not intersect Ẽi, i > j + 1 or i < j − 1.
Thus, with F0 = ∅, for k large enough the points xk can only be in Fj−i, Fj
and Fj+1. If it is not the case that K as described exists, then there must be
a subsequence {xkm} of {xk}, all of it contained in either Fj−1 or Fj+1. But
then xkm → x so that x is in either Fj−1 or Fj+1, a contradiction. (Actually
showing that x is in the union of Fj−1, Fj and Fj+1, would have sufficed).
Now, to show f |F is continuous we show that if {xk}, x in F are such that
xk → x, then f(xk) → f(x).
We note that for some unique j > 0, it must be that x ∈ Fj . Thus, since f
is continuous on Fj , it then suffices to show that for some integer K > 0, xk
is in Fj for k ≥ K. If this is not the case, again with F0 = ∅, an argument,
similar to the one used above for proving F is closed, can be used to get the
same contradiction that x is in either Fj−1 or Fj+1.
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The Riemann integral

Definition 2.17: Let [a, b] be an interval and f a bounded real-valued func-
tion defined on [a, b]. Given an integer n > 0, and P = {ξ0, ξ1, . . . , ξn}, a
partition or subdivision of [a, b] (Definition 2.12), for i = 1, . . . , n, we define

mi = inf f(x), ξi−1 ≤ x ≤ ξi,

Mi = sup f(x), ξi−1 ≤ x ≤ ξi, and

L(P, f) =
n
∑

i=1

mi(ξi − ξi−1),

U(P, f) =
n
∑

i=1

Mi(ξi − ξi−1).

Then we define the lower Riemann integral and the upper Riemann
integral of f over [a, b], respectively, by

R
∫ b

a
f(x)dx = sup

P
L(P, f),

R
∫ b

a
f(x)dx = inf

P
U(P, f),

where the infimum and supremum are taken over all partitions P of [a, b].
If the two are equal, f is said to be Riemann integrable over [a, b], and
the common value is then called the Riemann integral of f over [a, b] and
denoted by

R
∫ b

a
f(x)dx.

Observation 2.15: Since f is bounded, there exist numbers m andM , such
that m ≤ f(x) ≤ M , x ∈ [a, b]. Thus, for every partition P , it must be that
m(b − a) ≤ L(P, f) ≤ U(P, f) ≤ M(b − a), so that the lower and upper
Riemann integrals of f over [a, b] are finite numbers.

Proposition 2.25: R∫ b
af(x)dx ≤ R∫ b

af(x)dx. Proof in [18].

Observation 2.16: Let ψ : [a, b] → R be a step function so that for an
integer n > 0, there are numbers ci, i = 1, . . . , n, and a partition P =
{ξ0, ξ1, . . . , ξn} of [a, b], such that ψ(a) = ψ(ξ0) = c1, ψ(x) = ci, ξi−1 < x ≤ ξi,
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i = 1, . . . , n. Clearly L(P, ψ) = U(P, ψ) and since L(P, ψ) ≤ R∫ b
aψ(x)dx ≤

R∫ b
aψ(x)dx ≤ U(P, ψ) (Proposition 2.25), it must be that ψ is Riemann

integrable over [a, b] and R ∫ b
a ψ(x)dx =

∑n
i=1 ci(ξi − ξi−1).

From this it is then apparent that

R
∫ b

a
f(x)dx = sup

P
L(P, f) = sup

ψ≤f
R

∫ b

a
ψ(x)dx,

R
∫ b

a
f(x)dx = inf

P
U(P, f) = inf

ψ≥f
R

∫ b

a
ψ(x)dx,

where the ψ’s are all possible step functions on [a, b] satisfying the given
conditions.

Definition 2.18: Given an interval [a, b], let P = {ξ0, ξ1, . . . , ξn} be a par-
tition of [a, b]. The number

µ(P ) = max
i=1,...,n

(ξi − ξi−1)

is called the mesh of P .
Let f be a real-valued function defined on [a, b]. Given a partition P =
{ξ0, ξ1, . . . , ξn} of [a, b], a Riemann sum of f with respect to P is a sum of
the form

S(P, f) =
n
∑

i=1

f(ti)(ξi − ξi−1),

where the choice of points t1, . . . , tn, ξi−1 ≤ ti ≤ ξi, i = 1, . . . , n, is arbitrary.
The Riemann sums of f are said to converge to a finite number I as µ(P ) → 0,
i.e.,

I = lim
µ(P )→0

S(P, f),

if given ǫ > 0, there exists δ > 0 such that for every partition P with mesh
µ(P ) < δ it must be that

|S(P, f)− I| < ǫ

(obviously for every choice of points t1, . . . , tn, ξi−1 ≤ ti ≤ ξi, i = 1, . . . , n).

Proposition 2.26 (Riemann sums of f that converge implies f is
bounded): If limS(P, f) exists as µ(P ) → 0, then f is bounded on [a, b].
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Proof in [13] and [15].

Proposition 2.27 (Riemann sums of f converge if and only f is
Riemann integrable): Let [a, b] be an interval and f a bounded real-
valued function defined on [a, b]. Then f is Riemann integrable over [a, b] if
and only if

I = lim
µ(P )→0

S(P, f)

exists. If this is the case, then I equals R ∫ b
a f(x)dx. Proof in [18] and [25].

Observation 2.17: Given an interval [a, b] and a set A ⊆ [a, b], ideally the
characteristic function χA of A on [a, b], χA : [a, b] → {0, 1}, defined by

χA(x) =

{

1 x ∈ A
0 x ∈ [a, b] \ A

should be (Riemann) integrable over [a, b], especially if A is measurable, and
its integral over [a, b] should equal the (outer) measure of A. However, if A
is the set of rational numbers in [a, b], which is measurable with mA = 0, we

see that R∫ b
aχA(x)dx = 0 and R∫ b

aχA(x)dx = b− a, not the ideal situation.

The Lebesgue integral

Definition 2.19: Given a measurable set E, let ϕ(x) =
∑m
i=1 aiχAi

(x) be
the canonical representation of a simple function ϕ on E, where for some
integer m > 0, {a1, . . . , am} is the set of distinct nonzero values of ϕ, and
Ai = {x ∈ E : ϕ(x) = ai}, i = 1, . . . , m. We define the Lebesgue integral
of ϕ over E as the extended real number

∫

E
ϕ(x)dx =

m
∑

i=1

aimAi.

Observation 2.18: A consequence of the following two propositions is that
if ϕ(x) =

∑n
i=1 ciχEi

(x) is any representation of a simple function ϕ on a
measurable set E, then the Lebesgue integral of ϕ over E (Definition 2.19) can
be computed directly from the representation, i.e., by computing

∑n
i=1 cimEi.

Proposition 2.28: Let ϕ(x) =
∑n
i=1 ciχEi

(x) be a representation of a simple
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function ϕ on a measurable set E, with Ei∩Ej = ∅ for i 6= j (not necessarily
the canonical representation of ϕ). Then

n
∑

i=1

cimEi =
∫

E
ϕ(x)dx.

Proof in [16] for Ei’s of finite measure. Same proof for the general case.

Proposition 2.29: Let ϕ and ψ be simple functions on a measurable set E.
Then for any real numbers a and b we must have

∫

E
(aϕ+ bψ)(x)dx = a

∫

E
ϕ(x)dx+ b

∫

E
ψ(x)dx,

and, if ϕ ≥ ψ a.e., then
∫

E ϕ(x)dx ≥ ∫

E ψ(dx).

Proof in [16] using Proposition 2.28 for Ei’s of finite measure. Proof essen-
tially the same for the general case.

Corollary 2.4: Let ϕ(x) =
∑n
i=1 ciχEi

(x) be any representation of a simple
function ϕ on a measurable set E, the Ei’s not necessarily pairwise disjoint.
Then

n
∑

i=1

cimEi =
∫

E
ϕ(x)dx.

Proof: Apply the first part of Proposition 2.29 to ϕ(x) =
∑n
i=1 ciχEi

(x).

Definition 2.20: Given a measurable set E, let f be a measurable nonneg-
ative function on E. We define the Lebesgue integral of f over E as the
extended real number

∫

E
f(x)dx = sup

ϕ≤f

∫

E
ϕ(x)dx,

where the ϕ’s are all possible simple functions on E satisfying the given con-
dition.

Definition 2.21: Given a measurable set E, let f be a measurable function
on E. With f+ and f− as the positive and negative parts of f (Defini-
tion 2.16), we define the Lebesgue integral of f over E as the extended
real number ∫

E
f(x)dx =

∫

E
f+(x)dx−

∫

E
f−(x)dx,
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if at least one of the integrals
∫

E f
+(x)dx,

∫

E f
−(x)dx (Definition 2.20) is

finite.
If

∫

E f(x)dx is finite, then f is said to be Lebesgue integrable over E.

Proposition 2.30: Let f and g be Lebesgue integrable functions over a
measurable set E, and c a real number. Then
i. cf is Lebesgue integrable over E with

∫

E cf(x)dx = c
∫

E f(x)dx.
ii. f + g is Lebesgue integrable over E with

∫

E
(f + g)(x)dx =

∫

E
f(x)dx+

∫

E
g(x)dx.

iii. If f ≤ g a.e., then
∫

E f(x)dx ≤ ∫

E g(x)dx.
iv. If A,B ⊆ E are disjoint measurable sets, then

∫

A∪B
f(x)dx =

∫

A
f(x)dx+

∫

B
f(x)dx.

Proofs in [16] and [18].

Proposition 2.31: A measurable function f is Lebesgue integrable over E
if and only if |f | is Lebesgue integrable over E, in which case

|
∫

E
f(x)dx| ≤

∫

E
|f(x)|dx.

Also, if 0 ≤ f ≤ g on E and g is Lebesgue integrable over E, then f is
Lebesgue integrable over E. In particular, if |f | ≤ g and g is Lebesgue
integrable, then |f |, and therefore f , is Lesbegue integrable over E.

Proof: The first part follows from f = f+ − f−, |f | = f+ + f−, and iv of
Proposition 2.30. The inequality from f ≤ |f |, −f ≤ |f |, and i and iii of
Proposition 2.30. The rest from Definition 2.20.

Observation 2.19: Let f be a measurable function on a measurable set E
withmE finite, and let a, b be real numbers such that a ≤ f(x) ≤ b for x ∈ E.
By looking at

∫

E f
+(x)dx and

∫

E f
−(x)dx for the different possible signs of

a and b, then it is evident that amE ≤ ∫

E f(x)dx ≤ bmE. Accordingly, if
f is a measurable and bounded function on a measurable set E with mE
finite, since then for some M > 0, −M ≤ f(x) ≤ M for x ∈ E, it must be
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that −M mE ≤ ∫

E f(x)dx ≤M mE, and therefore f is Lebesgue integrable.
However, there is more to this situation as the following proposition shows.

Proposition 2.32 (Integrable equivalent to measurable): Let f be a
bounded function defined on a measurable set E with mE finite. Let

L(f) = sup
ϕ≤f

∫

E
ϕ(x)dx, U(f) = inf

ϕ≥f

∫

E
ϕ(x)dx,

where the ϕ’s are all possible simple functions on E satisfying the given
conditions. Then L(f) = U(f) if and only if f is measurable. Whenever
L(f) = U(f) then f is Lebesgue integrable and

∫

E f(x)dx = L(f) = U(f).
Proof in [16].

Proposition 2.33 (Riemann integrable implies Lebesgue integrable):
Let f be a bounded function on interval [a, b]. If f is Riemann integrable
over [a, b], then f is measurable and Lebesgue integrable over [a, b] with

∫

[a,b]
f(x)dx = R

∫ b

a
f(x)dx.

Proof: Since step functions are simple functions, then

sup
ψ≤f

R
∫ b

a
ψ(x)dx ≤ sup

ϕ≤f

∫

[a,b]
ϕ(x)dx ≤ inf

ϕ≥f

∫

[a,b]
ϕ(x)dx ≤ inf

ψ≥f
R

∫ b

a
ψ(x)dx,

where the ψ’s and the ϕ’s are all possible step functions and simple functions
on [a, b], respectively, satisfying the given conditions. Since f is Riemann
integrable over [a, b], then all the inequalities above are equalities so that f
must be measurable and Lebesgue integrable over [a, b] with

∫

[a,b]
f(x)dx = sup

ϕ≤f

∫

[a,b]
ϕ(x)dx = inf

ϕ≥f

∫

[a,b]
ϕ(x)dx = R

∫ b

a
f(x)dx

by Proposition 2.32.

Proposition 2.34: Let f be a measurable function on a measurable set E.
i. If f ≥ 0 on E and

∫

E f(x)dx = 0, then f = 0 a.e. on E.
ii. If f is Lebesgue integrable over E, then f is finite a.e. on E.
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Proof: For each integer n > 0 let En = {x ∈ E : f(x) > 1/n}.
For each n, we note mEn = 0 or else

∫

E f(x)dx > 0.
Let A = {x ∈ E : f(x) 6= 0}. Then A = ∪∞

n=1En. Thus, mA = m(∪∞
n=1En) ≤

∑∞
n=1m(En) = 0 so that f = 0 a.e. on E, which proves i.

In order to prove ii, for each integer n > 0 let En = {x ∈ E : |f(x)| ≥ n}.
Then n ·mEn ≤ ∫

En
|f(x)|dx ≤ ∫

E |f(x)|dx = C, so that mEn ≤ C/n.
Let A = {x ∈ E : |f(x)| = ∞}. Then A = ∩∞

n=1En. Since for each n,
A ⊆ En, then mA ≤ mEn ≤ C/n so that mA = 0, which proves ii.

Proposition 2.35 (Lebesgue’s criterion for Riemann integrability):
Let f be a bounded function on [a, b]. Then f is Riemann integrable over
[a, b] if and only if f is continuous a.e. on [a, b]. Proof in [18]. It involves
Proposition 2.33 and i of Proposition 2.34.

Observation 2.20: Function χA in Observation 2.17 with A equal to the
set of rational numbers fails the continuity hypothesis of Proposition 2.35
and thus it is not Riemann integrable over [a, b] as observed there. Actually,
it can be easily shown to be nowhere continuous on [a, b].

Proposition 2.36 (Countable additivity of the Lebesgue integral):
Let {En} be a countable collection of pairwise disjoint measurable sets. Let
E = ∪∞

i=1En, and let f be a measurable function on E. Assume either f ≥ 0
on E or f is Lebesgue integrable over E. Then

∫

E
f(x)dx =

∞
∑

i=1

∫

Ei

f(x)dx.

Proof in [18].

Observation 2.21: If f is a measurable function on a set E with mE = 0,
then

∫

E f(x)dx = 0. Also, if sets A, E are measurable with A ⊆ E, and f is
Lebesgue integrable over E, then it is Lebesgue integrable over A. From all
this then, if f and g are functions on a measurable set E, f = g a.e. on E, f
Lebesgue integrable over E, then so is g and

∫

E g(x)dx =
∫

E f(x)dx. Finally,
we note that since integrals over sets of measure zero are zero, through-
out these notes, if sets F and E are measurable with F ⊆ E, mF = 0,
and f is a function on E \ F , possibly not defined on part or all of F ,
f Lebesgue integrable over E \ F , we say f is Lebesgue integrable over E
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with
∫

E f(x)dx =
∫

E\F f(x)dx. This makes sense as it is always possible to
define f arbitrarily for points in F so that then f is defined on all of E and
∫

E f(x)dx =
∫

E\F f(x)dx+
∫

F f(x)dx =
∫

E\F f(x)dx+ 0 =
∫

E\F f(x)dx.

Proposition 2.37 (Lebesgue’s Monotone Convergence Theorem):
Let {fn} be an increasing sequence of nonnegative measurable functions on
a measurable set E. Let f be defined by f(x) = limn→∞ fn(x) for x ∈ E.
Then ∫

E
f(x)dx = lim

n→∞

∫

E
fn(x)dx.

Proof in [16] and [18]. It involves Proposition 2.13.

Corollary 2.5: Let {fn} be a sequence of nonnegative measurable functions
on a measurable set E. Let f be defined by f(x) =

∑∞
n=1 fn(x) for x ∈ E.

Then
∫

E
f(x)dx =

∞
∑

n=1

∫

E
fn(x)dx.

Proof: {hn} defined by hn(x) =
∑n
i=1 fi(x) for x ∈ E is an increasing se-

quence of nonnegative measurable functions on E.

Observation 2.22: Proposition 2.36 can now be proved more easily. It suf-
fices to prove it for f ≥ 0 on E. Let fn(x) = f(x) · χEn

(x) for x ∈ E. Then
f(x) =

∑∞
n=1 fn(x) for x ∈ E and the result follows from Corollary 2.5.

Observation 2.23: The following proposition says that if a nonnegative
function is Lebesgue integrable over a measurable set, then the Lebesgue in-
tegral of the function over a measurable subset of the set is arbitrarily small
if the measure of the subset is small enough. Later we will see that it can be
used to show that every indefinite integral is absolutely continuous (indefi-
nite integrals and absolute continuity defined in the next section).

Proposition 2.38 (Absolute continuity of the Lebesgue integral): Let
f be a nonnegative Lebesgue integrable function over a measurable set E.
Then given ǫ > 0 there is δ > 0 such that for each measurable set A ⊆ E
with mA < δ, then

∫

A f(x)dx < ǫ. Proof in [16]. It involves Lebesgue’s
Monotone Convergence Theorem (Proposition 2.37).
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Proposition 2.39 (Fatou’s Lemma): Let {fn} be a sequence of non-
negative measurable functions on a measurable set E. Let f be defined by
f(x) = lim infn→∞ fn(x) for x ∈ E. Then

∫

E
f(x)dx ≤ lim inf

n→∞

∫

E
fn(x)dx.

Proof in [16] and [18]. It involves Proposition 2.37.

Proposition 2.40 (Lebesgue’s Dominated Convergence Theorem):
Let {fn} be a sequence of measurable functions on a measurable set E such
that there is a function f on E with fn → f pointwise a.e. on E. If there is
a function g that is Lebesgue integrable over E such that |fn| ≤ g on E for
all n, then

∫

E
f(x)dx = lim

n→∞

∫

E
fn(x)dx.

Proof in [16] and [18]. It involves Proposition 2.39.

Corollary 2.6 (Bounded Convergence Theorem): Let {fn} be a se-
quence of measurable functions on a measurable set E of finite measure such
that there is a function f on E with fn → f pointwise a.e. on E. If there is
a real number M such that |fn| ≤ M on E for all n, then

∫

E
f(x)dx = lim

n→∞

∫

E
fn(x)dx.

The Lp Spaces

Definition 2.22: Given a real number p > 0, the Lp[0, 1] or Lp space is
the space of measurable functions on [0, 1] satisfying: the p-th power of the
absolute value of each function in the space is Lebesgue integrable over [0, 1].
Thus, a measurable function f on [0, 1] is in Lp (the Lp space) if and only if

∫

[0,1]
|f(x)|pdx <∞.

Writing
∫ 1
0 |f(x)|pdx instead of

∫

[0,1] |f(x)|pdx for f in Lp, we define

||f ||p = {
∫ 1

0
|f(x)|pdx}1/p
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and call || · ||p the Lp norm, and ||f ||p the Lp norm of f .
Finally, the L∞[0, 1] or L∞ space is the space of measurable functions on
[0, 1] satisfying: each function in the space is bounded on [0, 1] except possibly
on a set of measure zero. Thus, a measurable function f on [0, 1] is in L∞

(the L∞ space) if and only if the essential supremum of |f | on [0, 1] is finite,
i.e.,

ess sup |f(t)| = inf{M : m({t : |f(t)| > M}) = 0} <∞.

We also note ess sup |f(t)| = inf {supt∈[0,1] |g(t)| : g = f a.e.}. Defining

||f ||∞ = ess sup |f(t)|

we call || · ||∞ the L∞ norm, and ||f ||∞ the L∞ norm of f .

Observation 2.24: In the definition of the Lp spaces, the interval [0, 1]
was chosen for simplicity. Given a real number p > 0, if f ∈ Lp, then
clearly cf ∈ Lp for any real number c. In addition, if f, g ∈ Lp, since
|f + g|p ≤ 2p(|f |p + |g|p), then f + g ∈ Lp. Thus, Lp is a linear space and so
is L∞.
Given f in Lp, 0 < p ≤ ∞, then the Lp norm of f , i.e., ||f ||p (Definition 2.22),
equals zero if and only if f = 0 a.e. on [0, 1]. Accordingly, we think of
the elements of Lp as equivalent classes of functions, each class composed
of functions that are equal to one another a.e. on [0, 1], and as noted in
Observation 2.21, some functions undefined on subsets of [0, 1] of measure
zero. Thus, assuming there is no distinction between two functions in the
same equivalence class, we note that given p, 1 ≤ p ≤ ∞, then the Lp norm
|| · ||p is indeed a norm since clearly ||cf ||p = c||f ||p for any real number c,
and as will be seen below, if f, g ∈ Lp, then ||f + g||p ≤ ||f ||p + ||g||p.

Proposition 2.41 (Hölder’s inequality): Given p, q, 1 ≤ p, q ≤ ∞, with
1/p+ 1/q = 1, if f ∈ Lp and g ∈ Lq, then f · g ∈ L1 and

∫ 1

0
|(f · g)(x)|dx ≤ ||f ||p · ||g||q ,

with equality for p, q, 1 < p, q < ∞ if and only if α|f |p = β|g|q a.e. for
nonzero constants α and β. Proof in [16], [19]. Proof in [18] for p = q = 2.

Proposition 2.42 (Minkowski’s inequality): Given p, 1 ≤ p ≤ ∞, if
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f, g ∈ Lp, then f + g ∈ Lp and

||f + g||p ≤ ||f ||p + ||g||p.
Proof in [16], [19]. Proof in [18] for p = q = 2.

Observation 2.25: For p = q = 2, Hölder’s inequality becomes Schwarz’s
inequality:

∫ 1

0
|(f · g)(x)|dx ≤ ||f ||2 · ||g||2 = {

∫ 1

0
|f(x)|2dx}1/2 · {

∫ 1

0
|g(x)|2dx}1/2.

Note all of the above inequalities (Hölder’s, Minkowski’s, Schwarz’s), in which
all integrations are over [0, 1], can be generalized by integrating everywhere
over a measurable set instead. Proof in [19].

Definition 2.23: Given a norm || · || on a linear space X , we say X is a
normed linear space with norm || · ||. We say this especially if among
all the possible norms that can be defined on X , our current intent is to
associate X exclusively with || · ||.
A sequence {xn} in a normed linear space with norm || · || is said to converge
in norm to an element x in the space if, given ǫ > 0, there is an integer
N > 0 such that for n ≥ N , then ||xn − x|| < ǫ.
A sequence {xn} in a normed linear space with norm || · || is said to be
a Cauchy sequence if, given ǫ, there is an integer N > 0 such that for
n,m ≥ N , then ||xn − xm|| < ǫ.
A normed linear space with norm || · || is called complete if every Cauchy
sequence in the space converges in norm to an element of the space.

Proposition 2.43 (Riesz-Fischer): Given p, 1 ≤ p ≤ ∞, then Lp is
complete. Moreover, given {fn} → f in Lp, then a subsequence of {fn}
converges pointwise to f a.e. on [0, 1]. Proof of first part in [16], [17].
It involves Proposition 2.37 (Lebesgue’s Monotone Convergence Theorem),
Proposition 2.39 (Fatou’s Lemma), Proposition 2.40 (Lebesgue’s Dominated
Convergence Theorem) and ii of Proposition 2.34. Proof of last part in [17].

Proposition 2.44 (Density of simple and step functions in Lp space):
Given p, 1 ≤ p ≤ ∞, then the subspace of simple functions on [0, 1] in Lp

is dense in Lp. Given p, 1 ≤ p < ∞, then the subspace of step functions on
[0, 1] is dense in Lp. Proof in [17].
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3 Absolute Continuity and its Connections to
Lebesgue Integration

Definition 3.1: Let f be a real-valued function defined on an interval [a, b].
Given x ∈ [a, b], if for some finite number I,

I = lim
t→x

f(t)− f(x)

t− x
, a < t < b, t 6= x,

then f is said to be differentiable at x; a number f ′(x) is defined and said
to exist by setting f ′(x) equal to I; and f ′ is said to exist at x. Accordingly,
f ′ is a function associated with f , called the derivative of f , whose domain
of definition is the set of points x at which f ′ exists. If f ′ exists at every
point of a set E ⊆ [a, b], we say f is differentiable on E or f ′ exists on E.
Note that given x ∈ [a, b], if the limit defining I above equals ∞ or −∞ then
the convention here is to say that f is not differentiable at x.

Proposition 3.1 (Fundamental Theorem of calculus I): Let f be Rie-
mann integrable over an interval [a, b]. If there is a function F differentiable
on [a, b] such that F ′ = f on [a, b], then

R
∫ b

a
f(x)dx = F (b)− F (a).

Proof in [1] and [18].

Proposition 3.2 (Fundamental Theorem of calculus II): Let f be
Riemann integrable over an interval [a, b]. Define a function F by

F (x) = R
∫ x

a
f(t)dt, x ∈ [a, b].

Then F is continuous on [a, b], and if f is continuous at x ∈ [a, b], then F is
differentiable at x with F ′(x) = f(x). Proof in [1] and [18].

Corollary 3.1 (Differentiability of the Riemann integral - Funda-
mental Theorem of calculus for continuous functions):
i. If f is Riemann integrable over [a, b] and F (x) = R ∫ x

a f(t)dt, x ∈ [a, b],
then F ′ = f a.e. on [a, b].
ii. If f is continuous on [a, b], then there is a differentiable function F on [a, b]
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such that F ′ = f on [a, b], and R ∫ x
a f(t)dt = F (x). If G is any differentiable

function on [a, b] such that G′ = f on [a, b], then G− F = C, C a constant,
and R ∫ x

a f(t)dt = G(x)−G(a), G(a) = C.

Proof: i follows from Proposition 3.2 and Proposition 2.35 (Lebesgue’s cri-
terion). First part of ii from Proposition 3.2. Proof in [18] that G′ − F ′ = 0
on [a, b] implies G−F = C on [a, b], C a constant. R ∫ x

a f(t)dt = G(x)−G(a)
from Proposition 3.1. Clearly G(a) = C as R ∫ x

a f(t)dt = F (x).

Definition 3.2: Let f be a real-valued function defined on an interval [a, b].
Given x ∈ [a, b], if for some finite number I, I = limt→x f(t), a ≤ t ≤ x, then
a number f(x−) called the left-hand limit of f at x is defined by setting
f(x−) equal to I. Similarly, if for some finite number I, I = limt→x f(t),
x ≤ t ≤ b, then a number f(x+) called the right-hand limit of f at x is
defined by setting f(x+) equal to I.

Observation 3.1: A function f is continuous at x ∈ [a, b] if and only if
f(x−) and f(x+) exist and f(x) = f(x−) = f(x+).

Proposition 3.3 (Monotonic functions: continuity): Let f be a mono-
tonic real-valued function on an interval [a, b]. Then f(x−) and f(x+) exist
for every point x ∈ [a, b], and the set of points of [a, b] at which f is discon-
tinuous is at most countable. Proof in [18].

Corollary 3.2 (Monotonic surjective f implies f is continuous): If f
is monotonic from [a, b] onto [c, d], then f is continuous on [a, b].

Proof: Assume f is discontinuous at x ∈ [a, b]. Since f(x−) and f(x+) exist
from Proposition 3.3, it must be that f(x−) 6= f(x+) so that y exists in [c, d]
between f(x−) and f(x+), y 6= f(x). But then y can not be in the range of f
as f is monotonic, which contradicts that the range of f is all of [c, d].

Observation 3.2: A function f is described below from [0, 1] into [0, 1] that
is strictly increasing on [0, 1], discontinuous at each rational number in (0, 1],
continuous at each irrational number in [0, 1] and at zero, f(0) = 0, f(1) = 1.
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Let {rn}∞n=1 be an enumeration of the rational numbers in (0, 1].
Given x ∈ (0, 1], let R(x) = {n : rn ≤ x}, and set R(0) = ∅.
Define f : [0, 1] → [0, 1] by f(0) = 0 and

f(x) =
∑

n∈R(x)

1/2n, x ∈ (0, 1].

Given x, x′ ∈ [0, 1], x < x′, then R(x) ⊆ R(x′), and since there is a rational
number r such that x < r < x′, then R(x) 6= R(x′). Thus, it must be that
f(x) < f(x′) so that f is strictly increasing on [0, 1].

Since R(1) includes every n then f(1) = 1.

Let x be a rational number in (0, 1]. We show f is discontinuous at x.
For some integer k > 0, x = rk. Thus, k ∈ R(x) but k 6∈ R(x′) for every
x′ ∈ [0, 1], x′ < x. R(x′) ⊆ R(x) then implies f(x)− f(x′) > 1/2k.
Thus, f is discontinuous at x (a rational number in (0, 1]).

Let x be an irrational number in [0, 1]. We show f is continuous at x.
Given ǫ > 0, choose integer N > 0 such that 1/2N < ǫ, and let

δ = min
n≤N

|x− rn|.

Given x′ ∈ [0, 1], x′ < x, |x − x′| < δ, then R(x′) ⊆ R(x), and if n ∈
R(x)\R(x′), it must be that x′ < rn < x so that |x−rn| < δ and thus n > N .
Accordingly, f(x)− f(x′) ≤ ∑∞

n=N+1 1/2
n = 1/2N < ǫ.

Finally, given x′ ∈ [0, 1], x′ > x, |x′ − x| < δ, then R(x) ⊆ R(x′), and if
n ∈ R(x′) \ R(x), it must be that x < rn ≤ x′ so that |x − rn| < δ and
thus n > N . Accordingly, f(x′)− f(x) ≤ ∑∞

n=N+1 1/2
n = 1/2N < ǫ.

Thus, f is continuous at x (an irrational number in [0, 1]) and at zero by an
argument similar to the one just used for the case x′ > x.

Proposition 3.4 (Monotonic functions: differentiability): Let f be a
monotonic real-valued function on an interval [a, b]. Then f is differentiable
a.e. on [a, b], and f ′ is measurable. If, in addition, f is increasing on [a, b]
(note f ′ ≥ 0 where it exists), then f ′ is Lebesgue integrable over [a, b], and

∫ b

a
f ′(x)dx ≤ f(b)− f(a),
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where we write
∫ b
a f

′(x)dx instead of
∫

[a,b] f
′(x)dx. Proof in [3] and [16]. It

involves Proposition 2.39 (Fatou’s Lemma) and ii of Proposition 2.34.

Definition 3.3: Let f be a real-valued function defined on an interval [a, b].
Given a partition P = {x0, x1, . . . , xn} of [a, b], set ∆fi = f(xi) − f(xi−1),
i = 1, . . . , n, and define

V (f ; a, b) = sup
P

n
∑

i=1

|∆fi|,

the supremum taken over all partitions P of [a, b].
f is said to be of bounded variation on [a, b] if V (f ; a, b) <∞.

Proposition 3.5 (Jordan decomposition): A function f is of bounded
variation on [a, b] if and only if it is the difference of two monotonically in-
creasing real-valued functions on [a, b]. Proof in [16] and [18].

Corollary 3.3: If f is of bounded variation on [a, b] then f is differentiable
a.e. on [a, b], and f ′ is measurable and Lebesgue integrable over [a, b].

Proof: By Proposition 3.5, f = f1 − f2 on [a, b], where f1 and f2 are mono-
tonically increasing on [a, b]. Thus, by Proposition 3.4, f ′ is measurable and
exists a.e. on [a, b]. Since |f ′| ≤ |f ′

1|+ |f ′
2| = f ′

1 + f ′
2 a.e. on [a, b], then again

by Proposition 3.4,

∫ b

a
|f ′(x)|dx ≤

∫ b

a
f ′
1(x)dx+

∫ b

a
f ′
2(x)dx ≤ f1(b)− f1(a) + f2(b)− f2(a),

and therefore f ′ is Lesbegue integrable over [a, b] (Proposition 2.31).

Definition 3.4: Given a Lebesgue integrable function f over [a, b], and a
real-valued function F on [a, b] such that

F (x) = F (a) +
∫ x

a
f(t)dt, x ∈ [a, b],

then the function F is said to be an indefinite integral of f over [a, b].

Proposition 3.6 (Indefinite integral of f zero everywhere, then f is
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zero a.e.): If f is Lebesgue integrable over [a, b] and
∫ x
a f(t)dt = 0 for all

x ∈ [a, b], then f = 0 a.e. on [a, b]. Proof in [16]. It involves Proposition 2.15.

Proposition 3.7 (Differentiability of the indefinite integral): Let f
be Lebesgue integrable over an interval [a, b], and F a function such that

F (x) = F (a) +
∫ x

a
f(t)dt, x ∈ [a, b],

i.e., an indefinite integral. Then F ′ = f a.e. on [a, b].
Proof in [16]. It involves Proposition 3.6, Corollary 2.6 (Bounded Conver-
gence Theorem), the inequality in Proposition 3.4, and i of Proposition 2.34.

Definition 3.5: A real-valued function f defined on an interval [a, b] is said
to be absolutely continuous on [a, b] if for every ǫ > 0 there is δ > 0 such
that

n
∑

i=1

|f(x′i)− f(xi)| < ǫ

for any integer n > 0 and any disjoint collection of open intervals (xi, x
′
i) ⊆

[a, b], i = 1, . . . , n, with
n
∑

i=1

(x′i − xi) < δ.

Proposition 3.8 (Absolutely continuous f is constant if f ′ is zero
a.e.): If f is absolutely continuous on [a, b] with f ′ = 0 a.e. on [a, b], then f
is constant on [a, b], i.e., f(x) = f(a) for all x ∈ [a, b]. Proof in [16].

Observation 3.3: Absolutely continuous ⇒ uniformly continuous [18]⇒
continuous. Moreover, a continuous real-valued function of compact domain
is uniformly continuous [18]. Accordingly, a function f called the Cantor
function from [0, 1] onto [0, 1] that is continuous, thus uniformly continuous,
but not absolutely continuous is described below. This function f is mono-
tonically increasing on [0, 1] and thus differentiable a.e. on [0, 1]. Actually,
f ′ = 0 at points not in the Cantor set (described in Observation 2.4) and does
not exist at points in it. Thus, f ′ = 0 a.e. on [0, 1], f is not constant on [0, 1],
hence f can not be absolutely continuous on [0, 1] by Proposition 3.8.

For this purpose, we note that given x ∈ [0, 1], x can be expressed in its
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ternary expansion as 0.a1a2a3 · · · so that x =
∑∞
n=1 an/3

n, an ∈ {0, 1, 2}.
Note x = 1 is then expressed as 0.222 · · ·. Similarly, given y ∈ [0, 1], y can
be expressed in its binary expansion as 0.b1b2b3 · · · so that y =

∑∞
n=1 bn/2

n,
bn ∈ {0, 1}. Note y = 1 is then expressed as 0.111 · · ·.

In Observation 2.4 the Cantor set was identified as ∩∞
n=1En, where E1 is

the union of [0, 1/3] and [2/3, 1] obtained by removing the open middle
third of [0, 1], E2 is the union of [0, 1/9], [2/9, 3/9], [6/9, 7/9], [8/9, 1] ob-
tained by removing the open middle thirds of [0, 1/3] and [2/3, 1], and so
on. Actually, with E0 = [0, 1], then at stage m, open intervals of the form
((3k − 2)/3m, (3k − 1)/3m), k ∈ {1, . . . , 3m−1}, are removed from Em−1, if
contained in it, to obtain Em. We note that endpoints of any such intervals
have two ternary expansions, and in what follows, only the expansion of any
such point that contains no 1’s is considered. Fixing one of these removed
open intervals, we note it is the open middle third of a closed interval in
Em−1, all numbers in the closed interval in Em−1 having the same first m−1
digits in their ternary expansions, none of them equal to 1. Finally, we note
numbers in the removed open interval have 1 as the mth digit of their ternary
expansions, while numbers in the closed left and right thirds of the closed
interval, closed thirds that become part of Em, have 0 and 2, respectively,
as the mth digit of their ternary expansions. Thus, the Cantor set is exactly
the set of numbers in [0, 1] that have no 1’s in their ternary expansions.

An attempt can be made to identify the Cantor function as follows. Recall-
ing that (1/3, 2/3) was the open middle third that was removed from [0, 1]
to obtain E1, given x in its closure, i.e., in [1/3, 2/3], set f(x) = 1/2. Again,
recalling that (1/9, 2/9) and (7/9, 8/9) were the open middle thirds that were
removed from [0, 1/3] and [2/3, 1], respectively, to obtain E2, given x in the
closure of (1/9, 2/9), i.e., in [1/9, 2/9], set f(x) = 1/4, and given x in the
closure of (7/9, 8/9), i.e., in [7/9, 8/9], set f(x) = 3/4. Accordingly, f can
be identified this way at each stage of the contruction of the Cantor set but
this is not enough as it has not been identified for points in “the limit” that
are part of the Cantor set.

The Cantor function is properly identified as follows. Given x ∈ [0, 1] with
ternary expansion 0.a1a2a3 · · · so that x =

∑∞
n=1 an/3

n, an ∈ {0, 1, 2}, let N
be the smallest n such that an equals 1. If such an n does not exist, i.e., x is
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in the Cantor set, let N = ∞. With bn = an/2 if n < N , bn = 1 if n = N ,
and bn = 0 if n > N , let y be the number in [0, 1] with binary expansion
0.b1b2b3 · · · so that y =

∑∞
n=1 bn/2

n =
∑N
n=1 bn/2

n, and set f(x) = y. The
function f identified this way is then called the Cantor function.

Proposition 3.9: Let f be the Cantor function. Then f is continuous, thus
uniformly continuous, from [0, 1] onto [0, 1]. In addition, f is monotonically
increasing on [0, 1] and thus differentiable a.e. on [0, 1]. Actually, f ′ = 0 at
points not in the Cantor set and does not exist at points in it.

Proof: Given x1, x2 ∈ [0, 1], x1 < x2, we show f(x1) ≤ f(x2).
Let 0.a1a2a3· · ·, 0.c1c2c3· · · be x1, x2, respectively, in their ternary expan-
sions. Let 0.b1b2b3· · ·, 0.d1d2d3· · · be f(x1), f(x2), respectively, in their binary
expansions.
Let N1 be the smallest n such that an = 1; N1 = ∞ if there is no such n.
Let N2 be the smallest n such that cn = 1; N2 = ∞ if there is no such n.
Let N ′ be the smallest n such that an < cn.
If N ′ > N1, since then cn = an, n = 1, . . . , N1, and, in particular, cN1

=
aN1

= 1, it must be that N2 = N1 so that bn = dn, n = 1, . . . , N1 = N2, and
therefore f(x1) =

∑N1

n=1 bn/2
n =

∑N2

n=1 dn/2
n = f(x2).

Similarly if N ′ > N2, and the case N ′ = N1 = N2 can not be.
If N ′ = N1 and N2 > N ′, since aN1

= 1, it must be that cN1
= 2 so that bn =

dn, n = 1, . . . , N1 − 1, bN1
= dN1

= 1. Therefore,
∑N1

n=1 bn/2
n =

∑N1

n=1 dn/2
n

thus f(x1) =
∑N1

n=1 bn/2
n ≤ ∑N2

n=1 dn/2
n = f(x2).

If N ′ = N2 and N1 > N ′, since cN2
= 1, it must be that aN2

= 0 so that
bn = dn, n = 1, . . . , N2 − 1, bN2

= 0, dN2
= 1. Therefore,

∑N2

n=1 bn/2
n <

∑N2

n=1 dn/2
n thus f(x1) =

∑N1

n=1 bn/2
n ≤ ∑N2

n=1 dn/2
n = f(x2).

Finally, if N1 > N ′, N2 > N ′, since aN ′ < cN ′, it must be that aN ′ = 0,
cN ′ = 2, so that bn = dn, n = 1, . . . , N ′ − 1, bN ′ = 0, dN ′ = 1. Therefore,
∑N ′

n=1 bn/2
n <

∑N ′

n=1 dn/2
n thus f(x1) =

∑N1

n=1 bn/2
n ≤ ∑N2

n=1 dn/2
n = f(x2).

Thus, f(x1) ≤ f(x2) for all cases and therefore f is monotonically increasing.

Given y ∈ [0, 1], we show there is x ∈ [0, 1] with f(x) = y.
Let 0.b1b2b3· · · be y in its binary expansion.
For each n, let an = 2bn. Then for each n, an is either zero or two.
Let x be the point in [0, 1] which in its ternary expansion is 0.a1a2a3· · ·.
Then x is actually a point in the Cantor set and f(x) = y.
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Thus, f is onto [0, 1].

That f is continuous, thus uniformly continuous, on [0, 1], now follows from
Corollary 3.2.

Finally, given x ∈ [0, 1], if x is not in the Cantor set, we show f ′(x) = 0. On
the other hand, if x is in the Cantor set, we show that f ′(x) does not exist.
If x is not in the Cantor set, its ternary expansion must contain 1 as one
of its digits. Then for some integer m, m > 0, the mth digit of the ex-
pansion equals 1 with no previous digits equal to 1. It follows that x must
be contained in an open interval of the form ((3k − 2)/3m, (3k − 1)/3m),
k ∈ {1, . . . , 3m−1}. Thus, it suffices to show f is constant on any such inter-
val. But this follows immediately since all numbers in the interval have the
same first m digits in their ternary expansions with 1 as the mth digit and
no previous digits equal to 1.
On the other hand, if x is in the Cantor set, its ternary expansion consists of
0’s and 2’s. Given an integer n > 0, define xn to be the number in [0, 1] whose
ternary expansion is exactly that of x except at its nth digit. Its nth digit is
0 if the nth digit of x is 2, and it is 2 if that of x is 0. It follows then that
|xn−x| = 2/3n so that xn → x. Also, |f(xn)−f(x)| = 1/2n. Thus, since f is
monotonically increasing, (f(xn)−f(x))/(xn−x) = |f(xn)−f(x)|/|xn−x| =
(1/2)(3/2)n → ∞ so that f ′(x) does not exist.
Thus, f ′ does not exist at points in the Cantor set and equals zero otherwise.

Corollary 3.4: The Cantor function is not absolutely continuous on [0, 1].

Proof: Let f be the Cantor function and assume it is absolutely continuous
on [0, 1]. By Proposition 3.9, f ′ = 0 a.e. on [0, 1]. Thus, by Proposition 3.8,
f must be constant on [0, 1], i.e., f(x) = f(0) for all x ∈ [0, 1]. But this
is a contradiction as for instance f(0) = 0 and f(1) = 1. Thus, f is not
absolutely continuous on [0, 1].

Observation 3.4: For the sake of completeness, we analyze the nondiffer-
entiability of the Cantor function f on the Cantor set.
Let xL and xR be points in the Cantor set that are the left and right end-
points of an open interval I removed at the mth stage of the construction
of the Cantor set. It must then be that in their ternary expansions, xL
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can be expressed as 0.a1a2· · ·am−102 (a bar on a digit means the digit is
infinitely repeated), and xR as 0.a1a2· · ·am−120, the set {a1, a2, . . . , am−1}
with elements equal to 0 or 2 if m > 1, empty if m = 1. Given x in the
open interval I, it must be that in its ternary expansion the mth digit is 1,
and if m > 1, then the first m − 1 digits are also a1, a2, . . . , am−1. Define
for each integer n, n > 0, a number xnL in I that in its ternary expansion
the first m digits are as described above, and all other digits are 0 except
the (m + n)th digit which is 1. Then limn→∞ xnL = xL and f(xnL) = f(xL)
for all n so that limn→∞(f(xnL) − f(xL))/(x

n
L − xL) = 0. Since for any se-

quence {xn} in I, with limn→∞ xn = xL, then f(xn) = f(xL) for all n, it
follows that (f(t) − f(xL))/(t − xL) has a limit as t → xL from the right
side of xL and it is zero. Similarly, define for each integer n, n > 0, a
number xnR in I that in its ternary expansion the first m digits are as de-
scribed above, and all other digits are 0 except the (m+ 1)th, . . . , (m+ n)th

digits which are 2. Then limn→∞ xnR = xR and f(xnR) = f(xR) for all n so
that limn→∞(f(xnR) − f(xR))/(x

n
R − xR) = 0. Since for any sequence {xn}

in I, with limn→∞ xn = xR, then f(xn) = f(xR) for all n, it follows that
(f(t)− f(xR))/(t− xR) has a limit as t→ xR from the left side of xR and it
is zero.
In the proof of Proposition 3.9, given any x in the Cantor set, a sequence
{xn} of points in the Cantor set was identifed with xn → x and (f(xn) −
f(x))/(xn − x) → ∞. We show that with xL, xR as above, then (f(t) −
f(xL))/(t−xL) has a limit as t→ xL from the left side of xL and it is ∞, and
(f(t)−f(xR))/(t−xR) has a limit as t→ xR from the right side of xR and it is
also ∞. Actually, we only show it for xR as the proof for xL can be similarly
accomplished. Accordingly, let n ≥ m be an integer such that the ternary
expansions of t and xR coincide in the first n digits and the (n + 1)th digit
of t is 1 or 2. As mentioned above, all digits of xR after the mth digit equal 0.
Thus, f(t)− f(xR) ≥ 1/2n+1 and t− xR ≤ 2/3n+1 + 2/3n+2 + · · · = 1/3n, so
that

lim
t→x+

R

f(t)− f(xR)

t− xR
≥ lim

n→∞
(1/2)(3/2)n = ∞.

Finally, it is of interest to note that if x is any point in the Cantor set, then
at stage m of the contruction of the Cantor set, x is in a closed interval
[am, bm] ⊂ [0, 1], where if 0.x1x2· · · is x in its ternary expansion, then 0.x1 ·
· · xm0 is am in its ternary expansion, and 0.x1 · · · xm2 is bm in its ternary
expansion. It follows that bm − am =

∑∞
i=m+1 2/3

i = 1/3m and f(bm) −
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f(am) =
∑∞
i=m+1 1/2

i = 1/2m. Thus, with am ≤ x ≤ bm, we have

lim
m→∞

f(bm)− f(am)

bm − am
= lim

m→∞
(3/2)m = ∞.

If x = xL, xL as above, then for some m, x = bm and limm→∞(f(x) −
f(am))/(x− am) = ∞, as expected. Similarly, if x = xR, xR as above, then
for some m, x = am and limm→∞(f(x) − f(bm))/(x − bm) = ∞, also as
expected. As for a point x in the Cantor set that is not an endpoint of an
open interval removed at some stage of the construction of the Cantor set, it is
easier to see that limm→∞(f(x)−f(am))/(x−am) = ∞, and limm→∞(f(x)−
f(bm))/(x− bm) = ∞, by looking at the ternary expansions of x, am and bm.
Actually, we only show it for {am} as the proof for {bm} can be similarly
accomplished. Accordingly, let m > 0 be an integer such that the (m+ 1)th

digit of x in its ternary expansion, i.e., xm+1, equals 2. As mentioned above,
the ternary expansions of x and am coincide in the first m digits and all
digits of am after the mth digit equal 0. Thus, f(x) − f(am) ≥ 1/2m+1 and
x− am ≤ 2/3m+1 + 2/3m+2 + · · · = 1/3m, so that

lim
m→∞

f(x)− f(am)

x− am
≥ lim

n→∞
(1/2)(3/2)m = ∞.

Note that limm→∞(f(x) − f(am))/(x − am) = limm→∞(f(x) − f(bm))/(x −
bm) = ∞ does not imply that limt→x(f(x)− f(t))/(x− t) = ∞.

Observation 3.5: A function on [a, b] that is a finite linear combination
of absolutely continuous functions on [a, b] is absolutely continuous on [a, b].
The proof is analogous to the proof that a finite linear combination of con-
tinuous functions is continuous. In addition, the product of two absolutely
continuous functions on [a, b] is absolutely continuous on [a, b].

Proposition 3.10 (Absolutely continuous f implies f is of bounded
variation): If f is absolutely continuous on [a, b], then f is of bounded vari-
ation on [a, b]. Proof in [16].

Corollary 3.5: If f is absolutely continuous on [a, b] then f is differentiable
a.e. on [a, b], and f ′ is measurable and Lebesgue integrable over [a, b].
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Proposition 3.11 (Absolute continuity of the indefinite integral): If
F is an indefinite integral over [a, b], then F is absolutely continuous on [a, b].

Proof: Assume (Definition 3.4) F (x) = F (a) +
∫ x
a f(t)dt, x ∈ [a, b], f is

Lebesgue integrable over [a, b]. By Proposition 2.31, |f | is Lebesgue inte-
grable over [a, b]. Then by Proposition 2.38, given ǫ > 0 there is δ > 0 such
that for each measurable set A ⊆ [a, b] with m(A) < δ, then

∫

A |f(t)|dt < ǫ.
Given integer n > 0 and disjoint open intervals (xi, x

′
i) ⊆ [a, b], i = 1, . . . , n,

with
∑n
i=1(x

′
i − xi) < δ, let A = ∪ni=1(xi, x

′
i). Then A is measurable and

m(A) < δ. Thus,
∫

A |f(t)|dt < ǫ. Accordingly, then

n
∑

i=1

|F (x′i)− F (xi)| =
n
∑

i=1

|
∫ x′

i

a
f(t)dt−

∫ xi

a
f(t)dt| =

n
∑

i=1

|
∫ x′

i

xi
f(t)dt|

≤
n
∑

i=1

∫ x′
i

xi
|f(t)|dt =

∫

A
|f(t)|dt < ǫ.

Thus, F is absolutely continuous on [a, b].

Proposition 3.12 (Equivalent conditions for an absolutely continu-
ous function): Given a real-valued function f on [a, b], then the following
three conditions are equivalent:
i. f is absolutely continuous on [a, b].
ii. There exists a Lebesgue integrable function g over [a, b] such that
f(x) = f(a) +

∫ x
a g(t)dt, x ∈ [a, b].

(Note that then by Proposition 3.7, f ′ = g a.e. on [a, b]).
iii. f ′ exists a.e. on [a, b] and is Lebesgue integrable over [a, b], and
f(x) = f(a) +

∫ x
a f

′(t)dt, x ∈ [a, b].

Proof:
iii ⇒ ii:
Take g = f ′.
ii ⇒ i:
This is Proposition 3.11.
i ⇒ iii:
By Corollary 3.5, f ′ exists a.e. on [a, b] and is Lebesgue integrable over [a, b].
Let G(x) =

∫ x
a f

′(t)dt, x ∈ [a, b]. Then G is an indefinite integral of f ′

over [a, b] and by Proposition 3.11, is absolutely continuous on [a, b], and so
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is the function h = f −G by Observation 3.5.
By Proposition 3.7, G′ = f ′ a.e. on [a, b]. Thus h′ = 0 a.e. on [a, b], and
by Proposition 3.8, h is constant on [a, b], i.e., f −G = C on [a, b] for some
constant C, i.e., f(x)− ∫ x

a f
′(t)dt = C, x ∈ [a, b].

Since C = f(a), it then follows that f(x) = f(a) +
∫ x
a f

′(t)dt, x ∈ [a, b].

Corollary 3.6 (Fundamental Theorem of Lebesgue integral calcu-
lus): Given real-valued functions f , g on [a, b], f absolutely continuous
on [a, b] and f ′ = g a.e. on [a, b], then f(x) = f(a) +

∫ x
a g(t)dt, x ∈ [a, b].

Proposition 3.13 (Fundamental Theorem of Lebesgue integral cal-
culus (Alternate form)): Given a real-valued function f on [a, b], if f ′(x)
exists for every x ∈ [a, b], and f ′ is Lebesgue integrable over [a, b], then
f(x) = f(a) +

∫ x
a f

′(t)dt, x ∈ [a, b]. Proof in [19].

Corollary 3.7: Given a real-valued function f on [a, b], if f ′ exists every-
where on [a, b] and f ′ is Lebesgue integrable over [a, b], then f is absolutely
continuous on [a, b].

Proof: From Proposition 3.13 and then Proposition 3.12.

Proposition 3.14 (Change of variable for Riemann integral): Given
a strictly monotonic continuous function u from an interval [a, b] onto an
interval [c, d] (u(a) = c, u(b) = d if u is strictly increasing, u(a) = d, u(b) = c
if it is strictly decreasing), with u′ Riemann integrable over [a, b], and a
real-valued Riemann integrable function f over [c, d], then

R
∫ u(b)

u(a)
f(x)dx = R

∫ b

a
f(u(t))u′(t)dt,

with R ∫ u(b)
u(a) f(x)dx = −R ∫ d

c f(x)dx if u is decreasing. Proof in [1] and [18].
Note that by Proposition 3.4, u′ exists a.e. on [a, b].

Proposition 3.15 (Substitution rule for Riemann integral): Given
a function u from an interval [a, b] into an interval I such that u′(x) exists
for every x ∈ [a, b] with u′ Riemann integrable over [a, b], and a real-valued
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continuous function f on I, then

R
∫ u(b)

u(a)
f(x)dx = R

∫ b

a
f(u(t))u′(t)dt,

with R ∫ u(b)
u(a) f(x)dx = −R ∫ u(a)

u(b) f(x)dx if u(b) < u(a).

Proof: By Proposition 3.2 (Fundamental Theorem of calculus II), with e
the left endpoint of I, the function F defined by F (x) = R ∫ x

e f(t)dt, x ∈ I,
satisfies F ′(x) = f(x) for every x ∈ I since f is continuous on I. From the
definition of F , given c, d ∈ I, c not necessarily less than d, then F (d) −
F (c) = R ∫ d

c f(x)dx. In particular,

F (u(b))− F (u(a)) = R
∫ u(b)

u(a)
f(x)dx.

Since u is differentiable on [a, b] and F is differentiable on I, the composite
function F ◦ u is differentiable on [a, b] and by the usual chain rule of cal-
culus, (F ◦ u)′(t) = F ′(u(t))u′(t) = f(u(t))u′(t), for every t ∈ [a, b]. Thus,
since f(u(t))u′(t) is clearly Riemann integrable over [a, b], by Proposition 3.1
(Fundamental Theorem of calculus I), it must be that

R
∫ b

a
f(u(t))u′(t)dt = R

∫ b

a
(F ◦ u)′(t)dt = (F ◦ u)(b)− (F ◦ u)(a)

= F (u(b))− F (u(a)) = R
∫ u(b)

u(a)
f(x)dx.

Proposition 3.16 (Substitution rule for Lebesgue integral): Given
an absolutely continuous function u from an interval [a, b] into an interval I,
and a real-valued continuous function f on I, then

∫ u(b)

u(a)
f(x)dx =

∫ b

a
f(u(t))u′(t)dt,

with
∫ u(b)
u(a) f(x)dx = − ∫ u(a)

u(b) f(x)dx = − ∫

[u(b),u(a)] f(x)dx if u(b) < u(a).

Proof: By Proposition 3.2 (Fundamental Theorem of calculus II), with e
the left endpoint of I, the function F defined by F (x) = R ∫ x

e f(t)dt, x ∈ I,
satisfies F ′(x) = f(x) for every x ∈ I since f is continuous on I. From the
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definition of F , given c, d ∈ I, c not necessarily less than d, then F (d) −
F (c) = R ∫ d

c f(x)dx. In particular,

F (u(b))− F (u(a)) = R
∫ u(b)

u(a)
f(x)dx =

∫ u(b)

u(a)
f(x)dx,

where the last equation is by Proposition 2.33 (Riemann implies Lebesgue).
Since u is differentiable a.e. on [a, b] and F is differentiable on I, the com-
posite function F ◦ u is differentiable a.e. on [a, b]. Indeed it is differentiable
exactly at the points where u is differentiable. Thus, by the usual chain rule
of calculus, (F ◦ u)′(t) = F ′(u(t))u′(t) = f(u(t))u′(t), for t ∈ [a, b] at which
u′ exists.
Finally, we show F ◦u is absolutely continuous on [a, b] in order to use Corol-
lary 3.6 (Fundamental Theorem of Lebesgue integral calculus) with F ◦ u as
the absolutely continuous function in the hypothesis of the corollary. For this
purpose, since f is continuous, assume |f | < M on [a, b], for some M > 0 .
Given ǫ > 0, let δ > 0 correspond to ǫ/M in the definition of the absolute con-
tinuity of u. Given integer n > 0 and disjoint open intervals (ti, t

′
i) ⊆ [a, b],

i = 1, . . . , n, with
∑n
i=1(t

′
i − ti) < δ, then

n
∑

i=1

|F ◦ u(t′i)− F ◦ u(ti)| =
n
∑

i=1

|R
∫ u(t′

i
)

u(ti)
f(x)dx|

<
n
∑

i=1

|u(ti)− u(t′i)|M =M
n
∑

i=1

|u(ti)− u(t′i)|

< Mǫ/M = ǫ.

Thus, F ◦ u is absolutely continuous and by Corollary 3.6, it must be that

∫ b

a
f(u(t))u′(t)dt =

∫ b

a
(F ◦ u)′(t)dt = (F ◦ u)(b)− (F ◦ u)(a)

= F (u(b))− F (u(a)) =
∫ u(b)

u(a)
f(x)dx.

Observation 3.6: Note that in the proof of Proposition 3.16 above, while
proving that F ◦u is absolutely continuous on [a, b], we have actually proved
that if u, [a, b], I, e are as given there and f is Lebesgue integrable over I and
bounded on I, and the function F is defined by F (x) =

∫ x
e f(t)dt, x ∈ I, then

F ◦u is absolutely continuous on [a, b]. At the end of this section, results are
presented for carrying out a change of variable in Lebesgue integrals, useful

39

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IST.IR

.8217



in shape analysis.

Proposition 3.17 (Saks’ inequality [20]): Given a real-valued function
f on [a, b], a real number r ≥ 0, and E ⊆ [a, b] such that |f ′(x)| ≤ r for each
x ∈ E, then

m∗(f(E)) ≤ r m∗(E).

Proof: Given ǫ > 0, for every integer n > 0, and any y ∈ (a, b), define

En = {x ∈ E : if 0 < |x− y| < 1/n, then |f(x)− f(y)| < (r + ǫ)|x− y|}.

Since En ⊆ En+1 for all n and ∪∞
n=1En = E, then by 2 of Proposition 2.13,

m∗(E) = limn→∞m∗(En). Similarly, since f(En) ⊆ f(En+1) for all n and
∪∞
n=1f(En) = f(E), then again by 2 of Proposition 2.13,

m∗(f(E)) = lim
n→∞

m∗(f(En)).

Given integer n > 0, let {Ik} be a countable collection of open intervals
covering En, i.e., En ⊆ ∪∞

k=1Ik, with

∞
∑

k=1

m(Ik) < m∗(En) + ǫ.

Note {Ik} can be chosen so that m(Ik) < 1/n for each k. Then, for each k,
given x, x′ ∈ En ∩ Ik, x 6= x′, from the definition of En, since |x− x′| < 1/n,
it must be that

|f(x)− f(x′)| < (r + ǫ) |x− x′| < (r + ǫ)m(Ik).

Thus,

m∗(f(En ∩ Ik)) ≤ sup
x,x′∈En∩Ik

|f(x)− f(x′)| ≤ (r + ǫ)m(Ik).

Since En = ∪∞
k=1 (En ∩ Ik), then f(En) = ∪∞

k=1 f(En ∩ Ik), therefore,

m∗(f(En)) ≤
∞
∑

k=1

m∗(f(En ∩ Ik)) ≤
∞
∑

k=1

(r + ǫ)m(Ik)

= (r + ǫ)
∞
∑

k=1

m(Ik) < (r + ǫ) (m∗(En) + ǫ).
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Thus, since as established above m∗(E) = limn→∞m∗(En) and m
∗(f(E)) =

limn→∞m∗(f(En)), it must be that

m∗(f(E)) = lim
n→∞

m∗(f(En))

≤ lim
n→∞

(r + ǫ) (m∗(En) + ǫ)

= (r + ǫ) (m∗(E) + ǫ).

Hence, since ǫ > 0 is arbitrary, it must be that m∗(f(E)) ≤ rm∗(E).

Corollary 3.8: Given a real-valued function f on [a, b], let E be a subset of
[a, b] on which f ′ = 0. Then m(f(E)) = m∗(f(E)) = 0.

Proof: By Proposition 3.17, m∗(f(E)) ≤ 0·m∗(E) = 0. Thus, m(f(E)) = 0.

Corollary 3.9: Given a real-valued function f on [a, b], and E ⊆ [a, b] with
m(E) = 0, such that f ′ exists on E, then m(f(E)) = m∗(f(E)) = 0.

Proof: Without any loss of generality assume E ⊆ (a, b). Given ǫ > 0, let
{Ik} be a countable collection of open intervals covering E, i.e., E ⊆ ∪∞

k=1Ik,
with

∑∞
k=1m(Ik) < ǫ, Ik ⊆ (a, b) for each k.

Given an integer l ≥ 0, and an integer k > 0, let

El = {x ∈ E : f ′(x) exists and |f ′(x)| ≤ l}

and
Elk = {x ∈ Ik : f

′(x) exists and |f ′(x)| ≤ l}.
Note El ⊆ ∪∞

k=1Elk so that f(El) ⊆ ∪∞
k=1f(Elk).

By Proposition 3.17, m∗(f(Elk)) ≤ l m∗(Elk) for each k, and therefore,

m∗(f(El)) ≤
∞
∑

k=1

m∗(f(Elk)) ≤
∞
∑

k=1

l m∗(Elk) ≤
∞
∑

k=1

l m(Ik) < l ǫ.

Since ǫ > 0 is arbitrary, then m∗(f(El)) = 0.
Finally, note f(El+1) ⊇ f(El) for each l, and f(E) = ∪∞

l=0 f(El).
Thus, by 2 of Proposition 2.13, m∗(f(E)) = lim l→∞m∗(f(El)) = 0.

Corollary 3.10 (Saks’ Theorem [20]): Given a real-valued function f
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on [a, b], and E ⊆ [a, b] such that f ′ exists on E, if f ′ = 0 a.e. on E,
then m(f(E)) = 0.

Proof: Let E1, E2 be subsets of E, E = E1∪E2, f
′ = 0 on E1 andm(E2) = 0.

By Corollary 3.8, m(f(E1)) = 0. By Corollary 3.9, m(f(E2)) = 0. Thus,
m(f(E)) ≤ m(f(E1)) +m(f(E2)) = 0.

Observation 3.7: Let f be the Cantor function and C the Cantor set. Then
f ′ = 0 a.e. on [0, 1] and m(C) = 0. Since f([0, 1]) = [0, 1], by Saks’ Theorem
(Corollary 3.10), it must be that f is not differentiable at certain points
in [0, 1], and since f(C) = [0, 1], by Corollary 3.9, it must be that f is not
differentiable at certain points in C. Of course we know f is not differentiable
at any point in C and f ′ = 0 on [0, 1]\C so that by Corollary 3.8, m(f([0, 1]\
C)) = 0 which makes sense as f([0, 1] \ C) is countable.
The following proposition is the converse of Saks’ Theorem (Corollary 3.10):
m(f(E)) = 0 implies f ′ = 0 a.e. on E. Here again it is assumed f ′ exists
everywhere on E. However, almost everywhere (a.e.) will suffice.

Proposition 3.18 (Serrin-Varberg’s Theorem [22]): Given f , a real-
valued function on [a, b], and E ⊆ [a, b] such that f ′ exists on E, ifm(f(E)) =
0, then f ′ = 0 a.e. on E.

Proof: Let B = {x ∈ E : |f ′(x)| > 0}, and for every integer n > 0, and any
y ∈ (a, b), define

Bn = {x ∈ B : if 0 < |x− y| < 1/n, then |f(x)− f(y)| ≥ |x− y|/n}.
Clearly, we need to show m(B) = 0, and since B = ∪∞

n=1Bn, then it suffices
to show m(Bn) = 0 for each n. However, since each Bn can be covered by
a countable collection of intervals, each interval of length less than 1/n, it
then suffices to show that if I is any interval of length less than 1/n and
A = I ∩ Bn, then m(A) = 0.
For this purpose, given ǫ > 0, since A ⊆ E so that m(f(A)) = 0, let {Ik} be
a countable collection of open intervals covering f(A), i.e., f(A) ⊆ ∪∞

k=1 Ik,
with

∑∞
k=1 m(Ik) < ǫ. In addition, let Ak = f−1(f(A) ∩ Ik). Then A =

∪∞
k=1Ak, and since for each k, Ak ⊆ A = I ∩ Bn, given x, x′ ∈ Ak, x 6= x′,

then |x− x′| < 1/n, and it must be that

|x− x′| ≤ n|f(x)− f(x′)| < nm(Ik).
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Thus,
m∗(Ak) ≤ sup

x,x′∈Ak

|x− x′| ≤ nm(Ik),

and then

m∗(A) ≤
∞
∑

k=1

m∗(Ak) ≤
∞
∑

k=1

nm(Ik) = n
∞
∑

k=1

m(Ik) < nǫ.

Hence, since ǫ > 0 is arbitrary, it must be that m(A) = 0.

Corollary 3.11: Given a real-valued function f on [a, b], and E ⊆ [a, b] such
that f ′ exists on E, if f is constant on E, then f ′ = 0 a.e. on E.

Corollary 3.12 (Serrin-Varberg’s Theorem (Alternate form)): Given
a real-valued function f on [a, b], and E ⊆ [a, b] such that f ′ exists a.e. on
E, if m(f(E)) = 0, then f ′ = 0 a.e. on E. In particular, if f is of bounded
variation on [a, b], and E ⊆ [a, b] with m(f(E)) = 0, then f ′ = 0 a.e. on E.

Proof: Let E1, E2 be subsets of E, E = E1∪E2, f
′ exists on E1 andm(E2) =

0. Since m(f(E1)) ≤ m(f(E)) = 0, then by Proposition 3.18, f ′ = 0 a.e.
on E1. Thus, since m(E2) = 0, then f ′ = 0 a.e. on E. If f is of bounded
variation on [a, b], then by Corollary 3.3, f is differentiable a.e. on [a, b] and
therefore on any subset E of [a, b].

Proposition 3.19 (Measurability of the derivative of a measurable
function): Let f be a real-valued measurable function on [a, b], and E a
measurable subset of [a, b]. If f ′ exists on E, then f ′ is a measurable function
on E. Proof in [26].

Proposition 3.20: Let f be a real-valued measurable function on [a, b], and
E a measurable subset of [a, b]. If f ′(x) exists for each x ∈ E, then

m∗(f(E)) ≤
∫

E
|f ′(x)|dx.

Proof: Given ǫ > 0, for each integer n > 0, define

En = {x ∈ E : (n− 1) ǫ ≤ |f ′(x)| < n ǫ}.
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Clearly, the En’s are pairwise disjoint and E = ∪∞
n=1En so that f(E) =

∪∞
n=1f(En). By Proposition 3.19, f ′ is measurable on E. Hence, each set En

must be measurable. Since f ′(x) exists for every x ∈ En, by Proposition 3.17,
m∗(f(En)) ≤ nǫm(En) for each n, and given an integer N > 0, it must be
that

∑N
n=1(n − 1)ǫm(En) ≤ ∫

E |f ′(x)|dx by the definition of the Lebesgue
integral, so that

∑∞
n=1(n− 1)ǫm(En) ≤

∫

E |f ′(x)|dx. Thus,

m∗(f(E)) ≤
∞
∑

n=1

m∗(f(En)) ≤
∞
∑

n=1

nǫm(En) =
∞
∑

n=1

((n− 1)ǫ+ ǫ)m(En)

=
∞
∑

n=1

(n− 1)ǫm(En) +
∞
∑

n=1

ǫm(En) ≤
∫

E
|f ′(x)|dx+ ǫm(E),

where, in the last step, the countable additivity of m on measurable sets
is used. Since ǫ is arbitrary and m(E) <∞, then m∗(f(E)) ≤ ∫

E |f ′(x)|dx.

Proposition 3.21 (Absolutely continuous f maps zero-measure sets
to zero-measure sets [20] - Absolutely continuous f maps measur-
able sets to measurable sets): Let f be an absolutely continuous function
on [a, b]. If E ⊆ [a, b] with m(E) = 0, then m(f(E)) = 0. In addition, given
any measurable subset E of [a, b], then f(E) is measurable.

Proof: Without any loss of generality assume E ⊆ (a, b). Given ǫ > 0,
let δ > 0 correspond to ǫ in the definition of the absolute continuity of f .
Since m(E) = 0, then by Proposition 2.1, there is a collection {Ik} =
{(ak, bk)} of nonoverlapping open intervals covering E, i.e., E ⊆ ∪∞

k=1Ik,
with

∑∞
k=1(bk − ak) =

∑∞
k=1m(Ik) < δ, Ik ⊆ (a, b) for each k.

For each k, since f is continuous, let ck and dk be points in [ak, bk] where f
attains its minimum and maximum, respectively. Assuming without any loss
of generality that ck < dk, then {(ck, dk)} is a collection of nonoverlapping
open intervals, and since again f is continuous, by the intermediate value
theorem [18], it follows that

f(E) ⊆ f(∪∞
k=1(ak, bk)) = ∪∞

k=1f((ak, bk)) ⊆ ∪∞
k=1f([ck, dk]).

Thus,

m∗(f(E)) ≤
∞
∑

k=1

m(f([ck, dk]) =
∞
∑

k=1

(f(dk)− f(ck)).
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Finally, given an integer N > 0, then it must be that

N
∑

k=1

(dk − ck) <
∞
∑

k=1

(dk − ck) ≤
∞
∑

k=1

(bk − ak)) < δ

so that
∑N
k=1(f(dk) − f(ck)) < ǫ. N arbitrary then implies m∗(f(E)) ≤

∑∞
k=1(f(dk)− f(ck)) ≤ ǫ. Thus, m∗(f(E)) = 0 since ǫ is arbitrary.

Assume now E is a measurable subset of [a, b].
By v of Proposition 2.15, there is a set F that is the union of a countable
collection of closed sets, F ⊆ E with m∗(E \F ) = 0, i.e., E = K ∪ (∪∞

n=1Fn),
where m∗(K) = 0, F = ∪∞

n=1Fn, and Fn is closed for each n, thus com-
pact (Proposition 2.3). Note then that f(E) = f(K ∪ (∪∞

n=1Fn)) = f(K) ∪
(∪∞

n=1f(Fn)). Since m(K) = 0, then m(f(K)) = 0 as just proved above.
Thus, f(K) is measurable. Also since f is continuous and Fn is compact for
each n, it must be that f(Fn) is compact for each n [18] and thus measurable
(Proposition 2.14). It then follows that f(E) is the union of a countable
collection of measurable sets and therefore it must be measurable.

Proposition 3.22 (Banach-Zarecki Theorem): Let f be a real-valued
function on [a, b]. Then f is absolutely continuous on [a, b] if and only if it
satisfies the following three conditions:
i. f is continuous on [a, b].
ii. f is of bounded variation on [a, b].
iii. f maps sets of measure zero to sets of measure zero.

Proof: The necessity was established in Observation 3.3, Proposition 3.10,
and Proposition 3.21. For the sufficiency, assume f satisfies all three condi-
tions. Given [c, d] ⊆ [a, b], we show

|f(d)− f(c)| ≤
∫ d

c
|f ′(x)|dx.

By condition ii, f is of bounded variation on [a, b], so that by Corollary 3.3,
f is differentiable a.e. on [a, b] and therefore on [c, d]. Accordingly, let E1,
E2 be subsets of [c, d], [c, d] = E1 ∪ E2, f

′ exists on E1 and m(E2) = 0. By
condition iii, it then must be that m(f(E2)) = 0.
Assume without any loss of generality that f(c) < f(d). By condition i, f
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is continuous on [a, b], so that by the intermediate value theorem [18], given
y, f(c) < y < f(d), there must be x, c < x < d, with f(x) = y. Thus,
[f(c), f(d)] ⊆ f([c, d]), and since f is measurable on [a, b] (f is continuous on
[a, b]) and E1 is measurable (E1 = [c, d] \ E2), by Proposition 3.20, we get

|f(d)− f(c)| ≤ m(f([c, d])) = m(f(E1) ∪ f(E2))

≤ m∗(f(E1)) +m(f(E2)) = m∗(f(E1)) + 0

= m∗(f(E1)) ≤
∫

E1

|f ′(x)|dx =
∫ d

c
|f ′(x)|dx.

By Corollary 3.3, since f is of bounded variation, it must be that f ′ is
integrable over [a, b] and so is |f ′| by Proposition 2.31. Given ǫ > 0, by
Proposition 2.38, there is δ > 0 such that if A is a measurable set with
m(A) < δ, then

∫

A |f ′(x)|dx < ǫ. Accordingly, for any integer n > 0 and
any disjoint collection of open intervals (xi, x

′
i) ⊆ [a, b], i = 1, . . . , n, with

∑n
i=1(x

′
i − xi) < δ, let A = ∪ni=1(x

′
i − xi). Since m(A) < δ, then

n
∑

i=1

|f(x′i)− f(xi)| ≤
n
∑

i=1

∫ x′
i

xi
|f ′(x)|dx =

∫

A
|f ′(x)|dx < ǫ.

Thus, f is absolutely continuous.

Proposition 3.23 (Inverse function theorem): Let f be a strictly mono-
tonic continuous function on [a, b]. Then I = f([a, b]) is a closed interval with
endpoints f(a), f(b), and f−1, the inverse function of f , exists on I, and is
strictly monotonic and continuous on I. Given x0 ∈ [a, b] such that f is
differentiable at x0 with f ′(x0) 6= 0, then f−1 is differentiable at y0 = f(x0)
with

(f−1)′(y0) = 1/f ′(x0).

Proof: Without any loss of generality, assume f is increasing on [a, b]. Since
f is strictly increasing and continuous, f is one-to-one and by the interme-
diate value theorem [18], its range is I = [f(a), f(b)] = f([a, b]). Thus, f−1

exists on I and is strictly increasing from I onto [a, b]. By Corollary 3.2, f−1

is continuous on I. With y0 = f(x0), y = f(x), by the continuity of f−1,
if y → y0, it must be that x→ x0. Thus,

f−1(y)− f−1(y0)

y − y0
=

x− x0
f(x)− f(x0)

→ 1/f ′(x0)
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as y → y0, since f is differentiable at x0, and f
′(x0) 6= 0. Hence, (f−1)′(y0)

exists and equals 1/f ′(x0).

Proposition 3.24 (Zarecki’s criterion for an absolutely continuous
inverse [5]): Let f be a monotonic continuous function on [a, b]. Then
I = f([a, b]) is a closed interval with endpoints f(a), f(b) , and f−1 exists and
is absolutely continuous on I if and only if {x : f ′(x) = 0} has measure zero.
Whenever f−1 is absolutely continuous on the closed interval I, then

(f−1)′ = 1/(f ′(f−1)) a.e. on I.

Proof: Without any loss of generality, assume f is increasing on [a, b]. If f−1

exists or if m∗({x : f ′(x) = 0}) = 0, then f is strictly increasing. Thus, as-
sume f is strictly increasing. By Proposition 3.23, I is closed, I = [f(a), f(b)],
and f−1 exists on I and is strictly increasing and continuous on I.
Assume {x : f ′(x) = 0} has measure zero. As already established, f−1 is
continuous on I, and since it is increasing, it is of bounded variation on I.
Thus, by Proposition 3.22, it suffices to show that f−1 maps sets of measure
zero to sets of measure zero. For this purpose, let E ⊆ I be of measure zero,
and F = f−1(E) so that f(F ) = E. Since f is increasing, it is of bounded
variation on [a, b] as well, and by Corollary 3.12, f ′ = 0 a.e. on F . Accord-
ingly, let F1, F2 be subsets of F , F = F1 ∪ F2, f

′ = 0 on F1 and m(F2) = 0.
Since F1 ⊆ {x : f ′(x) = 0}, then m(F1) = 0. Thus, m(F ) = 0.
Assume now f−1 is absolutely continuous on I. By Corollary 3.8, since f ′ = 0
on E = {x : f ′(x) = 0}, then m(f(E)) = 0. Thus, by Proposition 3.21,
m(E) = m(f−1(f(E))) = 0.
Finally, whenever f−1 is absolutely continuous on I, define F1, F2, F3, dis-
joint subsets of [a, b], [a, b] = F1 ∪ F2 ∪ F3, as follows. F1 = {x : f ′(x) 6= 0},
F2 = {x : f ′(x) = 0}, F3 = {x : f ′(x) does not exist}. Since f is of bounded
variation on [a, b], f is differentiable a.e. on [a, b], thus, m(F3) = 0. Also,
since f−1 is absolutely continuous, then m(F2) = 0 as just proved above.
Hence, since by Proposition 3.23, for each x ∈ F1, f

−1 is differentiable at
y = f(x) with (f−1)′(y) = 1/f ′(x), then (f−1)′ = 1/(f ′(f−1)) a.e. on I.

Proposition 3.25 (Composition of absolutely continuous functions):
Let g be an absolutely continuous monotonic function from an interval [a, b]
into an interval [c, d], and let f be an absolutely continuous function on [c, d].
Then the function h = f ◦ g is absolutely continuous on [a, b].
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Proof: Let ǫ > 0 be given. It follows easily that since f is absolutely continu-
ous, then there is ρ > 0 such that for any integer n > 0 and for any nonempty
subset A of {1, . . . , n} it must be that

∑

i∈A |f(y′i)−f(yi)| < ǫ for disjoint open
intervals (yi, y

′
i) ⊆ [c, d], i ∈ A, with

∑

i∈A(y
′
i−yi) < ρ. For ρ as just described,

since g is also absolutely continuous, then there is δ > 0 such that for any in-
teger n > 0 it must be that

∑n
i=1 |g(x′i)−g(xi)| < ρ for disjoint open intervals

(xi, x
′
i) ⊆ [a, b], i = 1, . . . , n, with

∑n
i=1(x

′
i−xi) < δ. Accordingly, for any in-

teger n > 0 let (xi, x
′
i) ⊆ [a, b], i = 1, . . . , n, be any collection of disjoint open

intervals with
∑n
i=1(x

′
i− xi) < δ. Setting A = {i : 1 ≤ i ≤ n, g(x′i) 6= g(xi)},

if A 6= ∅, then the collection of open intervals (g(xi), g(x
′
i)) , i ∈ A, if g is

increasing; (g(x′i), g(xi)), i ∈ A, if g is decreasing; must be pairwise disjoint
by the monoticity of g with

∑

i∈A |g(x′i)− g(xi)| < ρ. Thus, if A 6= ∅, it must
be that SA =

∑

i∈A |f(g(x′i)) − f(g(xi))| < ǫ. Setting SA = 0 if A = ∅, and
since |f(g(x′i))− f(g(xi))| = 0 for i 6∈ A, then

n
∑

i=1

|f(g(x′i))− f(g(xi))| = SA + 0 = SA < ǫ.

Thus, h = f ◦ g is absolutely continuous on [a, b].

Proposition 3.26 (Chain rule [22]): Given real-valued functions F , f
on [c, d], F ′ = f a.e. on [c, d], and a function u : [a, b] → [c, d], u and F ◦ u
differentiable a.e. on [a, b], if F maps zero-measure sets to zero-measure sets,
then

(F ◦ u)′ = (f ◦ u)u′ a.e. on [a, b].

Proof: Let A = {x ∈ [c, d] : F ′(x) = f(x)}, B = [c, d] \ A, and C =
{t ∈ [a, b] : u(t) ∈ B}. Clearly, mB = 0. Letting D = [a, b] \ C, since
u is differentiable a.e. on [a, b], then it is differentiable a.e. on D. Since
u(D) ⊆ A and F is differentiable on A, the composite function F ◦ u is
differentiable a.e. on D. Indeed it is differentiable exactly at the points
in D where u is differentiable. Thus, by the usual chain rule of calculus,
(F ◦ u)′(t) = F ′(u(t))u′(t) = f(u(t))u′(t), for t ∈ D at which u′ exists, i.e.,
(F ◦ u)′ = (f ◦ u)u′ a.e. on D.
Note that if mC = 0, then the proof is complete.
Thus, assuming mC 6= 0, we show (F ◦u)′ = (f ◦u)u′ a.e. on C. Note f ◦u is
defined on C. Since u(C) ⊆ B, then m(u(C)) = mB = 0, and since u′ exists
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a.e. on C, then by Corollary 3.12, u′ = 0 a.e. on C so that (f ◦ u)u′ = 0 a.e.
on C. In addition, since F maps zero-measure sets to zero-measure sets, then
m(F (u(C))) = 0, and since (F ◦u)′ exists a.e. on C, again by Corollary 3.12,
(F ◦ u)′ = 0 a.e. on C. Thus, (F ◦ u)′ = 0 = (f ◦ u)u′ a.e. on C.

Observation 3.8: With B the subset of [c, d] of measure zero on which F ′ 6=
f , and C = {t ∈ [a, b] : u(t) ∈ B}, then for the case mC 6= 0 in the proof of
Proposition 3.26 above it was proved that u′ = 0 a.e. on C, and since f ◦u is
defined on C, then (f◦u)u′ = 0 a.e. onC as well. Since it was also proved that
(F ◦u)′ = 0 a.e. on C, then it was concluded that (F ◦u)′ = 0 = (f ◦u)u′ a.e.
on C. However, it can happen that when using the chain rule as described
in Proposition 3.26 above and in Corollary 3.13 below, although F ′ = f on
[c, d] \ B, f may not be defined everywhere on B. Thus, f ◦ u may not be
defined on C as required in the proof of Proposition 3.26 above whenmC 6= 0.
However, what matters here is that both u′ and (F ◦ u)′ are zero a.e. on C.
Therefore, assuming mC 6= 0, when computing (F ◦u)′ with the chain rule as
suggested in Proposition 3.26 above and in Corollary 3.13 below, if (F ◦ u)′
is set to zero at any point in [a, b] at which u′ is zero (whether or not f ◦ u
is defined there), and computed or left undefined according to the chain rule
elsewhere, then (F ◦u)′ so obtained will be correct a.e. on [a, b]. Accordingly,
assuming mC 6= 0, one should keep in mind that if (F ◦u)′ is not computed as
just suggested, so that (F ◦ u)′ might be left undefined at points where f ◦ u
is not defined although u′ is zero, one could end up with (F ◦ u)′ not defined
on a set of nonzero measure in [a, b]. Actually, instead of computing (F ◦ u)′
as just suggested, we do something simpler. Since, as mentioned above, what
matters here is that both u′ and (F ◦u)′ are zero a.e. on C, without any loss
of generality, we simply set f equal to 1 at points in B where it is not defined
and proceed with the chain rule to compute (F ◦ u)′, as f ◦ u is then defined
on C so that (f ◦ u)u′ is zero at points in C where u′ is zero, thus zero a.e.
on C. More precisely, we define a new function f̂ on [c, d] by setting f̂ equal
to f at points in [c, d] where f exists, and to 1 where it does not. In what
follows, we will refer to f̂ as f extended to all of [c, d]. This function is
then defined everywhere in [c, d], equals f a.e. on [c, d], and takes the place
of f in the chain rule although it is still called f there. Finally, note that
above when we say anything about computing (F ◦ u)′ with the chain rule,
it is not (F ◦ u)′ that is necessarily computed but a function that happens
to be equal to (F ◦ u)′ a.e. on [a, b].
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Corollary 3.13 (Chain rule (Alternate form) [22]): Given an absolutely
continuous function F on [c, d], and a real-valued function f on [c, d], F ′ = f
a.e. on [c, d], if u : [a, b] → [c, d] is a function such that u and F ◦ u are
differentiable a.e. on [a, b], then

(F ◦ u)′ = (f ◦ u)u′ a.e. on [a, b].

Proof: From Proposition 3.26 and Proposition 3.21.

Proposition 3.27 (Change of variable for Lebesgue integral [22]):
Given a function f , Lebesgue integrable over [c, d], and a function u : [a, b] →
[c, d], differentiable a.e. on [a, b], then the following two conditions are equiv-
alent, where F (x) =

∫ x
c f(t)dt, x ∈ [c, d]:

i. F ◦ u is absolutely continuous on [a, b].
ii. (f ◦ u)u′ is Lebesgue integrable over [a, b] and for all α, β ∈ [a, b] it must
be that

∫ u(β)

u(α)
f(x)dx =

∫ β

α
f(u(t))u′(t)dt,

with
∫ u(β)
u(α) f(x)dx = − ∫ u(α)

u(β) f(x)dx = − ∫

[u(β),u(α)] f(x)dx if u(β) < u(α), and
∫ β
α f(u(t))u

′(t)dt = − ∫ α
β f(u(t))u

′(t)dt = − ∫

[β,α] f(u(t))u
′(t)dt if β < α.

Proof:
i ⇒ ii:
Since F is absolutely continuous on [c, d] (Proposition 3.11), F ′ = f a.e. on
[c, d] (Proposition 3.7), u is differentiable a.e. on [a, b], and F ◦u, being abso-
lutely continuous on [a, b], must be differentiable a.e. on [a, b] (Corollary 3.5),
then by Corollary 3.13 (chain rule), (F ◦u)′ = (f ◦u)u′ a.e. on [a, b] (here and
in the corollaries that follow, without any loss of generality, f is interpreted
as f extended to all of [c, d] (Observation 3.8 about the chain rule)). Note,
by Corollary 3.5, since F ◦u is absolutely continuous on [a, b], then (f ◦u)u′ is
Lebesgue integrable over [a, b], and by Corollary 3.6 (Fundamental Theorem
of Lebesgue integral calculus), applied to the absolutely continuous function
F ◦ u, for all α, β ∈ [a, b] it must be that

∫ β

α
f(u(t))u′(t)dt =

∫ β

α
(F ◦ u)′(t)dt = (F ◦ u)(β)− (F ◦ u)(α)

= F (u(β))− F (u(α)) =
∫ u(β)

u(α)
f(x)dx.
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ii ⇒ i:
Since (f ◦ u)u′ is Lebesgue integrable over [a, b], and, in particular, for x ∈
[a, b]

F (u(x))− F (u(a)) =
∫ u(x)

u(a)
f(s)ds =

∫ x

a
f(u(t))u′(t)dt,

by Proposition 3.12, F ◦ u = F (u) must be absolutely continuous on [a, b].

Corollary 3.14 (Change of variable for Lebesgue integral (Alternate
form I) [22]): Given a function f , Lebesgue integrable over [c, d], and a
function u : [a, b] → [c, d], monotonic and absolutely continuous on [a, b],
then (f ◦ u)u′ is Lebesgue integrable over [a, b] and for all α, β ∈ [a, b] it
must be that

∫ u(β)

u(α)
f(x)dx =

∫ β

α
f(u(t))u′(t)dt.

Proof: Since u is clearly differentiable a.e. on [a, b], and F , F (x) =
∫ x
c f(t)dt,

x ∈ [c, d], is absolutely continuous so that the composition F ◦u is absolutely
continuous on [a, b] by Proposition 3.25, then by Proposition 3.27, (f ◦ u)u′
is Lebesgue integrable over [a, b] and for all α, β ∈ [a, b] it must be that

∫ u(β)

u(α)
f(x)dx =

∫ β

α
f(u(t))u′(t)dt.

Corollary 3.15 (Change of variable for Lebesgue integral (Alternate
form II) [22]): Given a function f , bounded and measurable on [c, d], and
a function u : [a, b] → [c, d], absolutely continuous on [a, b], then (f ◦ u)u′ is
Lebesgue integrable over [a, b] and for all α, β ∈ [a, b] it must be that

∫ u(β)

u(α)
f(x)dx =

∫ β

α
f(u(t))u′(t)dt.

Proof: By Proposition 2.32, f is Lebesgue integrable over [c, d]. Since u
is clearly differentiable a.e. on [a, b], and by Observation 3.6, with F (x) =
∫ x
c f(t)dt, x ∈ [c, d], it must be that F ◦ u is absolutely continuous on [a, b],
then by Proposition 3.27, (f ◦ u)u′ is Lebesgue integrable over [a, b] and for
all α, β ∈ [a, b] it must be that

∫ u(β)

u(α)
f(x)dx =

∫ β

α
f(u(t))u′(t)dt.
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Corollary 3.16 (Change of variable for Lebesgue integral over a
measurable set [9]:) Given A, a measurable subset of [0, 1], and a function
γ : [0, 1] → [0, 1], γ absolutely continuous on [0, 1], γ̇ > 0 a.e. on [0, 1],
γ(0) = 0, γ(1) = 1, then γ−1 exists and is absolutely continuous on [0, 1], and
Ã = γ−1(A) is a measurable subset of [0, 1]. Accordingly, given a function f ,
Lebesgue integrable over [0, 1], then (f ◦ γ)γ̇ is Lebesgue integrable over Ã
and ∫

A
f(x)dx =

∫

Ã
f(γ(t))γ̇(t)dt.

Proof: Clearly γ is strictly increasing and thus γ−1 exists and is absolutely
continuous on [0, 1] by Proposition 3.24. By Proposition 3.21, Ã = γ−1(A)
is then a measurable subset of [0, 1].
Define IA : [0, 1] → R by IA(t) = 1 if t ∈ A, IA(t) = 0 if t ∈ [0, 1] \ A, and
IÃ : [0, 1] → R by IÃ(t) = 1 if t ∈ Ã, IÃ(t) = 0 if t ∈ [0, 1] \ Ã.
Note IÃ = IA ◦ γ.
Also note IA ·f is Lebesgue integrable over [0, 1], since it equals f on A and 0
on [0, 1] \ A. It follows then by Corollary 3.14 that

∫ 1

0
IA(x)f(x)dx =

∫ γ(1)

γ(0)
IA(x)f(x)dx =

∫ 1

0
IA(γ(t))f(γ(t))γ̇(t)dt,

i.e.,
∫

A
f(x)dx =

∫ 1

0
IÃ(t)f(γ(t))γ̇(t)dt =

∫

Ã
f(γ(t))γ̇(t)dt.

4 Functional Data and Shape Analysis and its

Connections to Lebesgue Integration and
Absolute Continuity

Observation 4.1: In what follows, we review some important aspects of
functional data and shape analysis of the type in [23], while at the same time
pointing out its dependence on Lesbesgue integration, absolute continuity
and the connections between them. As in [23] where absolutely continuous
functions on [0, 1] are generalized to functions of range Rn, R the set of real
numbers, n a positive integer, we consider absolutely continuous functions
on [0, 1] but restrict ourselves to those with range in R1 = R. We denote
by AC[0, 1] the set of such functions. With two absolutely continuous func-
tions on [0, 1] considered equal if they differ by a constant, we note that the
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principal goal in [23] is essentially that of presenting tools for analyzing the
shapes of absolutely continuous functions and defining a distance metric for
computing a distance between any two of them. Specializing to AC[0, 1], a
crucial aspect of the approach in [23] is then that of identifying a bijective
correspondence between functions in AC[0, 1] and functions in L2[0, 1], and
taking advantage of this correspondence to compute easily the distance be-
tween functions in AC[0, 1] (the definition of this distance in terms of the
so-called Fisher-Rao metric appears below) by computing the distance be-
tween the corresponding functions in L2[0, 1]. Actually, as mentioned above,
the goal of this approach is not so much that of computing the distance
between functions in AC[0, 1] but of computing the distance between their
shapes. More precisely, in this approach, each function in AC[0, 1] is as-
sociated with its unique (a.e. on [0, 1]) so-called square-root slope function
(SRSF) in L2[0, 1], and vice versa, and a distance metric is defined for com-
puting the distance between the shapes of any two functions in AC[0, 1]
in terms of the L2 distances between SRSF’s of reparametrizations of the
two functions. This distance, although computed in L2[0, 1], is a measure of
how much one of the absolutely continuous functions must be reparametrized
(with so-called warping functions) to align as much as possible with the other
one. Since given two functions in AC[0, 1] that are not equal, the possibility
exists that one function can be reparametrized to align exactly with the other
one, i.e., become exactly the other one, the set of reparametrization functions
or warping functions then induces a quotient space of L2[0, 1]. Accordingly,
a distance metric is defined in [23] that computes the distance between any
two equivalence classes in the quotient space of L2[0, 1] by the set of warping
functions, thus computing the distance between the shapes of the two corre-
sponding functions in AC[0, 1].

Definition 4.1 (SRSF representation of functions [23]): Given f ∈
AC[0, 1], the real-valued square-root slope function (SRSF) q of f , is
defined for each t ∈ [0, 1] at which f ′ exists by

q(t) = sign(f ′(t))
√

|f ′(t)|.

Observation 4.2: By Corollary 3.5, f ′ exists a.e. on [0, 1]. Thus q is defined
a.e. on [0, 1]. We note that q, the SRSF of f , is the 1−dimensional version of
the square-root velocity function (SRVF) q of an absolutely continuous
function f , f : [0, 1] → Rn, defined as follows. Let F : Rn → Rn be the
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continuous map defined by F (v) = v/
√

|v| if |v| 6= 0, F (v) = 0 otherwise, | · |
the Euclidean norm. Then the SRVF q of f , q : [0, 1] → Rn, is defined for
each t ∈ [0, 1] at which f ′ exists by

q(t) = F (f ′(t)) = f ′(t)/
√

|f ′(t)|
if |f ′(t)| 6= 0, 0 (in Rn) otherwise.
See [10], [23] for a rigorous development of the SRVF.

Proposition 4.1 (Square integrability of SRSF [23]): Given f ∈
AC[0, 1], the SRSF q of f is square-integrable over [0, 1], i.e., q ∈ L2[0, 1],
with

∫ 1
0 |q(t)|2dt = ∫ 1

0 |f ′(t)|dt, i.e., ||q||22 = length of f .

Proof: By Corollary 3.5, f ′ is measurable and Lebesgue integrable over [0, 1].

Note h(t) = |q(t)|2 = |sign(f ′(t))
√

|f ′(t)||2 = |f ′(t)| for each t ∈ [0, 1] at

which f ′ exists. Thus h is measurable and Lebesgue integrable over [0, 1]
(Proposition 2.31) so that q ∈ L2[0, 1] and

∫ 1
0 |q(t)|2dt = ∫ 1

0 |f ′(t)|dt.

Observation 4.3: As noted in Observation 2.21, a Lebesgue integrable func-
tion over a measurable set E can be undefined on a subset of E of measure
zero. That can be the case above for functions f ′ and |q|2 with E = [0, 1]
which we know exist a.e. on [0, 1]. However, without any loss of generality,
in the spirit of Observation 3.8 about the chain rule, f ′ and q will eventually
be interpreted below as f ′ and q extended to all of [0, 1]. Finally, note the
length of f above is measured in R, a 1−dimensional space.

Proposition 4.2 (Reconstruction of an absolutely continuous func-
tion from its SRSF [23]): Given f ∈ AC[0, 1], let q be the SRSF of f .
Then for each t ∈ [0, 1] it must be that f(t) = f(0) +

∫ t
0 q(s)|q(s)|ds.

Proof: Note that for each s ∈ [0, 1] at which f ′ exists, then

q(s)|q(s)| = sign(f ′(s))
√

|f ′(s)||sign(f ′(s))
√

|f ′(s)||
= sign(f ′(s))

√

|f ′(s)|
√

|f ′(s)|
= sign(f ′(s))|f ′(s)| = f ′(s).

By Proposition 3.12, for each t ∈ [0, 1] it must be that f(t) = f(0)+
∫ t
0 f

′(s)ds.
Thus, for each t ∈ [0, 1] it must be that f(t) = f(0) +

∫ t
0 q(s)|q(s)|ds.
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Proposition 4.3 (L2[0, 1]’s equivalence with the set of all SRSF’s
[23]): Let q be in L2[0, 1] and C any real number. Let h(t) = q(t)|q(t)|
for each t ∈ [0, 1] at which q exists. Then h is defined a.e. on [0, 1], h is
measurable and Lebesgue integrable over [0, 1], and the function f defined
for each t ∈ [0, 1] by f(t) = C +

∫ t
0 h(s)ds is absolutely continuous on [0, 1]

with q equal to the SRSF of f a.e. on [0, 1].

Proof: As q is defined a.e. on [0, 1], then so is h. In addition, since |h| = |q|2
is measurable and Lebesgue integrable over [0, 1], then so is h (Proposi-
tion 2.31). By Proposition 3.12, f is then absolutely continuous on [0, 1].
Let q̂ be the SRSF of f . Then for each t ∈ [0, 1] at which f ′ exists it

must be that q̂(t) = sign(f ′(t))
√

|f ′(t)| and q̂ is defined a.e. on [0, 1].

Since by Proposition 3.7, f ′ = h a.e. on [0, 1], then it must also be that

q̂(t) = sign(h(t))
√

|h(t)| for almost all t ∈ [0, 1].

But sign(h(t))
√

|h(t)| = sign(q(t)|q(t)|)
√

q(t)2 = sign(q(t))|q(t)| = q(t) for

each t ∈ [0, 1] at which q exists and therefore for almost all t ∈ [0, 1]. Thus,
q = q̂ a.e. on [0, 1].

Definition 4.2: Under the composition of functions operation, the admis-
sible class Γ of warping functions is a semigroup of functions (not every
element has an inverse) defined by

Γ = {γ|γ : [0, 1] → [0, 1], γ absolutely continuous on [0, 1],

γ̇ ≥ 0 a.e. on [0, 1], γ(0) = 0, γ(1) = 1},

where γ̇ is the derivative of γ.

The group Γ0 of invertible warping functions, Γ0 ⊂ Γ, is defined by

Γ0 = {γ|γ ∈ Γ, γ̇ > 0 a.e. on [0, 1]}.

Observation 4.4: The functions in Γ and Γ0 play an important role in
functional data and shape analysis as they are used to reparametrize an ab-
solutely continuous function by warping its domain during the process of
aligning its shape to the shape of another absolutely continuous function.
As demonstrated in [10], [23], it is Γ and Γ0 that induce a quotient space
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of L2[0, 1] with a well-defined distance metric. More on this below. We note,
given γ ∈ Γ, since γ is continuous, γ(0) = 0, γ(1) = 1, γ : [0, 1] → [0, 1],
then by the intermediate value theorem [18], γ([0, 1]) = [0, 1]. We note, given
γ ∈ Γ0, γ is strictly increasing, thus has an inverse γ−1 which is also in Γ0

as γ−1(0) = 0, γ−1(1) = 1, γ−1 is absolutely continuous on [0, 1] by Propo-
sition 3.24, and (γ−1)′ > 0 a.e. on [0, 1], also from Proposition 3.24, since γ
(the inverse of γ−1) is absolutely continuous on [0, 1].
Note, given γ, γ̃ ∈ Γ, then γ ◦ γ̃ is absolutely continuous on [0, 1] by Proposi-
tion 3.25 and clearly (γ◦γ̃)(0) = 0, (γ◦γ̃)(1) = 1. Accordingly, if γ, γ̃ ∈ Γ0, in
order to conclude that γ ◦ γ̃ ∈ Γ0, we prove (γ ◦ γ̃)′ > 0 a.e. on [0, 1]. For this
purpose let A = {t ∈ [0, 1] : γ̇(t) > 0}, B = [0, 1] \ A, C = γ̃−1(B). Clearly,
mB = 0 and since γ̃−1 is absolutely continuous on [0, 1] as just proved above,
then mC = 0 by Proposition 3.21. Let D = [0, 1] \ C. Accordingly, we only
need to prove (γ ◦ γ̃)′ > 0 a.e. on D. Clearly, ˙̃γ exists (and is positive) a.e.
on D. Since γ̃(D) ⊆ A, and γ̇ exists (and is positive) on A, then (γ ◦ γ̃)′
exists a.e. on D. Indeed it exists exactly at the points in D where ˙̃γ exists.
Thus, by the usual chain rule of calculus, (γ ◦ γ̃)′(t) = γ̇(γ̃(t)) ˙̃γ(t) for t ∈ D
at which ˙̃γ exists. Since as mentioned above γ̇(γ̃(t)) exists and is positive for
all t ∈ D, and ˙̃γ exists and is positive a.e. on D, then (γ ◦ γ̃)′ = (γ̇ ◦ γ̃) ˙̃γ > 0
a.e. on D.
Finally, given γ, γ̃ ∈ Γ, we show γ ◦ γ̃ ∈ Γ. It suffices to show (γ ◦ γ̃)′ ≥ 0
a.e. on [0, 1]. For this purpose let A = {t ∈ [0, 1] : γ̇(t) ≥ 0}, B = [0, 1] \ A,
C = {t ∈ [a, b] : γ̃(t) ∈ B}. Clearly, mB = 0. Letting G = [a, b] \C, then we
can show that (γ◦γ̃)′ ≥ 0 a.e. on G, in the same manner we showed above for
γ, γ̃ ∈ Γ0 that (γ◦ γ̃)′ > 0 a.e. on D. Thus, in order to complete the proof we
show (γ ◦ γ̃)′ = 0 a.e. on C. Since γ̃(C) ⊆ B, then m(γ̃(C)) = mB = 0, and
since γ is absolutely continuous on [0, 1], then m(γ(γ̃(C))) = 0 by Proposi-
tion 3.21. Note (γ ◦ γ̃)′ exists a.e. on C as γ ◦ γ̃ is absolutely continuous
on [0, 1]. That (γ ◦ γ̃)′ = 0 a.e. on C now follows follows from Corollary 3.12.

Proposition 4.4 (SRSF of a warped absolutely continuous func-
tion [23]): Given f ∈ AC[0, 1] and γ ∈ Γ, then f ◦ γ ∈ AC[0, 1] and
(f ◦ γ)(0) = f(0). With q the SRSF of f , without any loss of generality, in
the spirit of Observation 3.8 about the chain rule, interpreting f ′ and q as f ′

and q extended to all of [0, 1], it then follows that the SRSF of f ◦ γ equals
(q ◦ γ)√γ̇ a.e. on [0, 1].
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Proof: Clearly, (f ◦ γ)(0) = f(γ(0)) = f(0). That f ◦ γ ∈ AC[0, 1] fol-
lows directly from Proposition 3.25. Accordingly, it then follows from Corol-
lary 3.13 (chain rule) that (f ◦ γ)′ = (f ′ ◦ γ)γ̇ a.e. on [0, 1]. Thus, the
SRSF of f ◦ γ which is defined for each t ∈ [0, 1] at which (f ◦ γ)′ exists as
sign((f ◦ γ)′(t))

√

|(f ◦ γ)′(t)| must equal

sign((f ′ ◦ γ)(t)γ̇(t))
√

|(f ′ ◦ γ)(t)γ̇(t)| = sign(f ′(γ(t)))
√

|f ′(γ(t))|
√

γ̇(t)

= q(γ(t))
√

γ̇(t)

for almost all t ∈ [0, 1].

Observation 4.5: Note the SRSF q of f is defined (Definition 4.1) for each
t ∈ [0, 1] at which f ′ exists. However, although the SRSF of f ◦ γ equals
(q ◦γ)√γ̇ a.e. on [0, 1], it is not necessarily true that the SRSF of f ◦γ exists

at each t ∈ [0, 1] for which q(γ(t))
√

γ̇(t) exists or if it exists it is equal to it.

Observation 4.6: An isometry is a distance-preserving transformation be-
tween two metric spaces. Here we describe in a nonrigorous manner isome-
tries (and differentials as well) in the context of differential and Riemannian
geometry. Let M , N be spaces and let ϕ be a mapping from M into N ,
with M , N , ϕ satisfying certain smoothness properties (in the language of
differential geometry, M and N are smooth or differentiable manifolds
which are spaces that locally resemble Euclidean, Hilbert or Banach spaces,
and ϕ is differentiable (generalized to smooth manifolds); here and in
what follows, differentiability in the context of smooth manifolds is assumed
to be of all orders). Given ǫ > 0, p ∈ M , assume α : (−ǫ, ǫ) → M can
be defined, α(0) = p, α a curve in M , differentiable (generalized to smooth
manifolds) so that α′(0) makes sense. Then α′(0) is considered to be a tan-
gent vector to the curve α at t = 0, and to M at p. Accordingly, the set of
all tangent vectors to M at p is called the tangent space of M at p and
denoted by TpM . Similarly, given q ∈ N , the set of all tangent vectors to
N at q is called the tangent space of N at q and denoted by TqN . With
α as above, define β : (−ǫ, ǫ) → N by β = ϕ ◦ α. Then β(0) = ϕ(p), β
is a curve in N , and we assume it is differentiable (generalized to smooth
manifolds) so that β ′(0) makes sense and is then in Tϕ(p)N . The mapping
dϕp : TpM → Tϕ(p)N given by dϕp(α

′(0)) = β ′(0) is a linear mapping called
the differential of ϕ at p. Finally, assume there is a correspondence on M ,
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smooth in some manner (see below), that associates to each point p in M
an inner product <,>p on the tangent space TpM . Similarly, assume there
is a correspondence on N , smooth in the same manner, that associates to
each point q in N an inner product <,>q on the tangent space TqN . If ϕ
as above is bijective and satisfies certain smoothness properties (in the lan-
guage of differential geometry, ϕ is a diffeomorphism: ϕ is bijective, and
ϕ and ϕ−1 are differentiable (generalized to smooth manifolds)), then ϕ is
called an isometry if < u, v >p=< dϕp(u), dϕp(v) >ϕ(p), for all p ∈ M and
all u, v ∈ TpM , where the inner product on the left is the one on TpM and
the inner product on the right is the one on Tϕ(p)N . On the other hand,
if ϕ is differentiable and satisfies < u, v >p=< dϕp(u), dϕp(v) >ϕ(p), for all
p ∈ M and all u, v ∈ TpM , but is not a diffeomorphism, then ϕ is called
a semi-isometry.
In the language of Riemannian geometry, the smooth correspondence above
between points in a smooth manifold and inner products on tangent spaces
of the space at the points is called a Riemannian metric or structure.
Smooth manifolds equipped with such a structure are called Riemannian
manifolds. Using the Riemannian structure, the length of a curve in a Rie-
mannian manifold M is computed as follows. Given α : [0, 1] → M , a curve
or path in M , differentiable (generalized to smooth manifolds) on [0, 1] so
that α′(t) makes sense for t ∈ [0, 1] and is then in the tangent space Tα(t)M ,
the length L(α) of the the path α is then given by

L(α) =
∫ 1

0

√

< α′(t), α′(t) >α(t)dt,

where <,>α(t) is the inner product on the tangent space Tα(t)M , and the

smoothness of the Riemannian structure is such that
√

< α′(t), α′(t) >α(t),

t ∈ [0, 1], is integrable over [0, 1] so that L(α) is well defined. In addition,
given p, q ∈ M , the geodesic distance d(p, q) between them is defined as
the minimum of the lengths of all paths α inM , α : [0, 1] →M , differentiable
(generalized to smooth manifolds) with α(0) = p and α(1) = q, i.e.,

d(p, q) = min
α:[0,1]→M,α differentiable on [0,1], α(0)= p, α(1)= q

L(α).

If a path α exists such that d(p, q) achieves its minimum at α, then α is called
a geodesic in M between p and q. We note that geodesics in Euclidean
spaces and L2[0, 1] are given by straight lines. Thus, for example, given p,
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q in L2[0, 1], then α : [0, 1] → L2[0, 1] defined by α(t) = (1 − t)p + tq for
t ∈ [0, 1], is the geodesic between p and q and the distance d(p, q) is

∫ 1

0
(
∫ 1

0
|p(s)− q(s)|2ds)1/2dt =

∫ 1

0
||p− q||2dt = ||p− q||2.

Finally, we note that with the distance d(p, q) as defined above, it then
follows that an isometry also as defined above is indeed a distance-preserving
transformation. We show this in a nonrigorous manner. Given Riemannian
manifolds M , N , let α : [0, 1] → M be a path from p to q in M , α(0) = p,
α(1) = q, ϕ : M → N an isometry. Let β = ϕ ◦ α. Then β : [0, 1] → N ,
β(0) = ϕ(p), β(1) = ϕ(q), and β is a path from ϕ(p) to ϕ(q) in N . Since
for any t ∈ [0, 1] the differential dϕα(t) : Tα(t)M → Tϕ(α(t))N is given by
dϕα(t)(α

′(t)) = β ′(t), then

L(β) =
∫ 1

0

√

< β ′(t), β ′(t) >β(t)dt

=
∫ 1

0

√

< dϕα(t)(α′(t)), dϕα(t)(α′(t)) >ϕ(α(t))dt

=
∫ 1

0

√

< α′(t), α′(t) >α(t)dt = L(α)

since ϕ is an isometry. Similarly, given a path β : [0, 1] → N from ϕ(p) to
ϕ(q) in N , there is a path α : [0, 1] →M from p to q inM with L(α) = L(β).
Thus, d(p, q) = d(ϕ(p), ϕ(q)).
See [6], [7], [11], [12], [23] for a more rigorous development of the concepts of
smooth manifolds, Riemannian manifolds, differentials, isometries, etc.

Observation 4.7: In what follows, given q ∈ L2[0, 1], γ ∈ Γ, we use (q, γ) as
short notation for (q◦γ)√γ̇. Here again, without any loss of generality, in the
spirit of Observation 3.8 about the chain rule, q is interpreted as q extended
to all of [0, 1]. As it will be shown below, (q, γ) ∈ L2[0, 1] so that without any
loss of generality, again in the spirit of Observation 3.8 about the chain rule,
(q, γ) can be interpreted as (q, γ) extended to all of [0, 1], and given γ ∈ Γ,
((q, γ), γ) can be interpreted as ((q, γ), γ) extended to all of [0, 1].

Proposition 4.5: Given q ∈ L2[0, 1] and γ ∈ Γ, then (q, γ) ∈ L2[0, 1]. In
addition, given γ ∈ Γ, then ((q, γ), γ) = (q, γ ◦γ) a.e. on [0, 1], and if γ ∈ Γ0,
then ((q, γ), γ−1) = q a.e. on [0, 1].
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Proof: Let h(t) = |q(t)|2 for each t ∈ [0, 1] at which q exists. Then h is
Lebesgue integrable over [0, 1] and by Corollary 3.14, (h ◦ γ)γ̇ = |q ◦ γ|2γ̇ is
Lebesgue integrable over [0, 1]. Thus, (q, γ) = (q ◦ γ)√γ̇ ∈ L2[0, 1].
Now, if γ ∈ Γ, then

((q, γ), γ) = ((q ◦ γ)
√

γ̇, γ) = (((q ◦ γ)
√

γ̇) ◦ γ)
√

γ̇

= ((q ◦ γ ◦ γ)
√

γ̇ ◦ γ)
√

γ̇ = (q ◦ (γ ◦ γ))
√

(γ̇ ◦ γ)γ̇
= (q ◦ (γ ◦ γ))

√

(γ ◦ γ)′ = (q, γ ◦ γ)

a.e. on [0, 1] using Corollary 3.13 (chain rule) as γ ◦ γ ∈ AC[0, 1], by inter-
preting γ̇ as γ̇ extended to all of [0, 1] (Observation 3.8 about the chain rule).
Finally, if γ ∈ Γ0, then

((q, γ), γ−1) = ((q ◦ γ)
√

γ̇, γ−1) = (((q ◦ γ)
√

γ̇) ◦ γ−1)
√

(γ−1)′

= ((q ◦ γ ◦ γ−1)
√

γ̇ ◦ γ−1)
√

(γ−1)′ = q
√

(γ̇ ◦ γ−1)(γ−1)′

= q
√

(γ̇ ◦ γ−1)/(γ̇ ◦ γ−1) = q

a.e. on [0, 1] using Proposition 3.24.

Definition 4.3: The action of Γ0 on L
2[0, 1] is the operation that takes any

element γ ∈ Γ0 and any element q of L2[0, 1], and computes (q, γ) = (q◦γ)√γ̇.
The action of Γ on L2[0, 1] is similarly defined.

Proposition 4.6 (Action of Γ on L2[0, 1] is by semi-isometries. Action
of Γ0 on L2[0, 1] is by isometries [23]): For each γ ∈ Γ, let ϕγ : L2[0, 1] →
L2[0, 1] be defined for q ∈ L2[0, 1] by ϕγ(q) = (q, γ) = (q ◦ γ)√γ̇. Then ϕγ is
differentiable and

< dϕγ(u), dϕγ(v) >=< (u, γ), (v, γ) >=< u, v >

for any u, v ∈ L2[0, 1], where <,> is the L2[0, 1] inner product and dϕγ is the
differential of ϕγ , with <,> and dϕγ the same at every q ∈ L2[0, 1]. Thus,
ϕγ is a semi-isometry and the action of Γ on L2[0, 1] is said to be by semi-
isometries. If γ ∈ Γ0, then ϕ

γ is a diffeomorphism. Thus, ϕγ is an isometry
and the action of Γ0 on L2[0, 1] is said to be by isometries.
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Proof: If γ ∈ Γ, from Proposition 4.5 it follows that the range of ϕγ is indeed
in L2[0, 1]. Since the tangent space of L2[0, 1] at any point is L2[0, 1] itself, it
follows that <,> is the same at every q ∈ L2[0, 1]. Given u, v ∈ L2[0, 1], from
Proposition 2.41 (Hölder’s inequality), u · v ∈ L1. Let h(s) = u(s)v(s) for
each s ∈ [0, 1] at which u and v exist. By Corollary 3.14 (change of variable),

< u, v > =
∫ 1

0
u(s)v(s)ds =

∫ γ(1)

γ(0)
h(s)ds =

∫ 1

0
h(γ(t))γ̇(t)dt

=
∫ 1

0
u(γ(t))

√

γ̇(t)v(γ(t))
√

γ̇(t)dt

= < (u, γ), (v, γ) >=< dϕγ(u), dϕγ(v) >

as ϕγ is linear so that it is differentiable and dϕγ acts on an element of
L2[0, 1] the same way ϕγ does. Thus, dϕγ is the same at every q ∈ L2[0, 1],
and in addition, ϕγ is a semi-isometry and the action of Γ on L2[0, 1] is by
semi-isometries. If γ ∈ Γ0, then ϕ

γ is a bijection and its inverse ϕγ
−1

is linear
so that it is differentiable. Thus, ϕγ is a diffeomorphism and therefore an
isometry, and the action of Γ0 on L2[0, 1] is by isometries.

Corollary 4.1 (Action of Γ0 on L2[0, 1] is distance preserving [23]):
Given q1, q2 ∈ L2, and γ ∈ Γ0, then ||q1 − q2||2 = ||(q1, γ)− (q2, γ)||2.

Proof: d(q1, q2) = ||q1 − q2||2 and d((q1, γ), (q2, γ)) = ||(q1, γ) − (q2, γ)||2
(Observation 4.6). The action of Γ0 on L2[0, 1] is by isometries (Proposi-
tion 4.6). Thus, d(q1, q2) = d((q1, γ), (q2, γ)) (Observation 4.6), and hence,
||q1 − q2||2 = ||(q1, γ)− (q2, γ)||2.

Corollary 4.2 (Action of Γ0 on L
2[0, 1] is norm preserving [23]): Given

q ∈ L2, and γ ∈ Γ0, then ||q||2 = ||(q, γ)||2.

Observation 4.8 (Action of Γ on L2[0, 1] is distance and norm pre-
serving): Corollary 4.1 and Corollary 4.2 can be shown to hold for all of
Γ as follows. Given q1, q2 ∈ L2, and γ ∈ Γ, then q1 − q2 ∈ L2 and by
Corollary 3.14 (change of variable),

||(q1, γ)− (q2, γ)||22 =
∫ 1

0
|q1(γ(t))

√

γ̇(t)− q2(γ(t))
√

γ̇(t)|2dt
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=
∫ 1

0
(q1(γ(t))− q2(γ(t)))

2γ̇(t)dt

=
∫ γ(1)

γ(0)
(q1(s)− q2(s))

2ds =
∫ 1

0
(q1(s)− q2(s))

2ds

= ||q1 − q2||22.

Definition 4.4: Let AC0[0, 1] = {f : f ∈ AC[0, 1], f ′ > 0 a.e. on [0, 1]}.
The Fisher-Rao metric at any f ∈ AC0[0, 1] is defined as the inner product

≪ u, v ≫f =
1

4

∫ 1

0
u̇(t)v̇(t)

1

f ′(t)
dt.

for any u, v ∈ TfAC
0[0, 1].

Observation 4.9: The integral in the definition of the Fisher-Rao metric at
f ∈ AC0[0, 1] is well defined as u, v are functions on [0, 1] that are absolutely
continuous [21], hence u̇, v̇, f ′ exist a.e. on [0, 1], f ′ > 0 a.e. on [0, 1], thus
u̇/

√
f ′, v̇/

√
f ′ exist a.e. on [0, 1] and are in L2[0, 1] (see below), so that u̇v̇/f ′

is Lebesgue integrable over [0, 1] by Proposition 2.41 (Hölder’s inequality).
In addition, this metric, as defined at elements of AC0[0, 1], is known to
have the behavior of a Riemannian metric [23]. In what follows, we assume
AC0[0, 1] is endowed with this metric.

Proposition 4.7: Given f ∈ AC0[0, 1] and γ ∈ Γ0, then f ◦ γ ∈ AC0[0, 1]
and (f ◦ γ)(0) = f(0).

Proof: That f ◦ γ ∈ AC[0, 1] and (f ◦ γ)(0) = f(0) was established in
Proposition 4.4. Accordingly, in order to conclude that f ◦ γ ∈ AC0[0, 1] we
prove (f ◦ γ)′ > 0 a.e. on [0, 1]. For this purpose let A = {t ∈ [0, 1] : f ′(t) >
0}, B = [0, 1] \A, C = γ−1(B). Clearly, mB = 0 and since γ−1 is absolutely
continuous on [0, 1] (Observation 4.4), then mC = 0 by Proposition 3.21.
Let D = [0, 1]\C. Accordingly, we only need to prove (f ◦γ)′ > 0 a.e. on D.
Clearly, γ̇ exists (and is positive) a.e. on D. Since γ(D) ⊆ A, and f ′ exists
(and is positive) on A, then (f ◦ γ)′ exists a.e. on D. Indeed it exists exactly
at the points in D where γ̇ exists. Thus, by the usual chain rule of calculus,
(f ◦ γ)′(t) = f ′(γ(t))γ̇(t) for t ∈ D at which γ̇ exists. Since as mentioned
above f ′(γ(t)) exists and is positive for all t ∈ D, and γ̇ exists and is positive
a.e. on D, then (f ◦ γ)′ = (f ′ ◦ γ)γ̇ > 0 a.e. on D.
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Definition 4.5: The action of Γ0 on AC0[0, 1] is the operation that takes
any element γ ∈ Γ0 and any element f of AC0[0, 1], and computes f ◦ γ.

Observation 4.10: In what follows, two functions in AC[0, 1] are considered
equal if they differ by a constant. Simpler yet, we assume all functions
in AC[0, 1] have the same value at zero. Since by Proposition 4.4, if f ∈
AC[0, 1], γ ∈ Γ, then f ◦ γ ∈ AC[0, 1] and (f ◦ γ)(0) = f(0), and since in
addition the SRSF of (f +C) is the same for any constant C, the latter is a
reasonable assumption.

Proposition 4.8 (Action of Γ0 on AC0[0, 1] with Fisher-Rao metric
is by isometries [23]): For each γ ∈ Γ0, let ϕ

γ : AC0[0, 1] → AC0[0, 1] be
defined for f ∈ AC0[0, 1] by ϕγ(f) = f ◦γ. Then ϕγ is a diffeomorphism and

≪ dϕγf(u), dϕ
γ
f(v) ≫f◦γ=≪ u ◦ γ, v ◦ γ ≫f◦γ=≪ u, v ≫f

for any u, v ∈ TfAC
0[0, 1], where ≪,≫f is the inner product that defines the

Fisher-Rao metric at f , ≪,≫f◦γ is the inner product that defines it at f ◦γ,
and dϕγf is the differential of ϕγ at f . Thus, ϕγ is an isometry and the action
of Γ0 on AC0[0, 1] is said to be by isometries.

Proof: If γ ∈ Γ0, from Proposition 4.7, the range of ϕγ is indeed in AC0[0, 1].
As noted in Observation 4.9, given f ∈ AC0[0, 1], u, v ∈ TfAC

0[0, 1], then u,
v are functions on [0, 1] that are absolutely continuous [21], and h = u̇v̇/f ′

is Lebesgue integrable over [0, 1]. By Corollary 3.14 (change of variable),
Corollary 3.13 (chain rule) as u ◦ γ, v ◦ γ, f ◦ γ ∈ AC[0, 1], by interpreting
h, u̇, v̇, f ′ as h, u̇, v̇, f ′ extended to all of [0, 1] (Observation 3.8 about the
chain rule), and noting that all denominators below are greater than zero
a.e. on [0, 1] (Proposition 4.7 and its proof), then

≪ u, v ≫f =
1

4

∫ 1

0
u̇(s)v̇(s)

1

f ′(s)
ds =

1

4

∫ γ(1)

γ(0)
h(s)ds

=
1

4

∫ 1

0
h(γ(t))γ̇(t)dt =

1

4

∫ 1

0
u̇(γ(t))v̇(γ(t))

1

f ′(γ(t))
γ̇(t)dt

=
1

4

∫ 1

0
u̇(γ(t))γ̇(t)v̇(γ(t))γ̇(t)

1

f ′(γ(t))γ̇(t)
dt
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=
1

4

∫ 1

0
(u(γ(t)))′(v(γ(t)))′

1

(f(γ(t)))′
dt

= ≪ u ◦ γ, v ◦ γ ≫f◦γ=≪ dϕγf(u), dϕ
γ
f(v) ≫f◦γ

as ϕγ is linear so that it is differentiable and dϕγf acts on an element of
TfAC

0[0, 1] the same way ϕγ does on an element of AC0[0, 1]. Since γ ∈ Γ0,
then ϕγ is a bijection and its inverse ϕγ

−1

is linear so that it is differentiable.
Thus, ϕγ is a diffeomorphism and therefore an isometry, and the action of
Γ0 on AC0[0, 1] is by isometries.

Proposition 4.9 (Fisher-Rao metric on AC0[0, 1] under SRSF repre-
sentation becomes L2[0, 1] metric [23]): Given f ∈ AC0[0, 1] and q the
SRSF of f , define a mapping F : AC0[0, 1] → L2[0, 1] by F (f) = q =

√
f ′.

Then F is differentiable, and for any v ∈ TfAC
0[0, 1], it must be that

F ∗
f (v) = v̇/(2

√
f ′) ∈ TqL

2[0, 1] = L2[0, 1], where F ∗
f is the differential of F

at f . Given v1, v2 ∈ TfAC
0[0, 1], then < F ∗

f (v1), F
∗
f (v2) >=≪ v1, v2 ≫f ,

where <,> is the L2[0, 1] inner product and ≪,≫f is the inner product that
defines the Fisher-Rao metric at f .

Proof: Let L1
0[0, 1] = {f̂ : f̂ ∈ L1[0, 1], f̂ > 0 a.e. on [0, 1]}.

Given f̂ ∈ L1
0[0, 1], define a mapping S : L1

0[0, 1] → L2[0, 1] by S(f̂) =
√

f̂ .
In addition, given f ∈ AC0[0, 1], define a mapping (the derivative mapping)
D : AC0[0, 1] → L1

0[0, 1] by D(f) = f ′.
With F as defined above, then F = S ◦D.
Given v ∈ TfAC

0[0, 1], then D∗
f (v) = v̇ ∈ Tf ′L

1
0[0, 1], where D

∗
f is the differ-

ential of D at f , as D is linear so that it is differentiable and D∗
f acts on an

element of TfAC
0[0, 1] the same way D acts on an element of AC0[0, 1].

Let s : R → R be the mapping defined by s(x) =
√
x, x ∈ R, x > 0. Then

s is differentiable for x > 0, and s∗(y) = s′(x)y = y/(2
√
x) for any y ∈ R,

where s∗ is the differential of s. From this, following closely the definition of
the differential of a differentiable function [11, 23], it then follows that S is dif-

ferentiable and given w ∈ Tf̂L
1
0[0, 1], then S

∗
f̂
(w) = w/(2

√

f̂) ∈ T√
f̂
L2[0, 1],

where S∗
f̂
is the differential of S at f̂ .

Thus, F = S ◦ D is differentiable and its differential F ∗
f : TfAC

0[0, 1] →
TqL

2[0, 1] at f ∈ AC0[0, 1] is S∗
D(f) ◦D∗

f = S∗
f ′ ◦D∗

f [11].

Accordingly, given v ∈ TfAC
0[0, 1], then F ∗

f (v) = S∗
f ′(D

∗
f(v)) = S∗

f ′(v̇) =
v̇/(2

√
f ′) ∈ T√

f ′
L2[0, 1] = TqL

2[0, 1] = L2[0, 1].
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Finally, given v1, v2 ∈ TfAC
0[0, 1], then

< F ∗
f (v1), F

∗
f (v2) > = < v̇1/(2

√

f ′), v̇2/(2
√

f ′) >=
1

4

∫ 1

0
v̇1(t)v̇2(t)

1

f ′(t)
dt

= ≪ v1, v2 ≫f .

Observation 4.11 (Distance between functions in AC[0, 1]): Given f1,
f2 ∈ AC[0, 1], let q1, q2 be the SRSF’s of f1, f2, respectively. We note that
computing the distance between f1 and f2 with the Fisher-Rao metric as
defined above may not be possible as a path in AC[0, 1] from f1 to f2 might
contain functions whose derivatives are not positive a.e. on [0, 1]. Even if
this was not the case, the minimization involved would be nontrivial. Accord-
ingly, motivated by Proposition 4.9 above, the convention is to say that the
Fisher-Rao distance between f1 and f2 is dFR(f1, f2) = ||q1−q2||2, i.e., the
L2 distance between q1 and q2. In addition, since the geodesic from q1 to q2
is a straight line, given s ∈ [0, 1], then q = (1−s)q1+ sq2 is a function in this
geodesic, and by Proposition 4.3, a function f ∈ AC[0, 1] can be computed
for each t ∈ [0, 1] by f(t) = C +

∫ t
0 q(x)|q(x)|dx, where C = f1(0) = f2(0),

with the SRSF of f equal to q a.e. on [0, 1]. Doing this for enough func-
tions on the straight line joining q1 and q2, a collection of functions can be
obtained in AC[0, 1] that are then said to approximate a geodesic (based on
the Fisher-Rao metric) from f1 to f2.

Definition 4.6: Given q ∈ L2[0, 1], define the orbit [q]Γ0
of q under Γ0 by

[q]Γ0
= {q : q = (q, γ) = (q ◦ γ)√γ̇ a.e. on [0,1], some γ ∈ Γ0}. Denote by

cl([q]Γ0
) the closure in L2[0, 1] of [q]Γ0

.

Observation 4.12: In what follows, given q1, q2 ∈ L2[0, 1], q1 ∈ [q2]Γ0
so

that q1 = (q2, γ) a.e. on [0, 1] for some γ ∈ Γ0, without any loss of gener-
ality we may simply say q1 = (q2, γ). Accordingly, given q1, q2 ∈ L2[0, 1],
q1 ∈ [q2]Γ0

so that q1 = (q2, γ) for some γ ∈ Γ0, then it follows (Propo-
sition 4.5) that [q1]Γ0

⊆ [q2]Γ0
, and q2 = (q1, γ

−1) so that [q2]Γ0
⊆ [q1]Γ0

and thus [q1]Γ0
= [q2]Γ0

. Using similar arguments, given q1, q2 ∈ L2[0, 1],
an equivalence relation ∼ can be defined and justified on L2[0, 1] for which
q1 ∼ q2 if q1 and q2 are in the same orbit under Γ0. Accordingly, with this
equivalence relation a quotient space is obtained which is the set of all orbits
of elements of L2[0, 1] under Γ0 and which we denote by L2[0, 1]/Γ0. An
attempt then can be made as follows to define a distance function d between
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elements of L2[0, 1]/Γ0 that would make L2[0, 1]/Γ0 a metric space. Given
q1, q2 ∈ L2[0, 1], let

d([q1]Γ0
, [q2]Γ0

) = inf
γ1,γ2∈Γ0

||(q1, γ1)− (q2, γ2)||2
= inf

γ∈Γ0

||q1 − (q2, γ)||2 = inf
γ∈Γ0

||(q1, γ)− q2||2,

where the bottom equations follow from Corollary 4.1 (action of Γ0 on L
2[0, 1]

is distance preserving) again using Proposition 4.5 where appropriate. Of
the properties that d must satisfy to be a distance function all have been
established [23] except one: d([q1]Γ0

, [q2]Γ0
) = 0 if and only if [q1]Γ0

= [q2]Γ0
.

Unfortunately, as demonstrated in [10], the orbits as defined are not closed in
L2[0, 1], which allows for examples with [q1]Γ0

6= [q2]Γ0
but d([q1]Γ0

, [q2]Γ0
) = 0.

Proposition 4.10 ([10]): Given q1, q2 ∈ L2[0, 1], then d([q1]Γ0
, [q2]Γ0

) = 0
if and only if cl([q1]Γ0

) = cl([q2]Γ0
). In particular, if q1 ∈ cl([q2]Γ0

) so that
d([q1]Γ0

, [q2]Γ0
) = 0, then cl([q1]Γ0

) = cl([q2]Γ0
).

Proof: If d([q1]Γ0
, [q2]Γ0

) = 0, fix q1 ∈ [q1]Γ0
and note [q1]Γ0

= [q1]Γ0
(Obser-

vation 4.12) so that d([q1]Γ0
, [q2]Γ0

) = d([q1]Γ0
, [q2]Γ0

) = 0. Then given integer
n > 0, there is γn ∈ Γ0 such that ||q1−(q2, γn)||2 < 1/n. Thus, q1 ∈ cl([q2]Γ0

).
Since q1 is arbitrary in [q1]Γ0

then [q1]Γ0
⊆ cl([q2]Γ0

), thus cl([q1]Γ0
) ⊆

cl([q2]Γ0
). Similarly, cl([q2]Γ0

) ⊆ cl([q1]Γ0
), thus cl([q1]Γ0

) = cl([q2]Γ0
).

Assume cl([q1]Γ0
) = cl([q2]Γ0

). Then, in particular, q1 ∈ cl([q2]Γ0
) so that

given integer n > 0, there is γn ∈ Γ0 with ||q1 − (q2, γn)||2 < 1/n. Thus,
d([q1]Γ0

, [q2]Γ0
) = infγ∈Γ0

||q1 − (q2, γ)||2 = 0.

Observation 4.13: Using arguments similar to those in the proof of Propo-
sition 4.10 above, given q1, q2 ∈ L2[0, 1], an equivalence relation ∼ can be
defined and justified on L2[0, 1] for which q1 ∼ q2 if q1 and q2 are in the
closure of the same orbit under Γ0. Accordingly, with this equivalence rela-
tion a quotient space is obtained which is the set of all closures of orbits of
elements of L2[0, 1] under Γ0 and which we denote by L2[0, 1]/ ∼ . In what
follows, we extend the function d above to the quotient space L2[0, 1]/ ∼ .

Corollary 4.3 (Distance between equivalence classes in L2[0, 1]/ ∼
[10], [23]): Given q1, q2 ∈ L2[0, 1], let

d(cl([q1]Γ0
), cl([q2]Γ0

)) = inf
q1∈cl([q1]Γ0

),q2∈cl([q2]Γ0
)
||q1 − q2||2.
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Then d(cl([q1]Γ0
), cl([q2]Γ0

)) = infγ1,γ2∈Γ0
||(q1, γ1)− (q2, γ2)||2 = infγ∈Γ0

||q1 −
(q2, γ)||2 = infγ∈Γ0

||(q1, γ)− q2||2 = d([q1]Γ0
, [q2]Γ0

), and d is a distance func-
tion between elements of L2[0, 1]/ ∼ , so that L2[0, 1]/ ∼ is a metric space
with this distance function.

Proof: Note

inf
q1∈cl([q1]Γ0

),q2∈cl([q2]Γ0
)
||q1 − q2||2 = inf

γ1,γ2∈Γ0

||(q1, γ1)− (q2, γ2)||2.

Thus, d(cl([q1]Γ0
), cl([q2]Γ0

)) = infγ1,γ2∈Γ0
||(q1, γ1)− (q2, γ2)||2 = infγ∈Γ0

||q1−
(q2, γ)||2 = infγ∈Γ0

||(q1, γ) − q2||2 = d([q1]Γ0
, [q2]Γ0

), as previously noted in
Observation 4.12.
That d is a distance function follows from Proposition 4.10 and results about
properties of this distance function in [23].

Observation 4.14: Given f1, f2 ∈ AC[0, 1], and q1, q2, the SRSF’s of f1,
f2, respectively, we note that q1 and q2 remain unchanged after translations
of f1 and f2 (by translations we mean f1 and f2 become f1 + c1 and f2 + c2,
respectively, for constants c1, c2) so that the distance between the equiva-
lence classes of q1 and q2, defined by d above, is the same before and after
the translations. That this is true follows from the definition of the SRSF.
For scalar multiplications of f1 and f2, the distance between the equivalence
classes of q1 and q2 before and after the scalar multiplications can be ap-
proximated or computed exactly, if possible, by the same elements of Γ0 as
the following proposition shows. Accordingly, it is customary to normalize
q1 and q2 so that ||q1||2 = ||q2||2 = 1 and then compute the distance between
their equivalence classes with d as above, as from the comments just made
doing so is compatible with the requirement that the shapes of f1 and f2 be
invariant under translation and scalar multiplication.

Proposition 4.11 ([23]): Given q1, q2 ∈ L2[0, 1], and γ∗, γ ∈ Γ0 for which
||q1 − (q2, γ

∗)||2 ≤ ||q1 − (q2, γ)||2, then ||bq1 − (cq2, γ
∗)||2 ≤ ||bq1 − (cq2, γ)||2,

for any b, c, bc > 0.

Proof: With <,> as the L2 inner product, note

||q1 − (q2, γ
∗)||22 = ||q1||22 − 2 < q1, (q2, γ

∗) > +||(q2, γ∗)||22,
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Figure 1: Function alignment by warping that is obtained from the compu-
tation of d(cl([q1]Γ0

), cl([q2]Γ0
)).

and
||q1 − (q2, γ)||22 = ||q1||22 − 2 < q1, (q2, γ) > +||(q2, γ)||22.

Thus, ||q1− (q2, γ
∗)||2 ≤ ||q1− (q2, γ)||2 and ||q2||2 = ||(q2, γ∗)||2 = ||(q2, γ)||2,

bc > 0, imply −2bc < q1, (q2, γ
∗) > ≤ −2bc < q1, (q2, γ) >.

Accordingly, since ||cq2||2 = ||(cq2, γ∗)||2 = ||(cq2, γ)||2, then

||bq1||22 − 2 < bq1, (cq2, γ
∗) > +||(cq2, γ∗)||22

≤ ||bq1||22 − 2 < bq1, (cq2, γ) > +||(cq2, γ)||22,

so that ||bq1 − (cq2, γ
∗)||2 ≤ ||bq1 − (cq2, γ)||2.

Observation 4.15: Figure 1 illustrates an instance of approximately com-
puting d(cl([q1]Γ0

), cl([q2]Γ0
)) as expressed in Corollary 4.3 above. Here q1,

q2 are the SRSF’s of functions f1, f2, respectively, plotted in the lefmost di-
agram, f1 in red, f2 in blue, q1, q2 normalized so that ||q1||2 = ||q2||2 =
1. The distance (about 0.1436) was approximately computed (in about
154 seconds) with adapt-DP [2], a fast linear Dynamic Programming algo-
rithm. The resulting warping function γ ∈ Γ0 that approximately minimizes
||q1 − (q2, γ)||2 is plotted in the rightmost diagram, and f1 and f2 ◦ γ are
plotted in the middle diagram in which they appear essentially aligned. The
functions f1 and f2 were given in the form of sets of 19,693 and 19,763
points, respectively, with nonuniform domains in [0, 1]. A copy of adapt-
DP with usage instructions and data files for the same example in Fig-
ure 1 can be obtained using links: https://doi.org/10.18434/T4/1502501
http://math.nist.gov/~JBernal /Fast_Dynamic_Programming.zip
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Definition 4.7: Given q ∈ L2[0, 1], define the orbit [q]Γ of q under Γ by
[q]Γ = {q : q = (q, γ) = (q ◦ γ)√γ̇ a.e. on [0,1], some γ ∈ Γ}.

Observation 4.16: In what follows, we present results found mostly in [10]
for the purpose of showing that given q ∈ L2[0, 1], then there exist w ∈
L2[0, 1], γ ∈ Γ, such that q = (w, γ), |w| constant a.e. on [0, 1], cl([w]Γ0

) =
[w]Γ so that q ∈ cl([w]Γ0

), and thus cl([q]Γ0
) = cl([w]Γ0

) = [w]Γ. We note
that this result doesn’t change how d(cl([q1]Γ0

), cl([q2]Γ0
)) in Corollary 4.3

is computed for q1, q2 ∈ L2[0, 1]. It should still be done by computing
infγ∈Γ0

||q1 − (q2, γ)||2 or infγ∈Γ0
||(q1, γ)− q2||2 as implied by Corollary 4.3.

Proposition 4.12: A0 = {q ∈ L2[0, 1] : ||q||2 = 1, q > 0 a.e. on [0, 1]} has
closure in L2[0, 1] equal to A = {q ∈ L2[0, 1] : ||q||2 = 1, q ≥ 0 a.e. on [0, 1]}.

Proof: Clearly A0 ⊂ A. Let ǫ > 0 be given. Given q ∈ A \ A0, then a mea-
surable subset B of [0, 1] exists, m(B) > 0, on which q = 0. Let C = [0, 1]\B.
Then q > 0 a.e. on C and

∫

C q(t)
2dt =

∫ 1
0 q(t)

2dt = 1.
Choose b > 0, b < 1 with 1− b < ǫ/2, and set a = ((1− b2)/m(B))1/2.
Define a function q̂ on [0, 1] by q̂ = bq on C and q̂ = a on B. Then q̂ > 0
a.e. on [0, 1] and

∫ 1
0 q̂(t)

2dt =
∫

C(bq(t))
2dt +

∫

B a
2dt = b2 · 1 + a2m(B) =

b2 + (1− b2) = 1 so that q̂ ∈ A0.
Note

∫ 1
0 (q(t)− q̂(t))2dt =

∫

C(q(t)− bq(t))2dt+
∫

B a
2dt = (1− b)2 + a2m(B)=

(1− b)2 + (1 − b2) = 1− 2b + b2 + 1− b2 = 2 − 2b = 2(1 − b) < 2ǫ/2 = ǫ so
that q is in the closure of A0 in L

2[0, 1] and this is true for every q in A \A0.
Finally, if q 6∈ A, we show q is not in the closure of A0 in L

2[0, 1]. If ||q||2 6= 1,
then clearly q is not in the closure. Thus, assume ||q||2 = 1. Since q 6∈ A,
then a measurable subset B of [0, 1] exists, m(B) > 0, on which q < 0. Thus,
∫

B q(t)
2 > 0 (i of Proposition 2.34) so that

∫

B(q(t)− q̂(t))2dt >
∫

B q(t)
2dt for

any q̂ ∈ A0. Thus, q can not be in the closure of A0 in L2[0, 1] and A must
then be the closure of A0 in L2[0, 1].

Corollary 4.4 (SRSF’s of functions in Γ0 and Γ; orbit of the constant
function equal to 1 [10]): Q0 = {q : q = √

γ̇ a.e. on [0, 1], some γ ∈ Γ0}
has closure in L2[0, 1] equal to Q = {q : q = √

γ̇ a.e. on [0, 1], some γ ∈ Γ}.
In addition, with A0 = {q ∈ L2[0, 1] : ||q||2 = 1, q > 0 a.e. on [0, 1]},
A = {q ∈ L2[0, 1] : ||q||2 = 1, q ≥ 0 a.e. on [0, 1]}, and q0 the constant
function equal to 1 on [0, 1], then [q0]Γ0

= Q0 = A0 and cl([q0]Γ0
) = Q = A.
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Proof: If γ ∈ Γ0 and q =
√
γ̇ a.e. on [0, 1], then

∫ 1
0 q(t)

2dt =
∫ 1
0 γ̇(t)dt =

γ(1) − γ(0) = 1. Also q > 0 a.e. on [0, 1] since γ ∈ Γ0 so that q ∈ A0.
Thus, Q0 ⊆ A0. On the other hand, if q ∈ A0, then q > 0 a.e. on [0, 1],
q ∈ L2[0, 1], ||q||2 = 1. By Proposition 4.3, γ defined for each t ∈ [0, 1] by
γ(t) =

∫ t
0 q(s)|q(s)|ds =

∫ t
0 q(s)

2ds is absolutely continuous on [0, 1] with q
equal to the SRSF of γ a.e. on [0, 1]. Clearly γ(0) = 0, γ(1) = ||q||2 = 1,
γ̇ = q2 a.e. on [0, 1], thus γ ∈ Γ0 and

√
γ̇ = q a.e. on [0, 1] so that q ∈ Q0.

Thus Q0 = A0. Similarly, Q = A so that the closure of Q0 in L2[0, 1] is Q
by Proposition 4.12. Finally, [q0]Γ0

= {q : q = (q0, γ) = (q0 ◦ γ)√γ̇ =√
γ̇ a.e. on [0, 1], some γ ∈ Γ0} = Q0 = A0, and since, as just proved, the

closure of Q0 in L2[0, 1] is Q, then cl([q0]Γ0
) = Q = A.

Corollary 4.5 ([10]): With q0 the constant function equal to 1 on [0, 1],
given q1, q2 ∈ L2[0, 1], ||q1||2 = ||q2||2 = 1, if either (i) q1 ≥ 0 a.e. on [0, 1]
and q2 ≥ 0 a.e. on [0, 1], or (ii) q1 ≤ 0 a.e. on [0, 1] and q2 ≤ 0 a.e. on [0, 1],
then in the case of (i) it must be that cl([q1]Γ0

) = cl([q2]Γ0
) = cl([q0]Γ0

), and
in the case of (ii) it must be that cl([q1]Γ0

) = cl([q2]Γ0
) = cl([−q0]Γ0

). In both
cases a sequence {γn} exists in Γ0 with (q1, γn) → q2 in L2[0, 1].

Proof: With A = {q ∈ L2[0, 1] : ||q||2 = 1, q ≥ 0 a.e. on [0, 1]}, if (i)
is true, then q1, q2 ∈ A = cl([q0]Γ0

) (Corollary 4.4) so that by Proposi-
tion 4.10, cl([q1]Γ0

) = cl([q2]Γ0
) = cl([q0]Γ0

). On the other hand, if (ii) is
true, then using similar arguments as above with −q0 = −1 taking the place
of q0, it then follows that cl([q1]Γ0

) = cl([q2]Γ0
) = cl([−q0]Γ0

). In both cases
cl([q1]Γ0

) = cl([q2]Γ0
) implies the existence of {γn}.

Corollary 4.6 ([10]): Given q1, q2 ∈ L2[0, 1], and a sequence of num-
bers t0 = 0 < t1 < . . . < tn = 1, such that for each i, i = 1, . . . , n,
∫ ti
ti−1

q1(t)
2dt =

∫ ti
ti−1

q2(t)
2dt, and either q1 ≥ 0 and q2 ≥ 0 a.e. on [ti−1, ti], or

q1 ≤ 0 and q2 ≤ 0 a.e. on [ti−1, ti], then cl([q1]Γ0
) = cl([q2]Γ0

).

Proof: Given i, 1 ≤ i ≤ n, then a sequence {λin} exists of absolutely
continuous functions, λin : [ti−1, ti] → [ti−1, ti], λ̇

i
n > 0 a.e. on [ti−1, ti],

λin(ti−1) = ti−1, λ
i
n(ti) = ti for each n such that (q1, λ

i
n) → q2 in L2[ti−1, ti].

Here (q1, λ
i
n) is understood to be (q1◦λin)

√

λ̇in and L
2[ti−1, ti] the set of square-

integrable functions over [ti−1, ti]. Proof of the existence of {λin} along the
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lines of that of Corollary 4.5 with [ti−1, ti] taking the place of [0, 1] and the
value of

∫ ti
ti−1

q1(t)
2dt =

∫ ti
ti−1

q2(t)
2dt not necessarily equal to 1.

Finally, define a sequence of functions {γn}, γn : [0, 1] → [0, 1], by setting
γn(t) = λin(t) if t ∈ [ti−1, ti] for each n. It follows γn is absolutely continuous,
γn(0) = 0, γn(1) = 1, γ̇n > 0 a.e. on [0, 1] for each n. Thus {γn} ⊂ Γ0 and
since (q1, λ

i
n) → q2 in L2[ti−1, ti] for each i, then (q1, γn) → q2 in L2[0, 1].

Thus, q2 ∈ cl([q1]Γ0
) and by Proposition 4.10, then cl([q1]Γ0

) = cl([q2]Γ0
).

Corollary 4.7 ([10]): Given q1, q2 ∈ L2[0, 1], and two sequences of numbers
t0 = 0 < t1 < . . . < tn = 1, t′0 = 0 < t′1 < . . . < t′n = 1, such that for each i,

i = 1, . . . , n,
∫ ti
ti−1

q1(t)
2dt =

∫ t′
i

t′
i−1

q2(t)
2dt, and either q1 ≥ 0 a.e. on [ti−1, ti]

and q2 ≥ 0 a.e. on [t′i−1, t
′
i], or q1 ≤ 0 a.e. on [ti−1, ti] and q2 ≤ 0 a.e. on

[t′i−1, t
′
i], then cl([q1]Γ0

) = cl([q2]Γ0
).

Proof: Let γ be the piecewise linear element of Γ0 for which γ(t′i) = ti,
i = 0, . . . , n, and let w = (q1, γ). It then follows by Corollary 3.14 (change of

variable) that for each i, i = 1, . . . , n,
∫ t′

i

t′
i−1

w(t)2dt =
∫ t′

i

t′
i−1

(q1(γ(t)))
2γ̇(t)dt =

∫ ti
ti−1

q1(s)
2ds =

∫ t′
i

t′
i−1

q2(t)
2dt, and since w ≥ 0 a.e. on [t′i−1, t

′
i] if q1 ≥ 0 a.e.

on [ti−1, ti], and w ≤ 0 a.e. on [t′i−1, t
′
i] if q1 ≤ 0 a.e. on [ti−1, ti], then w

and q2 satisfy the hypothesis of Corollary 4.6 for the sequence {t′n} so that
cl([w]Γ0

) = cl([q2]Γ0
). Since w = (q1, γ), γ ∈ Γ0, then w ∈ [q1]Γ0

so that by
Observation 4.12, [w]Γ0

= [q1]Γ0
and therefore cl([q1]Γ0

) = cl([q2]Γ0
).

Proposition 4.13 ([10]): Given q ∈ L2[0, 1], then [q]Γ ⊆ cl([q]Γ0
).

Proof: The proposition is first proved for step functions on [0, 1]. Accord-
ingly, we assume q is a step function and γ ∈ Γ.
Let t0 = 0 < t1 < . . . < tn = 1 be the set of numbers that define the partition
associated with q as a step function. For each i, i = 0, . . . , n, let t′i ∈ [0, 1] be
such that γ(t′i) = ti with t

′
0 = 0 and t′n = 1. Note t′0 = 0 < t′1 < . . . < t′n = 1,

as γ is a nondecreasing function from [0, 1] onto [0, 1].
Let w = (q, γ). It then follows by Corollary 3.14 (change of variable) that

for each i, i = 1, . . . , n,
∫ t′

i

t′
i−1

w(t)2dt =
∫ t′

i

t′
i−1

(q(γ(t)))2γ̇(t)dt =
∫ ti
ti−1

q(s)2ds,

and either q ≥ 0 a.e. on [ti−1, ti] and w ≥ 0 a.e. on [t′i−1, t
′
i], or q ≤ 0

a.e. on [ti−1, ti] and w ≤ 0 a.e. on [t′i−1, t
′
i]. Thus, by Corollary 4.7,
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cl([q]Γ0
) = cl([w]Γ0

) so that, in particular, w = (q, γ) ∈ cl([q]Γ0
) and there-

fore, since γ is arbitrary in Γ, then [q]Γ ⊆ cl([q]Γ0
).

Finally, we assume q is any function in L2[0, 1] and γ ∈ Γ. Given ǫ > 0, by
Proposition 2.44 (density of step functions in Lp), there is a step function v
on [0, 1] such that ||q − v||2 < ǫ/3. As just proved above, (v, γ) ∈ cl([v]Γ0

)
so that for some γ ∈ Γ0 it must be that ||(v, γ)− (v, γ)||2 < ǫ/3. Thus, by
Corollary 4.1 and Observation 4.8 (action of Γ0 and Γ is distance preserving)

||(q, γ)− (q, γ)||2 = ||(q, γ)− (v, γ)||2 + ||(v, γ)− (v, γ)||2
+ ||(v, γ)− (q, γ)||2
= ||q − v||2 + ||(v, γ)− (v, γ)||2 + ||v − q||2
< ǫ/3 + ǫ/3 + ǫ/3 = ǫ

so that (q, γ) ∈ cl([q]Γ0
) and therefore, since γ is arbitrary in Γ, then [q]Γ ⊆

cl([q]Γ0
).

Proposition 4.14 (Constant-speed parametrization of an absolutely
continuous function [24]): Given f ∈ AC[0, 1], then there exist h ∈
AC[0, 1], γ ∈ Γ, such that |h′| = L =

∫ 1
0 |f ′(t)|dt (the length of f) a.e.

on [0, 1] and f = h ◦ γ on [0, 1].

Proof: Given f ∈ AC[0, 1], let L =
∫ 1
0 |f ′(t)|dt. If L = 0 then f is constant

on [0, 1] (i of Proposition 2.34, Proposition 3.8). Otherwise, define γ : [0, 1] →
[0, 1] by γ(t) = (1/L)

∫ t
0 |f ′(s)|ds for each t ∈ [0, 1]. Accordingly, γ(0) = 0,

γ(1) = (1), γ ∈ AC[0, 1] by Proposition 3.11, and γ̇(t) = (1/L)|f ′(t)| a.e.
on [0, 1] by Proposition 3.7 so that γ̇ ≥ 0 a.e. on [0, 1]. Thus γ ∈ Γ.
Given s ∈ [0, 1], then for some t ∈ [0, 1] it must be that γ(t) = s. Define
h : [0, 1] → R by h(s) = f(t). The function h is well defined for if s = γ(t1) =
γ(t2), t1 < t2 ∈ [0, 1], then 0 =

∫ t2
0 |f ′(x)|dx − ∫ t1

0 |f ′(x)|dx =
∫ t2
t1
|f ′(x)|dx.

Thus, by i of Proposition 2.34, f ′ = 0 a.e. on [t1, t2] so that by Proposition 3.8
f is constant on [t1, t2] and, in particular, f(t1) = f(t2).
Clearly h(γ(t)) = f(t) for each t ∈ [0, 1]. Note for s1, s2 ∈ [0, 1], s1 < s2,
then s1 = γ(t1), s2 = γ(t2), t1, t2 ∈ [0, 1], t1 < t2, and

|h(s2)−h(s1)| = |f(t2)−f(t1)| = |
∫ t2

t1
f ′(x)dx| ≤

∫ t2

t1
|f ′(x)|dx = L·(s2−s1).

From this inequality it follows clearly that h ∈ AC[0, 1] (Definition 3.5).
Accordingly, h is differentiable a.e. on [0, 1] and |h′| ≤ L a.e. on [0, 1] also
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from the inequality. Note that by Corollary 3.14 (change of variable) and
Corollary 3.13 (chain rule), then

∫ 1

0
|h′(s)|ds =

∫ 1

0
|h′(γ(t))|γ̇(t)dt =

∫ 1

0
|f ′(t)|dt = L.

By i of Proposition 2.34, then |h′| = L a.e. on [0, 1].

Corollary 4.8: Given q ∈ L2[0, 1], then there exist w ∈ L2[0, 1], γ ∈ Γ,
such that |w| =

√
L a.e. on [0, 1] and q = (w, γ) a.e. on [0, 1], where

L =
∫ 1
0 |f ′(t)|dt (the length of f), f ∈ AC[0, 1], the SRSF of f equal to q a.e.

on [0, 1]. In particular, if ||q||2 = 1 so that L = 1, then |w| = 1 a.e. on [0, 1].

Definition 4.8: A function q ∈ L2[0, 1], is said to be in standard form if
for measurable subsets A, B of [0, 1], with A ∩ B = ∅, A ∪ B = [0, 1], then

q(t) =

{

1 for t ∈ A
−1 for t ∈ B.

Clearly, if q is in standard form, then ||q||2 = 1.
Let SF [0, 1] = {q : q ∈ L2[0, 1], q in standard form}.

Proposition 4.15 ([10]): Given q, w ∈ SF [0, 1], if q 6= w in L2, i.e., ifm({t :
t ∈ [0, 1], q(t) 6= w(t)}) > 0, then w 6∈ cl([q]Γ0

). Thus cl([w]Γ0
)∩cl([q]Γ0

) = ∅.
Proof in [10] using Corollary 3.16 (Change of variable for Lebesgue integral
over a measurable set) and Observation 2.25 (Schwarz’s inequality over a
measurable set).

Corollary 4.9: (Uniqueness of constant-speed parametrization):
Given q̃ ∈ L2[0, 1], ||q̃||2 = 1, if for γ, γ̃ ∈ Γ, and q, w ∈ SF [0, 1], q̃ = (q, γ)
and q̃ = (w, γ̃), then q = w a.e. on [0, 1].

Proof: By Proposition 4.13, [q]Γ ⊆ cl([q]Γ0
) and [w]Γ ⊆ cl([w]Γ0

). Thus,
q̃ ∈ cl([q]Γ0

) ∩ cl([w]Γ0
) so that by Proposition 4.15, q = w a.e. on [0, 1].

Proposition 4.16 ([10]): Given w ∈ SF [0, 1], then cl([w]Γ0
) = [w]Γ.

Proof: From Proposition 4.13, we know [w]Γ ⊆ cl([w]Γ0
). Thus, it suffices
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to show cl([w]Γ0
) ⊆ [w]Γ. For this purpose, let q̃ be in cl([w]Γ0

). Clearly
||q̃||2 = 1, and by Corollary 4.8, for some q ∈ SF [0, 1], and some γ ∈ Γ, it
must be that q̃ = (q, γ) a.e. on [0, 1]. By Proposition 4.13, [q]Γ ⊆ cl([q]Γ0

).
Thus, q̃ ∈ cl([q]Γ0

)∩cl([w]Γ0
) so that by Proposition 4.15, q = w a.e. on [0, 1],

and therefore q̃ is in [w]Γ. Thus cl([w]Γ0
) ⊆ [w]Γ.

Corollary 4.10 ([10]): Given q ∈ L2[0, 1], if q 6= 0 a.e. on [0, 1], then
cl([q]Γ0

) = [q]Γ.

Proof: If ||q||2 = 1, then by Corollary 4.8, for some w ∈ SF [0, 1], and
some γ ∈ Γ, it must be that q = (w, γ) a.e. on [0, 1]. Since q 6= 0 a.e
on [0, 1], then (w, γ) = (w ◦ γ)√γ̇ 6= 0 a.e. on [0, 1], and therefore γ̇ 6= 0 a.e.
on [0, 1]. Thus, γ ∈ Γ0 so that [q]Γ0

= [w]Γ0
and (q, γ−1) = ((w, γ), γ−1) = w

a.e. on [0, 1] (Proposition 4.5). Accordingly, cl([q]Γ0
) = cl([w]Γ0

) = [w]Γ =
[(q, γ−1)]Γ (Proposition 4.16). Given q̃ ∈ [(q, γ−1)]Γ, then for some γ̃ ∈ Γ,
q̃ = ((q, γ−1), γ̃) = (q, γ−1 ◦ γ̃) a.e. on [0, 1] (Proposition 4.5), and since
γ−1 ◦ γ̃ ∈ Γ (Observation 4.4), then q̃ ∈ [q]Γ. On the other hand, given
q̃ ∈ [q]Γ, then for some γ̃ ∈ Γ, q̃ = (q, γ̃) = (q, γ−1 ◦ γ ◦ γ̃) = ((q, γ−1), γ ◦ γ̃)
a.e. on [0, 1] (Proposition 4.5), and since γ ◦ γ̃ ∈ Γ (Observation 4.4),
then q̃ ∈ [(q, γ−1)]Γ. Thus [(q, γ

−1)]Γ = [q]Γ and therefore cl([q]Γ0
) = [q]Γ.

If ||q||2 6= 1, then clearly ||q||2 6= 0, q/||q||2 6= 0 a.e. on [0, 1], and as
just proved cl([q/||q||2]Γ0

) = [q/||q||2]Γ. Given q̃ ∈ cl([q]Γ0
), then for a se-

quence {γn} ⊂ Γ0, (q, γn) → q̃ in L2. Thus (q/||q||2, γn) → q̃/||q||2 in L2

implying q̃/||q||2 = (q/||q||2, γ) for some γ ∈ Γ, and therefore q̃ = (q, γ) so
that q̃ ∈ [q]Γ. On the other hand, given q̃ ∈ [q]Γ, then for some γ ∈ Γ,
q̃ = (q, γ). Thus q̃/||q||2 = (q/||q||2, γ) implying for a sequence {γn} ⊂ Γ0,
(q/||q||2, γn) → q̃/||q||2 in L2, and therefore (q, γn) → q̃ in L2 so that
q̃ ∈ cl([q]Γ0

). Thus cl([q]Γ0
) = [q]Γ.

Observation 4.17: As noted in [10], given f1, f2 ∈ AC[0, 1], and their
SRSF’s q1, q2 ∈ L2[0, 1], respectively, if q̃1 ∈ cl([q1]Γ0

), q̃2 ∈ cl([q2]Γ0
) exist

such that d(cl([q1]Γ0
), cl([q2]Γ0

)) = ||q̃1 − q̃2||2, assuming without any loss of
generality that q1 6= 0 a.e. on [0, 1], q2 6= 0 a.e. on [0, 1] (Corollary 4.8),
then by Corollary 4.10 above there exist γ1, γ2 ∈ Γ, such that q̃1 = (q1, γ1)
and q̃2 = (q2, γ2). The pair γ1, γ2 is called an optimal matching for f1, f2.
In particular, it is proved in [10] that if at least one of cl([q1]Γ0

), cl([q2]Γ0
)

contains the SRSF of a piecewise linear function, then q̃1, q̃2 exist as above
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and therefore there is an optimal matching for f1, f2. This is actually proved
in [10] for absolutely continuous functions f1, f2 with range Rn.

Summary

In order to understand the theory of functional data and shape analysis as
presented in Srivastava and Klassen’s textbook “Functional and Shape Data
Analysis” [23], it is important to understand the basics of Lebesgue inte-
gration and absolute continuity, and the connections between them. In this
paper of the survey type, we have tried to provide a way to do exactly that.
We have reviewed fundamental concepts and results about Lebesgue integra-
tion and absolute continuity, some results connecting the two notions, most
of the material borrowed from Royden’s “Real Analysis” [16] and Rudin’s
“Principles of Mathematical Analysis” [18]. Additional important material
was obtained from Saks’ [20], and Serrin and Varberg’s [22] seminal papers.
In addition, we have presented fundamental concepts and results about func-
tional data and shape analysis in 1-dimensional space, in the process shedding
light on its dependence on Lebesgue integration and absolute continuity, and
the connections between them, most of the material borrowed from Srivas-
tava and Klassen’s aforementioned textbook. Additional material presented
at the end of the paper was obtained from Lahiri, Robinson and Klassen’s
outstanding manuscript [10].

Acknowledgements

I am most grateful to Professor James F. Lawrence of George Mason Univer-
sity and the National Institute of Standards and Technology for the many
insightful conversations on the subjects of Lebesgue integration and absolute
continuity, and to Professor Eric Klassen of Florida State University for his
generosity in always providing answers to my questions about his remarkable
work on shape analysis.

References

[1] Apostol, T. M.: Mathematical Analysis, 2nd edition. Reading, Mas-
sachusetts: Addison-Wesley Publishing Company. (1974)

75

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IST.IR

.8217



[2] Bernal, J., Dogan, G., Hagwood, C. R.: Fast Dynamic Programming for
Elastic Registration of Curves. Proceedings of DIFF-CVML workshop,
CVPR 2016, Las Vegas, Nevada. (2016)

[3] Bruckner, A. M., Bruckner, J. B., Thomson, B. S.: Real Analysis, 1st
edition. Upper Saddle River, New Jersey: Prentice-Hall. (1997)

[4] Burk, F.: Lebesgue Measure and Integration. An Introduction, 1st edi-
tion. New York: John Wiley & Sons. (1998)

[5] Cabada, A., Pouso, R. L.: On First Order Discontinuous Scalar Differ-
ential Equations. Nonlinear Studies 2 (1999) 161–170.

[6] do Carmo, M. P.: Differential Geometry of Curves and Surfaces. Upper
Saddle River, New Jersey: Prentice-Hall. (1976)

[7] do Carmo, M. P.: Riemannian Geometry. Boston: Birkhäuser. (1992)
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Index of Terms

Each entry crossreferenced to one of the following: Dx.y (Definition x.y),
Px.y (Proposition x.y), Cx.y (Corollary x.y), Ox.y (Observation x.y).
Given x.y, y is then the number of the Definition, Proposition, Corollary or
Observation in Section x in which the entry can be found. For example, the
entry “Borel” is associated in the index with D2.3 which means it can be
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found in Definition 3 of Section 2.

Absolute continuity of the indefinite integral, P3.11
Absolute continuity of the Lebesgue integral, P2.38
absolutely continuous, D3.5
Absolutely continuous f implies f is of bounded variation, P3.10
Absolutely continuous f is constant if f ′ is zero a.e., P3.8
Absolutely continuous f maps measurable sets to measurable sets, P3.21
Absolutely continuous f maps zero-measure sets to zero-measure sets, P3.21
AC[0, 1], O4.1
AC0[0, 1], D4.4
action of Γ on L2[0, 1], D4.3
Action of Γ on L2[0, 1] is by semi-isometries, P4.6
Action of Γ on L2[0, 1] is distance and norm preserving, O4.8
action of Γ0 on AC0[0, 1], D4.5
Action of Γ0 on AC0[0, 1] with Fisher-Rao metric is by isometries, P4.8
action of Γ0 on L2[0, 1], D4.3
Action of Γ0 on L2[0, 1] is by isometries, P4.6
Action of Γ0 on L2[0, 1] is distance preserving, C4.1
Action of Γ0 on L2[0, 1] is norm preserving, C4.2
adapt-DP, O4.15
admissible class Γ of warping functions, D4.2
a.e., D2.15
algebra, D2.1
almost everywhere, D2.15
Approximation of a measurable function by simple functions, P2.23
Banach-Zarecki Theorem, P3.22
Borel set, D2.3
Bounded Convergence Theorem, C2.6
bounded variation, D3.3
canonical representation, O2.11
Cantor function, O3.3
Cantor set, O2.4
Carathéodory’s criterion, D2.9
Cauchy sequence, D2.23
Chain rule, P3.26
Chain rule (Alternate form), C3.13
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Change of variable for Lebesgue integral, P3.27
Change of variable for Lebesgue integral (Alternate form I), C3.14
Change of variable for Lebesgue integral (Alternate form II), C3.15
Change of variable for Lebesgue integral over a measurable set, C3.16
Change of variable for Riemann integral, P3.14
characteristic function, D2.13
closed set, D2.3
cl([q]Γ0

), D4.6
compact set, D2.4
complete normed linear space, D2.23
Composition of absolutely continuous functions, P3.25
Constant-speed parametrization of an absolutely continuous function, P4.14
continuous, O2.10
converge in norm, D2.23
Countable additivity of m, P2.12
Countable additivity of the Lebesgue integral, P2.36
Countable subadditivity of m, P2.12
Countable subadditivity of m∗, P2.7
Density of simple and step functions in Lp space, P2.44
d(cl([q1]Γ0

), cl([q2]Γ0
)), C4.3

d([q1]Γ0
, [q2]Γ0

), O4.12
derivative, D3.1
diffeomorphism, O4.6
Differentiability of the indefinite integral, P3.7
Differentiability of the Riemann integral, C3.1
differentiable, D3.1
differentiable (generalized to smooth manifolds), O4.6
differentiable manifolds, O4.6
differential, O4.6
Distance between equivalence classes in L2[0, 1]/ ∼ , C4.3
Distance between functions in AC[0, 1], O4.11
Egoroff’s Theorem, P2.22
Equivalent conditions for a measurable function, P2.17
Equivalent conditions for a measurable set, P2.15
Equivalent conditions for an absolutely continuous function, P3.12
extended real numbers, D2.7
extended to all of [c, d], O3.8
f extended to all of [c, d], O3.8
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Fatou’s Lemma, P2.39
Fisher-Rao distance, O4.11
Fisher-Rao metric, D4.4
Fisher-Rao metric on AC0[0, 1] under SRSF representation becomes L2[0, 1]
metric, P4.9
Fundamental Theorem of calculus I, P3.1
Fundamental Theorem of calculus II, P3.2
Fundamental Theorem of calculus for continuous functions, C3.1
Fundamental Theorem of Lebesgue integral calculus, C3.6
Fundamental Theorem of Lebesgue integral calculus (Alternate form), P3.13
Γ, D4.2
Γ0, D4.2
geodesic, O4.6
geodesic distance, O4.6
group Γ0 of invertible warping functions, D4.2
Heine-Borel, P2.3
Hölder’s inequality, P2.41
indefinite integral, D3.4
Indefinite integral of f zero everywhere, then f is zero a.e., P3.6
Integrable equivalent to measurable, P2.32
Inverse function theorem, P3.23
invertible warping functions, D4.2
isometry, O4.6
Jordan decomposition, P3.5
L2[0, 1]/ ∼ , O4.13
L2[0, 1]/Γ0, O4.12
L2[0, 1]’s equivalence with the set of all SRSF’s, P4.3
Lp[0, 1] or Lp space, D2.22
Lp norm, D2.22
Lp norm of a function, D2.22
L∞[0, 1] or L∞ space, D2.22
L∞ norm, D2.22
L∞ norm of a function, D2.22
Lebesgue integrable, D2.21
Lebesgue integral of a measurable function, D2.21
Lebesgue integral of a measurable nonnegative function, D2.20
Lebesgue integral of a simple function, D2.19
(Lebesgue) measurable function, D2.11
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(Lebesgue) measurable set, D2.9
Lebesgue measure m, D2.10
Lebesgue’s criterion for Riemann integrability, P2.35
Lebesgue’s Dominated Convergence Theorem, P2.40
Lebesgue’s Monotone Convergence Theorem, P2.37
left-hand limit, D3.2
limit point, D2.5
Lindelöf, P2.2
lower Riemann integral, D2.17
Lusin’s Theorem, P2.24
m, D2.10
m∗, D2.8
Measurability of the derivative of a measurable function, P3.19
measurable function, D2.11
measurable set, D2.9
mesh, D2.18
Minkowski’s inequality, P2.42
Monotonic functions: continuity, P3.3
Monotonic functions: differentiability, P3.4
Monotonic surjective f implies f is continuous, C3.2
negative part f− of f , D2.16
Nested sequences of measurable sets Lemma, P2.13
normed linear space with norm || · ||, D2.23
open set, D2.3
optimal matching, O4.17
orbit of the constant function equal to 1, C4.4
orbit [q]Γ of q under Γ, D4.7
orbit [q]Γ0

of q under Γ0, D4.6
outer measure m∗, D2.8
partition, D2.12
perfect set, D2.6
positive part f+ of f , D2.16
[q]Γ, D4.7
[q]Γ0

, D4.6
Reconstruction of an absolutely continuous function from its SRSF, P4.2
Riemannian manifolds, O4.6
Riemannian metric, O4.6
Riemannian structure, O4.6
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Riemann integrable, D2.17
Riemann integrable implies Lebesgue integrable, P2.33
Riemann integral, D2.17
Riemann sum, D2.18
Riemann sums of f converge if and only f is Riemann integrable, P2.27
Riemann sums of f that converge implies f is bounded, P2.26
Riesz-Fischer, P2.43
right-hand limit, D3.2
Saks’ inequality, P3.17
Saks’ Theorem, C3.10
Schwarz’s inequality, O2.25
semigroup Γ of warping functions, D4.2
semi-isometry, O4.6
Serrin-Varberg’s Theorem, P3.18
Serrin-Varberg’s Theorem (Alternate form), C3.12
SF [0, 1], D4.8
σ-algebra, D2.2
simple function, D2.14
smooth manifolds, O4.6
Square integrability of SRSF, P4.1
square-root slope function (SRSF), D4.1
square-root velocity function (SRVF), O4.2
SRSF of a warped absolutely continuous function, P4.4
SRSF representation of functions, D4.1
SRSF’s of functions in Γ0 and Γ, C4.4
SRVF, O4.2
standard form, D4.8
step function, D2.12
subdivision, D2.12
Substitution rule for Lebesgue integral, P3.16
Substitution rule for Riemann integral, P3.15
TpM , 04.6
tangent space TpM , O4.6
uniformly continuous, O3.3
Uniqueness of constant-speed parametrization, C4.9
upper Riemann integral, D2.17
Zarecki’s criterion for an absolutely continuous inverse, P3.24
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Appendix: Change Log
Revision 2 Release 2 - June 27, 2019

July 18, 2018 updates:
• Added one sentence for case L = 0 in proof of Proposition 4.14.
• Added Observation 4.17.
June 27, 2019 updates:
• Added DOI that points to data in Observation 4.15.
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