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Abstract

The National Institute of Standards and Technology conducts an ongoing series of Speaker Recognition Evaluations (SRE). Recently a new paradigm was adopted to evaluate the performance of speaker recognition systems in which three distributions of target, known non-target, and unknown non-target scores, as well as two thresholds were employed. The new detection cost function was defined to be an average of the two weighted sums of the probabilities of type I and type II errors corresponding to the two decision thresholds. In addition, data dependency due to multiple use of the same subjects is also involved. The data were reorganized into a two-layer structure in view of the data dependency and the probability theory. Then, the uncertainties of the detection cost functions were computed using the nonparametric three-sample two-layer bootstrap method. Comparing these results with those calculated by using all the raw data and the nonparametric three-sample bootstrap method with the i.i.d. assumption, the measurement accuracies, i.e., the detection cost functions, have changed little; but the measurement uncertainties, i.e., the standard errors of the detection cost function, have improved as a result of taking account of the data dependency. Forty speaker recognition systems were used as examples.

Index Terms – Metrology, measure, accuracy, uncertainty, bootstrap, data dependency, speaker recognition.
1. Introduction

The National Institute of Standards and Technology (NIST) conducts an ongoing series of Speaker Recognition Evaluations (SREs) [1]. The NIST SREs have made important contributions to the direction of research efforts and the calibration of technical capabilities of the research community working on the general problem of text independent speaker recognition [2, 3]. In this article an analysis of the overall actual decision cost function results of the SRE12 primary systems for the core condition is presented.

In SRE12 a new paradigm was adopted to evaluate the performance of speaker recognition systems. The three distributions of target, known non-target, and unknown non-target scores, as well as two thresholds were employed. And the new detection cost function was defined to be an average of the two weighted sums of the probabilities of type I (miss) and type II (false alarm) errors corresponding to the two decision thresholds [1].

The probabilities of type I error and type II error are traded off and thus negatively correlated, and it is difficult to calculate the covariance term of two such correlated probabilities analytically. It is also hard to assert that the distributions of the three different kinds of scores be exactly normal with certain mean and standard deviation, respectively (see Section 2.4). The three sets of scores must be resampled simultaneously in order to compute the replications of the detection cost function where the type-I-error probability of the target scores and the two type-II-error probabilities of the known non-target scores and the unknown non-target scores are involved (see Section 3).

Therefore, the uncertainty in terms of the standard error (SE) and the 95 % confidence interval (CI) of the detection cost function is computed using the nonparametric three-sample bootstrap method, where the empirical distribution is assumed for each of the observed scores, based on our extensive bootstrap variability studies in ROC analysis on large datasets [4-9].

In addition, data dependency due to multiple use of the same subjects in order to create more scores is also involved. In this article, data dependency is determined based purely upon whether the same training speaker identification number is used multiple times while generating the datasets for SRE12. The calls from a single speaker are not independent. Under such circumstances, if the data is assumed to be independent and identically distributed (i.i.d.) when the bootstrap method is employed, the uncertainties of the measures will be underestimated [7].

Thus, those target scores, known non-target scores, and unknown non-target scores generated using the same training speaker identification number are grouped into a target set, a known non-target set, and an unknown non-target set, respectively. This can preserve the data dependency while the bootstrap resampling takes place [5, 7, 10].

Different sets may have different numbers of scores. With the bootstrap method, this can result in each target (known non-target, unknown non-target) score not having the same probability of being selected, and the numbers of scores resampled being different from iteration to iteration. In view of the probability theory related to the data dependency, the datasets are adjusted so that all target sets
contain the same number of scores, and likewise for the known non-target sets and the unknown non-target sets [7]. As a result, the variance of the computation can be reduced.

Thus, the speaker recognition data structure has two layers: The first layer consists of target sets, known non-target sets, and unknown non-target sets; and the second layer consists of target scores, known non-target scores, and unknown non-target scores within the sets. Thereafter, the bootstrap resampling can take place randomly with replacement (WR) only on the first layer of the data, or subsequently on the second layer of the data. For resampling on the first layer the bootstrap units are sets, whereas for resampling on the second layer the bootstrap units are the scores within a set, in which the scores are assumed to be conditionally independent.

Nonetheless, based on our prior research, the SE of the detection cost function in SRE12 was computed only using the nonparametric three-sample two-layer bootstrap method. For the sake of comparison, in this article the SE of the cost function was also calculated using the nonparametric three-sample bootstrap with the i.i.d. assumption and using all of the raw data. It was found that the measurement accuracies, i.e., the detection cost functions, have changed little; but the measurement uncertainties, i.e., the standard errors of the detection cost function, have improved as a result of taking account of the data dependency. A total of 47 speaker recognition systems were taken as examples1, 2.

The bootstrap method on datasets with dependencies was initially studied in the references [5, 10], and applied to other cases later [11, 12]. In this article, the nonparametric three-sample bootstrap rather than the one-sample bootstrap is employed. Through this method, the uncertainties of much more complicated measures in ROC analysis, such as the detection cost function defined as an average of the two weighted sums of two probabilities corresponding to the two decision thresholds, can be computed. More importantly, in this article the probability issues for similarity scores being selected and the numbers of scores being resampled at different iterations are investigated [7].

The way of adjusting the speaker recognition datasets into a two-layer data structure, the notations of data structure, the two-layer resampling method and the related selection probability, and the new distributions of scores after adjustment are presented in Section 2. The detection cost function in SRE12 is shown in Section 3. The nonparametric three-sample two-layer bootstrap algorithm is explored in Section 4. The results with data dependency and the results assuming the data are i.i.d. are presented in Sections 5 and 6, respectively. The comparisons of the two results in terms of performance accuracy and the measurement uncertainty are shown in Section 7. Finally, the conclusions and discussion can be found in Section 8.

2. Adjust the speaker recognition datasets into a two-layer data structure

---

1 Certain commercial entities, equipment, or materials may be identified in this document in order to describe an experimental procedure or concept adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the entities, materials, or equipment are necessarily the best available for the purpose.

2 The speaker recognition systems are in general proprietary. It is NIST policy not to publicly associate speaker evaluation participant site names with system performance results.
2.1 The distributions of numbers of target, known non-target, and unknown non-target scores within a set
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Figure 1: The histograms of the numbers of target scores (A), known non-target scores (B), and unknown non-target scores (C) in a set, respectively.

In this article, the data dependency is determined based purely upon whether the training speaker identification number is used multiple times. Those target scores, known non-target scores, and unknown non-target scores, generated using the same training speaker identification number, are grouped into a target set, a known non-target set, and an unknown non-target set, respectively. In other words, a two-layer data structure is constructed: The first layer consists of target sets, known non-target sets, and unknown non-target sets, and the second layer consists of target scores, known non-target scores, and unknown non-target scores within sets. This structure preserves the data dependency while the bootstrap resampling takes place.

The total numbers of target scores, known non-target scores, and unknown non-target scores are 41,897, 1,291,587, and 407,827, respectively. They were grouped into 394 target sets, 1,918 known non-target sets, and 1,918 unknown non-target sets, respectively. In Figure 1 are depicted the histograms of the numbers of target scores (A), known non-target scores (B), and unknown non-target scores (C) in a set, respectively.

Figure 1 shows that different sets contain quite different numbers of scores, indicating that different training speaker identification numbers were used different numbers of times, and the numbers of sets that contain a particular number of scores are also quite different. Moreover, the three types of scores have very different distributions. Such wide variations of numbers of scores in sets can have impact on the probability for a score to be selected.

2.2 The notations of the two-layer data structure

In the following text, let $S$ denote score sets, $\alpha$ represent similarity scores, and $\mu$ be the number of scores in a set. The first subscript stands for whether it is referred to as target (T) or known non-target (K) or unknown non-target (U), the second subscript means the ordinal number of sets, and the third subscript represents the ordinal number of scores in a set.
Suppose that there are \( m_T \) target sets, \( m_K \) known non-target sets, and \( m_U \) unknown non-target sets. Thus, the set \( S_T \) of all target sets, the set \( S_K \) of all known non-target sets, and the set \( S_U \) of all unknown non-target sets are expressed by

\[
S_i = \{ S_{ij} | j = 1, \ldots, m_i \}, i \in \{ T, K, U \},
\]

where \( S_{Tj} \) are target sets, \( S_{Kj} \) are known non-target sets, and \( S_{Uj} \) are unknown non-target sets.

<table>
<thead>
<tr>
<th>target ( S_T )</th>
<th>( S_{T1} )</th>
<th>( S_{T2} )</th>
<th>( \ldots )</th>
<th>( S_{T m_T} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>scores</td>
<td>( \alpha_{T11}, \alpha_{T12}, \ldots, )</td>
<td>( \alpha_{T21}, \alpha_{T22}, \ldots, )</td>
<td>( \alpha_{T m_T1}, \alpha_{T m_T2}, \ldots, )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \alpha_{T1 \mu_{T1}} )</td>
<td>( \alpha_{T2 \mu_{T2}} )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1 The \( m_T \) target sets, and the target scores contained in each set.

<table>
<thead>
<tr>
<th>non-target ( S_K )</th>
<th>( S_{K1} )</th>
<th>( S_{K2} )</th>
<th>( \ldots )</th>
<th>( S_{K m_K} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>scores</td>
<td>( \alpha_{K11}, \alpha_{K12}, \ldots, )</td>
<td>( \alpha_{K21}, \alpha_{K22}, \ldots, )</td>
<td>( \alpha_{K m_K1}, \alpha_{K m_K2}, \ldots, )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \alpha_{K1 \mu_{K1}} )</td>
<td>( \alpha_{K2 \mu_{K2}} )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 The \( m_K \) known non-target sets, and the known non-target scores contained in each set.

<table>
<thead>
<tr>
<th>non-target ( S_U )</th>
<th>( S_{U1} )</th>
<th>( S_{U2} )</th>
<th>( \ldots )</th>
<th>( S_{U m_U} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>scores</td>
<td>( \alpha_{U11}, \alpha_{U12}, \ldots, )</td>
<td>( \alpha_{U21}, \alpha_{U22}, \ldots, )</td>
<td>( \alpha_{U m_U1}, \alpha_{U m_U2}, \ldots, )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \alpha_{U1 \mu_{U1}} )</td>
<td>( \alpha_{U2 \mu_{U2}} )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3 The \( m_U \) unknown non-target sets, and the unknown non-target scores contained in each set.

And each set is expressed in terms of scores by

\[
S_{ij} = \{ \alpha_{ijk} | k = 1, \ldots, \mu_{ij} \}, j = 1, \ldots, m_i \text{ and } i \in \{ T, K, U \},
\]

where \( \alpha_{Tj k} \) are target scores, \( \alpha_{Kj k} \) are known non-target scores, \( \alpha_{Uj k} \) are unknown non-target scores, and \( \mu_{ij} \) stands for the number of scores in the corresponding set.

The target, known non-target, and unknown non-target sets and scores contained in each set are explicitly listed in Tables 1, 2, and 3, respectively. The \( m_T \) target sets \( S_{T1}, S_{T2}, \ldots, S_{T m_T} \), forming the set \( S_T \), contain \( \mu_{T1}, \mu_{T2}, \ldots, \mu_{T m_T} \) target scores, respectively. The \( m_K \) known non-target set \( S_{K1}, S_{K2}, \ldots, S_{K m_K} \), forming the set \( S_K \), have \( \mu_{K1}, \mu_{K2}, \ldots, \mu_{K m_K} \) known non-target scores, respectively. And the \( m_U \) unknown non-target set \( S_{U1}, S_{U2}, \ldots, S_{U m_U} \), forming the set \( S_U \), have \( \mu_{U1}, \mu_{U2}, \ldots, \mu_{U m_U} \) unknown non-target scores, respectively.

The set of all target scores, the set of all known non-target scores, and the set of all unknown non-target scores can be denoted, respectively, as

\[
T = \{ \alpha_{Tj k} | k = 1, \ldots, \mu_{Tj} \text{ and } j = 1, \ldots, m_T \},
\]
\[ K = \{ \alpha_{K_{jk}} | k = 1, \ldots, \mu_{K_{j}} \text{ and } j = 1, \ldots, m_{K} \}, \]
\[ U = \{ \alpha_{U_{jk}} | k = 1, \ldots, \mu_{U_{j}} \text{ and } j = 1, \ldots, m_{U} \}. \]

The sets \( S_{ij}, T, K, \) and \( U \) should all be viewed as multisets, in which members are allowed to appear more than once. All similarity scores are treated as different objects because they were generated by different trials in the test, even though some of them have the same value. The empirical distribution is assumed for each of the observed scores.

Finally, the total numbers of target scores, known non-target scores, and unknown non-target scores, i.e., \( N_T, N_K, \) and \( N_U, \) satisfy
\[ N_{i} = \sum_{j=1}^{m_{i}} \mu_{ij}, \quad \text{where } i \in \{ T, K, U \}. \]  

### 2.3 The two-layer resampling method and the related selection probability

As mentioned in Section I, the nonparametric three-sample two-layer bootstrap method is employed to compute the measurement uncertainty of the detection cost function with the triple distributions of scores and data dependency. The two-layer resampling takes place randomly WR not only on the first layer of the data, i.e., target sets, known non-target sets, and unknown non-target sets, but also on the second layer of the data, i.e., the scores in the sets, respectively. The scores in the sets are assumed to be conditionally independent. Therefore, the resampling units for the first layer are sets and for the second layer are the scores in the sets.

Then, the probability for a score \( \alpha_{i_{jk}} \) in a set \( S_{ij} \) being selected in the two-layer data resampling is
\[ P_{2-layer}(\alpha_{i_{jk}}) = P(S_{ij}) \times P(\alpha_{i_{jk}} | S_{ij}) = \frac{1}{m_{i}} \times \frac{1}{\mu_{ij}}, \]
where \( k = 1, \ldots, \mu_{ij}, j = 1, \ldots, m_{i} \text{ and } i \in \{ T, K, U \}. \)

This selection probability is the same for all scores within a set, regardless of whether it is a target set, a known non-target set, or an unknown non-target set. However, the probabilities for scores being selected are set dependent because of different score numbers in different sets represented by the \( \mu_{ij}. \) In other words, target (known non-target and unknown non-target) scores in different sets do not have the same probability of being selected while using the two-layer bootstrap method.

It is clearly inappropriate that target scores, known non-target scores, and/or unknown non-target scores be selected with unequal probabilities for the two-layer data resampling. The impact of varied numbers of scores within a set on the probabilities for a score being selected must be eliminated. The datasets must be adjusted so that all target sets contain the same number of target scores and likewise for the known non-target sets and the unknown non-target sets.

If all \( \mu_{T_{j}}, j = 1, \ldots, m_{T}, \) have equal value \( \mu_{T} \), then the probability for each target score being selected is \( 1 / N_T \) due to Eq. (4). Hence, each target score can have equal probability to be selected. So is each known non-target score if all \( \mu_{K_{j}}, j = 1, \ldots, m_{K}, \) have equal value \( \mu_{K}; \) and so is each unknown non-target score if all \( \mu_{U_{j}}, j = 1, \ldots, m_{U}, \) have equal value \( \mu_{U}. \) The probabilities for each known non-
target score and each unknown non-target score being selected are $1 / N_k$ and $1 / N_U$, respectively, due to Eq. (4).

In addition, this dataset adjustment can ensure that the same numbers of target scores, known non-target scores, and unknown non-target scores, respectively, are resampled at different iterations using the bootstrap method as shown in Section 4. Hence, such a structure of datasets can reduce the variance of the computation of the measurement uncertainty of the detection cost function.

2.4 The new distributions of scores after adjustment

![Figure 2 The three distributions of the target scores (red), known non-target scores (green), and unknown non-target scores (blue) of System 1 before adjustment (A) and after adjustment (B).](image)

The datasets should not only be reorganized so that the probabilities for each target score, each known non-target score, and each unknown non-target score being selected will be equal, respectively; but also be chosen to maximize the numbers of similarity scores of each type, which determines the optimal numbers of sets and scores per set for the target sets, known non-target sets, and unknown non-target sets.

As presented in Section 2.1, the total numbers of the raw target scores, known non-target scores, and unknown non-target scores were 41 897, 1 291 587, and 407 827, respectively. These were grouped into 394 target sets, 1 918 known non-target sets, and 1 918 unknown non-target sets, respectively, based on whether the training speaker identification number is used multiple times. The score sets that had fewer scores than the number needed were discarded, while for those score sets that had more scores than needed, the number of scores was reduced by random selection (without replacement) to the number needed. Otherwise, the scores sets were chosen without any selection. Such random selection has little impact on the results (see Section 7.1).

As a result, 95 target score sets, 1 192 known non-target score sets, and 146 unknown non-target score sets were selected, containing 194 target scores, 511 known non-target scores, and 1 967 unknown non-target scores, respectively. Thus, the total numbers of resulting target scores, known non-target scores, and unknown non-target scores were 18 430, 609 112, and 287 182, respectively. Hence, there are still tens of thousands of scores in the new datasets.
This adjustment approximately halves the total number of scores in each category. Figure 2 shows the three distributions of the target scores (red), known non-target scores (green), and unknown non-target scores (blue) of System 1 before adjustment (A) and after adjustment (B). It can be seen that the relative positions of the three distributions of scores before adjustment and after adjustment remains almost the same, except the tails after adjustment are shorter than those before adjustment. The matching process in speaker recognition may be simply regarded as a dichotomous response (i.e., yes or no) with respect of a specified threshold, and thus what really matters is the relative positions of the three distributions of scores [13]. As a result, this indicates that the adjustment of the three datasets has little impact on the performance accuracies of speaker recognition systems, when the data size reaches to over tens and hundreds of thousands in ROC analysis [14].

3. The detection cost function in SRE12

After converting to integer scores for implementation purpose, without loss of generality, for a speaker recognition system, the scores are expressed inclusively using the integer score set \( \{s\} = \{s_{\text{min}}, s_{\text{min}}+1, \ldots, s_{\text{max}}\} \), running consecutively from the lowest score \( s_{\text{min}} \) up to the highest score \( s_{\text{max}} \). Let \( f_i(s), i \in \{T, K, U\} \), denote the continuous probability density functions of target scores, known non-target scores, and unknown non-target scores. The three corresponding discrete probability distribution functions, denoted by \( P_i(s), s \in \{s\} \) and \( i \in \{T, K, U\} \), are expressed as

\[
P_i = \{ P_i(s) \mid \forall s \in \{s\} \text{ and } \sum_{s=s_{\text{min}}}^{s_{\text{max}}} P_i(s) = 1 \}, \quad i \in \{T, K, U\}.
\]  

(6)

In SRE12, the detection cost function involves the probability of type I error of the target scores, and the probabilities of type II errors of the known non-target scores and the unknown non-target scores, evaluated at two thresholds \( t_i \in \{s\}, i = 1, 2 \), respectively, assuming \( t_1 < t_2 \). The probabilities of type I errors at thresholds \( t_i \) for target scores, denoted by \( \alpha_T(t_i) \), are cumulated from the lowest score \( s_{\text{min}} \). The probabilities of type II errors at thresholds \( t_i \) for known non-target scores and unknown non-target scores, denoted by \( \beta_j(t_i), j \in \{K, U\} \), are cumulated from the highest score \( s_{\text{max}} \). For discrete probability distribution, while computing \( \alpha_T(t_i), \beta_K(t_i), \) and \( \beta_U(t_i) \) at thresholds \( t_i \), the probabilities of target scores, known non-target scores, and unknown non-target scores at the thresholds \( t_i \) must be taken into account [15].

Hence, the probabilities of type I errors \( \alpha_T(t_i) \) and type II errors \( \beta_j(t_i) \), where \( j \in \{K, U\} \) and \( i = 1, 2 \), at the two thresholds can be expressed by

\[
\alpha_T(t_i) = \int_{-\infty}^{t_i} f_T(s) \, ds = \sum_{s=s_{\text{min}}}^{t_i} P_T(s) = 1 - \sum_{s=t_i+1}^{s_{\text{max}}} P_T(s), \quad i = 1, 2,
\]

(7)

and

\[
\beta_j(t_i) = \int_{t_i}^{+\infty} f_j(s) \, ds = \sum_{s=t_i}^{s_{\text{max}}} P_j(s), \quad j \in \{K, U\} \text{ and } i = 1, 2,
\]

(8)

where \( P_T(s_{\text{max}} + 1) = 0 \) is assumed and the normalization in Eq. (6) is employed. In practice these error rates can be obtained by moving the score from the highest score \( s_{\text{max}} \) down to the thresholds \( t_i \) one score at a time to cumulate the probabilities of target scores, known non-target scores, and unknown non-target scores, respectively.
In SRE12, the two weighted sums of the probabilities of type I and type II errors at thresholds $t_1$ and $t_2$, respectively, are defined as [1],

$$W(t_i) = C_{\text{Miss}} \times P_{\text{Target}_i} \times \alpha_T(t_i) + C_{\text{FalseAlarm}} \times (1 - P_{\text{Target}_i}) \times \left[ P_{\text{Known}} \times \beta_K(t_i) + (1 - P_{\text{Known}}) \times \beta_U(t_i) \right],$$

$$i = 1, 2. \quad (9)$$

Notice that $P_{\text{Target}_1}$ corresponds to the smaller threshold $t_1$, and $P_{\text{Target}_2}$ corresponds to the larger threshold $t_2$ [1]. The detection cost function is defined as the average of these two weighted sums,

$$C_{\text{Det}} = \frac{W(t_1) + W(t_2)}{2}. \quad (10)$$

The parameter $C_{\text{Miss}}$ is the cost of a miss, $C_{\text{FalseAlarm}}$ is the cost of a false alarm, $P_{\text{Target}_1}$ and $P_{\text{Target}_2}$ are the a priori probabilities that the segment speaker is the target speaker depending on the thresholds, and $P_{\text{Known}}$ is the a priori probability that the non-target speaker is one of the evaluation target speakers. For this evaluation of speaker recognition performance for all speaker detection tests, the parameters $C_{\text{Miss}}, C_{\text{FalseAlarm}}, P_{\text{Target}_1}, P_{\text{Target}_2},$ and $P_{\text{Known}}$ were set to be 1.0, 1.0, 0.01, 0.001, and 0.5, respectively [1].

In this evaluation, systems were required to provide for each trial a score that could be interpreted as a log-likelihood ratio (LLR). Thus, the thresholds $t_1$ and $t_2$ were fixed values for all systems corresponding to the specified target trial prior probabilities of 0.01 and 0.001. Specifically, $t_1 = \ln (99)$ and $t_2 = \ln (999)$ [1].

4. The nonparametric three-sample two-layer bootstrap algorithm

It is difficult to compute analytically the covariance terms of the correlated probabilities shown in Eq. (9). Thus, the estimate of the SE of the detection cost function with data dependency is computed using the nonparametric three-sample two-layer bootstrap resampling methods based on our extensive studies of bootstrap variability in ROC analysis on large datasets [4-9]. From here on, the superscript indices are used for the numeration of the resampling iterations.

Here is a function WR_Random_Sampling_Set that will be frequently employed in the following algorithm,

1: function WR_Random_Sampling_Set (N, Γ, Θ)  
2: for $i = 1$ to $N$ do  
3: select randomly WR an index $j \in \{ 1, \ldots, N \}$  
4: $\theta_i = \gamma_j$  
5: end for  
6: end function

where $\Gamma$ stands for a set of sets or a set of scores, $N$ is the cardinality of the set $\Gamma$, $\Theta$ represents a new set of sets or scores accordingly with the same cardinality, and $\gamma_j$ and $\theta_i$ are members of the sets
Γ and Θ, respectively. Notice that this function can be applied to either a set of sets or a set of scores. It runs N iterations as shown from Step 2 to Step 5. In the i-th iteration, a member of the set Γ is randomly selected WR to become a member of a new set Θ, as indicated in Steps 3 and 4. As a result, N members (sets or scores) are randomly selected WR from the set Γ to form a new set Θ.

The nonparametric three-sample two-layer bootstrap method is carried out not only on the first layer of the new data structure where the resampling units are target sets, known non-target sets, and unknown non-target sets, but also on the second layer of the data in which the resampling units are target scores, known non-target scores, and unknown non-target scores in sets. Hence, the algorithm is shown as follows.

**Algorithm (the nonparametric three-sample two-layer bootstrap)**

1: for $i = 1$ to $B$ do
2:     WR_Random_Sampling_Set ( $m_T, S_T, S'_T i = \{ S'_T j i | j = 1, \ldots, m_T \}$ )
3:     for $k = 1$ to $m_T$ do
4:         WR_Random_Sampling_Set ( $\mu_T, S'_T k i, S''_T k i$ )
5:     end for
6:     WR_Random_Sampling_Set ( $m_K, S_K, S'_K i = \{ S'_K j i | j = 1, \ldots, m_K \}$ )
7:     for $k = 1$ to $m_K$ do
8:         WR_Random_Sampling_Set ( $\mu_K, S'_K k i, S''_K k i$ )
9:     end for
10:    WR_Random_Sampling_Set ( $m_U, S_U, S'_U i = \{ S'_U j i | j = 1, \ldots, m_U \}$ )
11:   for $k = 1$ to $m_U$ do
12:     WR_Random_Sampling_Set ( $\mu_U, S'_U k i, S''_U k i$ )
13:   end for
14: $S''_T i = \{ S''_T j i | j = 1, \ldots, m_T \}$ and $S''_K i = \{ S''_K j i | j = 1, \ldots, m_K \}$ and
    $S''_U i = \{ S''_U j i | j = 1, \ldots, m_U \}$ => $\hat{W}(i_1)$ and $\hat{W}(i_2)$ => $\hat{C}$
15: end for
16: $\{ \hat{C} | i = 1, \ldots, B \}$ => $\hat{S}\hat{E}$ and ( $\hat{Q}(\alpha / 2), \hat{Q}(1 - \alpha / 2)$ )
17: end

where B is the number of bootstrap replications, the set $S_T$ of all target sets, the set $S_K$ of all known non-target sets, and the set $S_U$ of all unknown non-target sets are expressed in Eq. (1), and $m_T$, $m_K$, and $m_U$ are the cardinalities of the sets $S_T$, $S_K$, and $S_U$, respectively.

This algorithm runs B times, as shown from Step 1 to 15. In the i-th iteration, as shown in Steps 2, 6, and 10, the function WR_Random_Sampling_Set is applied three times to sets rather than scores, which are the first layer of datasets. That is, $m_T$ target sets are randomly selected WR from the set $S_T$ to constitute a new set $S'_T i = \{ S'_T j i | j = 1, \ldots, m_T \}$, $m_K$ known non-target sets are randomly
selected WR from the set $S_k$ to form a new set $S'_{k i} = \{ S'_{k j i} \mid j = 1, \ldots, m_k \}$, and $m_u$ unknown non-target sets are randomly selected WR from the set $S_U$ to form a new set $S'_{U i} = \{ S'_{U j i} \mid j = 1, \ldots, m_u \}$.

Subsequently, the same function is applied to the second layer of datasets, i.e., the similarity scores in sets as well. As shown from Step 3 to 5, $m_T$ iterations take place after the first-layer resampling of the target sets in Step 2. In the $k$-th iteration, $\mu_T$ target scores are randomly selected WR from the target set $S'_{T k i}$, which is the $k$-th new target set from the first-layer resampling, to form the $k$-th new target set $S''_{T k i}$ of the second-layer resampling. The analogous interpretation can be applied to known non-target scores in the known non-target set $S'_{K k i}$ as shown from Step 7 to 9, and unknown non-target scores in the unknown non-target set $S'_{U k i}$ as shown from Step 11 to 13.

As shown in Step 14, all target scores in the new set $S''_{T i} = \{ S''_{T j i} \mid j = 1, \ldots, m_T \}$, all known non-target scores in the new set $S''_{K i} = \{ S''_{K j i} \mid j = 1, \ldots, m_k \}$, and all unknown non-target scores in the new set $S''_{U i} = \{ S''_{U j i} \mid j = 1, \ldots, m_u \}$ are employed to generate the $i$-th estimates $\hat{W}^i (t_1)$ and $\hat{W}^i (t_2)$, by moving one integer score at a time from the highest score $\text{S}_{\text{max}}$ down to the larger threshold $t_2$ and then to the smaller threshold $t_1$ to calculate the corresponding cumulative probabilities shown in Eqs. (7) and (8), and then using Eq. (9). Thereafter, the $i$-th bootstrap replication of the estimated detection cost function $\hat{C}^i$ can be computed using Eq. (10).

The same set of target scores, known non-target scores, and unknown non-target scores is employed to compute the estimate of the detection cost function, using Eq. (7) through Eq. (10) where the two thresholds $t_1$ and $t_2$ are involved. Therefore, here the same set, rather than two different sets, of resampled target scores, known non-target scores, and unknown non-target scores is used to calculate the $i$-th estimates $\hat{W}^i (t_1)$ and $\hat{W}^i (t_2)$, and thus the $i$-th bootstrap replication of the detection cost function, $\hat{C}^i$, in Step 14.

Finally, as indicated in Step 16, from the set $\{ \hat{C}^i \mid i = 1, \ldots, B \}$, the standard error $\hat{SE}$ of the detection cost function is estimated by the sample standard deviation of the $B$ replications, and the $(1 - \alpha) \times 100 \%$ confidence interval (CI) $(\hat{Q}(\alpha/2), \hat{Q}(1-\alpha/2))$ at the significance level $\alpha$ is estimated by the $\alpha/2 \times 100 \%$ and $(1 - \alpha/2) \times 100 \%$ quantiles of the bootstrap distribution [5]. Definition 2 of quantile in Ref. [16] is adopted. That is, the sample quantile is obtained by inverting the empirical distribution function with averaging at discontinuities. If 95 \% CI is of interest, $\alpha$ is set to be 0.05.

With the adjusted data structure shown in Section 2.4, the same number of target scores, the same number of known non-target scores, and the same number of unknown non-target scores are obtained, respectively, in Step 14 to compute the estimate of the bootstrap replication of the detection cost function at different iterations of the nonparametric three-sample two-layer bootstrap. This can reduce the variance of the computation.

This algorithm can be easily modified so that it can be applied to the case where the data are assumed to be i.i.d., simply replacing Steps 2 to 13 by
WR_Random_Sampling_Set (NT, T, Θ_i)
WR_Random_Sampling_Set (NK, K, Ξ_i)
WR_Random_Sampling_Set (NU, U, Ψ_i)

where T is the set of all NT original target scores, K is the set of all NK original known non-target scores, and U is the set of all NU original unknown non-target scores as shown in Eq. (3). That is, in the i-th iteration by calling the function WR_Random_Sampling_Set three times, NT target scores are randomly selected WR from the set T to form a new set Θ_i, NK known non-target scores are randomly selected WR from the set K to constitute a new set Ξ_i, and NU unknown non-target scores are randomly selected WR from the set U to constitute a new set Ψ_i. In the meantime, Step 14 is replaced by

Θ_i, Ξ_i, and Ψ_i => \hat{W}^i (t_1) and \hat{W}^i (t_2) => \hat{C}^i.

That is, all target scores, known non-target scores, and unknown non-target scores in these three new sets Θ_i, Ξ_i, and Ψ_i are employed to generate the i-th bootstrap replication of the estimated detection cost function at two given thresholds, \hat{C}^i, using Eqs. (7) through (10).

The remaining issue is to determine how many iterations this bootstrap algorithm needs to run in order to reduce the bootstrap variance and ensure the accuracy of the computation. In other words, what is an appropriate number B of nonparametric three-sample two-layer bootstrap replications? In our applications, such as biometrics and speaker recognition, etc., the sizes of datasets are tens or hundreds of thousands of similarity scores, which are much larger than those in some other applications of bootstrap methods, such as medical decision making. Moreover, in ROC analysis, the statistics of interest are mostly probabilities or a weighted sum of probabilities, etc. rather than a simple sample mean. And our data samples of similarity scores have no parametric model to fit. Therefore, the bootstrap variability was re-studied empirically, and the appropriate number of bootstrap replications B for our applications was determined to be 2000 [6].

5. Results with data dependency

A total of 47 speaker recognition primary core systems were evaluated as examples. While scores are generated for all trials, the matching process may be simply regarded as a dichotomous response (i.e., yes or no) with respect to a specified threshold.

Five systems had all scores for all trials below both thresholds. This indicates that these systems declared all trials to involve different speakers by “just saying no.” In this case, the two probabilities of type I error corresponding to the two thresholds equal 1, and all the probabilities of type II error equal 0. Further, given the formulation and the parameter settings specified in Eq. (9) and Eq. (10) of Section 3, the detection cost function is fixed at 0.0055.

One system had all scores above both thresholds. This implies that this system claimed all trials to involve the same speakers by “just saying yes.” Hence, the two probabilities of type I error equal 0, and all the probabilities of type II error equal 1. Moreover, by Eq. (9) and Eq. (10), the detection cost function is fixed at 0.9945.
Table 4: The estimated cost functions, $S_E$ (relative errors), and 95% CIs of 40 speaker recognition systems numbered according to their performance levels in descending order after taking account of the data dependency where the uncertainties were computed using the nonparametric three-sample two-layer bootstrap method and the relative error was approximately estimated by 1.96 times $S_E$ divided by the cost function.

<table>
<thead>
<tr>
<th>sys</th>
<th>cost function SE (relative error) 95% CI</th>
<th>sys</th>
<th>cost function SE (relative error) 95% CI</th>
<th>sys</th>
<th>cost function SE (relative error) 95% CI</th>
<th>sys</th>
<th>cost function SE (relative error) 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0001949 (17.53%) (0.001622, 0.002298)</td>
<td>11</td>
<td>0.0002884 (12.18%) (0.002539, 0.003250)</td>
<td>21</td>
<td>0.0004515 (4.90%) (0.004286, 0.004735)</td>
<td>31</td>
<td>0.0005517 (4.86%) (0.005006, 0.005533)</td>
</tr>
<tr>
<td>2</td>
<td>0.0001691 (16.96%) (0.001630, 0.002289)</td>
<td>12</td>
<td>0.0003094 (13.08%) (0.002677, 0.003483)</td>
<td>22</td>
<td>0.0004630 (7.43%) (0.004296, 0.004949)</td>
<td>32</td>
<td>0.0005954 (9.74%) (0.005519, 0.006612)</td>
</tr>
<tr>
<td>3</td>
<td>0.0002278 (12.86%) (0.002761, 0.003564)</td>
<td>13</td>
<td>0.0003170 (12.86%) (0.004449, 0.004825)</td>
<td>23</td>
<td>0.0004645 (4.20%) (0.004296, 0.004949)</td>
<td>33</td>
<td>0.0007756 (20.09%) (0.006379, 0.009505)</td>
</tr>
<tr>
<td>4</td>
<td>0.0002408 (12.98%) (0.002080, 0.002736)</td>
<td>14</td>
<td>0.0003468 (11.76%) (0.004474, 0.004811)</td>
<td>24</td>
<td>0.0004648 (3.72%) (0.004474, 0.004811)</td>
<td>34</td>
<td>0.010172 (17.48%) (0.008656, 0.012209)</td>
</tr>
<tr>
<td>5</td>
<td>0.0002571 (14.46%) (0.003052, 0.003886)</td>
<td>15</td>
<td>0.0003591 (12.40%) (0.003661, 0.004436)</td>
<td>25</td>
<td>0.0004883 (4.00%) (0.004469, 0.005072)</td>
<td>35</td>
<td>0.010612 (12.90%) (0.009345, 0.011984)</td>
</tr>
<tr>
<td>6</td>
<td>0.0002602 (16.54%) (0.002186, 0.002963)</td>
<td>16</td>
<td>0.0003827 (10.24%) (0.004742, 0.005022)</td>
<td>26</td>
<td>0.0004884 (2.86%) (0.004742, 0.005022)</td>
<td>36</td>
<td>0.011227 (7.19%) (0.010451, 0.012091)</td>
</tr>
<tr>
<td>7</td>
<td>0.0002675 (15.19%) (0.002278, 0.003082)</td>
<td>17</td>
<td>0.0004040 (8.52%) (0.003661, 0.004436)</td>
<td>27</td>
<td>0.0005096 (2.87%) (0.004936, 0.005226)</td>
<td>37</td>
<td>0.045313 (4.98%) (0.042995, 0.047557)</td>
</tr>
<tr>
<td>8</td>
<td>0.0002678 (16.11%) (0.002248, 0.003133)</td>
<td>18</td>
<td>0.0004049 (11.43%) (0.003590, 0.004509)</td>
<td>28</td>
<td>0.0005369 (0.83%) (0.005321, 0.005409)</td>
<td>38</td>
<td>0.052869 (5.09%) (0.053027, 0.055650)</td>
</tr>
<tr>
<td>9</td>
<td>0.0002600 (11.57%) (0.002490, 0.003143)</td>
<td>19</td>
<td>0.0004087 (11.81%) (0.003590, 0.004509)</td>
<td>29</td>
<td>0.0005410 (3.03%) (0.005257, 0.005577)</td>
<td>39</td>
<td>0.075391 (13.66%) (0.065085, 0.085735)</td>
</tr>
<tr>
<td>10</td>
<td>0.0002847 (12.67%) (0.002484, 0.003198)</td>
<td>20</td>
<td>0.0004170 (6.17%) (0.003590, 0.004421)</td>
<td>30</td>
<td>0.0005491 (7.97%) (0.004989, 0.005494)</td>
<td>40</td>
<td>0.676352 (2.61%) (0.657825, 0.693410)</td>
</tr>
</tbody>
</table>

**Figure 3**: The estimated cost functions and 95% CIs of the first 36 speaker recognition systems after taking account of the data dependency where the uncertainties were computed using the nonparametric three-sample two-layer bootstrap method.
As a result, for all six of the above systems, no SE estimate associated with the performance accuracy could be obtained. Moreover, one out of 47 systems contained illegitimate scores such as “inf” and “nan.” Therefore, these seven speaker recognition systems were not analyzed further.

The performance accuracies and uncertainties of the detection cost function of the remaining 40 speaker recognition systems were investigated. In Table 4 are shown the estimated detection cost functions, ŜEs (relative errors), and 95 % CÎs of these 40 speaker recognition systems numbered according to their performance levels in descending order after taking account of the data dependency. The uncertainties were computed using the nonparametric three-sample two-layer bootstrap method and the relative error was approximately estimated by 1.96 times ŜE divided by the cost function.

In Figure 3 are depicted the estimated cost functions and 95 % CÎs of the first 36 speaker recognition systems after taking account of the data dependency while the uncertainties were computed using the nonparametric three-sample two-layer bootstrap method. If the other four systems were also included in this figure, the estimated 95 % CÎs of the first 32 systems would be too small to be seen clearly.

Only the top 30 speaker recognition systems achieved performance accuracies better than that of the "just saying no" system, whose detection cost function is 0.0055. However, the other ten systems performed even worse than the “just saying no” system.

Figure 4 depicts a box diagram of the relative errors of these cost functions for the 40 speaker recognition systems. The 25th percentile, the mean, and the 75th percentile of the 40 relative errors are 4.95 %, 11.50 %, and 13.37 %, respectively. The mean is 10.03 %. The largest is 20.09 %, the second smallest is 2.61 %, and the smallest is 0.83 %. The difference between the second smallest and the smallest is quite large.
The smallest relative error is for System 28. Its estimated 95 % CI is very narrow. This system had all known and unknown non-target scores below both thresholds, i.e., always saying “NO” for each non-target trial. Thus, no matter how these non-target scores are resampled while the bootstrap method takes place as described in Section 4, the corresponding four probabilities of type II error, \( \beta_j(t_i), j \in \{ K, U \} \) and \( i = 1, 2 \), in Eq. (8), are always zero. In other words, all these non-target scores have no impact on the variance of the detection cost function.

### 6. Results assuming the data are i.i.d.

<table>
<thead>
<tr>
<th>sys</th>
<th>cost function ( S^* )</th>
<th>95 % CI</th>
<th>cost function ( S^* )</th>
<th>95 % CI</th>
<th>cost function ( S^* )</th>
<th>95 % CI</th>
<th>cost function ( S^* )</th>
<th>95 % CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.001724</td>
<td>0.000019</td>
<td>0.002635</td>
<td>0.000019</td>
<td>0.004460</td>
<td>0.000012</td>
<td>0.005514</td>
<td>0.000040</td>
</tr>
<tr>
<td></td>
<td>(0.001688, 0.001760)</td>
<td></td>
<td>(0.002597, 0.002674)</td>
<td></td>
<td>(0.004436, 0.004483)</td>
<td></td>
<td>(0.005509, 0.005519)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.001710</td>
<td>0.000016</td>
<td>0.002623</td>
<td>0.000016</td>
<td>0.004311</td>
<td>0.000026</td>
<td>0.005927</td>
<td>0.000020</td>
</tr>
<tr>
<td></td>
<td>(0.001681, 0.001740)</td>
<td></td>
<td>(0.002590, 0.002653)</td>
<td></td>
<td>(0.004259, 0.004360)</td>
<td></td>
<td>(0.005888, 0.005964)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.002066</td>
<td>0.000022</td>
<td>0.002925</td>
<td>0.000022</td>
<td>0.004665</td>
<td>0.000011</td>
<td>0.007542</td>
<td>0.000034</td>
</tr>
<tr>
<td></td>
<td>(0.002031, 0.002101)</td>
<td></td>
<td>(0.002882, 0.002969)</td>
<td></td>
<td>(0.004644, 0.004686)</td>
<td></td>
<td>(0.007474, 0.007609)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.002411</td>
<td>0.000025</td>
<td>0.003196</td>
<td>0.000025</td>
<td>0.004558</td>
<td>0.000010</td>
<td>0.011320</td>
<td>0.000054</td>
</tr>
<tr>
<td></td>
<td>(0.002380, 0.002444)</td>
<td></td>
<td>(0.003146, 0.003246)</td>
<td></td>
<td>(0.004437, 0.004477)</td>
<td></td>
<td>(0.011215, 0.011343)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.002432</td>
<td>0.000020</td>
<td>0.002990</td>
<td>0.000020</td>
<td>0.004869</td>
<td>0.000008</td>
<td>0.011764</td>
<td>0.000085</td>
</tr>
<tr>
<td></td>
<td>(0.002401, 0.002463)</td>
<td></td>
<td>(0.002951, 0.003030)</td>
<td></td>
<td>(0.004852, 0.004885)</td>
<td></td>
<td>(0.011598, 0.011932)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.002297</td>
<td>0.000023</td>
<td>0.003369</td>
<td>0.000023</td>
<td>0.004785</td>
<td>0.000009</td>
<td>0.011198</td>
<td>0.000059</td>
</tr>
<tr>
<td></td>
<td>(0.002252, 0.002346)</td>
<td></td>
<td>(0.003322, 0.003416)</td>
<td></td>
<td>(0.004767, 0.004802)</td>
<td></td>
<td>(0.011083, 0.011316)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.002250</td>
<td>0.000012</td>
<td>0.003816</td>
<td>0.000012</td>
<td>0.005143</td>
<td>0.000077</td>
<td>0.039986</td>
<td>0.000154</td>
</tr>
<tr>
<td></td>
<td>(0.002206, 0.002271)</td>
<td></td>
<td>(0.003791, 0.003841)</td>
<td></td>
<td>(0.005129, 0.005156)</td>
<td></td>
<td>(0.039685, 0.040295)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.002225</td>
<td>0.000021</td>
<td>0.003476</td>
<td>0.000021</td>
<td>0.005381</td>
<td>0.000004</td>
<td>0.046666</td>
<td>0.000148</td>
</tr>
<tr>
<td></td>
<td>(0.002183, 0.002267)</td>
<td></td>
<td>(0.003436, 0.003518)</td>
<td></td>
<td>(0.005373, 0.005389)</td>
<td></td>
<td>(0.046395, 0.046966)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.002667</td>
<td>0.000023</td>
<td>0.003499</td>
<td>0.000023</td>
<td>0.005384</td>
<td>0.000013</td>
<td>0.068341</td>
<td>0.000212</td>
</tr>
<tr>
<td></td>
<td>(0.002631, 0.002703)</td>
<td></td>
<td>(0.003436, 0.003543)</td>
<td></td>
<td>(0.005358, 0.005412)</td>
<td></td>
<td>(0.067934, 0.068774)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.002396</td>
<td>0.000015</td>
<td>0.004136</td>
<td>0.000015</td>
<td>0.005492</td>
<td>0.000038</td>
<td>0.669390</td>
<td>0.000399</td>
</tr>
<tr>
<td></td>
<td>(0.002366, 0.002427)</td>
<td></td>
<td>(0.004106, 0.004164)</td>
<td></td>
<td>(0.004991, 0.005494)</td>
<td></td>
<td>(0.668628, 0.670186)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5 The cost functions, \( \hat{S}^* \)s, and 95 % CI of 40 speaker recognition systems using all the raw data while the uncertainties were computed using the nonparametric three-sample bootstrap method with the assumption that the data were i.i.d.. The systems were numbered in the same order as in Table 4.

In Table 5 are shown the estimated cost functions, \( \hat{S}^* \)s, and 95 % CI of 40 speaker recognition systems using all the raw data while the uncertainties were computed using the nonparametric three-sample bootstrap method with the assumption that the data were i.i.d.. The systems were numbered in the same order as in Table 4.

### 7. Comparisons of the two results

The results obtained in Section 5 are compared with those obtained in Section 6 in terms of both performance accuracy and measurement uncertainty.
7.1 The aspect of the performance accuracy – the detection cost functions

![Histogram of the absolute values of the relative changes in performance accuracy as a result of adjusting the dataset for 40 systems.](image)

In Table 5, the total numbers of target scores, known non-target scores, and unknown non-target scores employed were 41,897, 1,291,587, and 407,827, respectively. In Table 4, the total numbers of target scores, known non-target scores, and unknown non-target scores used were 18,430, 609,112, and 287,182, respectively. The numbers of all three types of scores were approximately cut in half in each category as a result of grouping the scores into sets based on the data dependency in consideration of the probabilities of scores being selected equally and randomly, as discussed in Sections 2.3 and 2.4.

The relative changes in performance accuracy as a result of adjusting the dataset is defined as \((C_{\text{Det after}} - C_{\text{Det before}}) / C_{\text{Det before}}\). The histogram of their absolute values for 40 systems is depicted in Figure 5.

It shows that only 17.5% of all the cases, i.e., 7 cases out of 40, had absolute relative changes between 15% and around 20%. Among those with the highest changes around 20% are Systems 8 and 15, whose cost functions are 0.002225 and 0.002990 before adjusting the dataset, and 0.002678 and 0.003591 after adjusting the dataset, respectively.

On the other hand, 82.5% of cases had absolute relative changes below 15%. Indeed, 67.5% of cases had absolute relative changes less than about 10%, and 45% of cases had absolute relative changes less than 5%.

All these indicate that reducing the size in about half due to adjustment of datasets has little impact on the performance accuracies of the speaker recognition systems, i.e., the estimated detection cost function. This is consistent with the conclusion reached in our prior research regarding the sample
size using Chebyshev’s inequality when the data size reaches to over tens and hundreds of thousands in ROC analysis [14]. It also suggests that the random selection while reducing the dataset size (See Section 2.4) has little impact on the results.

This is consistent with the observation made in Section 2.4, where Figure 2 shows that the three distributions of scores before adjustment and after adjustment remains almost the same, except that the tails after adjustment are shorter than those before adjustment. This is because the measures in ROC analysis generally depend on the relative positions among different distributions of scores [13].

7.2 The aspect of the measurement uncertainty – the SEs

![Figure 6 The logarithmic-scale scatterplot of SEs computed using the nonparametric three-sample two-layer bootstrap method with about half of the raw data grouped into score sets against SEs calculated using the nonparametric three-sample bootstrap with i.i.d. assumption with all raw data for 40 systems.](image)

Furthermore, the difference in terms of the measurement uncertainty was explored. In Table 5, the data are assumed to be i.i.d., and thus the uncertainty of the detection cost function is calculated using the nonparametric three-sample bootstrap algorithm with all raw data. In Table 4, the data dependency is taken into account, and hence the uncertainty of the measure is computed using the nonparametric three-sample two-layer bootstrap algorithm with about half of the raw data grouped into score sets.

By comparing those estimated SÊs shown in both Table 4 and Table 5, it can be seen that the measurement uncertainties, i.e., the estimated SÊs, using all scores under the i.i.d. assumption are much smaller than those taking account of data dependency, for all systems. For instance, for System 1, the estimated SÊ is 0.000018 in Table 5, but 0.000172 in Table 4. This can also clearly be shown in Figure 6, the logarithmic-scale scatterplot of SEs computed in the two different scenarios as stated above for 40 systems.
The estimated $S\hat{E}$ is inversely proportional to the square root of the data size $n$, i.e., $S\hat{E} \sim 1 / \sqrt{n}$.

The data size used in Table 4 is about half of the data size employed in Table 5. Even taking account of this effect of data size, i.e., multiplying the estimated $S\hat{E}$s in Table 5 by a factor of $\sqrt{2}$ (i.e., 1.414214), the resultant $S\hat{E}$s are still far smaller than those in Table 4. For instance, for System 1, the resultant $S\hat{E}$ is $0.000018 \times 1.414214 = 0.000026$, which is about 6.66 times smaller than 0.000172.

Therefore, the measurement uncertainties will be underestimated without taking account of the data dependency. This is consistent with the conclusions reached in our previous research [7]. If the same subjects are used multiple times (except for generating target trial scores) in creating datasets, to compute the measurement uncertainty, this data dependency must be taken into account.

8. Conclusions and discussion

In SRE12, to evaluate the performance of speaker recognition systems, a new paradigm was employed in three aspects. First, three distributions of target scores, known non-target scores, and unknown non-target scores were created. Second, dichotomous responses were determined at two thresholds. Third, the new detection cost function was defined to be an average of the two weighted sums of the probabilities of type I (miss) and type II (false alarm) errors corresponding to the two decision thresholds.

In reality, data dependency may be inevitable. This is due to the need for multiple use of the same training speakers in order to generate more scores. The three different types of scores are grouped into sets based on the training speakers, and in each the numbers of scores for different training speakers are kept the same, respectively. The former is due to the bootstrap method, and the latter is because of the probability theory. The new datasets have a two-layer structure, and the sizes of the raw data are approximately cut in half.

Thus, scores in each type can be selected with equal probability, and the numbers of target scores, known non-target scores, and unknown non-target scores resampled at each iteration can be the same. This reduces the variance of the computation and ensures the accuracy of the calculation. Moreover, this preserves the data dependency while the bootstrap resampling takes place. The uncertainty in terms of the SE and the 95% CI of the detection cost function is computed using the nonparametric three-sample two-layer bootstrap method, where the empirical distribution is assumed for each of the observed scores, based on our extensive bootstrap variability studies in ROC analysis on large datasets.

The matching process in the speaker recognition may be simply regarded as a dichotomous response (i.e., yes or no) with respect to a specified threshold. Five out of 47 speaker systems declared all trials to involve different speakers by “just saying no” and one system claimed all trials to involve the same speakers by “just saying yes.” Because of the formulation and the parameter settings in Eq. (9) and Eq. (10), the corresponding detection cost functions were fixed at 0.0055 and 0.9945, respectively. In these two cases, no SE estimate associated with the performance accuracy could be obtained. Furthermore, by comparing with other systems as illustrated in Table 4 and Figure 3, there were ten systems whose performance was worse than a “just saying no” system.
Figure 2 shows the three distributions of the target scores, known non-target scores, and unknown non-target scores of System 1 before adjustment and after adjustment. System 1 is the best among the 40 systems. It indicates that good systems can try to separate the distribution of target scores from the distributions of known and unknown non-target scores as apart as possible, and thus significantly outperform “just saying no” systems. This is consistent with our prior results [13].

The relative changes in the detection cost functions for 40 speaker recognition systems vary between 2.61 % and 20.09 %, around a median of 11.50 %, except for the smallest one that is 0.83 % for System 28. System 28 had all known and unknown non-target scores below both thresholds, i.e., always saying “NO” for each non-target trial. Thus, its four probabilities of type II errors are all zero. For this system, only the target scores have impact on the variance of the detection cost function. This is consistent with the consequence of using the bootstrap algorithm as presented in Section 4.

The results of the estimated detection cost functions of the speaker recognition systems and their uncertainties computed using the nonparametric three-sample two-layer bootstrap method using approximately half the raw data due to adjusting the original raw datasets into a new two-layer data structure were compared with those calculated using the nonparametric three-sample bootstrap method under the i.i.d. assumption using all the raw data in terms of performance accuracy and measurement uncertainty.

Cutting the size of the datasets by approximately half has little impact on the relative positions among the three distributions of scores, and thus on the performance accuracies of the speaker recognition systems, namely, the estimated detection cost functions. This is because the measures in ROC analysis generally depend on the relative positions among different distributions of scores [13]. It is consistent with the conclusions obtained in our prior research regarding the sample size using Chebyshev’s inequality [14]. When the data size reaches to over tens and hundreds of thousands in ROC analysis, the measured accuracy will improve little. It also suggests that the random selection while reducing the dataset size has little impact on the results.

However, the measured uncertainty after taking account of data dependency is clearly larger than that obtained without taking the data dependency into account even in view of the reduction of data size. These studies involved tens of thousands of target scores, known non-target scores, and unknown non-target scores. The large size of these datasets does little to reduce the impact of data dependency on the uncertainties of measures in ROC analysis. If data dependency is involved, the bootstrap method with the i.i.d. assumption underestimates the uncertainties of measures.

It may be concluded that if subjects are employed multiple times in generating datasets (except for creating target trial scores), issues of data dependency should be taken into account, the dataset needs to be adjusted in a way such as that suggested in this article, and then the nonparametric three-sample two-layer bootstrap method may be implemented to compute the measurement uncertainties. This is consistent with the conclusions reached in our previous research [7].
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