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Preface

Wireless technologies for technical and businessneonications have been available for
over a century and are widely used for many popapatications. The use of wireless
technologies in the power system is also not nksvuse for system monitoring,
metering and data gathering goes back several decaddbwever, the advanced
applications and widespread use now foreseen éosittart grid require highly reliable,
secure, well designed, and managed communicatiwvorks.

The decision to apply wireless technologies for gimgn set of applications is a local
decision that must take into account several ingmrélements including both technical
and business considerations. Smart grid applicstiequirements must be defined with
enough specification to quantitatively define conmiations traffic loads, levels of
performance, and quality of service. Applicatioeguirements must be combined with a
complete set of management and security requirenfienthe life-cycle of the system.
These requirements can then be used to assessttisligy of various wireless
technologies to meet the requirements in the paati@pplications environment.

This report contains key tools and methods to assiart grid system designers in
making informed decisions about existing and enmgrgiireless technologies. An

initial set of quantified requirements have beeawulght together for advanced metering
infrastructure (AMI) and initial distribution autation (DA) communications. These
two areas present technological challenges dugeiodcope and scale. These systems
will span widely diverse geographic areas and dpgr@nvironments and population
densities ranging from urban to rural.

The wireless technologies presented here encondfés®nt technologies that range in
capabilities, cost, and ability to meet differeequirements for advanced power systems
applications. System designers are further assistehe presentation of a set of wireless
functionality and characteristics captured in arirdor existing and emerging standards
based wireless technologies. Details of the cdifabiare presented in this report as a
way for designers to initially sort through the dafale wireless technology options.

To further assist decision making, the report pressa set of tools in the form of models
that can be used for parametric analyses of theusawireless technologies.

This report represents an initial set of guidelitteassist smart grid designers and
developers in their independent evaluation of cdetei wireless technologies. While
wireless holds many promises for the future, itag without limitations. In addition
wireless technology continues to evolve. PrioAgtion Plan 2 (PAP02) fundamentally
cuts across the entire landscape of the smart §¥iideless is one of several
communications options for the smart grid that nagsapproached with technical rigor
to ensure communication systems investments alesuiedd to meet the needs of the
smart grid both today, as well as in the future.

The scope and scale of wireless technology wiltesgnt a significant capital
investment. In addition the smart grid will be paging a wide diversity of applications



including several functions that represent critioflastructure for the operation of the
nation’s electric and energy services deliveryeyst
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1 Overview of the Process

The main objectives for release 2 of the NISTIRT/Were:

* Improve the intended interpretation and input dadeom the Standards
Development Organizations (SDOs) and alliancesenireless Functionality
and Characteristic Matrix for the ldentification®fart Grid Domain
Applications (section 4)

* Revise how the previously included technology aplpenontent is addressed in
section 4 and section 5

* Provide more guidance to the reader on the usardus wireless standards and
representative technologies for designers of theless telecommunication
networks for smart grid deployments (see sectiandsection 6)

* Incorporate an extension to the modeling and etialuapproach via a
framework (see section 6.5), that:

o fully exploits the smart grid requirements from th€A International
Users Group (UCAIlug) — Open Smart Grid User’s Gr{DpenSGug) -
SG Communications Working Group - SG-Network TaskcE via a
modeled deployment scenario as input;

o0 develops an Smart Grid (SG) framework and wiretesdeling tool
(spreadsheet) that incorporates inputs from sedtidireless
Functionality and Characteristics Matrix and repreative technology
operating parameters;

o0 outputs the quantities of network gear calculatzdss several spectrum
bands and wireless end-point density and terrainchutter categories.

* Provide sensitivity analysis and impacts aroundyradrthe input parameters and
provide guidance (see section 5 and section 6)

These objectives were addressed by various tasksarking documents identified as
release or version 2 artifacts located in the Si@ap Interoperability Panel (SGIP)
Priority Action Plan 2 (PAPO02), first link below dr8GIP 2.0 PAPO2 the second link
below:

«¢ http://collaborate.nist.gov/twiki-sggrid/bin/viewt&rtGrid/PAPO2Wireless

< http://members.sgip.org/apps/org/workgroup/sgipe2ayn/




2 Acronyms and Definitions

The acronyms and definitions provided are usedisireport and in some of its

referenced supporting documentation.

2.1 Acronyms

AMI Advanced Metering Infrastructure

AP Access Point

ARQ Automatic Repeat-reQuest

BE Best Effort

BER Bit Error Rate

BGAN Broadband Global Area Network

BPSK Binary Phase Shift Keying

BS Base Station

BW Bandwidth

CClI Co-Channel Interference

CIA Confidentiality, Integrity, and Availability
CIS Customer Information Service

COST CO-operative for Scientific and Technical egsh
DA Distribution Automation

DAC Distributed Application Controller

DAP Data Aggregation Point

DB Database

DER Distributed Energy Resources

DL Downlink

DMS Distribution Management System

DRMS Distribution Resource Management System
DSDR Distribution Systems Demand Response
DSM Demand Side Management

EDGE Enhanced Data Rates for GSM Evolution
EIRP Effective Isotropic Radiated Power

EMS Energy Management System

EP End-point

ESI Energy Services Interface

EUMD End Use Measurement Device

EV/PHEV Electric Vehicle/Plug-in Hybrid Electricahicle
EVSE Electric Vehicle Service Element

FAN Field Area Network

FCC Federal Communications Commission
FDD Frequency Division Duplexing

FEC Forward Error Correction

FEP Front End Processor




FER Frame Error Rate

FERC Federal Energy Regulatory CommisSion

FSK Frequency Shift Keying

FTP File Transfer Protocol

G&T Generations and Transmission

GBR Guaranteed Bit Rate

GIS Geographic Information System

GL General Ledger

GMR Geo Mobile Radio

GPRS General Packet Radio Service

GPS Global Positioning System

GSM Global System for Mobile Communications

HAN Home Area Network

HARQ Hybrid Automatic Repeat reQuest

HRPD High Rate Packet Data

HSPA+ Evolved High-Speed Packet Access

HVAC Heating, Ventilating, and Air Conditioning

H-FDD Half-duplex Frequency Division Duplexing

IKB Interoperability Knowledge Base

IP Internet Protocol

ISM Industrial Scientific and Medical

ISO Independent System Operator

ITU International Telecommunications Union

LB Link Budget

LMS Load Management System

LMS/DRMS Load Management System/ Distribution Resource
Management System

LoS Line of Sight

LTE Long Term Evolution

LV Low Voltage

MAC Medium Access Control

MBR Maximum Bit Rate

MCS Modulation and Coding Scheme

MDMS Meter Data Management System

MIMO Multiple-Input / Multiple-Output

MS Mobile Station

MSS Mobile Satellite Services

MU-MIMO Multi-User Multiple Input Multiple Output Antennas)

MV Medium Voltage

NAN Neighborhood Area Network

NISTIR NIST Interagency Report

NMS Network Management System

! Federal Energy Regulatory Commission - www.fere.go
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OoDW Operational Data Warehouse
OFDMA Orthogonal Frequency Division Multiple Access
OH Overhead

OMS Outage Management System

oSl Open Systems Interconnection

OTA Over-the-Air

PAP Priority Action Plan

PCT Programmable Communicating Thermostat
PHEV Plug-in Hybrid Electric Vehicle

PHY Physical Layer

PL Path Loss

PMP Point-to-Multipoint

PtP Point-to-Point

QAM Quadrature Amplitude Modulation
QoS Quiality of Service

QPSK Quadrature Phase Shift Keying

REP Retail Electric Provider

RF Radio Frequency

RTO Regional Transmission Operator

RTU Remote Terminal Unit

Rx Receiver or receiving

SCADA Supervisory Control and Data Acquisition
SDO Standards Development Organization
SE Spectral Efficiency

SER Symbol Error Rate

SGIP Smart Grid Interoperability Panel
SINR Signal to Interference plus Noise Ratio
SM Smart Meter

SNR Signal to Noise Ratio

SRS System Requirements Specification
SS Subscriber Station

SuUl Stanford University Interim

TCP Transmission Control Protocol

TDD Time Division Duplexing

TF Task Force

TX Transmitter or Transmitting

UL Uplink

VAR Volt-Amperes Reactive

VoIP Voice over Internet Protocol

VVWS Volt-VAR-Watt System

WAMS Wide-Area Measurement System
WAN Wide Area Network

WLAN Wireless Local Area Network

6




2.2 Definitions

Access Point

A stationary node, consisting of agnaitter and receiver, used to
aggregate traffic in a wireless network. This tésrmost often used to
describe this functionality for indoor wireless &area networks, but
sometimes also used for outdoor terrestrial loozd aetworks. Also
see Base Station.

Actor

A generic name for devices, systems, or @ogrthat make decisions
and exchange information necessary for performppieations: smart
meters, solar generators, and control systemsseprexamples of
devices and systems.

Advanced Metering

A network system specifically designed to suppoed-tvay

Infrastructure connectivity to Electric, Gas, and Water metermore specifically for
AMI meters and potentially the Energy Service Ifgtee for the Utility
(or ESI-Utility).

Aggregation Practice of summarizing certain dath @resenting it as a total withou
any personally identifiable information identifiers

Aggregator SEE FERC OPERATION MODEL

Applications Tasks performed by one or more aactotisin a domain.

Asset Management
System

A system(s) of record for assets managed in thetsyrid.
management context may change (e.qg., financialargj.

Backhaul

The portion of the network that comprises the imidliate links between ti
core network or backbone network and the sub-ndsvar the edge of a
hierarchical network.

Base Station

A stationary node used to aggregatdackhaul traffic in a terrestrial
multi-cellular wireless network. In an AMI netwodk NAN, the DAP
serves the same function as a Base Station.

Capacitor Bank

This is a device used to add ctgpam® as needed at strategic points
a distribution grid to better control and managk-amperes reactive
(VARSs) and thus the power factor and they will egi@ct voltage
levels.

Capacity-Limited

A wireless cellular-like deployment for which thember of base

(Deployment) stations is determined by the capacity requiremeifitise geographic
area. (may also be referred to as capacity-consuli

Cell Generally used to describe a base stationtarstirrounding coverage
area.

Cell Site Refers to the geographical position fbaae station

Client Device

Used to describe customer or end egeipment. Device can be
mobile, portable, or stationary (fixed).

2 The definitions are specific to this report’s axitand intended usage. Even though other Stasdard
Development Organizations have their own copyridittefinitions for some of these same terms, a
specific effort to harmonize or obtain permissiomaéuse copyrighted definitions was not includeddape

of this work.
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Common Web Portal

Web interface for regional tragsion operator, customers, retail
electric providers and transmission distributiorve® provider to
function as a clearing house for energy informati@ommonly used in
deregulated markets.

Data Aggregation
Point

This device is a logical actor that representaasition in most
advanced metering infrastructure (AMI) networksnmen wide area
networks and neighborhood area networks. (e.deatol, cell relay,
base station, access point, etc.)

Data Collector

See Substation controller

Demand Side A system that co-ordinates demand response / lvadbling messages
Management indirectly to devices (e.g., set point adjustment)
Distribution A system that monitors, manages and controls #red distribution

Management Systen]

system.

Distribution Systems
Demand Response

A system used to reduce load during peak dematrettlpused for
distribution systems only.

Downlink (or
Downstream)

Data traffic flow in the network from the Operatto@enter towards the
end-point.

Electric Vehicle
/Plug-in Hybrid
Electric Vehicle

Cars or other vehicles that draw electricity froatteries to power an
electric motor. PHEVs also contain an internal bastion engine.

End User (End-User
Node)

Same as client device, terminal, etc.

End-Point

Term used to describe termination pam&sNAN or AMI network.

Energy Services
Interface

Provides the communications interface to the ytilit provides
security and, often, coordination functions thailda secure
interactions between relevant home area networiceswand the utility.
Permits applications such as remote load controhitaring and
control of distributed generation, in-home disptdyustomer usage,
reading of non-energy meters, and integration titifiding
management systems. Also provides auditing / lagginctions that
record transactions to and from home area netwgrttavices.

Enterprise Bus

The enterprise bus consists oftavacé architecture used to construc
integration services for complex event-driven arahgdards-based
messaging to exchange meter or grid data. Thepeise bus is not
limited to a specific tool set; rather, it is aidefl set of integration
services.

Fault Detector

A device used to sense a faultitiondand can be used to provide an
indication of the fault.

Field Area Network

A network designed to providewectivity to field DA devices. The
FAN may provide a connectivity path back to thestation upstream g
the field DA devices or connectivity that bypastes Substations and
links the field DA devices into a centralized maaagnt and control
system (commonly called a SCADA system).

Field Force

Employee working in the service tergitthat may be working with
smart grid devices.
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Frame

A fixed length digital data transmission uhét includes
synchronization at the link layer (layer 2). Arfra will carry one or
more packets of varied length. (also see packet)

Frequency Reuse
Factor

A term to describe how often a channel is reuséd avbase station or
cell. For example for a 3-sector cell, a FrequdReuse Factor of 1
indicates the same channel is reused in each & sleetors. Reuse 3
indicates that a different channel is used in edc¢he 3 sectors,

Goodput Goodput is the application level throughpat, the number of useful
bits per unit of time forwarded by the network frangertain source to
certain destination, excluding protocol overheam excluding
retransmitted data packets.

Header The portion of a packet, before the datd fiet typically contains

source and destination addresses, control fieldseor check fields.

Home Area Network

A network of energy managementiods, digital consumer electronic
signal-controlled or enabled appliances, and agptins within a home
environment that is on the home side of the electeter.

Latency

As used in the OpenSG — SG CommunicatiGd8twork TF's
Requirement Table, is the summation of actor (idiclg network
nodes) processing time and network transport tireesured from an
actor sending or forwarding a payload to an aetod, that receiving
actor processing (consuming) the payload. Thenkt is not the
classic round trip response time, or the same @gonle link latency.

Latency-Limited

A wireless cellular-like deployment in which themiber of base

(Deployment) stations is determined by the number of end-pa@intspayloads that
can be supported by each base station while meatspgcific payload
latency requirement.

Link Budget Accounts for the attenuation of thensiaitted signal due to antenna

gains, propagation, and miscellaneous losses.

Load Management
System

A system that controls load by sending messagesttiirto device (e.g.
On / Off)

M/D/1 and M/M/1

M/D/1 describes a queuing systendelavith a Poisson arrival proces
a deterministic service rate distribution, andregkd server. In the
notation, M = Markov or Markovian, D=Deterministand 1 indicates
the number of servers.

M/M/1 describes a queuing system model with a Poissrival process
for which the service time is exponentially distried rather than
deterministic.

Macro-cell A base station in a cellular architeetwith a large coverage area,
typically limited only by the propagation condit®and system gain.

Mega-cell A point-to-multipoint cell designed tooprde connectivity over an
extremely large geographical area. Satellite coyeis typical.

Micro-cell A base station in a cellular architeetwvith a coverage area greater tf

a pico-cell but less than a macro-cell

nan

Mobile Station

See client device




Multi-Hop

A group of interconnected nodes in a common netwdrkstructure

(Topology) where communication links can be established viero-node or hopH
to-hop links, similar to relay functionality.

Multi-Link An interconnection of multiple discrete networkscls as linking a

(Topology) HAN with a NAN, then to a WAN.

Multi-User MIMO

A technique used with multiple antea systems in which, transmissig
from multiple end-users are aggregated on a stigdenel at the
receiver by using multiple receive antennas.

ns

Neighborhood Area
Network

A network system intended to provide direct connégtwith Smart
Grid end devices in a relatively small geographeaa In practice a
NAN may encompass an area the size of a few bliocks urban
environment, or areas several miles across ina emvironment.

Net Spectral

The channel spectral efficiency at the applicatayer taking into

Efficiency account all channel overhead factors including ystan. (= goodput +
channel BW)
Network A system that manages fault, configuration, audiincounting,

Management Systen]

performance and security of the communication.s Blystem is
exclusive from the electrical network.

Outage Management
System

A system that receives out power system outagécaitons and
correlates where the power outage occurred

Packet

The unit of data that is routed from a setwa destination on a packg
switched network. The packet includes a headetefpand other
overhead bits along with the message ‘payloadtk&a do not
generally have a fixed size.

Payload

The actual message data carried withirtleepa From a business
application payload perspective, application paylisahe totality of the
business data for an asymmetric message thatldo®temunications
standard and implementing technology may needgmsat into
multiple packets from which only a portion of thesimess application
payload is included.

Pico-cell

A base station coverage area within hulzglinetwork designed to cové
a very small area for extending range in diffi@dtzerage areas or to
add capacity in a high density area.

Power Factor

A dimensionless quantity that reltdefficiency of the electrical
delivery system for delivering real power to thado Numerically, it is
the cosine of the phase angle between the voltagiew@arent
waveforms. The closer the power factor is to uttigybetter the
inductive and capacitive elements of the circugt laalanced and the
more efficient the system is for delivering realyao to the load(s).

Programmable
Communicating

A device within the premise that has communicatiapabilities and
controls heating, ventilation and cooling systems.

Thermostat
Range-Limited A wireless cellular-like deployment for which thember of base
(Deployment) stations to cover the area of interest is deterchgtectly by the link-

2t-

budget and path loss. (may also be referred taragerconstrained)

10



Rate Adaptation

The mechanism by which a modensggljts modulation scheme,
encoding and/or speed in order to reliably trandéga across channel
exhibiting different signal to noise ratio (SNR)achcteristics.

Recloser

A device used to sense fault conditions distribution line and trip
open to provide protection. It is typically progmaed to automatically
close (re-close) after a period of time to te¢hé fault has cleared.
Two general types of reclosers are typically deptbg.g., non-teamed
and teamed.

* Non-Teamed — After several attempts of reclosiragit be
programmed to trip open and stop trying to reclosd reset
either locally or under remote control.

» Teamed - A device that can sense fault conditiona o
distribution line and to communicate with otheratet reclosers
(the team) to sectionalize the fault and provideardinated
open / close arrangement to minimize the effetheffault.

Regional
Transmission
Operator

An organization that is established with the puepopromoting
efficiency and reliability in the operation and pténg of the electric
transmission grid and ensuring non-discriminatiothie provision of
electric transmission services based on the foligwequired /
demonstrable characteristics and functions.

Remote Terminal
Unit

Aggregator of multiple serialized devices to a canmommunicationg
interface

Smart Meter

Term applied to a Two-Way Meter (metetrology plus a network
interface component) with included energy servineface (ESI) in
the meter component

Spatial Diversity

A technique employed with muld@ntenna systems to increase link
availability or link budget in which each uncorrteld Tx antenna
transmits the same data stream.

Spatial Multiplexing

A technique employed with miplé antenna systems to increase pea
and average channel capacity and spectral effigienehich each
uncorrelated Tx antenna transmits a different datzam.

Sub Meter Premise based meter (e.g., used forlRistd Energy Resources and
PHEV), which permits additional metering capal@ktisubordinate to g
main meter.

Sub-Network A self-contained wireless or wire-lsh@main, use case, or area-focus

network within the overall SG Network System

Subscriber Station

See client device

Substation Controller

Distributed processing deviz has supervisory control or
coordinates information exchanges from devicesiwighsubstation
from a head end system.

Switch A device under remote control that can leue open or close a circui
Terminal See client device
Throughput The number of bits (regardless of pugpasoving over a

communications link per unit of time. Throughpsimost commonly

expressed in bits per second (b/s).
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Transformer (MV-to-
LV)

A standard point of delivery transformer. In timeast grid context it is
assumed there will be a need to measure someied¢ctr physical
characteristics of this transformer such as voltaggh and/or low side
current, MV load, temperature, etc.

Universal Frequency
Reuse

Same as Frequency Reuse factor of 1

Uplink (or Upstream)

Defines data traffic flowingthe SG network in the direction toward
the Operation Center.

U7

Use Case

A systems engineering tool for definisgstem’s behavior from the
perspective of users. In effect, a use casetisrg ®ld in structure and
detailed steps—scenarios for specifying requiredjas of a system,
including how a component, subsystem, or systeraldhespond to a
request that originates elsewhere.

Voltage Regulator

This device is in effect an athble ratio transformer positioned at
strategic points in a distribution grid and isiaéd to better manage and
control the voltage as it changes along the distion feeder.

Voltage Sensor

A device used to measure and refemtrical properties (such as
voltage, current, phase angle or power factor) &icspecific voltage
levels, e.g., low voltage customer delivery pomédium voltage
distribution line points.

Volt-Amperes
Reactive

In an alternating current power system the voltag® current measured
at a point along the delivery system will oftendag of phase with each
other as a result the combined effects of thetresiand reactive (i.e.,
the capacitance and inductive) characteristich®@fdelivery system
components and the load. The phase angle differatha point along
the delivery system is an indication of how we# thductive and
capacitive effects are balanced at that point. rEaépower passing that
point is the product of the magnitude of the vadtagd current and the
cosine of the angle between the two. The VAR patanis the product
of the magnitude of the voltage and current andthe of the angle
between the two. The magnitude of the VAR parametan indication
of the phase imbalance between the voltage andrusraveforms.

Web Portal

Interface between customers and thartsgnid service provider (e.g.
utility or third party or both).

12



3 Smart Grid Conceptual Model and Business FunctiBegjuirements

This section provides an overview of the primarg & information that UCAlug —
OpenSG — SG Communications — SG-Network Task H&GeNetwork TF) prepared to
address task 3 of PAP02, plus an explanation ofthainformation is intended to be
interpreted and an example of how to consume floentation as an input into other
analysis tools (e.g., network traffic modeling).

3.1 Smart Grid Conceptual Reference Diagrams

SG-Network TF expanded upon the smart grid cone¢pédierence and framework
diagrams that were introduced in the first rele#fd98IST Special Publication 1108 -
NIST Framework and Roadmap for Smart Grid Interap#ity Standards, Release 1.0
and other reference diagrams included in NISTIR876@uidelines for Smart Grid
Cyber Security. The NIST Smart Grid Frameworkaskdiagram is shown in Figure 1,
along with two views of SG-Network TF's conceptdalmain actors and interfaces
reference diagrams, one without (Figure 2) andwaitte (Figure 3) cross domain data
flows. Alternative (optional) interfaces betweeanagis and communication paths
amongst actors are also contained in the diagrdrhsse reference diagrams are further
explained in smart grid use case documentatiordetalled business functional and
volumetric requirements in the sections that follow these three figures the customer
domain includes: residential customers or commkeociandustrial customers.

13
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The latest set of SG-Network TF reference diagraradocated at

/7
0.0

http://osqug.ucaiug.org/UtiliComm/Shared%20Documbirtest Release Deliv

erables/Diagrams/

3.2 List of Actors

Table 1 maps the actors included in the SG-Netwdtlsmart grid conceptual reference
diagram (Figure 3) and the NIST smart grid concaipteference diagram (Figure 1).
The SG-Network TF high level list of actors arettier qualified by domain and sub-
domain as used in documenting the smart grid basifwnctional and volumetric
requirements. Where there is no equivalent actblamk cell is used.

Table 1: Mapping of actors to domain hames

SG-Network TF reference
diagram descriptor (actor)

SG-Network TF
reference diagram

Related NIST release 1
diagram descriptor

domain name (actor)
Field Tools Customer / Distribution
Generators Bulk Generation Generators

Market Services Interface

Bulk Generation

Marketviges Interface

Plant Control Systems

Bulk Generation

Plant Gur8stems

Customer

Electric Storage

Customer Energy Managemer
System (EMS)

nCustomer

Customer EMS

11

DERs (Solar, Wind, premise | Customer Distributed Generation
generation sources)

ESI (39 party) Customer Energy Services Interfac
ESI (Utility) Customer Energy Services Interface
ESI (In meter) Customer Energy Services Interfade
Electric Vehicle Service Customer Customer Equipment

Element (EVSE) / End Use
Measurement Device (EUMD)

Heating, Ventilating, and Air | Customer Customer Equipment
Conditioning (HVAC)

IPD (In Premise Device) Customer Customer Equigme
Load Control Device Customer Customer Equipment
PCT Customer Thermostat

PHEV Customer Electric Vehicle
Phone / Email / Text / Web Customer Customer Eyeint
Smart Appliances Customer Appliances

Smart Meter Customer Meter

Sub-Meter Customer Customer Equipment
Two Way Meter - Electric Customer Meter

Two Way Meter - Gas Customer Meter

Two Way Meter - Water Customer Meter

Capacitor Bank Distribution Field Device

Circuit Breaker Distribution Field Device

17



SG-Network TF reference
diagram descriptor (actor)

SG-Network TF
reference diagram

Related NIST release 1
diagram descriptor

domain name (actor)
Recloser Distribution Field Device
Distributed Customer Distribution Distribution Generation
Generation
Distributed Customer Storage Distribution Storagst&n
Sectionalizer Distribution Field Device
Switch Distribution Field Device
Voltage Regulator Distribution Field Device

Distributed Application
Controller (DAC)

Distribution /
Transmission

Substation Controller

Distributed Generation

Distribution /
Transmission

Distributed Generation

Distributed Storage

Distribution /
Transmission

Storage System

Field Area Network (FAN)
Gateway

Distribution /
Transmission

Field Sensors

Distribution /
Transmission

Field Device

Remote Terminal Unit (RTU)

Distribution /
Transmission

Data Collector

Substation Devices

Distribution /
Transmission

Substation Device

Energy Market Clearinghouse Markets Energy Market
Clearinghouse
Retailer / Wholesaler Markets Aggregator / Reimiergy
Provider

Regional Transmission Markets RTO /1SO

Operator (RTO) / Independent

System Operator (ISO)

Aggregator Markets / Service Aggregator
Providers
Operations Asset Mgmt
Operations WAMS

AMI Head-End Operations Metering System

Analytic Database Operations

Certificate Authority Operations

Distributed SCADA Front End| Operations Distributed SCADA

Processor (FEP)

Demand Side Management | Operations Demand Response

(DSM)

EMS Operations Utility EMS

OMS Operations

18




SG-Network TF reference
diagram descriptor (actor)

SG-Network TF
reference diagram

Related NIST release 1
diagram descriptor

domain name (actor)
Geographic Information Operations
System (GIS)
General Ledger (GL) / Operations
Accounts Payable / Receivable
Load Management System Operations
(LMS)
MDMS Operations MDMS
NMS Operations
RTO SCADA Operations RTO SCADA
Security Key Manager Operations
Transmission SCADA FEP Operations TransmissioARE FEP
Utility Distribution Operations DMS
Management System (DMS)
Utility EMS Operations EMS
Work Management System Operations
Bill Payment Organizations / | Service Provider Other
Banks
Certificate Authority Service Provider
Common Web Portal- Service Provider Other

Jurisdictional

Demand Side Management
(DSM)

Service Provider

Home / Building Manager

Service Provider

Homeauild@ng Manager

Internet / Extranet Gateway

Service Provider

Load Management System
(LMS)

Service Provider

ODW

Service Provider

REP CIS / Billing

Service Provider

Retail Eneifggpoviders
Billing

REP CIS / Billing

Service Provider

Retail EnergypWders
CIS

Security Key Manager

Service Provider

Utility CIS / Billing

Service Provider

Utility CIS

Utility CIS / Billing

Service Provider

Utility Biling

Web Portal

Service Provider

3.3 Smart Grid Use Cases

From the Interoperability Knowledge Base (IKB),

X/

« http://collaborate.nist.gov/twiki-

sqgrid/bin/view/SmartGrid/InteroperabilityKnowled8gse#Use Cases
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Use cases come in many shapes and sizes. Witkctésphe IKB, fairly comprehensive
use case descriptions are used to expose functieqairements for applications of the
smart grid. In order to provide this depth, these cases contain the following
information:

» Narrative: a description in prose of the applicatiepresented including all
important details and participants described incthrgext of their
activities

Actors:  identification of all the persons, devicegbsystems, software

applications that collaborate to make the use cask

* Information Objects: defines the specific aggregateinformation exchanged
between actors to implement the use case

» Activities / Services: description of the activétiand services this use case relies
on or implements

» Contracts / Regulations: what contractual or raguy constraints govern this
use case

» Steps: the step by step sequence of activitiesrasdaging exchanges
required to implement the use case

For use cases following this description, see:
« http://collaborate.nist.qgov/twiki-sgqrid/bin/viewtrtGrid/IKBUseCases

SG-Network TF performed an exercise to researchi@raentify all pertinent use cases
(namely concerning Advanced Metering Infrastrucid®l) and Distribution
Automation (DA)) that involve network communicatitmhelp satisfy the OpenSG input
requirements into the NIST PAPO2 tasks. Use casasseveral sources (Southern
California Edison, Grid Wise Architecture Consdiectric Power Research Institute
and others) were researched. Table 2 summarigassthcases SG-Network TF has
currently in scope for this work effort.

Table 2: OpenSG SG-Network TF use cases and status

Smart grid use case— based on release V5.1.xls
Customer Information / Messaging

Demand Response — Direct Load Control (DR-DLC)
Distributed Storage — Dispatch ; Island

Distribution Systems Demand Response (DSDR) -
Centralized Control

Fault Clear Isolation Reconfigure (FCIR) — Distriikd DAC
— Substations; DMS; Regional Distributed DAC
Field Distribution Automation Maintenance / Suppert
Centralized Control

Meter Events

Meter Read

Outage Restoration Management

% For several of the payloads that might be classifis associated to Accounting (Auditing), Fault
Management, those payloads are included acrossatefehe other listed use cases.
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PHEV

Premise Network Administration

Pre-Pay Metering

Pricing:

Time of Use (TOU) /

Real Time Pricing (RTP) /

Critical Peak Pricing (CPP)

Service Switch

System Updates (Firmware / Program Update)
Volt / VAR Management — Centralized Control
Smart grid use caSe potential for releases post V5.1.xls
Configuration Management

Distributed Generation

Field Force Tools

Performance Management

Security Management

Transmission automation support

Documentation and description of the in-scope sigrédtuse cases by the SG-Network
TF is contained in the System Requirements Spatific (SRS) document [5]. The SG-
Network TF objective for the SRS is to provide guéint information for the reader to
understand the overall business requirements $omat grid implementation and to
summarize the business volumetric requirementsiaeaase payload level as focused
on the communications networking requirements, evittdocumenting the use cases to
the full level of documentation detail as describgdhe IKB.

The scope of the SRS focuses on explaining thectgs; the approach to documenting
the use cases; inclusion of summarization of the/ork and volumetric requirements
and necessary definition of terms; and guidance inoov to interpret and consume the
business functional and volumetric requirementse [atest released version of the SRS
is located at

«» http://osqug.ucaiug.org/UtiliComm/Shared%20Docurskrdtest Release Deliv

erables/

with a file name syntax of “SG Network SRS Versit Final.doc”, where N represents
the version number.

3.4 Smart Grid Business Functional and Volumetric Resquents

There are many smart grid user applications (usesjaollections of documentation.
Many have text describing the user applications (K8), but few contain quantitative
business functional and volumetric requirementsclvhre necessary to design
communications protocols, to assess, or to plamuamcation networks. Documenting
the detailed actor to actor payloads and volumesggirements allows for:

* For the current status of what use cases andcatipi payloads have been documented, see the lates
Requirement Table (.xls) referenced in section 3.4.
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» aggregation of the details to various levels (esgecific interface or network link,
a specific network or actor and have the suppodetgils versus making
assumptions about those details) and

» allows the consumer of the Requirements Tabledpesand customize the smart
grid deployment specific to their needs (e.g., Whiet of use cases, payloads,
actors, communication path deployments).

OpenSG -SG Communications - SG-Network TF tookhentéisk to document the smart
grid business functional and volumetric requireradat input into the NIST PAP02
tasks and to help fill this requirements documéntatoid. The current SG-Network
business functional and volumetric requirementdaated at

¢ http://osgug.ucaiug.org/UtiliComm/Shared%20Docursérgdtest Release_Deliv

erables/

with a file name syntax of “SG Network System Reguients Specification vN.R.xIs”,
where N represents the version number and R rageefes revision number. This
spreadsheet is referred to below as the RequiranTeafitie. (as of this writing v5.1.xIs)

Instructions for how to document the business fionel and volumetric requirements
were prepared for the requirement authors, but@sde used by the consumer of the
Requirements Table to better understand what issanat included, and how to interpret
the requirements data. The requirements docun@mtastructions are located at:

« http://osgug.ucaiug.org/UtiliComm/Shared%20Docurskrdtest Release Deliv

erables/

with a file name syntax of “rgmts-documentationtinstions-rN.R.doc”, where N
represents the version number and R represents\tiston number.

The Requirements Table consists of several majera$enformation for each use case.
For example:

» Business functional requirement statements arerdented as individual
information flows (e.g., specific application pagtbrequirement sets). This is
comparable to what many use case tools capturd@snation flows and/or
illustrated in sequence diagram flows.

* To the baseline business requirements are added:

o the volumetric attributes (the when, how often hwithat availability,
latency, application payload size). Take note thatSG-Network TF
Requirements Table definition for some terms (déagency) is different
than the classic network link latency usage. Rleater to the SG-
Network TF Requirements Documentation Instructiand the Smart Grid
Networks System Requirements Specification Relgassion 5 for the
detailed definitions for clarification.

0 an assignment of the security confidentiality, gniy, and availability
low-medium-high risk values for that applicatioryjmead.

» Payload requirement sets are grouped by rows itatfle that contains all the
detailed actor to actor passing of the same agjait@ayloads in a sequence that
follows the main data flow from that payload’s angting actor to primary
consuming actor(s) across possible multiple comopaiian paths that a
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deployment might use. The payload requirements’wdl always contain a
parent (main) actor to actor row and most will @amtchild (detailed) rows for
that requirement set.

» Payload communication path (information or datavjlalternatives that a given
smart grid deployment might use.

The process of requirements gathering and docuni@mtaas been evolutionary in

nature as various combinations of additional aiteb are documented; use cases added;
payload requirement sets added; and alternativerzontation paths documented. The
SG-Network TF has defined over 7,850 (as of releaskxls; the basis of this work)
functional and volumetric detailed requirementssamwthe Requirements Table
representing 204 different payloads for 19 usexase

SG-Network TF intends to continue this incremertakion release approach to manage
the scope and focus on documenting the requirenf@n$pecific use cases and payloads,
yet giving consumers of this information somethiogvork with and provide feedback

for consideration in the next incremental releadess expected that the number of
requirements rows in the Requirements Table wiltentban double, if not triple, from

the current size when completed.

To effectively use the business functional and n@tric requirements, the consumer of
the Requirements Table must:
» select which use cases and payloads are to balatlu
» select which communication path scenario (alteveaiis to be used for each of
the main information / data flows from originatiagtor to target consuming actor
» specify the size (quantity and type of deviceshefsmart grid deployment
» perform other tweaks to the payload volumetriceeich that smart grid
deployment’s needs over time.

The current Requirements Table (v5.1.xls) as aas|steeet is not very conducive to
performing these tasks. SG-Network TF is buildindatabase that is synchronized with
the latest release of the Requirements Table (@phegt). SG-Network TF will be
adding capabilities to the database to:

» solicit answers to the questions summarized above;

» query the database; and

» format and aggregate the query results for eitbigonting or exporting into other

tools.

The current SG-Network TF Requirements databasedattd user documentation are
located at
«» http://osqug.ucaiug.org/UtiliComm/Shared%20Docurskrdtest Release Deliv
erables/Rgmts_Database/
Note: SG-Network_Rgmts_Database_r5.1 is the vemwailable for the database as of

this writing.

23



3.5 Use of Smart Grid User Applications’ Quantitativecrirements for PAP02 Tasks
Release 5.1 (March 5, 2012) of the SG-Network TURements Table contains
numerous use cases, payloads (applications), cormatiom path options, and associated
non-functional volumetric requirements data suffitifor a variety of smart grid
deployment scenarios as input to PAP02. The iastms for how to adapt the SG-
Network TF's Requirements for use in the SG framdwvamd wireless modeling tool is
discussed in section 6.5 of that document.

As SG-Network TF continues to provide incrementafjiirement Table releases and
eventually completes that effort, that availabibfyquantified business functional and
volumetric data will provide PAP02 and the readethts report with a more complete
set of smart grid business functional and volurnegquirement data for assessment of
any given network standard and technology againits is not a “do it once and it is
completed” type of task.

3.6 Security

Security can be considered at every layer of tmengonication protocol stack, from the
physical layer to the application layer. Secuirtyhe context of PAP02, which is mainly
concerned with the physical and media access ddayers, implies the inclusion of
additional protocol and traffic events to achiegelsity signaling functionality as in the
case of authentication and authorization, and efdit bytes to existing payloads to
achieve encryption. As a first step towards tloalgthe SG-Network TF Requirements
Table lists the security objectives of confiderityalintegrity, and availability (CIAs) for
each event. As a second step, a mapping betwese @IA levels (low / moderate /
high) and the security protocols available at theous communication layers is needed
in order to fully address security in the conteixPAP02.
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4  Wireless Technology

PAPO02’s task 5 calls for the collection of an intoeg of wireless technologies. This
inventory of wireless technologies is captured apraadsheet, “Wireless Functionality
and Characteristic Matrix for the Identification®fmart Grid Domain Applications,”
which can be found on the PAPO2 web site:

«¢ http://collaborate.nist.gov/twiki-sggrid/bin/viewt&rtGrid/PAPO2Wireless

with a file name syntax of

“Consolidated_Wireless Characteristics_Matrix2_ MNDHYY .xIsx”, where

MM represents the month, DD represents the day\Yahcepresents the last two

digits of the year.

0 https://collaborate.nist.gov/twiki-

sggrid/pub/SmartGrid/PAP02Wireless/Consolidated eWss_Characteris
tics_Matrix2_09-03-13.xlIsx

OR

< http://members.sgip.org/apps/org/workgroup/sgip-
pap02wg/download.php/1610/2013-09-17_sgip-
pap02wg_00015 Consolidated_Wireless_Characterigiagix2_09-03-13.xIsx

Disclaimer: The spreadsheet was created and pedudy the Standards Setting
Organizations, which proposed their wireless tetigies as candidates for the smart
grid. The parameters and metrics contained aneesatntered for each wireless
technology were entered by the organizations reptesy those technologies.

The next subsections give a brief description efghrameters and metrics contained in
the spreadsheet, “Wireless Functionality and Cherigtic Matrix for the Identification

of Smart Grid Domain Applications” and a listingtbe technologies submitted (as of the
09-03-13.xlIsx version). Note that this sectiowifiten with the assumption that the
reader has a reasonable understanding of the ssrede2communication terminology.

4.1 Technology Descriptor Headings
The spreadsheet identifies a set of characterigtidsorganizes these characteristics into
logical groups. The group titles are listed below.

Group 1: Applicable Smart Grid Communications Sudtmork(s)
Group 2: Data / Media Type Supported

Group 3: Range Capability (or Coverage Area Whepligpble)
Group 4: Mobility

Group 5: Channel / Sector Data Rates and Averaget Efficiency
Group 6: Spectrum Utilization

Group 7: Data Frames, Packetization, and Broadigsport
Group 8: Link Quality Optimization

Group 9: Radio Performance Measurement and Manageme
Group 10: Power Management

Group 11: Connection Topologies
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4.2

Group 12: Connection Management

Group 13: QoS and Traffic Prioritization
Group 14: Location Based Technologies
Group 15: Security and Security Management
Group 16: Unique Device Identification

Group 17: Technology Specification Source

Technology Descriptor Details

Group 18: Wireless Functionality not Specified ligrislards

Each of these groups is composed of individual rij@see described in more detall
below.

4.2.

1 Descriptions of Groups 1-7 Submissions

Wireless Functionality and Characteristics Mataxk the Identification of Smart Grid

Do

main Application

Functionality / Characteristic

Measurement Unit

Group 1: Applicable Smart Grid Communications St

Network(s)
a: | Primary SG sub-network(s) Select from
HAN/FAN/NAN/WAN/etc.
b: | Secondary SG sub-network(s) Select from
HAN/FAN/NAN/WAN/etc.
Group 2: Data / Media Type Supported
a:| Voice Yes/No
b: | Data Yes/No
c: | Video
Yes/No
Group 3: Range Capability (or Coverage Area Whei
Applicable)
a: | Theoretical range limitations at frequency km, GHz

b.

Conditions for theoretical range estimate

PtP, PMFS, non-LoS

Group 4: Mobility

a: | Maximum relative movement rate km/h
b: | Maximum tolerated Doppler shift Hz
Group 5: Channel / Sector Data Rates and Average

Spectral Efficiency (Layer 2, or Note Other Layer i

Applicable)

a: | Peak over-the-air uplink channel data rate Mb/s
b: | Peak over-the-air downlink channel data rate Mb/s
c: | Peak uplink channel data rate Mb/s
d: | Peak downlink channel data rate Mb/s
e: | Average uplink channel data rate Mb/s
f. | Average downlink channel data rate Mb/s
g: | Average uplink spectral efficiency (Mb/s)/Hz
h: | Average downlink spectral efficiency (Mb/s)/Hz
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Wireless Functionality and Characteristics Matdk the Identification of Smart Grid
Domain Application
Functionality / Characteristic Measurement Unit
i: | Average uplink cell spectral efficiency (Mb/s)/Hz
j: | Average downlink cell spectral efficiency (Mb/s)/Hz
Group 6: Spectrum Utilization
Public radio standard operating in unlicensed bands
a:| (DL and UL) GHz
Public radio standard operating in licensed bands
b: | (DL and UL) GHz
Private radio standard operating in licensed bands
c: | (DL and UL) GHz
d: | Duplex method TDD / FDD / H-FDD
e: | If TDD supported — provide details
f. | Channel bandwidth supported kHz
g: | Channel separation kHz
h: | Number of non-overlapping channels in band of
operation Integer value
i: | Is universal frequency reuse supported? Yes/No
Group 7: Data Frames, Packetization, and Broadcas
Support
a: | Frame duration ms
b: | Maximum packet size bytes
c: | Segmentation support Yes/No
d: | Is unicast, multicast, broadcast supported? Yes/No

4.2.1.1 Group 1: Applicable Smart Grid Communications Sugtork(s)
The Smart Grid communications network encompassesnsdomairis(as shown in
Figure 1, Figure 2, and Figure 3 and listed in &ahlwith multiple actors and use cases
that define communication paths for connecting rgotathin and between the seven
domains. Multiple wireless solutions may be reedito optimally meet the challenge of
interconnecting actors and domains given a rangkeiographics, data requirements
(e.g., capacity and latency), and propagation dtanatics. The sub-networks group is
intended to provide an assessment from the stasdaganization’s perspective as to
where its specific wireless technology is besteslih the Smart Grid communications
network.
a) Primary SG sub-network(s): Based on the technobfgatures and
capabilities, for what SG sub-network is this tembgy best suited? Indoor
Home Area Network (HAN), Field Area Network (FAN) Neighborhood
Area Network (NAN), Wide Area Network (WAN), Poitd-Point (PtP)
backhaul, satellite, Any, etc.
b) Secondary SG sub-network(s): Same choices asifoaBr SG sub-
network(s)

®> NIST Special Publication 1108 , NIST Framework &uwhdmap for Smart Grid Interoperability
Standards, Release 1.0
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For illustrative purposes Figure 4 shows an exarap&eSmart Grid communications
network with sub-networks identified. Figure 5yides additional detail to show the
end-point (meter) connectivity in the AMI network.

Distribution Ops Network

End

AMI Backhaul Network

Figure 4 - Smart Grid communications sub-networks
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Figure 5 - Expanded view of the AMI network

4.2.1.2 Group 2: Data / Media Type Supported
The information to be transferred within the sngairdl includes data, voice, and video
information.

a) Voice: There is no specification of the codec baisgd but the assumption was
that some form of packetized voice processing woeldised and the connection
would be two-way. Voice over Internet Protocol (Wpcapacity should be
derived assuming a 12.2 kb/s codec with a 50 %igcfactor such that the
percentage of users in outage is less than 2 % doren bandwidth (please
specify in simultaneous calls per MHz). If the V@lBonditions are different,
please specify those assumptions.

b) Data: is a generic term for information being tfengd from machine to machine
and can include information being displayed to iEqe for interpretation and
further action. Please respond with yes/no. # ylee details are provided in
Group 5 and Group 13.

c) Video: in cases where there is an outage and tha&tisin in the field needs to be
displayed to others remote from the outage sitlewis desirable. Video could
be still pictures or motion pictures. Please reslpwith yes/no. If yes, the details
are provided in Group 5 and Group 13.

4.2.1.3 Group 3: Range Capability (or Coverage Area Whepligpble)

Land-based wireless systems are designed to servieee variety of application
scenarios. The intent of this group is to capthesexpected range in a typical
deployment. Some systems are optimized for veoytsanges, perhaps 10 m or less,
while others are intended for longer ranges, pexloaypthe order of tens of kilometers
(e.g., 30 km).
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The intent of this group is to capture the expectedye in a theoretical deployment and
gain a perspective regarding the most applicablarSgnid network segment to which
the technology is best suited.

A key deployment metric for satellite-based systemshe other hand, is the
geographical size of the footprint covered. Festhtypes of technologies the coverage
area should be provided.

When comparing range predictions for land-baseterys it is important to take into
account both the Uplink (UL) and Downlink (DL) sgsat gains and the margins assumed
for fading, penetration loss, and interference, 8sese margins together with the
system gain determine the UL and DL link budgetdus predict the range. It is also
important to indicate the path loss model usedthadype environment assumed; indoor,
outdoor Line of Sight (LoS) or non-LoS urban, owidsuburban, Point-to-Point (PtP) or
Point-to-multipoint (PMP), etc., since these fasteill also influence the range
prediction. Note that the greatest range achievapla specific technology typically
requires transmission at the maximum Effectivertyot Radiated Power (EIRP)
permitted in the frequency band of operation arstlia®s the most robust modulation
index.

In some cases there may also be factors otherpthnioss and the link budget that place
limits on the range. These factors may be |latatependent features or other
mechanisms built into the standard designed taropéi performance over a limited

range of path lengths. If so, indicate if theransinherent range over which the system is
optimized, as well as a range for which the sysseaperational.

4.2.1.4 Group 4: Mobility

Some smart grid applications might require relain@/ement between a transmitter and
receiver during the operation of the radio linkheTinability of the radio link to operate
successfully in situations of movement is due tayrfactors such as Doppler shift. This
section covers Medium Access Control (MAC sublayed Physical layer (PHY).
Higher layer mobility is covered in Group 12.

This metric is intended to display the mobility aehpity of the radio technology in one
or both of the two ways commonly used:

a) Maximum relative movement rate (expressed in kiltarseper hour)

b) The maximum tolerated Doppler shift (expressed ént)

Mobile devices may not be able to communicate @highest available data rates when
moving at high speeds.

4.2.1.5 Group 5: Channel / Sector Data Rates and Averagett Efficiency

Channel data rates are a frequently used metriaddd link capability. The data rates for
wireless technologies can span several orders ghituale from a few bits per second up
to several megabits per second, but so too canreagents for different smart grid
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applications. Unless the conditions under whiehdhta rates are determined are fully
described and understood, channel data rate vedueBe misleading when used for
comparative analysis. Additional complicationgisfeom the fact that the data payload
of interest is surrounded with additional bits useg@rovide error correction, error
detection, address information, and a variety oticd information. Because of these
added bits the data payload or goodput will be iciemably less than the total number of
over-the-air (OTA) bits transmitted and receivedalghannel. In this context goodput,
as defined in section 2.2, is the term used tordesthe successful delivery of user data
bits per unit of time at the application level, kexting protocol overhead and
retransmitted data packets.

Although goodput is the metric of most interestra Smart Grid network application
perspective, most wireless standards do not spelépnel throughput or spectral
efficiency at the application layer but insteadu®on channel performance metrics at
layer 1 and layer 2 (see Figure 6). For this grthigpefore, we ask for channel data
throughput and spectral efficiency at the layel&yer 3 interface. This is consistent
with the evaluation methodology spelled out foemgational Mobile
Telecommunications-Advanced (IMT-Advanced) in Répdt-R M.2134. In Figure 6
this is noted as the MAC rate. The data througlpdtspectral efficiency at this layer
includes the overhead factors introduced at the BrYthe Data Link layer including
the MAC sublayer.

® Requirements related to technical performancéVidr-Advanced radio interfaces(s), see
http://www.itu.int/pub/R-REP-M.2134-2008/en
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Figure 6 — Layers in accordance with OSI model

For the goodput it will be necessary to add thelwead introduced in the higher layers.
These higher layer overhead factors would be qumdar for all technologies and
include:

* Payload size

* |dentity of the payload source

* Identity of the payload destination

» Security keys and encryption codes
» Error correction and detection codes
» Packet fragmentation codes

* Acknowledgements

There is also some overhead associated with esfiaigithe data transmission channel
(i.e., traffic channel) that is neither describédee nor included in the goodput
calculation. If this overhead value is availabteyill be used in the framework and
modeling tool. In addition there may be situatiargere packets are initially lost or
corrupted and must be retransmitted. In thesatsiios the data lost would further
reduce the goodput delivery rate.

It is also important to differentiate between dawkland uplink. Some radio systems
are designed with uplink and downlink data rates #ne equal in both directions,
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whereas others support asymmetric rates. DL (alsan as forward link or out-route)
represents the data transmission from the cemtnasmitter or base station (BS) to the
client device receiver. UL (also known as retunk br in-route) represents the data
transmission from the client device transmittethi® central receiver. Typically the
asymmetry is designed to provide a higher downlatk than the uplink rate. This
allows a central station or BS to take advantad@gifer antenna height and transmit
power that may not be practical on the client devic

There are several goals for the information suladitor this group. One is to get a
measure of the peak OTA channel data rate in thahdl DL direction. A second goal is
to get an assessment of the peak UL and DL chalatalrates at layer 2. The latter
value accounts for all of PHY and Data Link laygeead including: error correction,
control bits, packet headers, etc. The third go&d gain a perspective for the average
channel throughput and average channel spectralesity at the layer 1 - layer 2
interface for both the UL and DL channels.

Spectral efficiency is an important metric that sweas how much data a given system
can carry per unit of spectrum, and is typicallyegi in units of bits/s/Hz. It is highly
dependent on the channel modulation and coding'seli®ICS) being used. The
average channel data capacity or average chanedraljpefficiency is directly related to
the average MCS over the channel or sector covenage Most, if not all, of today’s
access technologies make use of adaptive modulatidrcoding to account for
differences in propagation path conditions on k lig link basis to individual user
terminals. Terminals or client devices at or rtbarcell edge would be linked with the
most robust MCS, which has relatively low speatféitiency, whereas terminals close
to the BS would generally experience a higher Sigmhloise Ratio (SNR) and thus
support a higher efficiency MCS. The average MG&dby a terminal would lie
somewhere between these two extremes. For conyaapalrposes, having an estimate
for the average MCS and ultimately the average mblagiata rate is very desirable but,
unfortunately, arriving at these values is notraightforward process as it depends on a
large number deployment-related factors. Mostes®access technologies have a
specific evaluation methodology to simulate chamesformance for typical deployment
scenarios for either indoor or various outdoor enuAlthough these evaluation
methodologies have a lot of similarities they oftewer a wide range of deployment
scenarios and require a number of parameter ignasssumptions to perform the
simulations. Since reported results will ofterbased on different sets of assumptions,
these simulations tend to be technology-specffis. hecessary therefore, to exercise care
when using information derived from these simulagifor comparative purposes.

To gain a better understanding for assessing taengi data rate and spectral efficiency
at the layer 2 - layer 3 interface resulting frdrage simulations, this group provides the
characteristics of the applicable evaluation methagly together with details regarding
the input parameters used for the simulations.

The relationship between the net cell spectratiefficy and channel / sector spectral
efficiency is dependent on the frequency reusefadtor frequency reuse of 1 they will
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be the same whereas for a reuse factortbe cell spectral efficiency will beritimes
the sector spectral efficiency.

It is anticipated that the data rate and specffigiencies reported will typically apply to
the layer 2 - layer 3 interface as described abdiviar any wireless technology, these
values are known for higher layers it should beedot

Addendum to Group 5: Provide the characteristics of the evaluation nadhagy and the
parameter assumptions for the simulations useditceaat the average channel data rate and
average spectral efficiency values in Group 5

Note: If these parameters are not applicable to gpacific technology, please provide a set @
assumptions corresponding to your technology tlewsed in your simulation

1) Base station cluster size Integer value (e.g., 19)
2) Sectors per base station Integer value (e.g., 3)

3) Frequency GHz

4) Channel bandwidth MHz

5) BS to BS spacing km

6) BS antenna pattern Omni or Azimuth in degrees and Front-to-

Back Ratio in dB

7) Base station antenna height m
8) Mobile terminal height m

9) BS antenna gain dBi
10)MS antenna gain dBi
11)BS maximum Tx power dBm
12)Mobile terminal maximum Tx power dBm

13)Number of BS (Tx)x(Rx) antennas Integer value.(€g2)

=

14)Number of MS (Tx)x(Rx) antenna

Integer value (elg2, 2x2, etc.)

15)BS noise figure

dB

16)MS noise figure

dB

17)Frequency reuse factor

Integer value

18)Duplex

FDD / H-FDD / TDD

19)If TDD, what is UL to DL channel
bandwidth ratio?

Ratio (e.g., 2to 1)

20)Active users per sector or per BS

Integer value (e.g., 10 users per sector)

21)Path loss model (specify model or
provide values for A in dB and n)

PL = Agg + 10nlogg(d); whered is in km or
COST231, WINNER I, etc.

22)Environment or terrain type

Indoor or Outdoor-urban / Outdoor-suburbar

h

Urban-Micro-cell, etc.
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23)Log-normal shadowing standard dB
deviation

24)Penetration loss (if applicable) dB

25)0Other link margins (if applicable) i.e., | dB
fast fading, interference, etc.

26) Traffic type FTP, VoIP, mixed, etc.

27)Multipath channel model and % Ped A, % Ped B, % Veh A, % Stationary,
distribution etc.

28)Number of paths Integer value

4.2.1.6 Group 6: Spectrum Utilization

This group asks for display of information on radpectrum use.
a) Public radio standard operating in unlicensed band
b) Public radio standard operating in licensed band
c) Private radio standard operating in licensed band

Some radio spectrum is license-exempt and is stearehg a wide variety of devices.
An example of this would be the 2.4 GHz Indust8Baientific and Medical (ISM) band
which is generally available anywhere in the wdmd shared among diverse radio
technologies, such as cordless phones, IEEE S2d1 Bvireless local area networks
(WLANS), IEEE Std. 802.15 personal area networksl(iding Bluetooth) devices, to
name a few.

Some spectrum is sold and licensed to individutities, such as a mobile phone service
provider, and the designated spectrum (at leastr@gional basis) is not expected to be
used by any other radio type.

d) Duplex method - It is also generally assumed thetrsgrid radios will be both
transmitting and receiving information. One metlisdd to accomplish bi-
directional transfer is time division duplexing (DPwhere uplink and downlink
packets are alternated in time. Another methdicegguency division duplexing
(FDD) where uplink and downlink packets are caroedlifferent frequencies.
With FDD, DL and UL transmissions can take placeutaneously. A third
duplexing approach is Half-duplex FDD (H-FDD). P also uses two
separate channels but does not support simultarizZioasd UL transmissions.
Some access technologies support both FDD for tedsiivhich have a
duplexing filter and H-FDD to support terminal dgss which do not have a
duplexing filter.

When TDD is supported, technologies may also sugutaptive or adjustable
DL to UL traffic flow to improve channel spectrdfieiency when traffic patterns
are highly asymmetrical. For multi-cellular deplogmts adaptive TDD requires
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9)
h)

some form of sector-to-sector and cell-to-cell $ynaization to mitigate
interference.
If TDD is supported, provide details and charastess. For example, Is adaptive
or adjustable TDD supported and what synchroninatinethods are employed?
Channel bandwidth - As with data rates, some radl$esa very small amount of
radio spectrum for their channel bandwidths (pesteafew kilohertz (kHz))
while others may use a very large swath (perhaperaemegahertz (MHz)).
Channel separation - This metric is intended torejihe separation between
channels.
Non-overlapping channels in the band
To use an example, some IEEE Std. 802.11 radioatpia the 2.4 GHz
unlicensed ISM band. Within the US there is 83132\f spectrum
available; however, there are restrictions on éliiamd emissions
(Described in Federal Communications CommissionQFUtle 47).
IEEE Std. 802.11 initially chose to use a spreatspm technology that
occupied 20 MHz of channel bandwidth. When the FAE€s and the
technology choices are combined, the result islan@ogy that has 11
operating channels defined with center carrierdfeggries separated by
5 MHz. Hence, in the 2.4 GHz band, the IEEE S02.81 technology
would be described as having 11 operating chansetmrated by 5 MHz
and three non-overlapping channels.
Support for universal frequency reuse - Most outdeestrial deployments will
use multi-sector BSs, with 3-sector BSs being tbstraommon and the
configuration most often assumed for simulatiobsiversal frequency reuse or a
reuse factor of 1 indicates that the same chararebe reused in each of the three
sectors. A reuse factor of three indicates thelh sactor is deployed with a
unique channel. This deployment configuration nexguthree times as much
spectrum as reuse 1 but will generally result Baggr immunity to sector-to-
sector and cell-to-cell interference. Although the@nnel or sector spectral
efficiency will be higher for reuse three the irase is generally not sufficient to
offset the fact that three times as much specteuraquired. The net cell spectral
efficiency, therefore, will generally be higher viiniversal frequency reuse.

4.2.1.7 Group 7: Data Frames, Packetization, and Broadigsport
This group asks for display of information on treeketization process.

A frame is defined as one unit of binary data taat be sent from one device to another
device (or set of devices) sharing the same liftke term is used to refer to data
transmitted at the Open Systems Interconnection)(@8del's Physical or Data Link
layers (layer 1 and layer 2).

A packet is defined as one unit of binary data taat be routed through a computer
network. The term is used to refer to data tratteghiat the OSI model’s network layer
(layer 3) and above.

a) What is the frame duration?
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b) What is the maximum packet size that can be seméradio frame?
c) Does the radio system support layer 2 segmentatiam the payload size

exceeds the capacity of one radio frame?

d) Are unicast, multicast, and broadcast supportee8/ifp for each)

» Unicast: unicast is a form of message transmissiogre a message is sent

from a single source to a single receiving node.

» Multicast: multicast is a form of message transioissvhere a message is
sent from a single source to a subset of all p@tlergceiving nodes. (The
mechanism for selecting the members of the subssitipart of this

definition.)

* Broadcast: broadcast is a form of message transemisdere a message is
sent from a single source to all potential recgjviodes.

4.2.2 Descriptions of Groups 8-12 Submissions

Wireless Functionality and Characteristics Matok the Identification of Smart Gric

Domain Application

Functionality / Characteristic

Measurement Unit

-

nse

2
(4

Group 8: Link Quality Optimization
a: | Diversity technique antenna, polarizatiot
space, time

b: | Beam steering Yes/No

c: | Retransmission ARQ /HARQ/ -

d: | Forward error correction technique Yes/No (if Yglgase
provide details)

e: | Interference management Yes/No (if Yes, pleq
provide details)

Group 9: Radio Performance Measurement and

Management

a: | RF frequency of operation GHz

b: | Configurable retries? Yes/No (if Yes, plea
provide details)

c: | Provision for received signal strength indication Yes/No (if Yes, please

(RSSI) provide details)

d: | Provision for packet error rate reporting Yes/Norgs, please
provide details)

Group 10: Power Management

a: | Mechanisms to reduce power consumption Yes/No€s,Ylease
provide details)

b: | Low power state support Yes/No (if Yes, plea
provide details)

Group 11: Connection Topologies
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Wireless Functionality and Characteristics Matdk the Identification of Smart Grid
Domain Application

Functionality / Characteristic Measurement Unit

a: | Point-to-point (single-hop) Yes/No (if Yes, please
provide details)

b: | Point-to-multipoint (star) Yes/No (if Yes, please
provide details)

c: | Multi-hop or multi-link Yes/No (if Yes, please

provide details)

d: | Statically configured or self-configuring multi-hop Yes/No (if Yes, pleass
provide details)

e: | Dynamic and self-configuring multi-hop network Ys/(if Yes, please
provide details)

Group 12: Connection Management

a: | Handover Yes/No (if Yes, pleassg
provide details)

b: | Media access method (if applicable) Specify (e.g.,

CSMA/CD, Token,
etc.)

c: | Multiple access methods Specify (e.g., CDMA,
OFDMA, etc.)

d: | Discovery Yes/No (if Yes, pleassg
provide details)

e: | Association Yes/No (if Yes, pleassg

provide details)

4.2.2.1 Group 8: Link Quality Optimization

Radio systems can use a variety of techniquespoowve the likelihood a transmitted
packet will be successfully received. The mostihmental technique is to have the
receiving radio send an acknowledgement back tarémsmitting station. If the
acknowledgement is not received, then the tranemitill try again (up to some limit of
retries). This is called link layer Automatic RapeeQuest (ARQ). Other techniques
seek to improve the SNR at the receiver. Thedetques include diversity, advanced
antenna systems such as beam steering, and foewarccorrection.

Interference can also impact link performance. @astel Interference (CCI) can be
caused by interference (Intra-operator interfergfroen adjacent sectors or other BSs in
close proximity to the transmission link of interesdjacent channel interference may
arise from systems operating in adjacent frequéacyls (inter-operator interference).
With shared spectrum, as would be the case inemded bands, CCI can also arise from
other wireless networks operating in the same ggabgcal region. Some wireless
systems have the capability of detecting and e#kierding or at least mitigating the
impact of interfering signals to enhance Signdhterference plus Noise Ratio (SINR).
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4.2.2.2 Group 9: Radio Performance Measurement and Manageme

This group is used to indicate what the radio tetbgy provides to an administrator to
assist in link assessment. Most radio systemsmdigadly and autonomously assess their
environment and adjust to optimize performancem@&ones it is useful for a network
administrator to monitor behavior to determineriblgems exist that are impeding
performance or perhaps make manual selectionsriigtt indeed improve radio
performance beyond what might be achieved autonsiyou

4.2.2.3 Group 10: Power Management

Radio devices may not be directly powered by mpower supply and may be required
to “run off” a battery that is seldom, if ever, cged. The intentis to capture
information on techniques that the radio technolbgy defined that can be used to
reduce power consumption.

4.2.2.4 Group 11: Connection Topologies

Radio systems may be designed and configured toneser more connection
topologies. A common topology is the star or pdmmultipoint topology as illustrated
in Figure 7. This topology is common in today’sbite (cellular) and fixed local area
and wide area networks and can be expected tonbeety used topology in Smart Grid
networks.

Base
Station
9[{& —“._' "

Star or Point-to-Multipoint Topology

Figure 7 - Star or point-to-multipoint topology

Other wireless topologies that may be present iarS@rid communication networks
include the following:
a) Single-hop network: Also known as point-to-poesingle-hop network is one
in which devices can only communicate with eacleothrectly, e.g., over a
single link (hop), and do not have the capabilitydrward traffic on each other’s
behalf.
b) Multi-hop network: A multi-hop network is one inhich devices have the
capability to forward traffic on each other’s bdtaid can thus communicate
along paths composed of multiple links (hops).
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A multi-hop network can take two forms. One fosraidaisy chain of
links (hops) that consists of a number of seridhodem connected
devices. This could serve to extend the reachehetwork beyond the
reach of an individual link. An example of thislisistrated on the left
side of Figure 8. The other form of a multi-hogvnerk is to form a tree
or mesh topology. This could serve to provide emtinity to a number of
devices located in a common geographic area, famele a number of
AMI meters located in a neighborhood. An examplths is illustrated
on the right of Figure 8. It should be noted ia #&xample network
diagram (Figure 8) that the two forms could be comd to extend the
reach of the backhaul link to a mesh network.

I.  Statically configured multi-hop network: A multep network can
be statically configured, such that each node'w#éoding
decisions are dictated by its pre-configured fooirag table.

i. ~ Dynamic and self-configuring multi-hop network: multi-hop
network can be dynamic and self-configuring, suet hetwork
devices have the ability to discover (multi-hopwarding paths
in the network and make their own forwarding dexisibased on
various pre-configured constraints and requirements, lowest
delay or highest throughput. This is a typicalrelseristic of
current AMI mesh networks.

Daisy chain Topology

4+
////”'/,Eﬁ:,

A : |
b ‘ | l
|

A
Mesh Topology

Figure 8 - Network diagram showing two types of mui-hop networks

4.2.2.5 Group 12: Connection Management
This group is intended to capture the capabilpieided to initiate and maintain radio
connectivity.

Handover

Media access method, if applicable (e.g., CSMA/Taken, etc.)

Multiple access method (e.g., CDMA, OFDMA, etc.)

Discovery: The ability for the stations to discoasmilable APs / routers / BSs in
the area.

e. Association: Once authentication has completetipgtacan associate (register)
with an Access Point (AP) / router / BS to gairl &dcess to the network. The

oo
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4.2.3 Descriptions of Groups 13-17 Submissions

association is binding between the terminal ontlend an AP such that all
packets from and to the client are forwarded thhotlngit AP. Association
typically involves the exchange of a small numbigpackets.

Wireless Functionality and Characteristics Mataxk the Identification of Smart Grid
Domain Application

Functionality / Characteristic Measurement Unit
Group 13: QoS and Traffic Prioritization
a: | Radio queue priority Yes/No (if Yes,
please provide
details)
b: | Pass-thru data tagging Yes/No (if Yes,
please provide
details)
c: | Traffic priority Yes/No (if Yes,
please provide
details)
Group 14: Location Based Technologies
a: | Location awareness (X,y,z coordinates) Yes/No é$Y
please provide
details)
b: | Ranging (distance reporting) Yes/No (if Yes,
please provide
details)
Group 15: Security and Security Management
a: | Encryption Algorithms
supported, AES Key
length, etc.
b: | Authentication Yes/No (if Yes,
please provide
details)
c: | Replay protection Yes/No (if Yes,
please provide
details)
d: | Key exchange Protocols supported
e: | Rogue node detection Yes/No (if Yes,
please provide
details)
Group 16: Unique Device Identification
a: | MAC address Yes/No (if Yes,
please provide
details)
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Wireless Functionality and Characteristics Matdk the Identification of Smart Grid

Domain Application

Functionality / Characteristic Measurement Unit

b: | Subscriber identity module (SIM) card Yes/No (ifsye

please provide

details)

c: | Other identity Specify

Group 17: Technology Specification Source

a: | Base standard SDO SDO name

b: | Profiling and application organizations Associatidrorum
Name

4.2.3.1 Group 13: QoS and Traffic Prioritization

Quality of Service (QoS) is a term that is useddecribe a technology’s ability to
provide differentiated levels of performance teesetd types of traffic. QoS can be
viewed as an end-to-end requirement, but some sgiems assist in the process by
supporting QoS between radio nodes. Generallyithi@ves the ability to tag different
data packets to establish a range of packet-pesriionsistent with the type of
information carried by the packet. QoS can be tiget priorities on data packets to
ensure that there is sufficient bandwidth and jittat, latency, and packet error rates are
consistent with that required for satisfactory parfance for the traffic type carried by
the packet, whether it is voice, data, or streamidgo.

Traffic categories fall into two generic types:
» real time - describing services that are sensitvatency, jitter, and require a
Guaranteed Bit Rate (GBR) for satisfactory perfaroga and
* non-real time - for services that are much morersoit to variations in latency,
jitter, and data rate.
Additionally, a Maximum Bit Rate (MBR) may also eposed with any traffic type to
prevent over-subscription by a single user or aptibn.
Examples of real time or GBR services include:
* T1/E1leased line
» Voice with or without silence suppression
* Videoconferencing
* Real time gaming
» Streaming video or audio
Examples of non-real time or non-GBR servideslude:
* |P Multimedia Subsystem (IMS) signaling and unigasiting
» Buffered video or audio
» Other services such as: web browsing, E-mail tfdasfers (FTP), etc.,

This group is used to capture information regardihegcapabilities for managing traffic
priorities and supporting QoS. An important meisithe number of priority levels that
are supported for either real time (or GBR) or mealtime (non-GBR) traffic.

" Best effort is a term often used to describe sesvin this category.
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a. Radio queue priority refers to the ability of radiodes to prioritize packets that
are queued for transmission.

b. Pass-thru data tagging refers to the ability todfer successfully packets that use
a class of service priority tag, such as thosendefby IEEE Std. 802.1p / 802.1Q

c. Traffic priority refers to the ability of radio sigsns to use high level priority.

4.2.3.2 Group 14: Location Based Technologies

Radio systems that provide information about tlwation can be helpful. One common
form of location information would provide threeatiénsional information regarding
position, such as that provided via Global PositigrBystem (GPS) coordinates. Some
technologies rebroadcast GPS ephemeris and alnraaaassisted GPS channel in
order to reduce acquisition time for the GPS rezreilAn alternate form would provide
range information such that when the absolute iocaif every node is not known; if the
location of one radio device was known, then atlé@e distance between the nodes
could be provided.

4.2.3.3 Group 15: Security and Security Management

Ensuring that smart grid data is transferred ségise high priority. As with other
entries such as QoS there are options to applyiseaweasures at multiple layers in the
communications OSI model. This group focuses diong provided by the radio system
at layer 1 (PHY) and layer 2 (MAC).

4.2.3.4 Group 16: Unique Device Identification

It is desired that each radio node be directlytifiable and addressable. This requires
that each device have a unique identification seheihere is more than one way to
accomplish this. The information provided will id#y the unique identification scheme
offered.

4.2.3.5 Group 17: Technology Specification Source

The intent is to provide information about the Sb@t developed and maintains the
radio technology, plus identify who provided thé&mmation contained in the matrix.
Also, in some cases the base standard sourceasgeadsy a compatriot organization that
provides additional support including specificaar applications that operate above
layer 2. The supporting organizations may alseidecertification of specification
compliance, interoperability and performance.

4.2.4 Group 18: Wireless Functionality not Specified lgrlards

We asked the SDOs to provide ranges of valuehéset parameters which are generally
not directly specified in the standard and willkeoftoe vendor-specific. Since these
parameters play a key role in determining wirefgm$ormance, it is incumbent on the
utility companies to work with their vendors to getre accurate values for these
parameters.

The ranges provided are typical (not exhaustivetan the experiences of the SDO
community that has provided them.

8 NISTIR 7628 Volumes 1 and 2
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Wireless Functionality and Characteristics Mataxk the Identification of Smart Grid
Domain Application
Functionality / Characteristic

Measurement Unit

Rx sensitivity dBm
Base station Tx peak power dBm
Subscriber station / user terminal Tx peak power Bmd
Base station antenna gain dBi
Subscriber station / user terminal antenna gain i dB
Receiver thermal noise floor dBm/Hz

Following is a list of additional characteristitsmt are needed to fully characterize the
performance of the radio in a typical operatingiemmment.

* RXx sensitivity - Receiver sensitivity may be specifas a minimum capability
required by the SDO in the technology specificatidechnology
implementations may provide much greater sengitivian the minimum, so the
intent is to capture a typical value that is usadlie operating point calculations.

» Base station Tx peak power — Transmission peak ptiwtae antenna is needed
for range calculations as well. Some technologpeify only a regulatory limit
or allow for a number of options. The Tx powetltd devices under
consideration for the operating point calculatioeeds to be specified.

» Subscriber station (SS) / user terminal Tx peakgyowTypical transmission peak
powers delivered to the antenna for different tsemninals are needed for range
calculations as well.

» Base station antenna gain — BS antenna gain iy iz of a technical radio
standard, but is a critical component of link budggculations.

» SS/user terminal antenna gain — Terminal antgaires are rarely part of a radio
standard and will also vary with the type of teratinWhere applicable provide
typical antenna gains for different types of terafsn

* Thermal noise floor — Thermal noise floor is muikle receiver sensitivity. There
might be a minimal specification for noise flooguéred by the SDO in the
technology specification. Technology implementagionay provide a much
lower noise floor than the minimum, so the intenta capture a typical value that
is used for the operating point calculations.

Although not specifically requested for in the daipies matrix, the modulation and
coding scheme is relevant for fully assessing #réopmance of the wireless
technologies. We encourage the utility comparoesdrk with their vendors to get the
information regarding the modulation and codingesohs used by the corresponding
technology.

Modulation is a method used to encode digital ibiis a radio signal. There are dozens
of different types of modulation technologies enyeld in wireless technologies.
Modulation technologies are typically associatethwin acronym. Acronyms that are
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commonly encountered include BPSK (binary phask k#y), FSK (frequency shift

key), QAM (quadrature amplitude modulation) andefezof variations on these themes.
Simple modulation schemes convey one bit per timewhile high order modulation
schemes can convey multiple bits per time unianEmission physics require that a
relatively high signal to noise ratio exist at tieeeiver to enable low error decoding.
Since entire books are dedicated to the topis, bt appropriate for this guideline to try
and identify or describe modulation options in deta

Similarly, there are a wide variety of coding sclesrfor forward error correction (FEC),
which are used to detect and correct errors indudtging transmission and reception.
FEC adds bits to the transmitted data stream teaised by the receiver, in a carefully
engineered algorithm, to determine if there wenrgemors in the reception and correct
those errors if possible. There are numerous wagsnstruct the code and algorithms
and a technical description of all the optionsussile the scope of this guideline.

A transmission is comprised of a combination of mation and coding. Each
combination of a modulation and coding is refetieeds a modulation and coding
scheme (MCS). One wireless technology may hawe aféw such combinatorial
options while another may have hundreds.

The reason for having options is to provide thesless technology with a means to
dynamically adapt the transmission in order optérgpodput under changing radio
environments. This wireless dynamic is referredddink adaptation or adaptive
modulation and coding.

For example, high order modulation schemes su@@AM require a significant
signal to noise ratio in order to deliver packetaraacceptable packet error rate. If the
signal strength falls, then the wireless systends¢e choose a different combination of
modulation and error correction to reduce packetrerand maintain the radio link.

4.3 Wireless Technology / Standard Submissions
Responses have been received for the followingliesnof wireless access technologies /
standards:
e ITU-T G.9959 (Z-Wave®)
IG Band
IEEE Std. 802.11™ family
IEEE Std. 802.15.4™
IEEE Std. 802.16™ family (WiIMAX® / WIiGRID™)
GSM® Enhanced Data rates for GSM Evolution (EDGE)
CDMA2000® 1x, High Rate Packet Data (HRPD) / EVD@l &xtended Cell
High Rate Packet Data (xHRPD)
 UTRAN (W-CDMA) and Evolved High-Speed Packet Acc4SPA+)
 E-UTRAN (Long Term Evolution (LTE™))
» Fixed Satellite Services (FSS) and Mobile SateBigevices (MSS)
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Table 3 contains a more detailed listing of thensittied wireless technologies along with

the sub-network for which it was designated for grged usage and the type of
spectrum specified (i.e., licensed or unlicenseblath). Table 3 also indicates which
technologies are assessed in section 6.7 for ngeStnetwork requirements. The
framework and modeling tool used for this assessimsdimited to terrestrially-based
outdoor-located BSs with a PMP topology operatm@féquency bands from 700 MHz

to 6000 MHz.
Table 3: Listing of wireless technologies submitted
Wireless Technology Sub-network| Assessed| Licensed
(submitted) | in (L) or
section | Unlicensed
6.7 (UL)
Spectrum
ITU-T G.9959 and -Wave wireles: HAN UL
technologies
IG Band (45 MHz - 47C MHz) NAN, WAN L
IEEE Std.802.1: HAN, FAN ° UL
IEEE Std.802.11al- Indooi / Outdoo HAN, FAN,
NAN ° UL
IEEE Std.802.111 HAN, FAN ° UL
IEEE Std. 802.11: HAN, FAN ° UL
IEEE Std.802.15.4 HAN, FAN,
NAN ° L, UL
IEEE Std.802.1¢-201z / WIMAX WAN, FAN, ° L, UL
NAN
IEEE Std.802.1¢.1-2012 WiMAX 2 WAN, FAN, . L, UL
NAN
IEEE Std.802.1¢le-b / WIGRID WAN, FAN, ° L, UL
NAN
GSM/ EDGE Radio Access Network (GERA | WAN ° L
cdma2000 1 WAN . L
cdma2000 High Rate Packet Data (HF/ EV- | WAN ° L
DO)
Extended High Rate Packet Data (xHR WAN ° L
Universal Terrestrial Radio AcceNetwork WAN ° L
(UTRAN) (a.k.a. Wideband CDMA (W-
CDMA))
Evolved Higl-Speed Packet Access (HSP. WAN ° L
Evolved Universal Terrestrial Radio Acce WAN ° L
Network (E-UTRAN) (a.k.a. Long Term
Evolution (LTE))
Mobile Satellite ServiceMSS) in L / S-Banc WAN L
Fixec/ Mobile Satellite ServiceFSS/MSS)in | WAN L

Ku/Ka-band
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5 Modeling and Evaluation Approach

Determining an assessment method for evaluatinghgha wireless technology can
satisfy the smart grid user applications’ requiratags a daunting task, especially given
that there are many possible physical deploymetibmg for smart grid devices and
facilities, many wireless technology standards, amcertainty in anticipating future
needs.

Some wireless technologies are a part of a laygges, while others are complete
communication networks. For example, wirelessnetdgies developed by many IEEE
802 working groups consider mostly the MAC sublaymd PHY. In many such cases,
other non-IEEE specifications are used as the lodsicomplete network specification.
For example, the WiIMAX Forum provides complete ¢éogbnd specifications for fixed
and mobile networks based on the IEEE Std. 802Lil&ewise, the Universal Mobile
Telecommunications System (UMTS) is a complete fedlaind wireless) network
system. For many reasons, including the diffesogpe of the basic specifications,
comparing wireless technologies is a daunting 8802 assesses different wireless
technologies and provides tools and guidelinestp tdetermine to what extent they can
satisfy smart grid use case requirements but PARIDRot attempt to rank the various
wireless technologies relative to each other.

5.1 Assessment of Wireless Technologies with Respestiart Grid Requirements
The following assessment approach should be comrsides an example, not the
approach that must be used. Options are discassbhdw the assessment can be refined
by techniques further described and detailed mdkction’s subsections.

The two main tasks are:
1) Perform an initial screening of the wireless tedbg®s against the smart grid
business functional and volumetric requirements and
2) Perform refinements to the initial screening using or a combination of the
following:
* Mathematical models
* Simulation models
» Testbeds (lab and in the field)

5.1.1 Initial Screening

The initial screening (technology assessment) setb@n the smart grid user
applications’ requirements in section 3.4 and tiveless functionality and characteristics
matrix in section 4. For example, a smart grigiplecation’s requirement for reliability
should be related to the wireless technology’slakdity to establish and maintain a
communication link with an acceptable error rdté&kewise, smart grid requirements for
range, data capacity, and latency must be considenen selecting technologies for
further evaluation. One can use the results foenritial assessment provided in section
4 to determine whether a given wireless technokigyuld be further considered for use
in a particular network segment in a large scalarsgrid communications network
deployment. In making the wireless assessmeigvéry important to carefully consider
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the differences in baseline assumptions used &diffierent wireless technologies to
arrive at the values entered into the matrix.

5.1.2 Refinements to Initial Screening
After the initial screening, the next step is thme the assessment using other methods
(i.e., mathematical models, simulations modeldestbeds).

5.1.2.1 Mathematical Models

These types of models require creating mathematiodke! representations that
approximate the characteristics of the system @gstjon (e.g., the smart grid).
Mathematical models are often based on a combmafianalytical and empirical
technigues. These models can be simplistic inghaint data volumetrics are aggregated
to singular values, or events are treated as iddaliinputs into the models, or data
volumetrics represented as inputs based on pratxedil Mathematical models usually
take less time to produce results than simulatiodets, but there are some limitations to
what some of the simpler mathematical models caq@ately model.

5.1.2.2 Simulation Models

Simulation models attempt to account for more efékient occurrence variability than
was described in the mathematical model discusshone. Since they take into account
a greater number of variables, simulation modetspravide more realistic results than
mathematical models, which often require simplifyassumptions to make them
tractable. As was shown in section 4, group 5ufation models take into account a
large number of deployment and equipment paramesstdting in results that are
technology-specific making it difficult to make acate comparisons. Although it would
be desirable to have commonly accepted simulatiodetapplicable to all of the
wireless technologies, the development of such @emweould be a complex and time-
consuming process that is beyond the scope ofdpmt.

5.1.2.3 Testbeds

Usually, neither mathematical or simulation moggkts are able to capture all of the
details of a proposed network deployment (e.g.ui@te channel models are difficult to
obtain without direct measurement of the deploynegwvironment). Using testbeds (in
the lab and, preferably, in the field) can prowaey accurate results; however, this
method requires significant time, effort, and reses to produce results. Testbed results
may also be provided as feedback to mathematichsmmulation models to further
validate or enhance the results.

5.1.2.4 Network Design

The key for network design is to understand anthdehe network’s system design
goals. Designing a network system to support tleeage data requirements is one
design concept, which tends to result in undergihesl and built networks. Another
concept is to design network systems that can bahdlabsolute worst case imaginable,
which tends to result in over designed and buifivoeks. Again the key is to establish a
goal of the network and of the individual elemesms threads of that network so that it
will handle the heaviest expected (combined) buatgts with an acceptable level of
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failure. For example, in the old telephone truekign days, one would specify the
number of voice trunks necessary to carry the Imasy traffic with an acceptable level
of failure (2 % failure, 5 % failure, etc.). Thigen leads to two questions that the
network designers and implementers need to addvesaye not answered in this
guideline:
1) What is this highest level of traffic that mustdmommodated over a specified
burst period(s)?

a. The methods for determining this will be highly dagent on the
individual utility operational modes and the aggttegl data that will flow
through a particular network link or thread. Asuyean imagine, this will
vary greatly from utility to utility and with thepology / technology used
to construct the network threads.

2) What is an acceptable level of overloading theseatits that will result in failure
to deliver the data within the required latency amdgrity constraints?

a. This will depend on multiple factors, including tla@ency and integrity
requirements of the system or application, buffggapabilities to buffer
overflow traffic, and how error recovery is accompéd.

The utilities will need to implement systems that gatisfy the needs of that specific
utility (i.e., one size does not fit all). So thetwork designers will need to find a way to
project and predict the real temporal (and spategjpirements of the data flows (for the
utility, application, or operating mode in quesdi@md then select and implement
technologies and topologies that will provide tleeded capacity, reliability, security,
cost effectiveness, etc.

A general modeling framework was developed by thB@2 working group and it is
described in section 5.2.

5.2 Modeling Framework

The goal of the development process is to prodoanalytical structure that is flexible
enough to enable users to employ a variety of nioglééchniques that can be used with
virtually any proposed wireless technology. Thafework’s main components are a
MAC sublayer model, a PHY model, a module thatqgrent coverage analysis, a
channel propagation model, and a model for multipks (multi-link). The overall
structure of the model is shown in Figure 9. Téleoving subsections discuss each of
these components and explain how they interact @dtih other and operate within the
larger analytical framework.
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Figure 9 - Wireless modeling framework building dke
5.2.1 Channel Propagation or Path Loss Models

Channel propagation or path loss models provideans for characterizing how
different wireless deployment environments impacb@amunications signal propagating
along the wireless path between a transmitter aceiver. Since the attenuation of the
transmitted signal directly impacts the signal éise ratio at the receiver, it is the
characteristic of greatest interest to the wiretmsamunications designer. Other
important characteristics are shadow fading, ssele or fast fading, and penetration
loss.

Signal attenuation is modeled through the quaktigwn as the path loss. It is important
to recognize that a single path loss model cannityt describe or predict path loss
characteristics for all possible scenarios. Opsgdtequency and the characteristics of
the deployment environment such as indoor, outdgban, suburban, or rural; must be
taken into consideration along with the locatiorraf transmitter and receiver antennas
relative to the obstacles that are likely to beoaimtered along the propagation path. In
this section we look at various channel or patB loedels that can be considered to
predict path loss for terrestrial wireless networks
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5.2.1.1 Generic Path Loss Model

The path loss quantity, PL, models the attenuaifdhe signal in terms of the fraction of
the received power to the transmitted power medsairéhe antennas. The deterministic
component of the path loss, RIs a function of the path distanck,in meters between
the transmitter and the receiver. The widely atamodel in the wireless propagation
community predicts an exponential attenuation fasetion of distance according to a
path loss exponenty. In non-line of sight environments, however, degree of
exponential fading increasesrtpafter a certain breakpoint distandg, The breakpoint
path loss model below (shown on a dB scale) captiis relationship:

10n, log,, (d/d,), d<d,

PL, s (d) = PLogs + ’
ddB 0,dB 1m0 Ioglo (dl /dO) +1ml IOgJ_O (d /dl)’ d> dl

whered;, in meters, is the breakpoint where the path éag®nent changes frong to ny,
and Plg g5 is the reference path lossdgt= 1 m, given by the following equation:

PLy = 20logo(2ndy/ A); wherel = wavelength in meters

The random component of the path loss,(BE Xs 4+ Xt ds) iS composed from two
terms. The first term, g, is referred to as shadow fading. It represdrggeviation of
the signal from its predicted deterministic mode¢ do the presence of large obstructions
in the wireless path. Obstructions may be builgiagcars in the outdoor environment or
partitions or furniture in indoor environments. €Ble objects have varying size, shape,
and material properties which affect the signalifferent ways. Xqgis modeled as a
zero mean Gaussian random variable with standasdta®, g; in dB, a log-normal
distribution. The second term; g%, is referred to as small-scale or fast fading. It
represents the deviation of the signal due to thkegmce of smaller obstructions in the
path which cause scattering of the signal or mattip These signals then constructively
and destructively recombine at the receiver.cat be modeled as a unit-mean gamma-
distributed random variable with varianceni{{vheremis the Nakagami fading
parameted and %4z = 10 logo(X; ). The shadow fading and small-scale fading are
assumed to be constant during the transmissiorfrafree, mutually independent, and
independent of the fading occurring on other linkkie complete path loss model,
including both deterministic and random componestgjven by:

PLig = Plg,gg + Xsag + Xtdg = Pla,ag + Pli.ds

Figure 10 shows an example of the path loss modedated from actual measured data
points. The deterministic component in red isdithe blue data points collected in an
indoor-to-indoor residential environment at a cefitequencyf. = 5000 MHz (5 GHz).

° Small-scale or fast fading is also often modeted &ayleigh distribution in non-line of sight
environments or Rician when a dominant signal ésent.
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The deviation of the data points from the lineeef$ the contribution of the random
component.
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Figure 10 - Breakpoint path loss model for indoor-b-indoor residential environment
at f. = 5000 MHz

5.2.1.2 Indoor Path Loss Models

Assessing wireless performance in indoor environssnmportant for Smart Grid

HANs which will generally operate in one or bothtloé license-exempt frequency bands
at either 2400 MHz or 5000 MHz (2.4 GHz or 5 GH#).addition to the HAN, a

wireless solution may also be considered for aggnmeg data from basement or ground
level meter clusters in multiple dwelling units ahén via an indoor-to-indoor path,
provide a means for connecting to individual HANsimulti-story building to complete
the end-to-end HAN-to-utility communication link.

As compared to outdoor networks, indoor networksSimart Grid are characterized by:
» Shorter distances: Typically less than 100 meters
* Maximum BS or AP antenna heights constrained byncgheights: Typically
3 m to 5 m for office environments and 2.5 m to $wmesidential environments.
* Lower antenna gains and lower transmit power taenEIRP is in compliance
with FCC human exposure safety requirem&iej: Must be < 1 mWi/crfor f
> 1500 MHz and < f/1500 mW/chfior 0.30 MHz < f < 1500 MHz (see Figure
11). For unlicensed spectrum, FCC Part 15.247ifspea maximum EIRP of
+30 dBm (1 watt)"

ORF exposure considerations are necessary whenmanlarations are subject to accessibility by

members of the public.
1 Commercially available off-the-shelf APs have EfRPRat generally fall in the range of 200 mW to 300
mW well below the 1 watt allowed.
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* The use of license-exempt ISM bands for indoor esnuill be subject to
interference from other applications in close pmuky; microwave ovens, garage
door openers, cordless phones, private WiFi netsyatc.

Smart Grid deployment requirements for indoor ledaBSs are:
* Indoor BS or AP: 0.5 meters to 5 meters above baseline
* Indoor SSs/ Terminals:0.5 meters to 5 meters above baseline
» Special Situations:Basement to customer connections (HANS) in muitele
residential and commercial buildings. This wowdduire installations that favor
upward directing antennas beams.

RF Exposure Levels

(with EPA-recommended reflection allowance)
_ 100
E ——— EIRP = 60 dBm
~
g 10 ——— EIRP = 50 dBm
-y EIRP = 40 dBm
7} !
g 01 - EIRP = 30 dBm
g EIRP = 25 dBm
[=}
& 00 = === 6000 MHz Limit

01 1.0 100~ — 700 MHz Limit

Distance from Antenna in meters

Figure 11 - RF exposure limits and EIRP

5.2.1.2.1 ITU-R M.1225 Indoor Model

The ITU-R M.1225 recommendation [7] was developmdlie purposes of evaluating
technologies for IMT-2008 in one of the 2000 MHz bands. The indoor modékised
on the COST231 indoor model. The ITU-R M.1225 anatrincludes an unspecified
number of walls or partitions in an office envirommt and a term to specifically account
for floor loss. Since the formulation is desigried2000 MHz, there is no frequency
dependent term. The assumed antenna height f{&She 1.5 m. The formulation for
non-LoS indoor path loss is:

[(ne+2)/(np+1) —0.46]

PL =37 +30log;(d) +18.3n,

where
d = path length in meters, 3c< 100

12|MT (International Mobile Telecommunications) -ZDi the global standard for third generation (3G)
wireless communications as defined by the Inteonati Telecommunications Union.
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n: = number of floors

In applying this model, the ITU-R M.1225 recommeth@iowance for shadow fading is
12 dB, a relatively large number.

The COST231 indoor model on which the ITU-R M.122&del is based is more general
and has the form:

PL = PLg + Lo + an Ly, + Lfn][("f +2)/(ny +1) 2]

where:

PLss = Free space loss

L. = A constant, normally set to 37 dB

ny = Number of penetrated walls

Lw = Loss per wall (3.4 dB for plasterboard intenwalls and 6.9 dB for concrete or
brick walls)

Lt = Loss between floors (18.3 dB assumed for tyméiate environment)

n: = Number of penetrated floors

b = Empirically-derived parameter

The expression for the free space path loss is\dwe
PL¢s = 20logo(4nd/)) = 20logo(d) + 20logo(f) — 27.56 dB;

where:
d is path length in meters and
fis frequency in MHz

5.2.1.2.2 WINNER Il Indoor Model

The WINNER 11 Indoor Model is defined for an indoaffice building environment in
which the BSs or APs are installed in corridorgsariBmissions from corridor to specific
offices represent the non-LoS case. The modedsedbon measured data primarily at
2000 MHz and 5000 MHz. The formulation, which @ns$ terms specifically for
penetration through walls and floors, is:

PL = 43.8 +36.8log;o(d) + 20log;o(f/5000) + X + [17 + 4(n; —1)]

where:

d = path length in meters, 3 md< 100 m, and

f = frequency in MHz from 2000 MHz to 6000 MHz

n: > 0 is number of floors

ny is number of walls the signal must pass through

X =5(w— 1) for light walls and 12, - 1) for heavy walls.

At 2000 MHz the WINNER Il expression becomes:
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PL = 35.8+36.8log;o(d) +X + [17 +4(n; —1)]

The recommended allowance for shadow fading weghMiHNNER Il indoor model is
4 dB.

WINNER Il also provides a variation to the model foom-to-room transmissions. It is
given by:

PL = PL;s +X + [17 + 4(n; — 1)]

where:
X = 5n,, dB for light walls and 12, dB for heavy walls; and
ny = the number of walls intersected by the signal.

This formulation does not have a specific termdooant for excess loss due to clutter
loss or shadowing, but recommended allowance fadel fading is 6 dB for light walls
and 8 dB for heavy walls.

5.2.1.2.3 ITU-R M.2135-1 Indoor Model

The test environment described for which the ITBAR135-1 indoor model applies is a
single floor in a building with 16 rooms and a ldmagl, 120 meters long and 20 meters
wide. The formulation for the ITU-R M.2135-1 indamodel is:

PL =11.5 + 43.3logy(d) + 20logo(f/1000)

where:

d = path length in meters, 10 nd< 150 m, and

f = frequency in MHz from 2000 MHz to 6000 MHz

The path loss formulation has a higher loss dep@yden distance which can be
explained by the number of wall penetrations calitedn the described test environment.
The expression is considered valid for AP antereghts from 3 m to 6 m and SS
heights from 1 m to 2.5 m. Shadow fading of 4 dBBeécommended in the ITU-R
M.2135-1 testing methodology.

5.2.1.2.4 NIST PAP02-Task 6 Model

NIST conducted studies for indoor-to-indoor, outdtmoutdoor, and outdoor-to-indoor
propagation path3[8][9]. In all cases the formulation presentedéttion 5.2.1.1 was
fitted to the measured data, namely:

PLy=PLg+ 10/7d0910(d0’0) for d< d;
PLy=PLg+ 10/7d0910(d1/0’0) + 10m|0g10(070’1) for d> d;

13 See alsdnttp://www-x.antd.nist.gov/uwkor more measurement details
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In the following non-LoS deployment scenarios fadtaor-to-indoord, is assumed to be
1 m and the remaining parameters are shown inabé&®*. The results, using the

above formulations, are plotted in Figure 12.

Table 4. Parameters for indoor-to-indoor non-LoS d@loyment scenarios

PLO d1 (9]
2400 MHz (dB) No (m) N, (dB)
Residential 12.5 4.2 11.0 7.6 3.0
Office 26.8 4.2 10.0 8.7 3.7
Industrial 29.4 3.4 1.0 3.4 6.3
Cinder Block 9.1 6.9 1.0 6.9 6.7
PLO d]_ (g
5000 MHz dB No (m) n; (dB)
Residential 20.2 4.4 11.0 7.4 3.3
Office 26.0 4.3 10.0 10.1 4.0
Industrial 27.5 3.7 1.0 3.7 6.7
Cinder Block 7.8 7.3 1.0 7.3 7.7
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Figure 12 - Results for PAP02 Task 6 non-LoS indoamodel

Many of the measurements for the PAP02 Task 6 meded taken with transmitters and
receivers located in hallways with measurementadists ranging from 5 m to 45 m. The
graphs in Figure 12, therefore, are limited to3ha to 45 m range and assume the
greater of free space loss or model-predicted lpathto eliminate the impact of wave-
guiding affects with hallway measurements.

5.2.1.2.5 Indoor Model Comparison
With the exception of the NIST PAP0O2 — Task 6 Motlet other three models are based
on an office environment. The configurations uaedhe basis for the models differ thus

¥ The table in the cited reference only accountefmess path loss, the value 2 is added to thelpsgh
exponents in this case to provide a formulatiorntdtel path loss.
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resulting in significant differences in the patld@redictions. The first difference to
notice is the loss dependency relative to distaraseging from 30 dB per decade for the
ITU-R M.1225 model to 43.3 dB per decade for thg4R M.2135-1 model and up to
87 dB per decade for the PAP02-Task 6 Office Mdoletl > 10 m.

The WINNER Il and ITU-R M.2135-1 indoor path lossdels both assume that
penetration losses between 2000 MHz and 6000 Melmdependent of frequency.
Since these models are based on measurement @@0aliHz and 5000 MHz, this
conclusion suggests that the indoor penetratioseare dominated by loss due to
reflections as opposed to absorption losses imwiematerial. Except for the residential
case, the PAP0O2 — Task 6 model does predict aaaserin excess loss with increased
frequency as indicated by the increase in the pat@mm at 5000 MHz.

The four indoor models are compared at 2000 MHzigure 13. The plot for the
WINNER Il model is for corridor-to-room with a silgglight wall penetration. As a
point of reference, the dashed line representfr¢ieespace path loss.

Indoor Model Comparison
2000/2400 MHz (PAP2)

120 ~
110
m 100
ap 4 e P AP 2 Task 6
80 e \N INNER I

70 +

ITU-R M.1225

PathLoss ind

60

50 +

40 +— ! ] o= e= FreeSpacePL
1 10 100

ITU-R M.2135-1

Path Length in meters
Figure 13 - Comparison of four indoor path loss modls for office environment

Indoor path loss models will play a key role in emage analysis for HANs and, although
these models are based on office environments,cdieye applied to residential
environments using the predicted penetration losight walls: 3.9 dB (COST231) to
5.0 dB (WINNER II) per wall.

5.2.1.2.6 Modeling Floor-to-Floor Penetration Losses in Meltel Buildings

Meeting the challenge of connecting basement-ldcateter clusters to individual
households and businesses in multi-level apartar@shbffice buildings is of great
interest to utilities. Getting a reasonably acteiediction for floor-to-floor penetration
loss is essential for assessing the performandtations for this use case.

Table 5 compares floor loss between the ITU and MER |l indoor models and

measurement data at 1900 MHz for three commerffiaeduildings [10][11]. The
measured data includes, in parenthesis, the shdéaration for the multiple
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measurements done in conducting the tests. Alththuweye are differences between these
and other floor loss projections found in the &tere, most likely attributable to the

varied design and materials in the buildings usedHe measurements, they all predict a
higher attenuation for the first floor penetrateomd a lower attenuation for additional
floors. The data for building #3 in fact showeduwally no change in loss after the first
floor penetration. The measurement results shovilrable 5 also indicate a reduced
spread in the collected data with increased fl@rgprations. Unfortunately no
measurement data could be found for buildings beéywe (5) stories.

The spread in the predictions between the two ingath loss models for multiple floor
penetrations is significant. Comparing the modedftions with the measured data at
1900 MHz suggests that a better estimate for path@trioss beyond the first few floors
lies somewhere between what the two models predict.

Table 5: Comparison of floor loss between the ITUrad WINNER 1

Number of Measured Pﬁ;dlj(lc_s())]ss at 1{MHz Predicted Path Loss
Floor - _— - ITU-R WINNER I
Penetrations Bu'ilr?'gg s Bu:lr(]jlgg iz Bu:lr(]jlgg = M.1225 Model (dB)
Model (dB)
1 31.3(4.6 26.2 (10.5 35.4 (6.4 18.c 17.C
2 38.5 (4.0 33.4 (9.9 35.6 (5.9 33.t 21.C
3 35.2 (5.9 35.2 (3.9 43.¢€ 25.C
4 38.4 (3.4 51.1 29.C
5 46.4 (3.9 57.1 33.C
6 62.2 37.C

Table 6 summarizes the key differences betwee iréhe indoor path loss models
discussed in this section. None of the modelsipreddifference in excess path loss with
frequency.

Table 6: Key differences in indoor models

Indoor Model Frequency 2iinllese Wall Loss Floor Loss
Exponent

ITU-R 200( MHz 3.C 3.4dBt0 6.9dB | 18.3dB+ 1£dB +

M.1225/COST231 per wall 10dB+7.5dB

WINNER 1l 200C MHz to 3.6¢ 5dBto 12 dB pel | 17 dB + 4 df per
6000 MHz wall floor

ITU-R M.213t-1 200CMHz to 4.3¢ Included in patt Not specifie
6000 MHz loss exponent

5.2.1.2.7 Indoor Model Summary

The differences in the predicted path loss forfthe indoor models described in this
section illustrate the limitations of the approasied to derive mathematical models.
With indoor environments, it is especially diffictb identify a typical measurement
environment from which to generate a mathematicadehthat would be generically
applicable for either residential, office, or inthied environments. Factors such as
building construction, types of materials, roomdais, along with the varied location,
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amount, and types of furnishings greatly impactgath loss data. At some frequencies,
wave-guiding effects with transmitters and recesvecated in hallways can also
decrease path loss to values less than free spssze Additionally, measurement data is
often taken with tripod-mounted equipment with anie heights that may not represent a
permanent deployment which would generally have @Banted at ceiling height.

Indoor measurements can also be affected by stascand furnishings located within

the near-field region of the transmitting anteniiéde combination of these factors
greatly complicates the data analysis and the sulese derivation of a generic indoor
path loss model.

Figure 13 can be used as a guide for judging winidbor model is most applicable for
analysis and comparative purposes. The graph steagsnably good correlation
between the PAP02 Task 6, WINNER II, and ITU-M.122&dels for path lengths less
than 15 meters whereas the two ITU models correjaite closely for path lengths
greater than 15 meters. Whichever indoor mode$ésl it is important to be
conservative in applying the predicted resultglanning or estimating equipment
requirements. In cases where unique environmeatseang considered, which may be
the case for meter clusters in basement locatibnguld be desirable to conduct on-site
field tests to supplement the model prediction®tge€ommitting to a permanent
deployment.

5.2.1.3 Large Scale Outdoor Path Loss Models

In this section we look at a number of commonlydusath loss models that can be
considered for terrestrial “last mile” coverage lgsis for assessing the suitability of
wireless technologies for smart grid communicatioetsvorks. All of these models have
been derived from field measurements and, basémwrand where the measurements
were made, have some constraints that must beugrebnsidered before they are
applied to any specific deployment scenario. T of this section is to provide a
greater understanding of the benefits and limitetim using these models to predict total
propagation path loss and ultimately provide amege for range and coverage for the
wireless technology being considered for terrdstvieeless WAN, FAN, AMI, or
backhaul deployments.

For Smart Grid wireless communication last milenwek analysis, utilities require path
loss models for outdoor terrestrial applicatioret tre easy to apply and meet the
following requirements for outdoor located BSs:
» Frequency Range:Path loss model must cover 700 MHz to 6000 MHz
* BS Antenna Height Range7 meters to 100 meters, below and above roof top
levels
» Terminal or SS Antenna Height Range:Sub-grade to 2 meters above grade for
exterior locations and 1.5 meters to 6.5 metergnterior locations for FANs and
1.5 meters to 10 meters for WANS.
» Special Situations:Terminals located in meter vaults, below gradd, ian
basement locations
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» Rural Regions: Ranging from flat open areas to hilly or mountaisterrain with
and without foliage

» Suburban Regions:1- to 3-story residential with some commercial

» Urban Regions:Commercial and Industrial, large 1- to 4-storyidinigs, low
foliage

» Dense Urban RegionsHigh rise residential and enterprise buildings

For outdoor located BSs several commonly used Ipathmodels will be looked at in
some detail and compared to the above requireméwmditionally, models developed
specifically for predicting attenuation due to &gje and propagation path obstacles will
be presented. This will lead to a suggested neatibn to one of the path loss models to
provide a single path loss model that more cloBtythe above utility requirements for
suburban and rural areas over the frequency rahigéecest.

The large scale terrestrial models that will beeeed are listed in Table 7.

Table 7: Terrestrial models

Path Loss Model Applicable Frequency Range
Hate-Okumurz 15C MHz to 150( MHz
COST23-Hate 1500 MHz to 200( MHz

WINNER I 200( MHz to 600( MHz

200C MHz to 600( MHz
ITU-R M.2135-1 450 MHz to 6000 MHz (for rural)

Erce-SUI (Sanford University Interin 180C MHz to 270( MHz

For simplicity in this discussion we will ignoreetistandard deviation that would apply to
each of these models to account for the spredtkiadtual measured data as compared to
the curve fit for the derived formulae. This zenean, log-normally distributed term can
be taken into account when determining the linkdaidn the form of fade margin, a

topic discussed later in this section. The fadegmawill account for both slow log-

normal shadow fading and fast fading with a vakleded to meet a specific link
availability goal.

For outdoor-to-indoor and indoor-to-outdoor progaga building penetration loss must
also be factored into the path loss or may be dedun the link budget calculation. Both
fading and penetration loss will be discussed &rrth following sections.

5.2.1.3.1 Hata-Okumura Model

Okumura’s model is one of the first large scale etedieveloped for wide area
propagation and coverage analysis. The Okumurahimthased on experimental data
collected in the 1960s in the city of Tokyo, Jafi2] in the 900 MHz band. In 1980 M.
Hata developed an expression to fit the path losges derived by Okumura [13]. The
formulation for the Hata-Okumura model which is siolered applicable from 150 MHz
to 1500 MHz is:

For urban deployment the Path Loss in dB is given b

60



PLyrpanap = 69.55
+26.161lo0g0(f)
—13.8210g1o(T) —a(Ry) + [44.9 —6.5510g4¢(T1)]log0(d)

a(Ry) = 8.29[logo(1.54Rn)]?- 1.1, for 150 MHz <f < 200 MHz for large city
a(Rn) = 3.2[logio(11.75Rn)]* - 4.97, for 200 MHz <f < 1500 MHz for large city
a(Rp) = (1.1log(f)-0.7)Ry, - (1.56log,(f)-0.8), for small to medium size city

For suburban and open area deployments the palisigs/en by Plupurban sinNd Plepen
ds, respectively.

f 2
PLsuburban dB = PLurban indB 2 [loglo (%)] — 54

PLopen dB = PLurban dB — 4-78[10g10(f)]2 + 18.33 loglo(f) —40.94

where:

d = path distance in km valid from 1 km to 20 km

f = frequency in MHz

Th = BS antenna height valid from 30 m to 200 m (nfagshigher than
average roof top or hill height)

Rn = SS or terminal antenna height from 1.0 m to 10 m

In addition to the limited frequency coverage,gndicant limitation for
the Hata-Okumura model is the requirement thaBBentenna height
must be higher than the average building heigkiténcoverage area.
Within these constraints, the model has proveretarbeffective
planning tool for cellular networks in the loweefuency bands.

5.2.1.3.2 COST231-Hata aka Modified Hata Model

The COST231-Hata model represents an extensidredfiata-Okumura
model to cover frequencies higher than 1500 MH4%.[The COST231
path loss model is considered valid from 1500 M&2@00 MHz and
has been used extensively to analyze coveragedbilen
communications in the 1900 MHz band.
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The COST231-Hata model, with a slight modificalfiis specified in
the 3GPP2 evaluation methodology for CDMA2000 [15he
formulation for the COST231-Hata path loss modgjiven by:

PLgg = A + Blogyo(f) —13.821l0gyo(Tn) — a(Ry)
+ [44.9 - 6.55 loglo(Th )] loglo(d) + 0'7Rh + C

where:

d = path length in km

f = frequency in MHz from 1500 MHz to 2000 MHz

A=146.3

B =339

Th = BS antenna height from 30 m to 200 m (must adr than
average roof top height)

R, = SS antenna height from 1.0 mto 10 m

For Urban Environments:
a(Ry) = 3.2[log,o(11.75R,)]* — 4.97
and C=3dB
For Suburban Environments:

a(Rp) = [1.1log1o(f) — 0.7]R, — [1.56logyo(f) — 0.8]

andC =0

The limitations of the COST231-Hata model are samib the Hata-
Okumura model, namely, limited frequency coverau the
requirement that BS antenna heights must be ahoveunding roof
tops.

5.2.1.3.3 WINNER Il Model

The WINNER Il project, initiated in 2006 as an exd®n to WINNER |,
is a consortium focused on technologies for IMT{20®ne key output
of this effort is the development of path loss nisadevering the
frequency range from 2000 MHz to 6000 MHz usingmlination of
information available in the literature and apghigameasurements
contributed by the consortium members. The outpatcollection of

15 The path loss is reduced by 3 dB from the COSTHa&ta prediction for the purposes of the 3GPP2
evaluation methodology
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models for both LoS and non-LoS for both indoor anttoor venues
[16].

The following three variants of the WINNER Il modelre selected for
description in this section.

C2 — Urban macro-cell, non-LoS:
PLgs = [44.9 — 6.55logy(Th)]l0g10(100]) + 34.46 + 5.83logy(Th) + 23log«(f/5000)

C1 — Suburban macro-cell, non-LoS:
Plgg = [44.9 — 6.55logy(Th)]log10(100Qd) + 31.46 + 5.83log(Th) + 23logo(f/5000)

D1 — Rural macro-cell, non-LoS:
PlLgs = 25.1 logo(d) + 55.4 — 0.13 log(Th-25) logio(d/100) — 0.9 logy(Rx-1.5) + 21.3
l0g10(f/5000)

where:

d = path length in km

f = frequency in MHz from 2000 MHz to 6000 MHz

Th = BS antenna height in meters from 25 m to 10Gigher than roof top height)
R, = terminal antenna height in meters for > 1.5 m

5.2.1.3.4 ITU-R M.2135-1 Model

ITU-R M.2135-1 provides recommendations for IMT-Aaced® and specifically
lays out the guidelines for the IMT-Advanced tedogy evaluation methodology
[17]. It has been adopted by both LTE and WIMAIEEE Std. 802.16 as an
evaluation methodology. The path loss models abfar ITU-R M.2135-1 are
based on the WINNER Il path loss models.

As with WINNER Il several deployment scenarios @eéined, each with specific
recommendations for BS and terminal antenna heighite ITU-R M.2135-1
formulation requires two additional parametersérage building height and
average road widththus making it somewhat more difficult for city ¢dy
comparisons. Average road width provides a meangdirectly infer building
density.

Since the values for building height and average midth can be used to differentiate
between urban, suburban, or rural macro-cell;yglesiformulation applies for all three
demographic scenarios. Recommended values fatibgiheights, road widths, and
antenna heights for each geographic area are Vot the purposes of IMT-Advanced
technology evaluations but the formulation is cdastd valid for a wide range of
building heights and road widths. The ITU-R M.24B%rmulation is:

18 International Mobile Telecommunications - Advan¢#dT-Advanced), aka 4G, defines a global
platform for mobile systems that include the newatalities of IMT that go beyond those of IMT-2000.
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H 2
PLdB = 161.04 - 7.1 loglo(W) + 7.510g10(H) - (24.37 - 3.7 (T_> >10g10(Th)
h

b (43.42 — 3.110g,0(Ty)) (I0g1,(1000d) — 3) + 2010y, (1((%)
— (3.2(Il0g1o(11.75R,))? — 4.97)

Where:

d = path length in km

f = frequency in MHz applicable from 2000 MHz to 60@Hz for urban and suburban
environments and 450 MHz to 6000 MHz for rural eoriments

W = average road width in meters from 5 m to 50 m

H = average building height in meters from 5 m ta"s0

Ty = BS antenna height in meters from 10 m to 150nust be above average building
height)

R, = terminal or SS height in meters from 1 m to 10 m

Although this model accommodates lower BS anterighits, as with the previous
models the BS antenna height must still be aboeestinrounding roof tops. There is
another variant of the ITU-R M.2135-1 model howevkat does support BS antenna
heights below roof tops.

Described as Urban Micro-cell, this model is base@ Manhattan-like grid layout
specifically for BS antenna heights well below tbef tops of surrounding buildings.
The effective coverage area for this scenario fiséé by signals propagating along
streets on which the BS is located and diffracéirmund the corners of buildings along
streets that are perpendicular as illustratedguiéi 14. Except for blockages due to
passing vehicles, outdoor SSs along the streetichwhe BS is located will be mostly
LoS while outdoor SSs on perpendicular streetsredeive signals diffracted around the
corners of buildings. These signals will typicabg stronger than signal components
penetrating through the buildings to reach the sanaepoint. This model also includes
a formulation to cover outdoor-to-indoor paths vihweould be of greatest interest for
Smart Grid FAN applications.
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Figure 14 - Various transmission paths for urban mgro-cell

For non-LoS outdoor, assuming a hexagonal celldgy®S antenna height at 10 meters,
SS antenna height from 1 m to 2.5 m, and a strethwf 20 meters, the formulation is:

PLgg = 36.7l0go(d) + 22.7 +26log(f)
For: 10 m <d < 2000 m and 2000 MHz &< 6000 MHz

For the outdoor-to-indoor scenario, the channelehodmprises an outdoor component,
an indoor component, and a value for penetraties Vehich, in general, is dependent on
the angle of incidence to the building. For anpatsfied angle of incidence, the building
penetration loss is assumed to be 20 dB.

The formulation, assuming a hexagonal cell layB&,antenna height of 10 m, and an SS
antenna height between 1 m and 2.5 m is:

PLg4g = 20 dB + Ploy + PLi,

For the outdoor component the distance is defisati@distance from the BS to the wall
next to the indoor terminal and the distance ferittdoor calculation is assumed to be
evenly distributed between O m and 25 m (i.e., i25

5.2.1.3.5 Erceg-Stanford University Interim (SUI) Model

The Erceg model is a statistical path loss mods¢th@n propagation data collected in 95
different suburban environments throughout the éthBtates at or close to a frequency
of 1900 MHz [18][19]. To cover the range of enctarad terrain and foliage
characteristics for the data analysis, the enviemsiwere broken down into the
following terrain categories.

* Terrain Type A: Hilly with moderate to heavy tree density.
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» Terrain Type B: Hilly with light tree density or flat and modeeab heavy tree
density.
» Terrain Type C: Flat with light tree density.

The time of year was such that in most of theltesdtions leaves were on the trees, thus
representing a worse case path loss scenario.n®8rea heights were in the range of
12 mto 79 m.

This model is especially interesting for Smart Gredwork applications in that it is based
on measurements taken in areas throughout thedJ8itges representative of rural and
suburban areas of interest to the utilities comgmat BS antenna heights close to what
utility requirements have specified.

The formulation for the Erceg-SUI model is:

- X 10g10 <7>

T[do

4
PLdB e 2010g10<

where:

Th = BS antenna height in meters,

R, = terminal or SS antenna height in meters,
do = 100 meters,

/A =wavelengthn meters,

fin MHz, and

d in meters.

The remaining parameters are terrain dependentiefinted in Table 8.

Table 8: Parameters for terrain types

Parameter Terrain Type A Terrain Type B Terrain Type C
a 4.€ 4.C 3.€
b 0.007¢ 0.006: 0.00¢
c 12.€ 17.1 2C
X 10.¢ 10.¢ 0

5.2.1.3.6 Comparing Large Scale Path Loss Models to Smad Beiquirements

All of the large scale outdoor models discusseceHhimitations with respect to meeting
the deployment requirements for Smart Grid appbeatthat were outlined in section
5.2.1.3. No single model as described coversnlieedfrequency band of interest thus
necessitating the need to apply at least threerdifit path loss models to evaluate
spectrum differences over the desired 700 MHz @08@Hz frequency range. This can
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be an issue for technology comparative purpose® siris not assured that any two
models will produce a similar result at a frequenowgsidered valid for the two models.

Other limitations of these models are summarizetaible 9.

Table 9: Path loss models' limitations

Path Loss Model Limitations Smart Grid Requirements
Hate-Okumure -BS antenna heigi>3Cmanc | -BS antenna height from
150 MHz to 1500 MHZz above roof tops meters to 100 meters above and
- Favors urban / suburban below roof top heights
environments - Urban, suburban, rural (with
- Limited frequency coverage | foliage, hills, and valleys)
COST23-Hate -BS antenna heigl>3Cmanc | - Applicable from 700 MHz to
1500 MHz to above roof tops 6000 MHz
2000 MHz - Limited frequency coverage
WINNER 1l -BS antenn height> 25 m anc
2000 MHz to above roof tops
6000 MHz - Limited frequency coverage
ITU-R M.213¢t-1 -BS antenna height must
2000 MHz to above roof tops
6000 MHz - Limited frequency coverage
450 MHz to 6000 MHZ for urban and suburban
(For rural)
ITU-R M.213¢t-1 -BS antenna height fixed at .
Urban Micro-cell meters
- Limited range for SS antenna
height
- Manhattan-like grid structure
- Limited frequency coverage
Erce¢-SUl -BS antenna heigi> 1Cm
1800 MHz to -Based on suburban / rural
2700 MHz measurements
- Limited frequency coverage

To specify or recommend a model to meet Smart @gdirements it will be necessary
to develop a new model based on extensive fieldsareanents in varied environments or
consider modifications to one of the existing madelincrease its applicability. For the
latter approach we have to look at some additipati loss models.

5.2.1.3.7 Path Loss Due to Foliage

Accurately predicting propagation path excess th&sto foliage, as has been pointed out
in numerous studies, is a complex process. Baseadfarmation reported several
conclusions can be drawn with respect to pathdossto foliage.

» Vertically polarized signals experience highermttgion than horizontally
polarized signals in lower frequency bands
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Increases with frequency

Does not increase linearly with depth of foliage

There is a limiting value since signals will difftearound foliage

Is dependent on type of tree or foliage; a 3:1 eancattenuation coefficient was
found in a University of Texas study [20]

Higher attenuation when trees are fully leaved

Higher attenuation when trees are wet

Despite the above variations that complicate tlopaadn of a single universally
applicable model, attempts have been made to deloged form expressions to
characterize excess path loss due to foliage [21].

Three easy to apply models for excess loss duditgé (; in dB) are [22], [23]:

Early ITU model:L; = 0.20f°3 x d*°

Optimized or fitted ITU-R (FITU-R) Model for foliagin leaf:
Ly =0.39f°3% x d;°%®

Weissberger model [24]:

Ly =0.0633f028% x d*° for dr < 14 m

Ly =0.187f0%8% x d/°5% for 14 m <d; < 400 m
where:
fisin MHz and

dr is the depth of foliage in meters.

Figure 15 provides some comparisons between these models over the spectrum
of interest and for foliage depths of 50 m and &bOFigure 16 shows the foliage
loss predicted by Weissberger’s model for foliagpttls up to 400 m.

ComparingFoliage Models ComparingFoliage Models
Depthof Foliage = 50 meters Depthof Foliage = 150 meters

s

30 0

s
40

o 8 Exrly ITU Model! ® Exly TU Model
30

s i S ITU-R Model B IR Model

10 Welstherger's Model ‘ ¥ Weissherger'sModel

< 10

° | & 3 o 0 2 3 3 i -}

700 1000 2000 4000 6000 700 1000 2000 4000 €000

Figure 15 - Comparison of foliage models
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Figure 16 - Foliage loss predicted by Weissbergeriaodel

5.2.1.3.8 Path Loss Due to Path Obstructions

Except for the Erceg-SUI Model, all of the largalegath loss models discussed above
are based on scenarios for which the BS antenigathisiat or above surrounding roof
tops thus avoiding the possibility of obstaclesckiong the signal path prior to diffracting
over roof edges for coverage at street level astithted in Figure 17.

Figure 17 - Diffraction over roof tops for street evel coverage

Over the years numerous models and algorithms Iewe developed with varied
complexity to predict the path loss due to ter@stacles. The Epstein-Peterson
Diffraction Model, presented in this section, appda be a reasonable compromise
between prediction accuracy and ease of use [25].

The formulation for diffractive loss, {Lin dB), due to an obstruction is as follows:

Lq(in dB)=L(v,0) + L(Op) + L(v,p

Where:
L(,0) = 6.02 + 9.0+ 1.657; for -0.8<v<0
L{,0) = 6.02 + 9.1¢ - 1.277; for 0 <v<2.
L{,0) =12.953 + 20log]; for v> 2.
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and
L(Op) = 6.02 + 5.55p + 3.418> + 0. 256°

and
L(v,p) = 11.45%p + 2.19¢p)? - 0.206¢p)°- 6.02;  forvp<3
L(,p) = 13.4%p + 1.058¢p)* - 0.048¢p)*- 6.02; for 3 wp<5
Liv,p) = 20vp- 18.2; fonp>5

d

— 0.676R0'333 X —0.1667
P / (ddy)
where
R = obstacle radius in km,
fin MHz, and
d=d; +d,

v = h [2 d/(1d10,)]%® = h[fd/(150d,0)° ;
where

fisin MHz,

h is the obstruction height in meters, and
din meters

For R = 0 (denoting knife-edge); L(®),= L(v,p) = 0, and k= L(v,0)

Figure 18 for diffraction loss assumes a 500 m patbgth and path obstructions of 0.5m,
1.0 m, and 2.0 m.

Epstein-Peterson Diffraction Model

2.0 m Obstruction

M 1.0m Obstruction

Excess Loss in dB

®m 0.5m Obstruction

700 1000 2000 3000 4000

Frequency in MHz

Figure 18 - The Epstein-Peterson diffraction model

For multiple path obstructions, each obstructiotmeated separately and then added to
yield the total path excess loss due to obstrusti®his is illustrated in Figure 19.
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Figure 19 - Accounting for multiple terrain obstructions

5.2.1.3.9 Modified Erceg-SUI Model

Although any of the large scale path loss modetemeed to this point may be selected
and applied to a specific smart grid use case ucmladitions that fit the constraints of
the model being used, the more extreme smart ggdirements cannot be met with the
formulations as they are described. The Erceg+Batlel comes closest to meeting the
stated goals at least for suburban and rural reg&ince the testing environments did in
fact include foliage and hilly terrain in conjurani with relatively low BS antenna
heights. However, as is also the case for ther gt loss models, the frequency range
for which the Erceg-SUI is considered valid is lieai to a small portion of the required
700 MHz to 6000 MHz range.

Further study of the Erceg-SUI path loss expressiuggests that a simple modification
to the term that determines the sensitivity of esdess to frequency can increase the
applicability of the Erceg-SUI model over a broaffequency range. The proposed
modification is as follows:

« The term logi(f/2000),is modified” to: 6(1 +ak/Ty) log:o(f/2000)

Fork > 0 this will have the effect of increasing the ess loss frequency dependency
without altering the path loss at 2000 MHz, thejfrency at which the original data was
collected. The modification also results in a freqcy dependency that is greater with
lower BS antenna heights as would be expectede siecimpact of foliage and losses
due to obstacles will be more significant with lovaatenna heights. The resulting
formulation for total path loss is then:

PLas = 20l0Go(4n do/2)+10@-bTy+¢/Tr)logio(d do) + 6(1 +akiTs) logyo(f/2000) -
Xlogio(Rn/2)

' This modification was arrived at after discussiwith Vinko Erceg one of the principal investigator
involved with the testing and derivation of the &geSUI path loss model.
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Table 10 shows the resulting excess loss frequédepgndency, referenced to 2000 MHz,
in dB per octave, fok = 4. The row withk = O represents the excess loss frequency
dependency for the original Erceg-SUI formulatidrhe proposed modification results in
an excess loss dependency on frequency, relati@d0 MHz, that increases with lower
BS antenna heights. This is consistent with thpeetation that excess loss due to foliage
and terrain obstacles would be more significanhJatver antenna heights. For
comparative purposes the following table includesexcess loss frequency dependency
for the other large scale terrestrial path lossetodiscussed thus far.

Table 10: Model and its path loss dependence in dier octave

PL Frequency Dependence in dB/octave
Path Loss Model k Th
Type A Type B Type C
Ercec-SUl 0 Any 1.81 dE 1.81 dE 1.81 dE
4 80 2.22 dE 2.17 dE 2.13 dE
. 4 50 r 2.47 dE 2.38 dE 2.33 dE
Modified Erceg-SUI— 30 2.91 dE 2.77 dE 2.67 dE
4 10 5.13 dE 4.70 dE 4.41 dE
Urban Suburban Rural
Hate-Okumurz 30 1.85 dE 1.38 dE
COST23-Hate 30m 4.18 dE 3.71 dE
WINNER I 251 0.9 dE 0.9 dE
ITU-R M.2135-1 25 0.0 dE 0.0 dE 0.0 dE

To test the validity of this modification of thed&xg-SUI model over a wider range of
frequencies, a comparison is made with the exasssdredicted by the modified Erceg-
SUI model for a 1 km path length with excess lagsljgted by the Weissberger foliage
model and the Epstein-Peterson diffraction mode&ftt75 m foliage depth and single 2
m path obstruction, respectively.

Excess Loss Comparison

4
W Type A Excesslossfor 1
35 km Path & 10m BS
30
antenna

20 W Weissberger Modelfor
15 175 mfoliage depth
10

S Epstein-Peterson Model

0 = - - - . for 2 m obstruction

0 4000 6000

700 1000 200

Excess Loss in dB
"~
w

Frequency in MHz

Figure 20 - Foliage and diffraction loss compareda modified Erceg-SUI model

As Figure 20 illustrates, this proposed modificatio the Erceg-SUI path loss model
provides a reasonably close match to what is piedlicy foliage loss based on the
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Weissberger model or obstruction loss based o& pis¢éein-Peterson model or,
alternatively, a combination of the two.

5.2.1.3.1MModel Limitations with Respect to Meeting Smartdbieployment
Requirements
In the previous sections several large scale pathrmodels for terrestrial applications
have been discussed. It was shown that a modiéesion of the Erceg-SUI model could
be applied for suburban and rural environments thedesired frequency range with a
range of BS antenna heights consistent with Smadlt d&ployment requirements.
Identifying a suitable path loss model for urbamasrproved far more challenging. Three
different models are necessary to cover the spaateguirements and no solution was
found to be valid for BS antenna heights belowsttn@ounding roof top heights in the
700 MHz to 2000 MHz band. Although there are npldtioptions that are considered
valid for analyzing urban regions with BS antene#&ghts above neighboring building
heights, care must be exercised when analyzindatesince, despite similar parameter
assumptions, the range predictions will not be #ixdélee same. It is especially important
when comparing multiple wireless technologies thatsame path loss model be used
with each of the technologies. For example, uiiegHata-Okumura model at
1500 MHz for Technology A and COST231-Hata at 1604 for Technology B will
not be a fair comparison because the differencésimodels will mask any differences
that exist between the two wireless technologies.

Table 11 provides a summary for the large scategeral path loss models discussed in
the preceding sections.

Table 11: Summary of large scale terrestrial pathdss models

Deployment Area 70C MHz to 1500 MHz to 200C( MHz to
1500 MHz 2000 MHz 6000 MHz
Urban Area wih BS | Hata-Okumura COST231-Hata WINNER Il or ITU-
antenna above Both of these models have been u R M.2135-1:Either
average roof top extensively over the years. Be aware howevenodel can be used.
height the range predictions differ considerably at | The ITU model
1500 MHz, where they are both considered | provides a more
valid models. At 2000 MHz there is conservative range
reasonably good correlation between estimate and takes
COST231-Hata and the WINNER Il and ITU-building height and
R M.2135-1 models. density into
consideration.
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700 MHz to 1500 MHz to 2000 MHz to
1500 MHz 2000 MHz 6000 MHz

Deployment Area

Urban Area wittBS | There does not appear to be a proven soli | ITU-R M.2135-1
antenna at 10 mor | in these frequency bands for BS antenna | Urban Micro-Cell:
less heights below surrounding building heights. | Although specifically
defined for a
Manhattan-like grid
structure and fixed B$
antenna height of 10
m, this model should
be applicable in most
urban centers

Most Suburban ¢ Modified Erce¢-SUI Model: This model was shown to be gener:
Rural areas with BS | applicable to a wide range of suburban or ruralalepents at BS
antenna heights from| antenna heights ranging from less than 10 m to 8¥enthe entire

7mto80m 700 MHz to 6000 MHz frequency range.
Extreme Rura Epsteir-Peterson Diffraction Mode or Weissberger Foliage Mod:
Terrain These models can be used together or individualbphjunction with

free space path logsredictions for more extreme rural terrain
conditions. Not an ideal approach for PMP butloam very effective
approach for PtP deployments.

5.2.1.3.1IModeling Extreme Terrain Characteristics

In the previous sections we have looked at fiveedsint, frequently used, large scale path
loss models that have been developed for analysesrestrial wide area wireless
networks in urban, suburban or rural areas. Add#ily we have discussed specific
models for excess loss due to foliage and diffvadibss due to terrain obstacles. Using
the Erceg-SUI model as a basis, a modificatioméoférmula has been proposed to
improve the applicability of this model over a ldeafrequency range in suburban and
rural environments with varied terrain and foliadparacteristics.

From time to time it may be necessary, for rurahar to estimate path loss for extreme
propagation path conditions that do not appeaaltaniithin the Erceg-SUI Type A
terrain characteristics. An alternative approawtektreme conditions is to identify the
worst case path conditions for a specific link witthe desired coverage area and use
GIS data, or equivalent, and apply the foliage mdéerain obstacle model, or both
models to determine excess path loss for the sp@eith under consideration. Adding
this value to the free space loss provides an agtifior the total path loss for the worse
case link. Other models generally used for panpaint links, such as the Egli [26] or
Longley-Rice models [27], can also be considered.

5.2.1.4 Atmospheric Absorption

The question of atmospheric absorption is alsanaf#sed with respect to propagation.
Fortunately for terrestrial WAN or FAN deploymeimsthe frequency bands of interest
and the typical path lengths encountered, atmogpabsorption is not significant. The
anticipated losses are shown in Figure 21 derivea the formula developed in [28].
The plot for water absorption assumes 100 % huynatiB80°C.
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Figure 21 - Atmospheric absorption from 1 GHz to 10 GHz

Although atmospheric absorption can generally berigd for terrestrial applications in
the frequency bands below 6 GHz (6000 MHz), it lbara performance factor in
frequency bands above 10 GHz and with the longér lpagths that would be typical
when satellite technologies are being consideredrf@rt grid communication solutions.

5.2.1.5 Line of Sight (LoS) and Fresnel Zone Clearance

Backhauling DAPs and other remotely located sitdlsoften require the use of point-to-
point links and in some cases multiple or daisywodclinks. Making use of existing
utility poles can prove to be a cost-effective nsefm establishing point-to-point links.
There are no right-of-way issues and foliage isegalty cleared along these routes so as
not to interfere with the power lines, LoS or néaF is therefore, assured. Relative
antenna heights, however, are still important ardle a major factor in the path loss
estimation. This is one application where the afdagher frequencies may prove to be
an advantage.

For true LoS the propagation path must be cleabstacles for a distance equal to or
greater than the first Fresnel Zdhésee Figure 22). In practice a general guidetrte
assure that at least 60 % of the first Fresnel 4®ckear of obstructions.

18 The Fresnel Zone is an ellipsoid stretching betvibe transmit antenna and the receive antennas. Th
first Fresnel Zone is defined as the locus of gofiuch that the indirect signal path is 180 degoeesf
phase with the direct signal path.
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Figure 22 - 1st Fresnel zone for point-to-point lik

An expression for the first Fresnel Zong, i§ given by:

(d1d,)
(fD)

F, =173

where
d; + d, =D, the path length and
fis frequency in GHz

As shown in Figure 23, for Tx and Rx antenna heaightl0 meters the earth represents
an obstacle for well over 60 % of the first Fresbehe at 700 MHz. In this scenario
transmitted vertically polarizédmultipath reflections from the ground will arriae the
receive antenna in such a way so as to detracttierdirect signal thus creating excess
path loss. At the higher frequencies there is idenable clearance for the first Fresnel
Zone and reduced likelihood of out-of-phase reiters. Note that at longer path lengths
the Earth’s curvature must also be taken into accahen analyzing antenna height
requirements for Fresnel Zone clearance.

19 Horizontally polarized signals will reverse phasereflection and actually add to the direct sigttdb
however is not something to be relied upon as gitaefiections, except over water, are not predletab
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Figure 23 - Fresnel zone is wider at lower frequemnes

5.2.2 Range and Coverage Analysis
The purpose of the coverage analysis is to préldéctnaximum range of a wireless
technology for a given outage probability and ac#fas set of operating parameters.

The range capability of a wireless technology hekgtrmine its suitability for linking a
particular pair of actors and predicts its coverags in a point-to-multipoint topology.

The outage criterion is the probability that theeMss transmitter-receiver link is not
operational. It is expressed in terms of a prdigaue to the unpredictable behavior of
RF propagation. It is often modeled as a stoohasticess when accounting for the
possible losses due to obstructions (shadowing)eftettions (multipath fading).

In the context of a point-to-multipoint wireless@ology, coverage can be analyzed in
terms of the maximum cell radius that a BS or AR sapport. Within the cell coverage
area, the outage probability varies, generallyaasing for terminals / actors located at or
near the cell edge. The outage criterion is exgaee terms of the average outage
probability, averaged over all locations within tedl coverage area. A reported outage
probability of 1 %, for example, means that a tehlocated at a random point in the
cell has a 1 % chance of being in outage. We défia outage probability as the
probability that the received signal to interferempdus noise ratio (SINR) is below the
required SINR to operate the link. The requireSldepends on the wireless
technology under consideration and serves as an fapthe analysis. With a known
transmit power the received SINR can be estimayagsing the appropriate path loss
model described in section 5.2.1 together withaslét margins for fading, interference,
and when applicable, penetration loss.

5.2.2.1 Link Budget

A Link Budget analysis accounts for all of the relevant netwmskameters and thus
serves as an essential tool in the analysis andrdeka wireless network.
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Control channels and data channels in wirelessaré&sroften use different features.
Therefore the system gain and hence the link budgebntrol channels and data
channels tend to be different. For example, duttegnetwork entry procedure when the
bulk of the control messaging is exchanged in &less network, several features that
enhance the link budget may not be used. Theserésaare available however, for the
data channels. These link budget enhancing feainckide: Hybrid Automatic Repeat
Request (HARQ), MIMO, Beamforming, etc.

The system gain (SysGain) and link budget (LB) nimestalculated for the data channels
and the control channels for both uplink (UL) amavdlink (DL) traffic. The applicable
link budget for projecting the range is the minimamDL Control Channel LB, UL
Control Channel LB, DL Data Channel LB, and the D&ta Channel LB.

To calculate the various link budgets, the follogvparameters are required:
a) Effective Isotropically Radiated Transmit PowediBm (TXEIRP)

b) Receiver Sensitivity at lowest desired operatingluhation and coding in
dBm (RXSNS)

¢) Combining Gains (HARQ gains, repetition gain, ete.giB (CombGain)

d) Receiver Antenna + Amplifier gain in dB (RxGain)

e) Receiver Cable Loss in dB (CablLoss)

f) Fade Margins (F) to account for fades due to Shadowing and Mutipa

g) Interference Margin {]) must include margin for both self-interferencel an
inter-operator interference

h) Penetration Loss ¢l when applicable for indoor to outdoor or outdtmr
indoor paths

The combination of items a) thru e) is generalfemed to as th&ystem Gairand is
given by:

SysGaing = TXEIRPggm — RXSNSsm + CombGaings + RxGaingg — CablLosss

When determining the receiver sensitiviRkSNSism , in either the uplink or downlink
direction, it is important to carefully consideetrequired throughput requirements for
devices located on the cell edge. With knowledgé®PHY and media access control
overhead, (PHY-OH + MAC-OH), for the specific teohwgy being considered, the
acceptable cell edge modulation efficiency and gatke can be determined to provide a
required /N, and SNR to meet the desired cell edge performance.

TheLink Budget (LB) represents the maximum allowable path loss for@abée
performance for a specific channel at the cell tgxPL cg) and is given by the
System Gain minus the margins allowed for fadintgrference, and penetration loss.

LB = MaxPLcg = SysGainig — Fn—Im - Lp
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The maximum system allowable path loss is givetheyminimum MaxPkg for all
channels

MaxPL sys= min (MaxPLcgover all channels in either UL or DL direction)

For an all-outdoor system, fading is generallydbeninant variable for assessing
probability of an outage. For a predefined systim,outage probability at a certain
distance @) from the BS or AP can be calculated as follows:

Fade Margin = MaxPLsys— PL (d) — I
where
PL (d) is the path loss at a distandgas calculated by one of the path loss models in
section 5.2.1.

Assuming a certain dominant fading profile for awieonment, (Log-normal, Rayleigh,
or Rician), the outage probability is given by:

Outage Probability = Probability (Random Fading > Fade Margin)

The above analysis can be done in reverse to e#dctile maximum allowable range or,
for ubiquitous coverage with a multi-cellular depizent, the maximum allowable BS to
BS spacing to guarantee a specific outage probabili

Both theSystem GairandLink Budgetare closely linked to the smart grid use case that
is being analyzed. Outdoor BS parameters forseted wide area deployments are
relatively independent of the Smart Grid use casgically these systems will be
capable of transmitting at the maximum EIRP allowgdegulatory restrictions for the
frequency band of operation and most solutionssufiport the many advanced antenna
technologies supported by the applicable standaletre may be some exceptions for
mixed deployment scenarios combining macro, miana, pico-cells where BS EIRP
limitations may be necessary to help manage irgdiirtterference. For indoor
deployments, as mentioned in section 5.2.1.2, B8Himitations would generally be
required to comply with human exposure safety negoéents.

In contrast to the BS the terminal or SS charasties will varyconsiderably depending

on its role in the Smart Grid network. The ternhimaactor location can also have a
significant impact on the link budget and path loSince terminals will almost always

be more limited in EIRP due to antenna and tranpowter constraints and in some cases
human exposure safety limitations, the UL systen gad link budget will generally be
the limiting factor for range predictions.

Wireless terminals applicable to a variety of Sn@nitl use cases can be described as
follows:

* Fixed Outdoor-Mounted Terminal: This would be a typical installation for a
DAP, substation, feeder line device, or other tistion or transmission facility.
The terminal or SS can be mounted on an existiitiyyiole or transmission
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tower, on top of or on the side of an existingatine, or on an existind“party
tower. For this type of installation the termigah be equipped with a high gain
directional antenna that is aligned relative toBl$to maximize received signal
strength. With easy access to an alternating sup@wer system and an antenna
location not easily accessible by the general putitie uplink transmit power
(TXEIRP) can be set to any level up to the maxinalilowed by regulation. In
summary this application is characterized by:
o0 High Terminal Antenna Gain: Typically 12 dBi to &iBi dependent on
operating frequency and antenna size
o High Transmit Amplifier Power: FCC regulatory EIRRits range from
43 dBm to 85 dBm in licensed bands between 700 sittz6000 MHz
o Relatively High Antenna Height: Typically 8 m to f®or higher

Vehicular-Installed Mobile Terminal: Equipping utility emergency vehicles
with mobile wireless stations can provide a key oamications link for disaster
recovery, as well as routine grid maintenance aigtsz Compared to the Fixed
Outdoor Terminal, these installations are charasdrby:
o Lower Antenna Gain: Must be omni-directional inmaath, typically
6 dBi to 8 dBi
0 Lower Antenna Height: Typically 2 m to 3 m, if mdad on vehicle roof
o Lower Transmit Power: Must comply with human expessafety
requirements

Fixed Indoor Self-Install Terminal: In a Smart Grid network this would apply
to a remote office, a temporary quick-to-instaditgin, or possibly a work-at-
home situation for a key utility employee. Forstapplication the link budget is
impacted by:
o Antenna Gain: limited in size for convenience pwg®) typically 6 dBi to
8 dBi
0 Antenna Height: Typically 1 mto 3 m
0 Lower Transmit power (EIRP): Must comply with humaxposure safety
requirements
o Building / Wall Penetration Loss: This can varyrfr@ dB to 4 dB for a
window-placed terminal in the 700 MHz band to mibran 15 dB to
20 dB for a location well inside an urban buildinghe higher frequency
bands.

Wireless-Enabled Smart Meter: Smart meter locations can be located on

outside walls or in electronic vaults in below grddcations. Size limitation
would limit the antenna size and gain.
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o0 Antenna Gain: Requires an omni-directional antegaa typically -
1.0 dBi to +1.0 dBi

0 Antenna heights will typically be lower and locatsocan be indoor, below
grade, or housed in a cabinet

o Lower Transmit Power: Most locations will requineitations to meet
human safety exposure limitations

» Mobile Handheld Device:This may not necessarily be a common application fo
Smart Grid since it can in most cases be coverédtive use of public networks.
Nevertheless for completeness it is worth includidMpbile handheld devices
have limited antenna size and lower transmit powdre transmit power is
constrained by the battery capability. For thiagesmodel the link budget and
path loss model must account for:

0 Lower Antenna Gain: Must be omni-directional, tyglig -1.0 dBi to
0 dBi
0 Antenna Height: Typically 1.5 meters

Lower Transmit Power: Typically 200 mW or less

o Building / Vehicle Penetration Loss: To supportandor in-vehicle
operation

0 Loss due to absorption by the person holding tivicde

(@)

Taking all the above factors into account can taswignificant differences in the
system gain and link budget for various types o&B8rGrid use cases. A fixed outdoor
terminal for backhauling a DAP compared to a mob#dadheld device or wireless-
enabled smart meter can result in 30 dB or mofereifice in link budget and up to

50 dB for indoor basement-located smart meters.

5.2.2.1.1 Fade Margins

Fading in a propagation path is usually charactdress shadow fading which is slow or
medium-term and fast fading. Shadow fading tendsetthe dominant fading
mechanism and is primarily due to obstructiondhanggropagation path. Shadow fading
generally follows a Log-normal distribution andtféesding, which is primarily due to
multipath, is Rician distributed when a dominawgsil is present, as is the case for an
LoS or near-LoS path, and is Rayleigh distributéegtmthere is no dominant signal
present. In the latter case it is simply the s@ii@aussian variables. Multipath fading
has also been shown to follow a Nakagami distridsutvhich is defined as the sum of
multiple independent Rayleigh distributed signdisany case fast fading due to
scattering and multipath is generally not as sigaift as the deep fades caused by
shadowing. Figure 24 shows a comparison of Lograbshadow fading and multipath
fast fading.
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Figure 24 - Comparison of shadow fading and fast tiing

In the link budget it is important to allow for $igfent fade margin to ensure sufficient

link availability for terminals or actors at thelleedge. Since shadow fading, the
dominant fading mechanism, is governed by a Lograbdistribution, it is a

straightforward calculation to determine the praligithat the signal level at the cell
edge will be sufficient to maintain a specific lewéperformance. Figure 25 shows the

relationship between fade margin, standard deviatiad cell edge availability.
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Cell Edge Availability
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Figure 25 - Cell edge availability compared to fadenargin and standard deviation

Typical fade margins for non-LoS propagation analgse provided in Table 12. These
values are expected to result in an availabilitptdBast 90 % at the cell edge. Itis
important to emphasize that this does not necégsaeian there is 10 % likelihood that a
complete outage will occur at the cell edge. Muesli-planned deployments will specify
a cell edge performance requirement that will beessd dB above the absolute threshold
required to maintain the link. If, for example|l@=ige performance is based on
operation with QPSK and %z rate-coding, supportfaRQ with 6 repetitions will

provide approximately 8 dB of additional margindrefa complete outage occurs. The
availability with respect to a complete outagehatdell edge is therefore approximately
99 %.

Table 12: Typical fade margins

Urban Urban Suburban, Rural,
Indoor o Outdoor to Types A, B, C
utdoor
(dB) (dB) Indoor Outdoor
(dB) (dB)

Standad 4t0¢ 6 7 8
Deviation ¢)
Shadow Fad 5.2t0 10.. 7.€ 9.1 10.2
Margin (F¢)
Fast Fadt 2 2 2 2
Margin
Total Fade 7.2t012.. 9.t 11.1 12.5
Margin )

For deployments in which higher availability is végd or alternatively where lower
availability may be acceptable, the curve in Fig2Beprovides a simple relationship
between cell edge availability afdo.
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Cell Edge Availability vs. F./o
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Figure 26 - Cell edge availability versudJo

5.2.2.1.2 Interference Margin
Both self-interference and interoperator interfeeemust be considered. If one has
dedicated access to a block of spectrum interoperaterference will generally not be an
issue but the effects of self-interference or carctel interference (CCI) must be taken
into account. Using a 3-sector cell as an exankppire 27 shows two frequency resuse
schemes that can be employed. Reuse 1 requisettasspectrum for a given channel
bandwdith but one must allow for sector to sectGt &nd cell to cell CCl. Reuse 3
requires three times more spectrum but sectordiwis€CI is replaced with adjacent
channel interference which is considerably lessll G cell interference is greatly
reduced as well. Typical values for interferenagm () are:

* Reuse 1I,=2.0dB to 4.0 dB

e Reuse3l,=05dBto1.0dB

Reuse 1 Reuse 3

« One channel reused in . Eac_h sector has
each sector dedicated channel

» Must manage inter-sector ﬂ * Requires more spectrum
interference

Figure 27 - Frequency reuse with 3-sector BS

Inter-operator interference can be a significaotdeawhen the same block of spectrum is
shared with other operators and applications. Sitistion will arise with operation in
the unlicensed bands, sharing with municipalittethe US public safety bands, or when
using the 3650 MHz to 3700 MHz lightly-licensed HarTypically, due to the higher
incidence of network traffic, interference will b@rse in higher density urban areas as
opposed to what would be experienced in rural envents.
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Some recommended margins for inter-operator intemfee are shown in Table 13.

Table 13: Inter-operator interference margins
Urban Suburban Rural
| Inter-Operator Interferen: 6 dBto 8 dE 4dBto 6 dE 2dBto 4 dE

5.2.2.1.3 Penetration Loss
For terminals or SSs located in indoor environmghts necessary to account for the
resulting signal loss as it passes through the unedeparating the outdoor BS and the
indoor terminal. When an RF signal hits an objeath as a wall, with dimensions larger
than a wavelength a portion of the signal will blected and remainder will pass
through the object with some additional loss betarerging on the other side. Arriving
at a reasonably accurate estimate for the net zioet lossnust take into consideration
a range of factors including:

* Operating frequency

* Angle of incidence

» Wall or barrier material

» Wall or barrier thickness and surface texture

* Number of walls signal must pass through

» Existence and number of windows or openings initak

Many field tests have been conducted over the yaararious frequencies. Some of
these studies have investigated the impact of Bp@ecaterials, such as plywood versus
cinderblock walls while other studies have beerdaated with various buildings with
only a brief description of wall materials and otfeld studies included very limited or
no information regarding the building type or walhaterials. Most of these studies have
been done at specific frequencies and in most ¢hsesis a significant spread in the
data. This makes it challenging to provide perieinadoss predictions for the full
frequency range of interest covering the many autdo-indoor scenarios likely to be
encountered in a Smart Grid network. Neverthatdsf value to make this attempt
with the limited data that is available. In Talikg penetration loss data has been taken
from various sources [29], [30], [31], [32] and shmin bold italics under the headings
closely consistent with what was repoffedOther values have been inserted to fill out
the table. The last row in Table 14 provides agssted margin that should be included
in the link budget to account for the spread iiakcpenetration loss that can be expected
over a range of building types in a typical geogiegl area.

%t is important to mention that the WINNER Il afitlJ-R M.2135-1 indoor models suggested little or no
difference in wall or floor penetration loss for aseired data at 2 GHz and 5 GHz.
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Table 14: Penetration loss (dB) by frequency and tation

Frequency Inside Indoor BISSiﬁgrss Indoor Indoor
(MH2z) Vehicle Residential | ! Basement | Meter Vault
ndustrial

70C 9.C 7.5 10 17 27
100( 9.0 7.7 13 18 28
200( 9.0 11.6 20 24 30
300( 9.0 13 24 28 32
400( 9.C 14 27 30 34
500( 9.C 15 29 31 35
600( 9.C 16.2 31 31.5 36

Suggeste!

Margin (o) 2 2 € € J

5.2.2.2 Deployment Trade-offs

In this section we look at some of the trade-dit# imust be considered in any wireless
deployment. Whether deploying in a high densityamrarea or a low density rural area
achieving ubiquitous coverage with the minimum nemtf BSs is always a key
planning goal. In addition to coverage, urban suie#l also have capacity requirements
to consider. In the following subsections we \athk specifically at trade-offs with
respect to range and coverage based on path lediegwns. While path loss is a
primary factor for range predictions it is importém mention that it is not the only
factor. A number of equipment and technology-ezldtctors can also play a large role
since, in many cases, wireless equipment designsgored to specific deployment
scenarios. Path loss, however, is a factor comimaii land-based wireless systems so it
is the key metric used in the following analysis.

5.2.2.2.1 BS and SS Antenna Heights

All of the large scale propagation models havem that describes the path loss
dependency on the path lengthfor d well beyond the near-field distance from the
transmit antenna. This distance-dependent ternchws applicable in either the DL or
UL direction, can be expressed as:

Total Path Loss (PL) vs Distance = Ilog;o(d)

wheren, is generally referred to as the path loss exppierqual to 2 for free space,
and is greater than 2 for obstructed or non-Lo&gat

The path loss exponent is dependent on parametgved from the measurement data
and, in most cases, has a direct dependence ontB&a height. The value ois

plotted in Figure 28 for the different outdoor largcale models discussed in the previous
sections. It is important to observe the rapidlyréasing magnitude affor BS antenna
heights lower than 30 m as predicted by the Modifteceg-SUI path loss model. Itis
also of interest to note that, other than the WINRRNErural case the other path loss
models exhibit the same distance dependency falitfegent deployment regions. Since
these models specify that BS antenna heights neusbbve average surrounding roof
tops, this is a realistic expectation.
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Figure 28 - Path loss exponent relative to BS antaa height

The potential impact of the additional path lose tlulower BS antenna heights is best
analyzed by looking at the impact on cell range @nerage. In Figure 29 the relative
range predicted by the Modified Erceg-SUI modelB& antenna heights from 7 m to
80 m is plotted.

Relative Range vs. BS Antenna Height

100 % /
80 %

()]
0o
c
& 60% -
g e Type A
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8 e—Type B
€ 00
20% Type C

0 % T T T T T T T T 1
0 10 20 30 40 50 60 70 80 90

BS Antenna Height in meters

Figure 29 - BS antenna height impact on range prediion

The effective coverage area varies as the squaheoange prediction. Being restricted
to a BS antenna height of 7 m to 10 m can resuwdtneed for 10 to 20 times as many BSs
compared to having a 70 m to 80 m structure aviaildy the BS to cover a specified
geographical area. Since the relative BS anterighhhas such a significant impact on
range and coverage area it is worth looking abtternative approaches in more detail to
provide some insights to help evaluate the tradetHsed on several criteria including a
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gualitative cost comparison. In Table 15 we lobfoar possibilities for the BS
deployment:

A) Use an existing utility pole

B) Use an available neighboring structure
C) Lease existing tower space

D) Build dedicated standalone tower
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Table 15: Trade-offs for BS deployments

A) Use an Existing Utility
Pole

B) Use an Available
Neighboring Structure

C) Lease Existing Tower
Space

D) Build Dedicated
Standalone Tower

Availability & Location

Large number of existing pols

to select from for optimal

coverage

e.g., in utility easements or

rights-of-way, as restricted by:
» Available space on the pd
 Utility pole usage standar

Lower availability as compare

to utility poles

» Further restrictions for: a)
structure suitability for
equipment attachment,
b) property (non-utility)
access privileges,
c) electrical power
agreements with structure
owner (non-utility),
d) required permitting

le
ds

Considerable lease tower optic
exist but existing towers may
not:
» be optimally located for S
purposes
» have space available for
additional antennas

Locate suitable sites as restric
by:

» Reaching agreement(s)
with current property
owner(s)

» Gaining permits and
jurisdiction approvals
 Availability of backhaul

and electric power option

U7

Time to Deploy

Relatively short deployme!
times for existing poles

 Slightly longer deploymer
durations for new or
replacement poles
Some localities require
additional permitting for
higher than routine pole
heights

More time than utility poles du
to:

t < Time to find and negotiatg
terms with property owne
other than the utility

To gain necessary permit
approval

Performing structural
analysis as required

Considerable time investme|
(but normally less than option
D), to:

r « Negotiate terms with towe
owner

Structural analysis for
leased tower space

Gain permit(s) approvals
e.g., National
Environmental Policy Act
(NEPA) requirements

Considerable time investment
Find suitable site
Conduct geographic surv
Negotiate terms with
property owner
Structural analysis

Gain permits approvals
e.g., NEPA requirements
Deal with potential
environmental impact
issues

or

Build new tower
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A) Use an Existing Utility
Pole

B) Use an Available
Neighboring Structure

C) Lease Existing Tower
Space

D) Build Dedicated
Standalone Tower

BS Height Limitations

Typically 7 mto 15 m
antenna heights for utility
distribution poles.

Poles heights up to 30 m are

also commonly used, for

special utility electric grid or

telecomm purposes
Permits frequently required
for the higher pole heights
especially in urban areas

Multi-story buildings, power

plant structures are generally
available for higher antenna «

heights than option A
Unless the antenna heights
are measurably higher than
option A, the range impact
may only be marginally
better

Higher antenna heights may

increase the observed RF
noise floor in some areas 4
spectrum bands

Height restricted to space
available on tower
Restricted by capacity of
tower to carry the additiong
antenna, mounting gear,
cables, and antenna wind
loading considerations

Higher antenna heights may

increase the observed RF
noise floor in some areas 4
spectrum bands

» Can erect as high as permi

and local building
restrictions allow, possibly
60 mto 110 m

Higher antenna heights ma
increase the observed RF
noise floor in some areas g
spectrum bands

FAA tower lighting
requirements and registrati
for new towers

ts
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A) Use an Existing Utility
Pole

B) Use an Available
Neighboring Structure

C) Lease Existing Tower
Space

D) Build Dedicated
Standalone Tower

Relative Costs

Least expensive for both
Capital Expense and
Operating Expendkon a pe
BS basis, but requires gred
number of BSs to provide

coverage as compared to the

other options

More backhaul points, but
with potentially lower
backhaul costs per BS due

reduced capacity needs than

for the other options

to

Generally greater Capital
Expense than option A as
driven by type and height g

facility and the additional BS

support structure

requirements and facility
structural analysis, and any
addition permitting

Generally greater Operating

Expense than option A as
driven by property owner,
lease, or rental fees

Generally fewer BSs needed

to provide the same coverg
as option A

=3

Lower Capital Expense for
required equipment than
option D, as offset by
Operating Expense for tow

space lease based on height

placement on the tower.
Capital Expense requires
tower loading / structural
analysis.

Requires fewer BSs needed
to provide coverage than
option A and some option B
locations-heights.

Highest Capital Expense a
Operating Expense costs p
tower, but requires fewer
BSs as compared to option
A.

Tower owner has the optio
to lease out unused tower
space

Major Capital Expense items

include: acquisition of land
property, tower design /
build-erection / materials,
electrical power

Fewer BS needed to provic
the same coverage as opti

er

DNS

Aor B.

2 For Table 15 Note: Capital Expense (or Expendjtarel Operating Expense (or Expenditure)
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The impact of SS / terminal antenna height on rasgaown in Figure 30. In the path
loss models, for the valid range of antenna hejdhis factor is accounted for as a fixed
guantity independent of path length and independefiequency. From a deployment
standpoint, especially in a FAN, there is some @mn the BS antenna heights but
limited control on terminal antenna heights. Mdbeations, for example, are already in
place and must be dealt with wherever they argédolca

Relative Range vs. SS Antenna Height
100 %
90 %
8
E 80%
o
@ 70% - ——Type A
s 60% Data for BS Type B
& Antenna at 10 m
50 % Type C
40 %
0 2 4 6 8 10 12
Terminal Antenna Height in meters

Figure 30 - Terminal antenna height impact on range

5.2.2.2.2 Impact of Spectrum Choices

When spectrum choices exist for the deploymentwiraless network it is important to
guantifiably assess the trade-offs. Based on t&eéqus discussions on path loss models
it is clear that spectrum choice will be a key éadh determining cell range and
coverage. Figure 31 shows the predicted rangével® 2000 MHz assuming the same
link budget over the total frequency range from Rz to 6000 MHz with a BS

antenna height of 7 m and 30 m for terrain TypeTAis analysis predicts almosta 4 to 1
difference in range which results in approximatEhtimes difference in coverage area
for a 700 MHz deployment versus a deployment aD8@Biz. For an LoS PtP case,
assuming sufficient clearance for the first Fresosle, greater than 8 to 1 range
difference is predicted.
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Range Relative to 2000 MHz
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Figure 31 - Range dependency on frequency

To completely assess the frequency trade-offs ddweors must also be considered. The
above analysis assumes the same link budget fpudreeies between 700 MHz and

6000 MHz. It is important to point out that sonidgle advanced antenna techniques that
are currently available for wireless deploymentymat be practical in the lower bands.
This has the effect of narrowing the range gap.

Higher order MIMO systems for transmit and recedixeersity are becoming more and
more prevalent. For best results these technicpegsre a high degree of de-correlation
between the antennas. For second order MIMO systieral polarization can be used
effectively in any of the frequency bands beingsidered without having to provide a
large separation between the antennas to ensusggtieds are uncorrelated [33]. For
higher order MIMO antenna systems, however, therara separation would have to be
on the order of 3 wavelengths to 5 wavelengthsdmtain sufficient de-correlation
between the antennas for good receive or trangwatgity performance. Since the
wavelength at 700 MHz is almost 0.5 m, these am@teystems would not be practical in
these lower frequency bands.

Beamforming is another approach that can be coreside improve the system gain in
the higher frequency bands but would be impracticéhe lower bands due to the size.
These systems call for arrays of 4 antennas taeghaas spaced 0.5 wavelengths apart.
A 4-antenna array in the 700 MHz band would bénendrder of 3 m to 5 m in width.

Taking these factors into consideration plus higireenna gains can result in a 6 dB to

8 dB higher link budget at 6000 MHz compared to KMz thus reducing the range
difference to less than 3:1. This is still a sigaint difference however, in that it requires
almost 10 times as many BSs at 6000 MHz for ubogsithon-LoS coverage for a given
geographical area as compared to the BS requirenfmma 700 MHz deployment.

To achieve true LoS with point-to-point links amearheights must be selected to provide
adequate Fresnal zone clearance as was discusied e good guideline is 60 %
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clearance but in general one would like to plarféitirclearance anticipating that
propagation path changes occurring over time negbkntually infringe on the first
Fresnel zone. This requirement can also be sontewdr@ challenging in the lower
frequency bands. If one end of a 700 MHz linkesa an antenna height of 10 m, as
shown in Figure 32, the other end of the link wduddve to be above 32 m to provide
first Fresnel zone clearance for a 3 km path len@h the other hand, any frequency
above 2250 MHz would ensure clearance with ant@eights of 10 m. Alternatively, if
the antenna heights at each end of the link wergdd to 10 m, a 700 MHz link would
be limited to a path length of less than 1 km teuee first Fresnel zone clearance.

First Fresnel Zone
Terminal Height 10 m, 3 km Path

35 “
30 NS
~ -
o 25 \ ~<
£ 20 - o
£ \ S o 700 MHz
c 15 -
s -
" 10 N 7 2250 MHz
5 ~_ - = LOS
0 >4

0.0 0.5 1.0 1.5 2.0 2.5 3.0

Path Length in kilometers

Figure 32 - Comparing 700 MHz and 2250 MHz for 1sEresnel zone clearance

5.2.3 Estimating Channel and BS Sector Capacity

In the determination of the range capability fapecific wireless technology it is
necessary to specify a threshold SNR to meet agpéaiale throughput performance and
link availability for SSs or actors located at tiedl edge.

Many of the SSs or actors located randomly througtite coverage area will experience
significantly higher SNRs and thus be capable ghér throughput performance and
higher availability.

Assuming a uniform distribution of SSs, the SNRatigk to the cell edge performance
can be determined based on the specific path logelnuised and the BS antenna height.
The plot in Figure 33 relates the percentage oéraye area for the SNR compared to
the cell edge for different values of the path lesgonent.
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SNR vs Coverage Area
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Figure 33 — Signal to noise ratio (SNR) and cell gerage area

The higher SNR that prevails over a large percentdghe coverage area results in a
higher link availability, as well as enabling a gamtage of subscriber terminals to
operate at higher modulation efficiency.

As described earlier, the cell edge link availapiis determined by the fade margin and
can be predicted by assuming shadow fading is-adomally distributed random
variable. Figure 34 shows the relationship betwberavailability at the cell edge, in
this case 90 %, and the predicted availability dkerremainder of the coverage area.
Note that this applies to a single cell or BS anerminal located at the cell edge whose
connection is restricted to that BS. For a typioalti-cellular deployment, terminals or
actors at the cell edge with omni-directional answill generally have access to more
than one additional BS. This scenario resultssigaificantly higher availability due to
the very low probability that deep fades will ocsimultaneously on multiple
propagation paths.
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Link Availabilty
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Figure 34 - Link availability relative to path length

Alternatively it may be of interest to look at thebability of an outage (see Figure 35),
where in this case an outage is defined as notingegtspecified data rate. Whereas the
probability of an outage is 10 % at the maximungent is considerably lower at a
reduced path length.

Probabilty of Outage
10.00% -~ ; ; . . i i
1.00 % -
n=3
0.10 % - n=4
n=6
0.2 0.3 04 05 0.6 0.7 0.8 0.9 1.0
Path Length Relative to Max range (d/D)

Figure 35 - Outage probability relative to range

The effective spectral efficiency also increasesafdors or users closer to the BS, which
translates directly to increased data throughputhfose users. This is illustrated in
Figure 36, which shows the relationship betweenditp noise ratio (SNR) per symbol
(EJ/No) and the Symbol Error Rate (SER). Note that tlaglg, for illustrative purposes,
assumes no Forward Error Correction (FEC).
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An increase in SNR of approximately 7.5 dB for aegi SER will result in an increase of
the modulation efficiency from QPSK to 16QAM, a 2riprovement. A further SNR
increase of about 6 dB to 64QAM provides an add&i®0 % increase in spectral
efficiency while maintaining the same SER.

Symbol Error Rate vs. E./N,

1E+01
1E+00
1E01
1E02 = 634QAM
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w——16QAM

1E04 QPSK

Symbol Error Rate (SER)
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1E-06
-5 0 5 10 15 20 25 30
Es/No in dB

Figure 36 - Symbol error rate (SER) andes over No

The addition of FEC can provide significant improment in the SER or alternatively
reduce the required threshold SNR for satisfagb@rformance. With respect to Figure
36 the addition of FEC would, in effect, move thetpto the left by an amount dictated
by the type and amount of FEC. FEC, of courses addundant bits to the transmitted
signal resulting in a lower effective data ratetfog same overall channel bit rate.

Table 16 provides a view of what may typically n@gorted with any specific wireless
technology with a single transmit and single reeeatenna in either the DL or UL
direction. Many of today’s wireless technologieke advantage of advanced antenna
systems including MIMO (Multiple Input Multiple Optit). The use of multiple
antennas with spatial multiplexing can increasé Ibio¢ DL and UL spectral efficiency.
Although the following analysis assumes Single tripingle Output (SISO) the basic
concept is applicable with multiple antenna systamwell.

An SNR for a specified SER or BER would be assediatith each modulation
efficiency and code rate. With the most robust atatibn efficiency and several ARQ
or HARQ repetitions a satisfactory error rate mayabhieved with an SNR of less than
zero whereas 64QAM with 5/6 rate-coding would regan SNR of 20 dB or more.

Table 16: Modulation and spectral efficiency

Modulation Code Rate Repetitions Spec:('t(:)e;lsl)—:/f:;;:;ency
QPSK 1/2 6 0.166
QPSkK 1/2 4 0.2t
QPSk 1/2 2 0.t
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Modulation Code Rate Repetitions Spec(t(rba;ls)E/Lflgency

QPSK 1/2 0 1.C

QPSK 3/4 n/a 1.5
16QAM 1/2 n/a 2.0
16QAM 3/4 n/a 30
64QAM 1/2 n/a 3.0
64QAM 2/3 n/a 4.0
64QAM 3/4 n/a 45
64QAM 5/6 n/a 5.0

Using a table similar to Table 16, along with tipplecable SNR for each modulation and
code rate, one can determine the channel spefficiéecy net of FEC relative to the
range. This is shown in Figure 37 for differentiplass exponents. The probability that
the received signal level will be sufficient to popt the SNR required for each
modulation and code rate at different path lengtitidoe the same as that used to predict
the maximum range. Since Figure 37 relates spetiaiency to the relative path

length the curves for different valuesro$tart at the same point, namely the minimum
spectral efficiency used to define the thresholdRSNVith reduced distance the spectral
efficiency increases to the value predicted for 88Qwith 5/6 rate-coding. The rate at
which the spectral efficiency increases to its mmaxn value is a function of the path loss
exponentn.

Spectral Efficiency vs d/D
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Figure 37 - Spectral efficiency (SE) increases withlecreased range

In practice, whether it is due to the path loss ehaélected for the range analysis or the
conditions under which the model is being applted,higher path loss exponent will
generally result in a lower range prediction bstftee curve shows, a greater percentage
of the predicted cell coverage area will experiemtggher channel spectral efficiency.
This is shown more clearly in Figure 38 where thectral efficiency is plotted versus the
relative coverage area.
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Spectral Efficiency vs Coverage Area
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Figure 38 - Spectral efficiency (SE) relative to dkecoverage area

Assuming the terminal devices are uniformly disitéal over the cell coverage area, the
average channel spectral efficiency can be founestiynating the area under the curve.
This can be done by breaking the area m&egments and calculating the average of the
spectral efficiencies over all of the segments.

1 ~—m
AvgSE = — SE;
vg m el

As an example for the path loss exponaat6:
AvgSE = 2.0 (b/s)/Hz

Although average channel spectral efficiency isnaportant metric, of greater interest is
the average channel capacity, and most importactiyal data throughput at the
application layer or goodput. Multiplying the asge spectral efficiency (AvgSE), as
shown above, with the channel BW provides the ayeechannel throughput. This
however, only takes overhead due to FEC into adcosor the net channel goodpat
number of additional channel overhead factors ralsst be taken into account. These
include:

« Additional PHY overhead to account for control dopchannels or sub-channels

» Layer 2 (MAC / Data Link) overhead
» Layer 3 to Application Layer overhead for additibpeotocols, headers, etc.
* Encryption overhead

Denoting this additional overhead as ChOH, theayeichannel goodput is easily
calculated.
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Avg Channel Goodput = AvgSE x ChanBW x (1 — ChOH)

It is useful to define the term net spectral effry (NetSE) given by:
NetSE = AvgSE x (1-ChOH)

It should be noted that overhead (OH) may be adeduior differently in how it is
allocated between layer 1 and layer 2 with diffétenhnologies. What is important is
that all of the OH factors must be taken into actou

In doing this analysis it is also important to ddes the channel overhead (ChOH) in
both the UL and DL channels as these may not allwaybe same. For most Smart Grid
use cases the UL traffic will be greater than thetf@ffic*? so the UL channel data
capacity or UL goodput will be the metric of intstéor assessing BS capacity
requirements.

If a higher data goodput is required to meet thta damand in high population density
environments, BSs can be deployed with a closearisga When the range that each BS
must cover is less than its maximum range capgbilé channel capacity is increased
due to the higher average SNR over the entire egeearea. In the above example
limiting the range to 0.7D results in an AvgSE 833(b/s)/Hz, a 70 % increase in
throughput.

5.2.4 Physical Layer (PHY) Model

The purpose of the PHY model is to estimate théaodity that a transmission attempt
fails due to channel errors caused by noise orfarence. The transmission failure
probability takes into account factors affecting timk budget, including transmission
power, antenna gains, channel attenuation, thammsé, background interference, the
number of contending stations (if the channel eretl), and the spread spectrum
processing gain, if applicable. Depending on éwvell of modeling, the PHY model may
also explicitly model the stages of the transceisach as channel equalization,
demodulation, and forward error correction, resglin a bit error rate, symbol error rate,
or block error rate. Alternatively, the PHY modehy abstract some of these functions
and model them with an overall requitedN, or Ex/Ny (ratio of energy per bit to noise
power spectral densft}), wherein the probability of transmission failiseeflected as
the probability that the received SINR per bit ed®the requirel,/No. As part of the
modeling framework, the PHY model provides the M&ublayer model with a
conditional probability of transmission failureorFexample, with a contention based
MAC, the MAC model supplies the PHY model with thember of contending
transmissions. Given the parameters of the lirdgetiand channel statistics, the PHY
model then returns the probability that the trarssion of interest is unsuccessful
conditioned on the number of contending transmissio

% The exception would be when firmware is being tpda During these instances DL traffic can be more
dominant.

% The energy per symbol to noise density can bedduyrthe expression Jfl, = log(M) x E/N, , where

M is the modulation index. BothJil, and E/N,are directly related to SNR.
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5.2.5 MAC Sublayer Model
The MAC sublayer model can be either analyticadiowulation-based. The relative
complexity is determined by the preferences andi:meéthe user. The MAC sublayer
model receives inputs based on the applicationireaents and the wireless (or wired)
technology that is being used to transport the;datamodel interacts with both the PHY
model and the coverage model. The MAC sublayereahisdesponsible for returning
values for the following performance metrics fog tommunications system:

* Reliability

* Mean packet delay (latency)

» Layer 2 Throughput

* Encryption

Reliability is defined as the probability that acket originating from a sending node’s
MAC sublayer is correctly received by the correspog MAC sublayer at the receiving
node. Thus the reliability is defined with respict single link, rather than on an end-
to-end or edge-to-edge basis. For MAC sublayetis a/shared channel, where there is
contention for resources, the reliability is thelgpability that the packet does not collide
with any packets that are transmitted by other sendnd that the packet is not corrupted
by channel errors. If the channel is dedicatetthéosender (no contention), then the
reliability is simply the probability that the pastkdoes not experience any channel
errors. The mean packet delay is the averageftonethe passage of the packet to the
sender’'s MAC sublayer from the protocol layer immégly above to the delivery of the
packet by the receiver's MAC sublayer to the protdayer immediately above it. The
mean packet delay includes the following:

* The time the packet spends in the sender's MACasls transmission buffer

» The processing time at the sender’'s MAC sublayer

» The time required to transmit the packet, whicthespacket length in bits divided
by the PHY channel data rate in bits per second

* The time spent waiting to retransmit the packétehcounters collisions (in the
case of a contention-based MAC protocol) or chaerrelrs

» The propagation delay between the sender and tlee/es

» The processing time at the receiver's MAC sublayer

» BS to BS handover delay (applicable for mobile ieats)

The throughput is a measure of how efficiently¢hannel is being used, and it is
measured in units of application bits per secohide model computes two types of
throughput.
» The first type is the average throughput, whictihesproduct of the offered load
at the application layer and the packet reliahiliyote that this implies that the
ratio of the throughput to the offered load is ale/a number between 0 and 1.
* The second type of throughput measured by the mede¢ instantaneous
throughput, which is the ratio of the mean numbexpplication data bits per
packet to the mean packet delay. This gives tleetafe channel rate
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experienced by a packet that is ultimately succllggent across the link, even if
it requires retransmissions.

The major external inputs that do not depend ompérgcular MAC technology are the
number of devices accessing the channel, the meekepgeneration rate of each device,
and the mean packet size. The mean packet gearerate is typically given in units of
packets per second; the actual packet generatome$s is arbitrary. Packets can arrive
according to a deterministic process, in which ¢hsemean generation rate is simply the
actual generation rate, or they can arrive accgrtbra random process (e.g., a Poisson
arrival process). The size of the packet typicaltludes the size of the application data,
as well as the combined size of all headers, imotuthe MAC sublayer and PHY
headers. The packet size can be deterministiarmtom, depending on the applications
that are being modeled. There are additional s)thdt are unique to the MAC
technology that is being modeled. In the caseadrdention-based MAC technology,
these parameters can include the number of tineeBI&C sublayer will attempt to
transmit a packet before giving up and droppinguigs for handling packet collisions,
such as the amount of time that the MAC sublayestmait to retransmit a packet after

it has collided with a packet from another trangenjitand the amount of time the sending
MAC sublayer must wait for an acknowledgement tthasmitted packet before taking
further action.

Non-contention MAC technologies will use differgrairameter sets. The PHY model
exports the probability of transmission failuRg,, to the MAC sublayer model, which
uses it to help compute the output metrics. Fstaimce, if modeling a very simple MAC
sublayer that uses dedicated resources (so nontmmteand no retransmissions, it would
be found that the reliability is equal to{TPs,;), and the mean delay of successfully
received packets is the sum of the propagatiorydeid the transmission time. The
coverage model exports the maximum Tx-Rx distandeeé MAC sublayer model. With
only a user population density, the maximum Tx-stathce can be used to compute the
coverage area and size of the covered user populati

5.2.6 Multi-Hop (or Multi-Link)** Model

When the PHY parameters of a wireless link are shahthe link is coverage limited,

the effective coverage can be extended by routirgugh a sequence of multiple
connections or links, denoted as a multi-hop, ratien through a single link alone. The
MAC model generates performance metrics for sifigles; the multi-hop model, on the
other hand, works interactively with the MAC motizlgenerate end-to-end performance
metrics for multiple hops or relays. As illustrdi@ Figure 9, the multi-hop model
accepts single-link performance metrics as inpunfthe MAC model. Subsequently,
the multi-hop model generates the same classesrfafrpmance metrics for multiple hops.
The actual sequence of links depends on the paiowice and destination nodes and the
pair-wise link metric between the intermediate r@d€ommon link metrics are
minimum-hop and minimume-airtime. The resultanttiog topology indicates the routes
through which traffic is forwarded through the npl hops. The routing topology

% Multi-hop is used to describe inter-technology 8BS connections and multi-link to describe intra-
technology BS to BS connections
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affects links in a different manner. For examfle,link is forwarding traffic from
multiple sources, it will have a heavier traffi@tbthan otherwise. In particular, if the
destination of all source nodes is a single BS AP[the backhaul links connected
directly to the destination or DAP will be forwandj traffic from all other sources. This
translates to a higher offered load for those linkke offered load of the source is an
input to the MAC model from the application requients. The MAC model also
accepts the routing topology as input from the ishdp model and in turn computes the
offered load of all links accordingly. Source nddeing links from the DAP to the other
source nodes in this multi-hop network will simifanave higher traffic density
dependent on the number of additional sources de¢hegeeDAP.

5.2.7 Modeling Latency

When considering a Smart Grid application consistiitwo-way transactions between
two actors, one must consider the amount of timédhn be tolerated for completing the
two-way exchange of data between the actors indalveéhe transaction [5]. This is
typically referred to as the maximum latency fas tinansaction. Multiple factors affect
the total delay or latency of a transaction thaially includes: processing time in system
servers, delays in database access, and commongati network delays to mention a
few. Of these, the communication or network détagonsidered and analyzed in further
detail in this section. It must be noted thatrikévork delay will consume only a
fraction of the total maximum transaction latendjhe remaining fractional portions of
the total transaction latency will be allocateatber system components.

The analysis of the network delay is usually adekddy analyzing each link, hop, or
segment of the network system forming the netwaitk ppetween two actors, A and B.
The total network delay is then the sum of thevittlial delays contributed by each link,
hop, or segment. The total two-way network delayl then include the network delay
encountered in transmitting a transaction dataqaadyfrom actor A to actor B plus the
network delay encountered in transmitting the taatien’s response data payload from
actor B back to actor A.

As indicated above, a total network latency analysiist consider the discrete delays
encountered in each segment or link through whimhstction data payloads traverse.
Therefore, even the fraction of the total trangectatency allocated for the network
delay must be further sub-divided and allocatetthéomultiple segments in the network.
In some of these network segments the actual detaysbe insignificant while in others,
the delays may be larger and must be analyzed coonpletely for a more accurate
analysis. In general the delay encountered irgesat is related to the channel
bandwidth and goodput (defined in section 5.2t8,dize of the data packet to be
transmitted, and the congestion encountered an#tatork segment. If a network
segment is idle when a data payload arrives,usiglly transmitted immediately and the
only delay is the delay encountered in preparimgdita for transmission plus the delay
in actually transmitting the data payload at thedyput rate for the network segment of
interest. For greater precision the propagatidaydever the length of the segment path
must also be included. However, for short patlgtles, this delay is considered
insignificant and, in most cases, ignored. Iftlo@other hand, a network segment is
receiving multiple data payloads for transmissio®a ishort period of time, there is a
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finite probability that some data payloads will ennter congestion from other data
payloads waiting for access to the network segraeahannel. When payloads compete
for access to a congested channel queuing coneeplay and results in additional delay.

Queuing theory, which is deeply rooted in prob#pilneory, has been the subject of
extensive research over the years for a wide rahgpplications that has resulted in
many different mathematical models for predictingaing-induced delay. The goal of
this section is to provide an introduction to thibject and provide some insights as to
how the channel goodput, message or payload sidenassage or payload rate relate to
the delay caused by queuing in a congested chanaadingle network segment.

The first approach uses a binominal distributiarhteque to establish an estimation of
the probability of meeting a specific latency valukhe second approach uses a more
traditional response time analysis technique baseld/D/1% and M/M/1%°

mathematical queuing models to derive the averegjgonse time for transactions
transmitted over a network segment. Each modetesded to show the effects on
latency when increasing the number of nodes oractmmpeting for access to a network
segment of a given capacity or goodput.

5.2.7.1 Binomial Distribution Model
In this section we describe an approach basedoomoaial distribution for determining
the number of end-terminals or actors that caruppated by a specific channel while
meeting a specific latency requirement. When abarof packets are competing for
access to a limited resource, there is a probglaitiany instance of time that a specific
packet carrying a message or data payload willibmat gain immediate access to the
channel for transmission over the link. As indechearlier, it must be noted that an
individual network segment is not the only conttdyuo total network latency (or delay)
but when a channel is operating at or near itsagpdt will often be the dominant
contributor and thus an important one to modele K&y parameters required for
modeling this contribution to latency are:

» The average channel goodpGtf)

» The average transmitted packet sRg/€) (note that large data payloads or
messages may be segmented into smaller packedtarigmission)

* The rate at which messages or packets are beimgntiied Rysg) or
alternatively, the average time between messagpaaiets Tuso

* The probability a packet is transmitted or receiwgtthin a specified time window

(Pwmso)

The average channel goodpuCspr = Net Spectral Efficiency multiplied by the Chahne
BW where the Net Spectral Efficiency is definedtasaverage spectral efficiency at the

% The notation follows Kendall's notation where Mustls for Markov (arrival times), D stands for
deterministic (service times), and 1 stands for lpemof servers or in this case, transmission links.

% Another related model is the M/M/1 Queuing modakve the service times are not constant but ace als
described by a Poisson process
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application layer as described in section 5.2.Bis Takes into account all of the channel
overhead factors including the higher layer proledoeaders, and encoding overhead.

For any given actor in a Smart Grid network thexe be hundreds of messages that must
be transmitted within any 24 hour period. The ragegates for different types of
information can range from several messages peartbamne message per day, and the
size of the message payload can vary from 25 hgtseveral thousand bytes. From the
detailed SG Network System Requirements Specifinathe average message rate
(Ruso) per actor can be determined and the average geepsgload or packet size

(Pave) can be calculated. The average time betweenagesss then given by:

Tuse= 1Rusc ;
for Tusgin secondfRusc must be expressed in messages per second.

The time in seconds it takes for the average paoke¢ carried over the channel is given
by:

Tekr= 8 xPavc / Cep;

whereCgp is the channel goodput in b/s

By using a binomial distribution analysis mythologye require two additional
parameters: the number of trials and the packétgiitity. One way to do this is to
assume that the number of trials is equal to timebau of time slots that occur within a
specified latency period. This valueliflpkr(rounded down to the nearest integer).
Note thatL must be greater thaipkt. The probability that a message event falls wwithi
the time window defined bly is: Pysg = L/Tuse. For the model. is chosen to be the
fraction of the overall latency at the applicatlayer in seconds which has been
apportioned to this network segment. Using thesearmaptions, the cumulative binomial
distribution function is used to analyze the cotigeshat may occur during a time
period defined by.

It is important to visualize the relative valueeafch of these parameters in a typical
Smart Grid network for a single actor. This igslirated in Figure 39.

L
3 D | | | I
|(_ Tyse —)I A\TPKT = 8(Paye/ Cop)

Figure 39 - Relationship betweem., Tyss, and Tpkr

As illustrated in Figure 39 pxr <L <Tysc. This relationship assures thafyss < 1
and L/TPKT >1.
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The number of actors that can be supported by mneh&an be estimated by using the
Cumulative Binomial Distribution Functi6h The probability that the offered load in a

given time windowl, is less than the channel goodput is calculatddliasvs:
|x]

F(x;n,p) =Pr(X <x) = Z (’Z) pi (1 = p)n-i

i=0

Where

x = The maximum number of transmission events inmalew = largest integet L/ Tpkt
n = Number of actors

p = Probability of an actor transmitting in the wavd = Pysg = L/Tusc

It should be noted in this analysis we are caloulgthe probability that the offered load
in the time periodl., does not exceed the goodput capacity of the elammetwork
segment. This does not mean that if this cap@cixceeded for a short period of time
the overall transaction latency requirement or eherfraction of this latency allocated to
this segment will be violated. It only indicatée tprobability that the offered load may
exceed the goodput capacity of the network segohatmg the periodl.. Even if the
goodput capacity of the network segment is exceddedg time periodl., and packets
start to queue up, there is still a finite probiépihat each packet may leave the queue
and be transmitted through the network segmentimith allocated latency allotment.
However, this analysis is a good way to illusttéie probability of overloading the
capacity of a network segment which may well resuét significant violation in the
overall latency requirement for the transactions.

The results are shown in Figure 40 and Figure 4aricaverage channel goodput of 1.0
Mb/s and 0.1 Mb/s (100 kb/s), respectively. Fasthtwo examples the message rate,
Rusa is assumed to be 300 messages per hour whidlatas to an average time of 12
seconds between messages and the average paeketlsith cases is assumed to be 250
bytes. In these figures the confidence values tefthe probability that the load offered
by the number of nodes or actors will not exceedgbodput capacity of the network
segment during a period defined Ibythe allocated portion of the overall transaction
latency requirement.

2" 1n Excel® the expression is: BINOMDIST(L#fr, # Actors, Rise, 1)
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Actors /Channel vs. Confidence Level
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Figure 40 - Actors per channel for goodput = 1.0 Mis
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Figure 41 - Actors per channel for goodput = 0.1 Mis
Table 17 provides a summary of the expected chenijee number of actors that can be

supported per channel for variations in the reléypamnameters. The desired confidence
level in all cases is assumed to be 99.5 %.
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Table 17: Summary of expected change

Parameter Nominal Value Parameter Change Changiicrzonrlsjmber &
Latency () 1.0 second -50 % -55%
Channel goodputQgp) 1.0 Mb/s -20 % -22%
Packet sizeRavg) 250 bytes +20 % -17%
Message rateRysg) 300 mﬁiﬁge pe +20 % -16 %

The number of actors that can be supported byengitiannel is primarily dependent on
the channel goodput which in turn is a functionha available bandwidth and the total
channel overhead. A less obvious result is thetkat the valuel,, used in this analysis
has a relatively small effect on the number of ectbat can be supported through a
network segment. This is because the probabitity successful trial is more directly
proportional to congestion of the network segmbantto the time window sizk, used

to calculate the binomial distribution values.

5.2.7.2 M/D/1 and M/M/1 Queuing System Models

Another approach for modeling the delay encountarednetwork segment is based on
the M/D/1 and M/M/1 mathematical models. These el®tave been used for general
service time analysis and, when applied to netwgrkiystems, they are commonly used
for response time and throughput analysis.

In the networking context considered here, the NI/B/referred to as a constant service
model. It refers to a mathematical model whereéearrival rates are random,
described by a Poisson process (sometimes alsoagét® as having negatively
exponentially distributed inter-arrival times), amtlere service or transmission time
through the network segment is constant. A furlssumption is that there is only one
network transmission path or segment through whlkcthe payload packets will transit.
These assumptions are reasonable for an analysi®whch downstream node offers
payload data packets at a fixed average rate,gaitet is a constant fixed size, and the
packets arrive from the multiple downstream nodean independent and random
manner. This model requires two basic inputsatlerage combined arrival rate of
packets per unit timé.) 2 and the number of packets that can be transnptednit

time, which is also known as the service rate. (jfror a stable systemy the arrival rate,
must be less than , the service rate. If a swedaarrival rate is greater than the service
rate, the queue will grow without limit. The amiwate of packets is in-turn related to
the average rate packets are generated by eacltanddbe number of downstream nodes
feeding into the network segment. It is calculdiggimply multiplying the number of
active downstream nodes by the average rate pagietgenerated by each node. The
packet service rate is calculated by simply divgdine network segment goodput rate,
Ccp, (in b/s) by the number of bits in each packehisTields the service rate in packets
per second. Since the size of the transmittedgiack these examples is considered

%) is used here to be consistent with the terminotggically used in describing the M/D/1 or M/M/1
models. This is the same agdR for the Binomial Distribution Model
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constant (250 bytes each) and the goodput is amm@ed constant for each example
considered, the calculated service rate for eaamele is also constant, as required for
the M/D/1 analysis.

In the forgoing M/D/1 and M/M/1 analysis two examplare considered. One
considering the goodput of the network segmentlisvb/s, and the other for a goodput
1.0 Mb/s. This matches the assumptions in theipue\analysis the Binomial
Distribution Model, namely:

» Packet Size = 250 bytes (or 2,000 bits)

» Packet arrival rate per node = 300 packets per tioequivalently 0.083333
packets per second per node

* For a goodput of 0.1 Mb/s the service rateié calculated by dividing 100,000
(b/s) by 2,000 bits per packet which equates tpdifkets per second.

* For a goodput of 1.0 Mb/s the service rateié calculated by dividing 1,000,000
(b/s) by 2,000 bits per packet which equates togikets per second.

In considering the number of nodes or actors thathe supported by a network segment
of a fixed capacity or goodput, we must considerdbmbined traffic load offered by
these nodes. This can be easily calculated byiptyittg the packet arrival rate from
each node by the number of nodes. The resuleitotial offered load, in packets per
second.

The equation for calculating the expected average (E:) a packet takes to be
processed completely through the communicationsrediaor network segment for the
M/D/1 analysis is:

Eit = (20)((2xpx(1-0))

where
p = MM = packet arrival rate per service rate.

In this example the combined average arrival rajes(calculated by multiplying the
number of nodes offering traffitNj times the arrival rate from each nodeNet.083333.
The value ofu = 50 for the 0.1 Mb/s goodput example, @nd 500 for the 1.0 Mb/s
goodput example as pointed out above.

Thus the value = arrival rate per service rateN-nodes x 0.083333/50 for 0.1 Mb/s
goodput and the value= arrival rate per service rateNenodes x 0.083333/500 for 1.0
Mb/s goodput.

These calculations can be easily implemented preasl sheet using, as input variables;
the number of nodes or actors, the packet arratalfrom each node, and the service rate
at which packets can be transmitted through theor&tsegment at the given goodput
rate. In a spread sheet analysis, the servicevaiéd actually be calculated by dividing
the size of the packets (in bits) into the goodpte (in b/s).
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In contrast to the M/D/1 model, the M/M/1 modebenerally considered to be more
conservative when estimating the effective capaafity network segment which may, in-
turn, lead to an underestimation of the numberoafes that can be effectively served
through a network segment. In the M/M/1 model usdtie forgoing examples, the
assumed packet size is no longer considered aartrisit instead its average size is
considered to be 250 bytes but is expected toaeegrding to an exponential
distribution. Thus the calculated service ratetfi@se packets also follows an
exponential distribution. When considering botiMD/1 and M/M/1 analysis, they
may together serve to bracket a more realistic murabnodes that can be effectively
served by a network segment, with the M/D/1 ovéirresting and the M/M/1 under-
estimating the number of nodes that can be effelgtiserved by a network segment of a
given channel goodput. To illustrate, considerNtisl/1 model described here where all
the variables used in the calculations remain #imesas in the previous M/D/1 example,
except the size of the packet is now assumed toa@ording to an exponential
distribution.

The equation for calculating the expected averege E;;) a packet takes to be
processed completely through the communicationsretlaor network segment for the
M/M/1 analysis is:

Ex = (1)/(1-0)
As before, for the M/D/1 analysis, the value A/ (packet arrival rate per service rate).
In this example the combined average arrival rajasalso calculated by multiplying
the number of nodes offering traffidl times the arrival rate from each node, or
Nx0.083333. Thus the value pf= 50 for the 0.1 Mb/s goodput example, and 500
for the 1.0 Mb/s goodput example.

Therefore, the valug = arrival rate per service rateN-nodesx 0.083333/50 for 0.1
Mb/s goodput and the valye= arrival rate per service rateN-nodesx 0.083333/500 for
1.0 Mb/s goodput.

Using the stated input parameters, and the equfatidsy,, the following two charts,
Figure 42 and Figure 43, of the expected average fior a packet to be transmitted
through the network segment vs. the number of actotors offering packets to be
transmitted, can be constructed for the M/D/1 (tamisservice time) and M/M/1
(exponential service time) models. The chartsrbleslhow the more conservative
estimate for the M/M/1 model compared to the M/Biddel.
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Avg Time to Transmit a Packet Through Channel
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Figure 42 - Average packet latency for goodput = 0.Mb/s
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Figure 43 - Average packet latency for goodput = @.Mb/s

In calculating the expected average tifig) (@ packet takes to be processed completely
through the communications channel or network segnites important to note the
M/D/1 and M/M/1 analytical models used in this exdentake into account the
probability that packets arriving at the networgmeent for transmission may not be
immediately transmitted due to channel congestiarthat case they are placed in the
gueue of packets awaiting their turn to be transwohit This additional queuing delay is
obvious in Figure 42 and Figure 43 as the numbeaiodes increases such that the
combined offered load approaches the total capacitpodput of the network segment.
These two charts show the analysis of capacitiatsncy in a different context than the
Binomial Distribution Model described earlier, whicalculated the probability
distribution for the number of packets arrivinghiit a given time window of sizé, that
would exceed the maximum capacity for transmitthngse packets in that same time
window, L, whereL was selected to be equal to the required latefibyese latter charts
(Figure 42 and Figure 43) however, dramaticallywsliwat as the number of nodes
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increases, the offered load to a network segmeneases, the effects of congestion
quickly cause the average delay for each paclengthen significantly as the offered
load to the network segment approaches its maxicapacity.

Again, the reader is cautioned that the precedifig/Manalysis is based on average
response time for a fixed set of parameters, naimdlyis case each message or packet is
250 bytes in size and the arrival rate is assurnaedtant over time at 300 packets per
hour per node. In practice, the assumption of teonipacket size and the resulting
constant packet service rate is generally notsgaland may lead to over-estimating the
number of nodes that can be effectively serveditina network segment of a given
goodput. The M/M/1 analysis on the other hand,lmaoonsidered as being a more
representative model for simulating what would beceintered in practice.

One could use charts similar to Figure 42 and Edd as a guide for estimating the
maximum number of nodes or actors that can betefédg served by a network segment
to ensure the average packet latency encounteted metwork segment will lie between
the two lines on the chart. By identifying thectiianal portion of the overall transaction
latency that can be apportioned to the network segin question, using the charts
illustrated here can provide guidance as to sitiegnaximum number of nodes or actors
that can be served by a network segment while ergstirte average packet latency will
not exceed the allocated maximum value.

5.2.7.3 Comparing the Binomial Distribution Model with th/M/1 Model

Two different approaches have been discussed ferrdming a network segment’s
ability to meet a desired latency. Both approacresprobability-based and thus will
only provide an estimated value with some degremnfidence as to the number of
supportable nodes or actors that can be suppaostdteanetwork segment, or in this case
a channel, approaches a congested state.

The use of either the binomial distribution anadytsichnique or the M/D/1 or M/M/1
analysis techniques will provide an estimate ofdheacity of the link to meet the
required latency for that segment. Using the bilabanalysis technique described here
will lead to an estimate of the probability for rtiag the allocated latency, whereas the
use of the M/D/1 and M/M/1 analysis techniques withvide an estimate of the average
time to transmit a packet through the network segmBoth techniques are useful in
evaluating the ability of the network segment tiis$aits latency requirement and how
this ability is related to its goodput and the leadvhich it is being subjected.

To gain further perspective for the applicabilifyeither of these models for predicting
the latency performance in a Smart Grid networkrssdg, it is informative to see how
the two models compare.

The predictions for the number of supportable actor the M/M/1 and Binomial
Distribution models are shown in Figure 44 and Fegtb for 97.5 % and 95 %
probability respectively. As the charts illustratee Binomial Distribution approach
provides a more conservative prediction than thelM/approach which in turn, as

112



discussed in the previous sections, provides a wumservative estimate than the M/D/1
model.

97.5 % Probability
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Figure 44 - Comparison for 97.5 % probability

95 % Probability
6200 -

» 6000 - —m
5 ~ —x
5 2000 6.5%
® 5600 -
3 12.7% == M/M/1 Model
€ 5400 - CGP =1.0 Mb/S Bi ial Dist
2 c200 RMSG - 300/h == Binomia IST.

A Pavs = 250 Bytes

0 0.5 1 1.5 2

Latency/Window in seconds

Figure 45 - Comparison for 95 % probability

5.2.7.4 Additional Latency Considerations and Conclusions

While the examples described in this section aed #malysis may seem complex,
unfortunately in the real world, one would expéxt dffered load to be even more
complex than assumed in any of the preceding asalygansactions and packets
transiting a network segment would likely consisa anixture of transaction types,
packet sizes, and the arrival rates and in thigurexs likely to vary dramatically over
time, particularly for periodic events like meteading. Other more complex
mathematical models beyond those illustrated herglme employed to handle these
more complex examples. While beyond the intentsmaghe of this rudimentary latency
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and response time analysis, an interested readewsh to explore these more complex
models further by exploring the subject of respaise analysis on the Internet or by
consulting a number of text written on the subjddawever, the examples presented
here illustrate the basic concepts and principatnalyzing the latency and capacity of a
network segment and how these relate to the nuofbeydes that may be effectively
served through that network segment.

For a more complete picture of the overall netwaelay, an analysis like this would
need to be conducted on each network segmentpamach particular transaction type
traversing it, and in each direction for the twoyvea round trip application response
time consideration. However, as each differentvogt segment may have a different
mixture of application transactions with each #fiedent rates and then when combined
will provide different congestion values, it candeen a complete and comprehensive
analysis would be a very complex problem indeedth®\t the aid of a sophisticated
computerized modeling system to provide a more cehgnsive analysis, it is suggested
one would look at the low bandwidth (or low goodputtwork links and at the most
congested links in a network and evaluate theskduto determine if the congestion
delay and the transmission delay through thess ivduld be likely to cause the
transaction latency values to be violated.

In conclusion, as stated earlier the models desariib this section do not account for all
of the contributors to network latency. A more @bate analysis would include the
delays required to initiate a session and fullycpss the data packets at each of the nodes
in the transmission path and may also includeldioger physical path lengths, the
propagation delay. To summarize, these additicoalributors to latency are:
* Time to initiate a session from idle or sleep mtmlactive data session mode, this
includes authentication and admission control

» Time required to process packet headers and detemvtiere packets should be
routed

» Time required to initiate a connection with an adtgde BS that is within range
(BS to BS handover) during periods of changing pgapion conditions or for
mobile applications

* Propagation (OTA) time

The propagation time is 3% / km and for any terrestrial network can be igdorlt

may be a factor in satellite systems, however. dther three contributors are generally
in the 10 ms to 100 ms range and may be ignorechémt cases but could become
significant when mission-critical data is transettiover a multi-hop path. In those cases
one could choose to simply add a reasonable valueaich node; 25 ms to 50 ms would
probably be sufficient to capture the average ihpaaother scenario for which this
contribution can be a factor is when the latenouirement for very large application
payloads is apportioned to much smaller packetgdmsmission.

Another important factor not taken into considemativith any of the models is QoS. All
of the wireless submissions for outdoor terrestretivorks have some support for setting
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packet priorities, an essential ingredient of Qd@8is enables the prioritization of
individual data packets with respect to their tafere to latency.

Obviously, to account for all of these factors watkimple, easy to use, mathematical
model for wireless network planning purposes wdagda major undertaking. Despite

the limitations, any of the models described iis $@ction can prove useful in assessing a
channel’s ability to meet Smart Grid latency requients when the channel is in a
congested state, when queuing delays will tendinidate. The latency performance
based on the model will predict a conservativeltesice, when QoS features are taken
into account, the performance will only improve Fagh priority latency-sensitive
payloads.
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6 Practical Considerations in the Deployment of Vss| Networks for SG
Applications

Section 4 provided a detailed description of theous attributes and performance
parameters that would be important in making apsssaent of how different wireless
access technologies would apply in a Smart Gridmanications network. Section 4
also provides a link to the Wireless Functionadityd Technology Matrix which provides
a summary of performance details for several waekrcess technologies as submitted
by Standards Development Organizations.

In section 5, a number of propagation and pathrosdels were presented along with
various graphs, tables, and other models and nelévimrmation that would be
applicable to a land-based wireless technologyayepént. A special effort was made in
this section to take into account the specific dgmient requirements and trade-offs that
are applicable to Smart Grid applications as opghoséraditional cellular networks.

The goal for this section is to build on what wassented in section 4 and section 5 and
take into account some of the varied challengedraa-offs that will likely be
encountered in a typical Smart Grid communicatioetsvork deployment. In section

6.5, an Excel®-based tool is introduced. This tool is intendegtovide a means for
guantitatively assessing alternative terrestriagleolawireless solutions in deployment
regions with varied demographic and propagatiomastiaristics based on average Smart
Grid network uplink and downlink payload requirertsen

Specifically, this section is structured as follows
» Section 6.1: Coverage, Capacity, Latency Trade-offs
» Section 6.2: Advanced Antenna Systems and Spechamsiderations
» Section 6.3: Multi-Link / Multi-Hop / Mesh Topologs
* Section 6.4: Addressing the Challenges with Mu#r@nt High Rise Buildings
» Section 6.5SG Framework and Wireless Modeling Tool
» Section 6.6: Interoperating and Interworking witth€ Wireless Technologies
» Section 6.7: Assessment of Modeling Tool Results

» Section 6.8: Cross Wireless Technology Considaratio

6.1 Coverage, Capacity, Latency Trade-offs

This section discusses key performance factorsatigatommon to any smart grid
wireless communication network deployment and Hosgé factors relate to the
demographics and characteristics of the area lmmingidered for deployment. From an
operational perspective key performance paramaterpropagation range, UL and DL

2 Any mention of commercial products within this oepis for information only; it does not imply
recommendation or endorsement by NIST.
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channel capacity, and latency. In section 5 weudised and provided generally accepted
path loss models for indoor and outdoor land-bagesless networks. Additionally we
described how link budgets can be derived and lamge and channel capacity can be
determined. In this section we bring in the otkey deployment variable: demographics.

In a wireless network we can generally describdayepents afkange-Limitedor
Capacity-Limited Range-limited scenarios cover the case where BSds deployed in
a manner that fully utilizes its range capabiligtermined solely by the applicable link
budget and the path loss characteristics of the laeeng covered without regard to data
capacity requirements. Capacity-limited descrdxenarios for which data traffic
requirements are high and BSs or APs have to beedpdoser together to limit the
number of actors per BS so as not to exceed theaB&city capability.

Latencyis another key SG performance requirement andndi#pg on; channel goodput,
average message size and rate, and number of,amald result in a deployment that is
limited in its ability to meet latency requiremeimsaccordance with the model that was
described in section 5.2.7. In addition to thencteh access delay predicted by the
model, it may, in some cases, be necessary to actmunode processing delays. These
would account for encryption / de-encryption, emetection and correction, etc.
Generally these are small enough to be neglecteohéay come into play with large
latency-critical payloads. The remaining contrdoub delay is propagation (OTA)
delay, 3.33us / km. This can be ignored for terrestrial wissl@etworks but can be a
factor with satellite links.

6.1.1 Demographic Breakdown

From a demographics perspective it is informatovgroup deployment regions into the
five categories described in Table 18 which inctideea breakdowns based on US
census dafd

Table 18: Demographic breakdown

Housing Unit % of
Demographic HU) Densit % of US us : g
Regior? (h(ous?ng uniti/)er Population | Land TeieEl ChElEBEEes
square mile) Area
Dense Urba > 4,00( 11.C 0.0t Large number of high rismulti-tenant
(>1545 housing buildings large number of businesses
unit per square
kilometer)
Urbar 1,000 to 3,99 34.% 0.€ Densely packed-6 stoly buildings,
residential and industrial
Suburba 100 to 99! 30.7 3.2 Mix of 1 and -family homes, low risi
apartment buildings, shopping centerg
more trees, parks, etc.
Rura 10 to 9¢ 17.C 22.7% Larger parcels, low rise buildings, mc
trees and terrain obstacles

% The data for area breakdowns are from the US Z@tBus data which is based on square miles
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Housing Unit % of
Demographic HU) Densit % of US us : g
Regior? (h(ous?ng uniti/)er Population | Land TeieEl ChElEGEEEs
square mile) Area
Low Density <1C 4.z 72.% More extreme terrain characteristi
Rural (<4 housing unit HU densities vary from clusters to
per square individual HU miles apart
kilometer)

In addition to the typical area characteristicduded in the table there are some
additional generalizations that can be made relatg@dpulation and housing unit (HU)
densities that relate directly to terrestrial wessd SG network deployments.

In deployment regions with very high population siéaes one can expect:

Limited spectrum options: Spectrum congestion aflilays be a limiting factor in
areas with high population density. These are @mnmarkets for other wireless
operators and if any excess network capacity deiss & will very likely be
quickly consumed to keep up with the growing demanidat said, any spectrum
that is available for Smart Grid networks may bérmmted amounts and may not
always be in a favorable frequency band for besgjeand coverage. This may
require the use of smaller channel BWSs, subsequksatling to lower channel
capacity.

Higher interference: With higher traffic densiteasd smaller cell sizes the
potential for interference will be higher in thesgions. This will be especially
true in the unlicensed bands but can also playeaimdicensed bands unless
generous guard-bands are used. Limited spectrciaiels more aggressive
frequency reuse, giving rise to greater sectoetbas and cell to cell interference.
The need for greater margins to account for interfee will lower the link
budget.

Most deployments will be capacity-limited or lindtén the number of actors per
channel to meet latency requirements. Limited spetand high HU densities
will lead to deployments that will have to be sizedneet capacity and latency
requirements for most SG network segments.

In contrast, for areas with very low population siées it is reasonable to expect:

Spectrum availability: Spectrum is more likely ® dvailable. Existing license
holders in some cases will be willing to lease ipog of underutilized blocks of
spectrum. Sharing the Public Safety bands withllownicipalities is a realistic
expectation and the use of license-exempt speatambe considered without the
concern for large amounts of interference.

Most deployments will be range-limited: With thdléypto deploy a wireless
network with a reasonable channel BW, deploymentsiial areas will most
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always be limited by the range capability. Theeptmn would be in the
unlicensed bands where regulators impose EIRHatshs.

It is informative to delve deeper into the two extie demographic categories, Dense
Urban and Low Density Rural, to gain a better ustderding of the challenges associated
with each with respect to an SG wireless network.

6.1.2 Dense Urban Regions
In addition to the high density of meters and otltéities infrastructure that must be
connected in a Dense Urban area wireless netwaelde¢ployment must also deal with
significant propagation challenges. With the plenee of underground utilities in
metropolitan areas, meter banks will often be ledan grade-level weatherized
enclosures or below ground level in the basemdrigh-rise multi-tenant buildings. In
either case the penetration losses will be sigamific Additionally, as was discussed in
section 5, all of the relevant path loss modelsligtea higher path loss for urban
deployments as compared to average suburban aaldaraas due to building blockage.
The range capability is further impacted when B&iamas are located below the roof
tops of the surrounding buildings. This is clealllystrated in Figure 46, where range
projections are shown for an AMI network under filowing conditions:

e Outdoor pole-mounted DAP (BS) with an antenna heafiiO0 m (denoted as OD

Pole)

» Basement located or cabinet-enclosed meter baek®{ed as ID Basement)
» Above ground located meter banks in indoor locati@enoted as ID Other)

The range projections are based on the ITU-R M.21B%8ban Micro-cell path loss
model described in section 5.2.1.3.4. This moslebnsidered valid for the 2000 MHz to
6000 MHz frequency range. The dotted lines extanthe data to 700 MHz are simply
estimated projections for illustrative purposes.

Dense Urban Range Prediction
10
\ Based on ITU-R
M.2135-1PL
Model
£ 1 Capacity or Latency-Limited Macro-Cell
.:_:, \ ——=0D Pole
[T}
=
& 0.1 \ -|D Other
= |D Basement
0.01
500 1500 2500 3500 4500 5500 6500
Frequencyin MHz

Figure 46 - Dense urban range projections
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The third plot in Figure 46 is based on the ITU-RLB5-1 Large City Urban path loss
model and assumes:
» An outdoor roof mounted BS (30 m height)

* Terminals consisting of outdoor pole-mounted DAERZ ifh height)

What can be surmised by this is that for AMI depheyts in Dense Urban and probably
many Urban area deployments, the deployment wil} eften be range-limited and not
capacity-limited since the coverage area will beesgly limited by the high penetration
loss to reach installed meter banks and the higtim area path loss with DAPs
mounted below adjacent roof tops. With the smallecage area the number of meters
per DAP will generally be well within the capacggpability of the BS. At 3500 MHz,
based on 4000 housing units per square mile, #fiécttoad for each sector would be
about 300 smart meters per channel. Itis impottamention that mounting the DAPs
above the prevailing roof height in a dense urbaa aould not yield a significant
benefit. Since the DAP antennas, with a fan-shdyeaan, would be pointed downward
to reach the grade or below grade located metersffective area coverage would not
be increased enough to offset the added complaritycost of acquiring roof-rights.

The above analysis suggests a layered architeftiudense urban areas as shown in
Figure 47. The pico-cells and micro-cells repré&®hPs with a nominal antenna height
of 10 m. The pico-cells access basement-locatddanlt-enclosed smart meters while
the micro-cells have access to smart meters in faogable locations from a path loss
perspective and, with lower penetration loss, cavetder area. The macro-cell provides
an aggregation node for the DAPs and may alsoygpc&dditional smart meters within

its wider coverage area. The macro-cell would Havgandle the combined data traffic
and in most cases will be capacity-limited.

Backhaul

Macro-cell
Coverage Area
(Capacity-Limited)

Micro-cell

icro-cell

Figure 47 - Layered architecture for dense urban
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6.1.2.1 Dense Urban Latency Considerations

As mentioned earlier, a model for assessing th&arkts ability to meet latency
requirements was described in section 5.2.7. Todeatrapplies to a single link with a
known average channel goodput. The same moddeased for a layered network
architecture provided the latency allocated forrth&vork is properly apportioned to the
link being analyzed. For an end-to-end latencyireqnent ofLy and the data path
illustrated in Figure 48, each link must be destgteemeet a latency ai/4. The
probability (or confidence) factor must also be @pipned between the multiple links.
For an end-to-end requirement of 99 % and foursligach link would be required to
meet 0.98* = 0.9975 (99.75 %).

AMI Network Backhaul Network

{ ) | \

|~ e~ D — 1~
Link

!< 1-Way Latency = L >

Figure 48 - Latency with layered architecture

The AMI network will have a greater number of astaith small data packets. The
DAP backhaul network, on the other hand, will bpmarting fewer actors but data
payloads will be larger. Even with the same ch&BiW¥, the average channel goodput
will typically be higher for the macro-cell sinda,most cases, it will be capacity-limited
or limited in its ability to meet latency requirems.

6.1.2.2 Relating Channel Capacity and Latency

In the design of any communications network thagiec that must always be addressed
is whether to design to meet average or peak bagyedemand. Sizing the network for
average demand reduces network cost but meansethated performance will have to
be tolerated during periods of peak demand. Felephony network it generally
translates to a higher probability of a ‘busy sigriar a Smart Grid network it may
result in higher average latency. Designing thievak to meet peak demand increases
network cost and may result in a network that hka&ggs capacity for a large percentage
of time. For a Smart Grid network highload, drivianlarge payload firmware upgrades
and other special events, can be orders of magnguehter than baseload.

Even though the pico-cell deployment in the AMIvetk will, in most cases, be range-
limited due to the high penetration losses, higthltvaffic conditions, especially in dense
urban areas, may approach the channel capacity limi

Since the AMI network is likely to be operating itmited spectrum and link latency,

requirements may be quite stringent due to theiptllinks or hops in the end-to-end
communications path. It is important to understtredrelationship between the channel
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data capacity and the link latency. As was desdrib section 5.2.7, the latency
prediction is based on the channel goodfdt), the average packet siZ@\(c), and the
message (or packet) rd@gsc

If, as an example, we assum€a of 1.0 Mb/s and a peak data rate per actor or end-
point of 100 b/s (approximately 12 bytes per segotné channel capacity at peakload
would be 10,000 actors per channel. The actor agessateRyss, under these
conditions is 0.05/s or 180/h.

Figure 49 shows the probability of meeting a patéclink latency requirement as a
function of the actor load on the channel usingBlmmial Distribution Model

described in section 5.2.7. With 8500 actors (86f%he channel actor capacity) there is
a 99.5 % probability that a packet will meet a€eBond latency requirement or,
alternatively, less than 0.5 % of the packets @xlteed a latency of 0.5 seconds. This
value is about 10 % at 92.5 % of the channel c@paaoid grows to over 30 % when the
channel is loaded to more than 97.5 % of capaditthe channel were operating at full
capacity the latency would be about 20 seconds.

Probability of Meeting Latency
Requirement
100% Percent of
Channel
95% - Capacity
Z ——85.0%
= 90% y
3 100 (b/s)/Actor 90.0%
& 85% Cep= 1.0 Mb/s —102.5%
Pavg = 250 Bytes 95.0%
80 % RMSG = 180/h
Capacity = 10,000 —97.5%
75%
0.0 2.0 4.0 6.0
Latency Requirement in seconds

Figure 49 - Probability of meeting latency requirenent

Another way to present this data is shown in Figifrewhere the channel load as a
percentage of channel capacity is plotted versei$atiency prediction for different
probabilities. This representation may prove maeful as a network design or planning
tool when one is faced with the decision of dimensig the network capacity to meet
baseload, average load, or highload requirements.
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Latency Relative to Channel Loading
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Figure 50 - Latency relative to channel loading

For this particular example, if one wanted to maim& latency of 0.5 seconds with a
probability of 99.5 % during periods of highloatiwiould be necessary to design for a
channel capacity 15 % higher. If, on thel otherdha latency of 3.0 seconds with a
probability of 95 % could be tolerated during peakis, one could operate up to 96 % of
the channel capacity.

Figure 50 is applicable for this particular examgtel would have to be re-plotted for
different parameter assumptions. Generally a redlpacket size would support higher
channel loading for a given latency. Although aabBen packet size increases the
message ratdi(;sg), the probability that a packet falls within th@esified latency
window increases. Bear in mind that smaller paskagts will also increase the channel
OH so one can also expect a slight reduction imcllbgoodput.

This analysis does not take into account any oflb8 features that are supported by
most wireless technologies. The analysis assulhpackets are treated with equal
priority. With QoS support it would be possiblegassign higher priorities to packets that
are more latency-sensitive while relegating latetodgrant packets to a best effort status.
From the standpoint of evaluating the channel'itglto meet latency requirements,

with QoS, the best effort packets would be ignored.

6.1.3 Low Density Rural

The opposite extreme to Dense Urban is the aregrizged as Low Density Rural.
According to the United States census data overot e US population lives in over
70 % of US land area. With housing unit densigss than 10 HU per mi< 4

HU/km?), deployments in these regions will always be ealiited with any reasonable
amount of spectrum. The key challenge for a teregsvireless network deployment is
to optimize the coverage so as to reach all housmitg and enterprise units that are
connected to the electrical grid. Special attenkias to be paid to:
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» Terrain characteristics that can vary from flat wide-open spaces to rugged
mountainous terrain with high tree density.

» Long distance wireless backhaulshat may require daisy-chained point-to-point
(PtP) links or a satellite link for connectivity tilee command center.

Path loss models for foliage (5.2.1.3.7) and pastroctions (5.2.1.3.8) were presented
in section 5.2.1.3 and a modified version of theelgrSUI path loss model was shown to
be an effective path loss predictor for variousdi@rcategories in rural and suburban
areas over the full 700 MHz to 6000 MHz frequerayge. A description of the three
terrain categories are repeated here for conveasienc

» Terrain Type A: Hilly with moderate to heavy tree density

* Terrain Type B: Hilly with light tree density or flat with modeiato heavy tree

density
* Terrain Type C: Flat with light tree density

Although not all terrain types that are likely te éncountered throughout North America
can be fit into one of the above types, it is hadgbthat these three terrain types can be
used to describe a large majority of Low DensitydRdeployment scenarios. For
extreme terrain conditions other approaches, adratsection 5.2.1.3.11, may have to
be employed to provide a more accurate estimate.

Figure 51 provides the coverage area projectionthiothree terrain types for an AMI
network for the 700 MHz to 6000 MHz frequency rangée link budget of 143 dBin
the UL direction is the limiting factor for the rga determination due to the lower EIRP
and antenna gain for the wireless enabled smadrm&he DAP antenna height is
assumed to be 20 m with a gain of 15 dBi. Thiglhteshould not be unreasonable in
rural areas where existing transmission towers dbellogical candidates for BS
locations.

31 Assumes 14 dB fade and interference margin ardbortocated smart meters with 0 dBi antenna gain
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Figure 51 - AMI coverage area projections

In Figure 52 the sensitivity of the coverage asplotted for different antenna heights
for those locations where a 20 m height is impcatti The chart also shows the benefit
of higher heights for situations where suitablectires or standalone towers are
available. This data is plotted for a frequenc@0 MHz but the results are not
significantly different at either 700 MHz or 6000H4. With its large impact on
coverage area, BS antenna height will play an esibebig role in determining

equipment requirements for SG networks in low dgnsiral areas.

Sensitivity to BS Antenna Height
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Figure 52 - Sensitivity to BS antenna height

The second key challenge in low density rural are#ise backhaul connection which
may require multiple PtP links for a land-basedigoh or the possible use of a satellite
link or some combination of the two. A typical Ld»ensity Rural or Rural wireless

network architecture may resemble what is showfigare 53.
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Figure 53 - Typical network architecture for low density rural

As shown in Figure 53 the end-to-end data pathweily often encompass multiple links
or hops, each with very different characteristiés. was the case with dense urban, the
network latency budget should be properly appoeiibto each individual link before
applying the latency model described in section/s.2f a satellite link is employed, the
propagation (OTA) delay should also be consideiMfthen end-to-end latency is the
limiting performance factor, fewer terrestrial lolgks will be preferable to a higher
number of short links for reducing latency. Theplaces node processing delay with
propagation delay. Longer links, of course, wéhgrally require increased antenna
heights and higher EIRPs.

6.1.4 Summary

Urban area path loss and high penetration losdesignificantly limit the range and
coverage for a wireless AMI network. In most cabese deployments will be range-
limited pico- and micro-cells. With roof mounte@Bntennas to provide a backhaul
connection for the DAPS, the coverage potentidl lwélmuch greater but capacity
requirements to handle the aggregated trafficwitiimately determine the coverage not
the range.

Low density rural area deployments will be primardnge-limited. The use of the lower
frequency bands and deploying BS heights of 20 mane will greatly reduce
equipment requirements. A combination of PtP liakd satellite links may prove to be
the best choice to fulfill backhaul requirementseémote areas but with an increasing
number of links, latency could become a limitingtéa.

The various trade-offs and considerations for dgpknts in Dense Urban and Low
Density Rural areas should provide some insightstime factors that must be considered
in the other three demographic regions describdeeedJrban, Suburban, and Rural.
Urban areas would still have the building cluttedeal with but, with lower average
building heights, slightly better propagation cluaesistics. Deployments, however, will
still tend to be capacity-limited.

Residential suburban and rural areas will not gadhelbe able to accommodate the

higher BS antenna heights due to visual impactthadimited height of utility poles that
would often be the preferred choice for BS locatioDepending on channel BW
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limitations imposed by limited spectrum availalyilénd HU density, suburban areas may
be either range-limited or capacity-limited.

6.2 Advanced Antenna Systems and Spectrum Considesation

Advanced antenna systems have become commonpltu#aiyis wireless networks;
even indoor WiFi APs are often equipped with midtiantennas. These advanced
antenna systems can be grouped into two geneega@ats designated as Multiple Input
Multiple Output (MIMO) and Beamforming (aka Phagedays). Each of these generic
categories has different attributes that trangtaimproved range and coverage,
improved channel capacity, higher availabilityaozombination of the three.

6.2.1 Multiple Input Multiple Output (MIMO) Antennas

MIMO systems are described as illustrated in Figi#rewhere transmit antennas are
designated as inputs to the OTA channel and reegitennas are receptors of multiple
input paths. A BS equipped wily transmit (Tx) antennas am receive (Rx) antennas
would therefore be described as havingdax Ng) MIMO antenna configuration. A
configuration with 1 Tx antenna and 2 Rx antennasldvbe designated as having a
(1x2) Single Input Multiple Output (SIMO) antennanéiguration.

Tx
Rx

SS/Actors
Tx

Rx

BS

Figure 54 - Antenna nomenclature

To take maximum advantage of the performance atggthat MIMO antenna systems
can support, it is necessary to minimize corretebietween antennas. This can be
accomplished through spatial separation, typicayavelengths to 5 wavelengths or
more. With only two antennas, cross polarizatian be used.

With multiple Tx antennas, MIMO systems can gerngm@berate in one of two transmit
modes and in most cases can auto-adapt to the mosteapplicable to existing channel
conditions at any given time. These transmit madescalled:

e Transmit Diversity

» Spatial Multiplexing

Transmit diversitydescribes a scenario whereby the same data sis¢eansmitted over
each of the transmit antennas. This provides pilalthdependent transmit paths thus
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increasing the probability of a satisfactory recapat a distant terminal. This feature
translates to an increase in system gain resuhiegher an increase in range or an
increase in availability. Assuming there is noretation between antennas, a system
with 2 Tx antennas will result in a 3 dB systenngacrease and a 4 Tx antenna system
will result in a 6 dB increase.

With spatial multiplexingeach Tx antenna transmits a different data streagfféctively
increase the channel capacity. This can provide @ptwo-fold increase with two Tx
antennas and up to a four-fold increase with fouaftennas.

As a practical matter the performance gains fon3inait Diversity or Spatial
Multiplexing will be somewhat less than theoretig@lredicted due to variations in
multipath, antenna patterns, and mounting limitegio

Multiple Rx antennas in MIMO systems generally supp
* Receive Diversity with or without Maximal Ratio Cbming (MRC)

. Multi-User MIMO (MU-MIMO)

Receive Diversitgnhances link reliability by providing multiple iagendent receive
paths. In its simplest implementation the recesiemply selects the highest signal level
from one of the multiple antennas. Since a dedp faunlikely to occur simultaneously
on each path the probability of receiving a sigitadve the threshold level is increased.
With Maximal Ratio Combining (MRC) the receivedrsids are combined to provide a
received signal level higher than any of the ardsmeceive individually.

Multi-User MIMO (MU-MIMO) is a technique typically employed on the receide st
the BS. With multiple Rx antennas, this approammlgines transmissions from multiple
terminals to increase the BS UL channel throughput.

6.2.2 Beamforming and Beam steering

Beamforming is another advanced multiple antent@ophat is available with many
terrestrial-based wireless systems. This approamhires each BS antenna in the array
to be spaced one-half wavelength apart. With prppasing and amplitude control the
resulting antenna pattern is formed into a narreanb that can be steered (beam
steering) to direct the beam to different areabiwit sector coverage area as illustrated
in Figure 55. The beamwidth is indirectly propontal to the number of antennas in the
array. Typically from 4 antennas to 8 antennasiaesl to achieve the desired
beamwidth. The resulting increase in antenna ig@reases the link margin in both the
DL and UL directions and significantly reduces patential for interference in UL.
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Figure 55 - Beamforming

Since all of the terminals must maintain a conmectith the BS at all times, the range is
determined by the control channels which are gdlgdiaked in a sector-wide broadcast
mode. The added link budget in a beamforming syskeerefore does not translate to a
significant increase in range or coverage but éoadble a higher throughput and higher
link availability.

6.2.3 Practical Considerations and Spectrum Trade-offs

Advanced antenna systems can definitely provideifsignt performance advantages for
terrestrially-based wireless access systems, haveeemust also consider the
deployment implications, especially in the lowerdguency bands. The impact on
spectrum choices with respect to multiple anteryséesns was briefly mentioned in
section 5.2.2.2.2.

As described above, antenna spacing is an impartarsideration for these systems to be
effective. This can be especially challengingHmher order MIMO systems in the

lower frequency bands. The Figure 56 shows theisgdor a (4x4) MIMO array
assuming, for illustrative purposes, an antenrentenna spacing of three wavelengths.
Note that this is a minimum requirement which waésult in reduced performance due to
the potential for antenna to antenna correlatiocoaspared to a spacing of five or more
wavelengths.
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Figure 56 - (4x4) MIMO array with 3 wavelength spamg

Only taking into account the antenna spacing,egjuiencies below 1000 MHz the size of

a (4x4) MIMO array will exceed 4 m with a 3-waveitm antenna separation.

The dimensional requirements for beamforming areagssomewhat better since the

antennas are spaced at one-half wavelength apiaet than several wavelengths.

Nevertheless, since beamforming arrays generallyire more elements to be effective,
the arrays still get quite large in the lower freqay bands as shown in Figure 57 for an

8-element beamforming array.
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Figure 57 - An 8-element beamforming array

In addition to antenna spacing the relative sizthefantenna itself must also be
considered. The gain of an antenna can be exprasse

Antenna Gain in dBi = 10 Lag (4nyA/A?),
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where

A = the size of the antenna aperture,

n = the efficiency (generally a value between 30rib 30 % depending on the antenna
type design), and

A = wavelength.

As the equation indicates the antenna gain vamesrsely as the square of the
wavelength thus providing a significant variationgain for a fixed antenna aperture over
the frequency range 700 MHz to 6000 MHz.

BS antennas for wide area networks are typicalbygied to provide a fan-shaped
pattern with a gain in the order of 12 dBi to 16.dBigure 58 shows the gain for a BS
antenna with an aperture to height ratio of 10 &md an aperture height of 0.67 m. This
provides a gain of about 15 dBi at 3000 MHz assgnaim aperture efficiency of 50 %.

BS Antenna Gain vs. Frequency

25

g 20

£ 15

O

E 10 - Antenna Height to width

8 5 ratio = 10:1 for "Fan-Shaped"

< Beam. Aperture efficiency =50 %
0

0 1000 2000 3000 4000 5000 6000 7000
Frequency in MHz

Antenna Aperture Height =0.67 m

Figure 58 - Antenna gain variation with frequency

In Figure 59 the antenna aperture height requoeddintain a 15 dBi gain over the

700 MHz to 6000 MHz is plotted. This, of courseaisimplistic analysis since it does
not consider alternative antenna designs that otenpally improve the aperture
efficiency in the lower bands. Although the curire&igure 58 and Figure 59 may
present a more pessimistic prediction for the lofneguency bands the general trend is
the same; antennas in the lower bands will be taagd have lower gain.

131



BS Antenna Aperture Height for
15 dBi Gain

12
Antenna height to width

£

2 10 to ratio assumed to be

c 8 » » 10:1 for "Fan-Shaped"

£ beam. Aperture efficiency

-é” 6 =50%

§ =—Hgtin m
c

<

0 1000 2000 3000 4000 5000 6000 7000
Frequency in MHz

Figure 59 - Estimated aperture height for 15 dBi BSector antenna

When deploying MIMO or Beamforming arrays, takimgpi account the required antenna
spacing and antenna size, one must carefully centie following factors:
e Visual impact

* Space requirements on existing utility infrastruet(utility poles, transmission
towers, etc)

e Structural requirements for wind-loading forces.

As described above the challenges with respetiegetdeployment factors are greater in
the lower frequency bands. Since some of the cawially available advanced antenna
systems may prove impractical in the lower freqydrends due to the antenna and array
size, the path loss advantage is mitigated somewhalysis will indicate that there is

still a significant coverage advantage in the lofequency bands, but the point to be
made is that the projected path loss differencelshaot be the sole criteria for selecting
these bands.

6.3 Multi-Link / Multi-Hop / Mesh Topologies

Several networking topologies were briefly discassesection 4.2.2.4. This section will
provide additional discussion of some of these limgies and specifically, those more
commonly used in the Neighborhood Area Networks KNAOnNe definition of a NAN is
a common network infrastructure that links multipieelligent devices in a relatively
small or neighborhood sized geographic area. 3éution will provide a general
overview of the NAN and several important consitleres for its use in a Smart Grid
environment. Many of the considerations descrivgd respect to NANs also apply to
mesh topologies in Wide Area Networks (WAN) anddrigrea Networks (FAN).

Figure 2 of section 3 describes the Smart Grid €ptual Reference Diagram illustrating

the multiple Domains and the network infrastrucsurgerconnecting those domains.
Shown are two holistic NAN infrastructures; onentiiged as a Field Area Network
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(FAN), and the other identified as an AMI Networklthough the FAN and AMI could
be the same network they are each shown as comsiseparate networks in this
diagram in order to show their relationship andpgupfor two of the Smart Grid
Reference Domains. More specifically, the FANeépidted as supporting and serving
the Distribution Domain, and the AMI Network suptiiog and servicing the Customer
Domain. While this depiction is appropriate foe ttonceptual or high level Domain
view of the SG, it is somewhat misleading from phgsical network implementation
perspective. In actual practice both the FAN dredAMI Networks can and usually are
composed of multiple smaller geographically basstsvarks or NANs, each with one or
more Data Aggregation Points (DAPSs) as will be dbsd in greater detail below. Also
depicted in Figure 2 of section 3, the communicatietwork end-points for the AMI
Network NANSs include the two-way AMI Meters and ESULtility. The end-points for
the FAN and NANSs include distribution feeder degiead may also include a FAN
gateway linking with a Substation Network. White tconceptual reference diagram
illustrates the domain view of the SG systemshausd be noted that both the
Distribution Domain and Customer Domain will havgngficant geographic overlap, and
thus the network infrastructures serving them lilsewvill have significant geographic
overlap. This overlap leads to the potential fegrating the FAN and AMI Network
NANSs in these common geographic areas into a conmabmork infrastructure. Thus in
these areas, a single composite NAN may be impleeddo provide connectivity for the
end-points from both the AMI Network (i.e., the AMileters) and FAN end-point
devices (i.e., field Distribution Automation dev&ye Throughout the rest of this section
the distinction of the Domains served will be calesed only insomuch as the end-point
devices for the Domains will bring different useses and thereby bring different
network requirements. However, the primary foct#his section will be on the
underlying NAN infrastructure and considerationsdopporting the uses cases for the
various end devices it serves. The subsectioms\beill cover the components of the
NAN in greater detail but a common network elenwrithe NAN is the Data
Aggregation Point (DAP), as mentioned above. Wth&different AMI and NAN
vendors typically identify the DAP using their owpecific product names, the primary
purpose of the DAP is to serve as a gateway fra\tAN to other networks to
ultimately link back to one or more common applmatsystem and services. In some
cases more sophisticated NANs allow more than okie for an individual NAN that
may allow segregation of traffic types and maywllmking with different upstream
application systems. Other commonalities andriitins will be discussed further in
the following subsections considering the technglagd topology of the NAN.

Furthermore, for the current Smart Grid implemeatet the dominate use of the NAN is
for AMIL. In these implementations the NAN providamnectivity between AMI meters
and a DAP, with the DAP having a backhaul pathai&AN to the host AMI System or
AMI Head-End. For these dedicated AMI system tlegsespecific requirements for
information flow between the back-office meteriygtems, through the NAN, and to the
individual AMI meters. For these AMI systems, #& no need for the meters to share
their metering information amongst themselves,dnly to share this information with
the AMI Head-End and the centralized metering syst&herefore meter to meter (i.e.,
peer-to-peer) information sharing in the NAN is required. However, in a Multi-Hop
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AMI NAN the meter communication modules may beeaxibn to relay messages
between the DAP and other meters too far remowed the DAP to directly link with it
and they may also exchange network housekeepingages between the
communication modules of neighboring AMI meterss these AMI NAN networks are
expanded to include DA devices there may be additicequirements for the NAN to
support direct peer-to-peer information exchangaw/éen these DA devices leading to
additional requirements for the NAN to support thpser-to-peer routes along with
effectively managing message priorities. Bothdheent and potential future
requirements of the NAN should be fully considendten choosing a technology and
topology for NAN connectivity.

6.3.1 Network Topology Revisited

In order to better identify the common NAN infragtture a brief digression further into
network topology is in order. Multiple terms afféea used in conjunction with the
NAN; Point-to-Multipoint (PMP), Multi-Link, Multi-Hp, and Mesh. However, these
terms may be misleading and it can be said mayurately describe the commonly
deployed NAN topologies.

The term, Multi-Link network, can be defined asntbnnecting multiple discrete
networks, such as linking a HAN with a NAN, therat&VAN. The obvious reason for
interconnecting these networks is to allow datéharges between the devices connected
to these discrete networks. That is, a Multi-Limkwork path can be established through
the linked HAN, NAN, and WAN Multi-Linked networks.

The term, Multi-Hop network, can be defined as grofiinterconnected nodes in a
common network infrastructure where links to traeethis network can be established by
using node-to-node or hop-to-hop links, thus thent&lulti-Hop.

The term, Mesh, is used to describe a family @drcinnected nodes in a common
network infrastructure. There are several formsesh topologies which are well
documented in multiple books and other technicpepaon network systems. However,
briefly here, the term full mesh is commonly usedi¢scribe a mesh where each node is
directly connected to each other node, which cad te an inordinately large number of
links in large networks but also provides the lastgaumber of direct communication
paths. With a larger set of links, a full mesh hase choices to dynamically adapt to
faults or traffic loads in any given communicatiork. A partial mesh is a subset of a
full mesh where not all nodes are directly linkedli other nodes, and traversing the
network may involve relaying or routing through tple nodes or in essence forming a
Multi-Hop link.

The goal of a classical mesh network is to prowdenectivity from any node to any
other node. However, in an AMI NAN, the applicatievel or use case data is usually
limited to exchanges between the DAP and the AMiemeStated another way, within
the AMI NAN the community of interest is betweem tDAP and the individual AMI
meters with one being considered the source andthes being considered the
destination or sink of the data. Thus for an AMAMN| the goal is to provide links from a
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DAP to the AMI meters. A potential exception tastBAP to end device community of
interest within a NAN may be if DA devices are kikvia the NAN and the DA
applications or use cases require some peer-togag@rexchanges between the DA
devices. Node-to-node data exchanges for AMI NAMNsotherwise generally limited to
network housekeeping messages where the AMI metemunication modules share
information amongst themselves on link and netvatakus and best routes. However, it
should be obvious in Multi-hop AMI NANs the metemsmunication modules will often
be used as relay points to relay messages betlWweddAP and other AMI meters further
downstream.

As indicated in section 4.2.2.4 the nodes in a Mddtp NAN are typically intelligent
devices (end-points), that have the ability to oNsr (multi-hop) forwarding paths in the
network and make their own forwarding decisionseldasn various pre-configured
constraints and requirements. Using this dynaoutimg capability, the end-points first
determine which neighbor nodes are within radigeamssess potential links with these
neighbors and dynamically choose the best or npysariate path as their primary
route through the NAN to an DAP. Depending onrtheing algorithms implemented in
the end-point nodes, this best route determinatiay be based on RF signal strength,
ability to exchange messages with neighbor nod#sminimal errors, using neighbors
that provide the minimum number of hops back t@##, the geographic coordinates of
the nodes, or a combination of these. The subjaduting and route determination
algorithms for wireless Multi-Hop networks has béle® subject of study for many years
and multiple books and other publications are awéel on this subject. Suffice it to say
here that the meter nodes will use their programatgarithms to select what they have
determined as the best route back to a DAP ap#rdtcular point in time. It has been
noted that some of the dynamic self-configuratilgoathms implemented in currently
deployed NAN networks may occasionally lead to aiblst or otherwise infeasible routes
and may need some external oversight to force lal@isaute or the additional of other
NAN network devices to establish useful routes.

In addition to selecting a primary path and roota DAP, an AMI meter node will
typically also preselect other (second best) rotddre used should its primary route
become degraded or unavailable. Normally all AMdten traffic to and from a DAP will
use only their currently established primary pallhe secondary path would be used if
and when it is promoted to be the primary path beedhe previous primary path had
degraded or become unserviceable.

An interesting side note is that while the NAN AMEter nodes have the ability to link
with any of their neighboring nodes (within RF rapgnd potentially route through
them, in practice as the routes are establisheddeetthe DAP and the AMI meters, the
routes usually form a tree network structure asvshio Figure 60. For an AMI NAN

this is a consequence of the need and requiremantite AMI meters exchange
information only with their selected DAP, using telti-Hop links through other AMI
meter nodes merely as relay or routing pointsthisitree structure the primary branches
or links extend from the DAP to a first layer ofdes and from this first layer of nodes
additional branches or links extend to secondaderspand so on until all nodes have
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established a path between themselves and the DA® distribution of the number of
hops from the end nodes to the DAP is then a gemelax of how effective the NAN
may be in providing connectivity to the devicesghiat NAN. The nodes further removed
from the DAP having a greater number of hops teetrse will also have greater latency
and are generally more susceptible to having thedin to the DAP interrupted as
propagation conditions in the NAN may change.

Full Mesh Partial Mesh Tree

Example Network Topologies
Figure 60 - Full mesh, partial mesh, and tree topolgies

6.3.2 The Neighborhood Area Network (NAN) in a Larger @ot

Another concept is the use of the term, AMI Netwaokdescribe a single monolithic
network spanning large geographic areas. Howeweindividual NAN infrastructure
will consist of at least one DAP and a number af-point nodes or meters linked to it,
and potentially other relaying / routing devicegktend the reach of the NAN or to
provide additional reliability. Thus the term, AMletwork, while generally used to
denote a single monolithic network, is in realityaggregation of multiple individual
NANSs, each consisting of a DAP and the end nodas@cted to and through it. These
multiple individual NANs collectively provide covage and connectivity to the end
nodes in larger geographic area. However, thi®ido say that the individual NANs
operate totally autonomously.

For the example where the AMI NANs use mesh teagies, as several DAPs are
deployed in a geographic area, the AMI meters (@idts) in this area typically use
dynamic routing to establish the best route to &2Dvhich in some cases may not be the
geographically closest DAP. In reviewing the limstablished in working AMI NANS,

it is often observed there are significant areasrelindividual meters in common
geographical areas establish links to different BAPne of the obvious advantages to
this is the potential redundancy offered in aredl multiple DAPs. If one DAP fails, or
the backhaul link serving it fails, the meters nalijnserved by that failed DAP typically
will dynamically reroute to link with other metecsnnected to other working DAPs. An
example of this is shown in Figure 61.
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Failed
DAP

Tree Mesh with Two DAPs Re-formed Tree Mesh After DAP
— Normal Operation Failure

Example of Node Reroute After AP Failure

Figure 61 - Node reroute example — failed DAP

In addition to rerouting to bypass a failed DAP itéividual nodes have the ability to
dynamically reroute within the NAN should the pathirently chosen as their primary
route to the DAP become unavailable or unrelialethis case, the node will typically
try to route through its preselected second besermr if that also fails, the node will
continue to evaluate neighbor links to find thetlveste back to an DAP. An example of

this is shown in Figure 62.

Failed
Node

Tree Mesh with Two DAPs Re-formed Mesh After Interior Node
— Normal Operation Failure

Example of Node Reroute After an Interior Node Fails

Figure 62 - Node reroute example — failed node

Similarly if an intra-NAN link fails, the nodes thevere supported through that failed
link will reroute to establish a new path to a DA®n example of this is shown in Figure
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63. However, in this example note the new routeseh is to a different DAP only
because that new route may have been determirtbéé agst route to a DAP during the
route recovery process.

Failed
Link

Recovered

Tree Mesh with Two DAPs Re-formed Mesh After Node-to-Node
— Normal Operation Link Failure

Example of Node Reroute After an Interior Node Fails

Figure 63 - Node reroute example — after failed lik

6.3.3 Other Neighbor Area Network (NAN) Topologies

While the focus of this section is on the AMI MuHibp network topologies it is of value
to mention other alternatives commonly used to ppi@eonnectivity between AMI
meters and the AMI host or AMI Head-End system.

One example is the use of commercial or privatkileetlike networks to establish point-
to-multipoint links from a master radio site or B&he end-point devices. While
commercial cellular networks are designed and depl@rimarily to support mobile
devices moving from cell to cell, they can and thw @erve fixed devices like AMI
meters. In these networks, each BS typically seakmited geographic area and when
covering large geographic areas, multiple BSs aptayed to provide overlapping
coverage to help ensure ubiquitous coverage. zZugicommercial cellular services for
linking with AMI meters may be appropriate in are@dsere implementing private or
purposely built wireless networks are not feasdslare not cost-effective.

Other AMI systems may use purposely built pointrtoKipoint wireless networks
designed specifically to support fixed locatiodss such they can be implemented
without the additional complication of tracking ananding off mobile devices as they
move from cell to cell. These are generally towased systems and are typically
designed to provide connectivity extending multipiges to remote AMI meters. A
single master radio or BS therefore, may be abjgdwide coverage over a large
geographic area.

138



In both point-to-multipoint networks described abpthe master radio or BS would then
be linked through an appropriate backhaul network tentralized AMI system or host.

Point-to-multipoint networks may be implementeddwer different geographic areas
ranging from pico-cells covering tens to hundrefifeet across to mega-cells covering
areas hundreds of miles across. Pico-cells migladpropriate in small geographic areas
like meter closets in multiple dwelling units, whas satellite-based mega-cells might be
appropriate for linking multiple remote meters sar®ver large geographic areas
covering thousands of square miles. Use of tred@blogies should be considered
when the use of other primary technologies maypnotide effective coverage for all
meters in a service territory. These exampledllastrated in Figure 64.

N

DAP Based Tower Based Satellite Based
Pico-Cell Cell Mega-Cell

Example Implementations of Point to Multipoint Topologies

Figure 64 - Point-to-multipoint implementations

6.3.4 NAN Network Components

This section identifies some of the network elem@ammonly used in implementing
NAN systems. One of the original purposes of tihéNNvas to provide network
connectivity from a centralized metering systematmote AMI meters, thus the original
name AMI NAN. Using the network connections, tleattalized metering system was
able to retrieve energy usage and other informdtmm the AMI meters and to send
configuration and other command and control fumdito them.

Typical AMI NAN implementations also included a tetized AMI Head-End
management system linked to the NAN through a bedkhetwork to provide network
management and control of the NAN elements theraselWhis AMI Head-End system
is depicted in network diagram Figure 2 of secBon

As for the NAN nodes themselves, to some extentyipe and function of these nodes
are dependent on the technology and topology wsedplement the NAN. However,
there are some elemental components commonly ngbdse nodes. For wireless
NANSs, one of the elemental components of a nodeN#&N radio. The NAN radio is
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typically modularized and will consist of an RFrtsanitter and receiver, antenna, and the
control electronics which allow the radio (and thios node) to actively participate in the
NAN. NAN radios are mated with end devices, foample, AMI meters, DA devices,
etc., typically in a composite package providedh®yOriginal Equipment Manufacturer
(OEM) or end device manufacturer. For AMI meténgs package is almost always in
the meter housing itself or under cover. In argecéhe NAN radio provides a data
interface used to interconnect with the meter beoéend device. Other NAN radios may
be implemented as standalone repeaters, relaysyi@rs used to strengthen and/or
extend the reach of the NAN. Also common to wigslBIAN systems are the DAPs.
The DAP serves as the centralized connection points supported NAN nodes and
thus will include one or more NAN radios to linkttvithese nodes. The DAP will also
contain a backhaul network interface and necessariyolling electronics to allow it to

be linked with the NAN Head-End through a backheativork.

Depending on the vendor and NAN networking techgplased, the NAN radio module
may also be capable of supporting additional dedagssing functions as may be
required to properly interface with its connected eevice. This data processing
capability may be necessary to aggregate end ddateefor more efficient network
transmission through the NAN or to accommodate ipepplication level or native
protocols utilized by that end device.

6.3.5 Characteristics of NAN Multi-Hop Networks
When employing a Multi-Hop network topology, theme additional network
considerations that must be taken into accounes@&ltonsiderations include:

* Mesh Multi-Hop Latency: Each application and usgecanay bring additional
latency requirements. In a Multi-Hop NAN, later@@n be significantly impacted
by several factors including the node-to-node éffealata throughput rate
(which, in turn, is related to RF bandwidth, RF mladion efficiency, and error
rates) and the internal processing delay introdingeidtermediate nodes in
relaying data packets. Consideration should bergie the distribution of the
number of intervening nodes or hops that may dasteen the DAP and nodes
in that NAN. The cumulative or combined latencynuiltiple hops encountered
in reaching end nodes further removed from the D#&ly be significant.

* Incremental expansion of the mesh topology: Bothumber of devices and
functionality without risk to the existing topology

* Resiliency and Redundancy: Requirements for ragovifailed network
elements along with the techniques employed toigeoredundancy

6.3.6 Additional Technical Characteristics of the NAN

Several vendors offer NAN systems designed to sugddl and other SG data
requirements. While most of these employ the diddash or Multi-Hop networks as
described in this section, they can vary signifigawith respect to their implementation.
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Several technical issues to consider when seleatieghnology, topology, and vendor
include the following:

e Spectrum Used — Many commercial AMI NAN systems thee900 MHz
(902 MHz to 928 MHz) ISM band. Others use the@HEz ISM bands. These
bands are unlicensed, and with some technicalctstrs on their use, they are
shared by multiple users. Other systems use priicGnsed frequencies, thus
minimizing potential interference with shared usegsill others may use the
registered but non-exclusive 3.65 GHz band. Régssdf the spectrum used,
the capabilities and limitations inherent with tegectrum should be considered
in choosing a NAN technology and topology. A numdseother sections
provide much more information on the capabilitied aestrictions of the
spectrum choice.

* Route Forming and Maintenance — As a NAN (i.e. AP;and associated end
devices) forms a PtP, PMP, mesh, or Multi-Hop nekwa set of data paths or
routes will be established from the end devicat@éoDAP. These routes will
form as a result of the dynamic self-routing apiiitherent in the nodes of the
NAN. As indicated in section 4.2.2.4 the nodea Multi-Hop NAN are
typically intelligent devices that have the abilitydiscover (multi-hop)
forwarding paths in the network and make their d@nwarding decisions based
on various pre-configured constraints and requirgse

Consideration should be given to the length of timtakes to initially form and
stabilize the routes, how often and under what itimmd automatic route
maintenance (i.e., the process of analyzing netwerformance data and
automatically performing node-to-node incrementivork tuning) is
performed, as well as routing recovery time foeinal NAN node failures.

Another important consideration is the ability b& tNAN nodes to route to an
alternate DAP should a node’s primary DAP fail.t #eother important
consideration is the ability of a NAN to recoveteafa significant widespread
power outage. The ability of the nodes to holdrtberrent configuration and
routes in non-volatile memory would offer a sigeéint advantage for quickly
restoring operation after power is restored, altfosome network churn may be
expected as the nodes are repowered and begituto te normal operation.

Related to these automatic routine process isdhksilpility that due to the long
lasting loss of end device nodes or any long lgstimanges in the RF
environment in an area may necessitate a manuagiggdprocess including the
relocation or addition of the DAPSs, repeaters,y&lar routers.

* NAN Throughput — This measures the capability fopsut the volume and
latency requirements for data exchanges from the ixAthe end nodes. This is,
in turn, related to multiple technical aspects apdrational processes used by the
DAP and other NAN nodes. The DAP must suppoririterconnection with the

141



WAN network, maintain the links with its internalANl nodes, and process and
relay all data to and from all of the DAP’s attadiMAN nodes. The internal
NAN nodes must relay data for its supported doveasir nodes and also process
all data exchanges between themselves and the @ARsiderations should be
given to the following technical aspects:

The processing power of the DAP

Number of discrete radios in a DAP

Processing power of the internal NAN nodes

The bandwidth of the NAN radio links

The RF modulation scheme used

The point-to-point latency

Data fidelity checks and recovery processes us#ueiiNAN

Equally important to these technical aspects isidgree to which the NAN
technology is conforming or adhering to the stadddreing fostered and
promulgated by the SGIP in the Catalog of Stand@Cd$). For greater detail of
the technical aspects, multiple books and techmpiapérs have been written on
these subjects. Suffice it to say here, thesagyertant items to be fully
considered in selecting a NAN infrastructure.

O O 0O 0O O OO

6.3.7 Further Considerations for NAN Design and Routing
This subsection addresses some of the complicatabsvould be encountered in
designing Multi-Hop NANSs.

As indicated in this section, a Multi-Hop NAN geally will be self-forming by the
nodes themselves using dynamic routing algorithireuse standard RF modeling
techniques to predict the optimal routes that wdaddormed in a NAN and then predict
the operation characteristics of the combined lankd routes for each NAN node would
be a formidable task. Consider that the numbe@odes or AMI meters in a NAN and
linked through a single DAP may be on the orddahofisands, and as a result, there may
tens of thousands of candidate RF links that woeled to be modeled and evaluated to
determine an optimal connectivity path or routerfreach internal NAN node to the
DAP. Further complicating this exercise would be tecognition that a NAN will be in
a dynamic RF environment. Considering that nodesabject to being added or
removed, obstructions such as vehicles changirgditots, changing weather conditions,
vegetation changes throughout the year, etc.; tid Will always be in some state of
flux as it dynamically adapts to the changing emwinent. To model this environment
would be an extremely difficult task when usingodéte RF modeling techniques as may
be used in modeling point-to-multipoint networkksnas described in section 5.
Considering the sheer number of point-to-pointdipkssible in a Multi-Hop NAN
network consisting of thousands of relatively clgdecated end nodes makes this an
almost impossible task. In summary, each individin& has associated with it a specific
probability, at any given time, a satisfactory cection will be achieved (i.e., having a
received signal above threshold) it is a dauntas to come up with an easy-to-use
mathematical model to analyze and accurately prréfagcrouting within a NAN.
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Even with the difficulties identified above, mosindors supplying AMI meters and/or
the Multi-Hop networks to support them have tydicdeveloped a set of internal tools
and capabilities to assist them in developing éffeand efficient Multi-Hop NANSs.
Given the number and location of the AMI metergitrer end-points to be covered, they
use these internal tools along with knowledge eftdrain, clutter, and other
characteristics for a particular geographic aremtined with rules-of-thumb they have
developed while implementing previous NAN systemprbduce the infrastructure
designs. Using techniques and processes theyfbane to be successful allows them to
predict with some degree of accuracy the numbemptaement of the DAPs and RF
repeaters or relays or routers required to effelitigervice the specified number and
location of the AMI meters or other end nodesis lvorth noting that these vendors may
also have internal simulation tools to validatartdesigns prior to implementation.
However, it would be prudent and indeed necessavalidate expected performance of
the NAN after implementation in the field and t@eent or adjust infrastructure if
necessary to achieve required performance.

Finally, there are evolving commercially availaBE software modeling tools
specifically designed for designing and analyzingjtVHop NANs. These tools use the
proposed number and location of the AMI metersnal-goint devices to be included in
the NAN, along with some NAN design constraints @gample the maximum number
of hops allowed from an end node to the DAP) toettgy an infrastructure design.
These tools take into account the combined RF egeethat would be provided by the
proposed infrastructure devices (DAPs, relays,atgs, and routers) along with the
additional RF coverage that will be provided by émel nodes themselves to propose an
infrastructure design which would include the pegelil routes the AMI meters or other
end nodes will form when linking back to the DAPhese tools allow a designer to
specify design constraints like load and maximum ¢aunts allowed within the NAN.
However, the routes formed within a NAN when depldyn the field will likely not
exactly match the predicted configuration for tame reasons mentioned above relating
to the dynamics of the RF environment in a givexaarNevertheless, the proposed
infrastructure design should enable the formatioa Blulti-Hop NAN suitable for
providing effective and reliable connections of N&N end nodes with the DAP. As
one might expect, these tools are extremely praoésssive and may require
multiprocessor computing power to develop desigiisinva reasonable amount of time
for large numbers of end devices covering larggggaahic areas. An example of several
relatively small NAN designs and their predictetk8 or routes is shown in Figure 65.
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Figure 65 - Example of NAN design from software dégn tool

6.3.8 Smart Grid Neighborhood Area vs. Wide Area Networks

The preceding sections have provided consideradibgl @oncerning Multi-Hop
networks with a specific focus on the smart gridNNAetworks utilized to provide
connectivity to multiple end-points such as metard/or DA devices. However, the
Multi-Hop topology may be utilized in other SmantiéGnetwork systems as well. More
specifically Wide Area Networks (WANs) may be impiented utilizing PMP, Mesh, or
Multi-Hop techniques and topology. This sectioretty considers these WAN
implementations in the context of the Smart Gritmoek. In general a NAN PMP,
Multi-Hop, or mesh network may have a number ofilsirities with a WAN. However,
due to differences in the intended uses, specsgcaases, capacity, and reliability
requirements for which these networks are desigmedpport, will often lead to
significant differences in implementation techngl@nd operational characteristics. A
brief comparison of some general requirements gedadional characteristics will help
illustrate these differences as listed in Table 19.
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Table 19: Differences between NANs and WANSs

Requirement / Characteristic

NAN

WAN

Geographic covera

Neighborhood area si—
ranging from several hundre
square yards to a small
number of square miles or
square kilometers

Larger geographic are~
dranging from multiples of

of square miles or square
kilometers — or even larger.

square miles up to hundreds

Technology use

Usually a single technoloc-
usually wireless with a
common physical interface.

Can be made up of multip

technologies (wireless and
wire-line / fiber optics) with
bridging devices or routers
used to connect disparate

technologies.

Node-to-Node physical spans
links

Usually established ar
changed dynamically as
needed by the nodes

Usually established statical
and may or may not be
dynamically changed by the
nodes

Ability to route data through tt
network

Dynamic routes can t
established by the connecte
nodes through the dynamic
links and can automatically
update as needed by netwo
topology changes.

Dynamic routes can t
destablished by the connectg
nodes through the static link
and can automatically updat
kas the state of the nodes or
static links change.

Number of connected noc

Ranging from tns to
multiple thousands of nodes
per individual NAN

Typically ranging 10 to 10
nodes — except for very larg
WAN:S (i.e., the Internet).

Capacity per noc-to-node link

Ranging from tens ckb/s to
several hundred kb/s (e.g.,
IEEE 802.15.49)

Typically several Ml/s to
several Gb/s

Node-to-Node distanc

Typically several hundre
feet to several thousand yar
or meters

Typically multiple miles tc
deundreds of miles or
kilometers.

Example network

AMI NAN encompassing 1
to 20 city blocks in an urban
or dense urban environment

A composite networ
spanning a city, county, or
state — or even a global

[OZ=X

D

network.

Another significant difference in the NAN and WANagnbe in the source and ownership
of the equipment used to implement the networRVAN may be provided by a network
service provider as a virtual private network anlll appear to the user or customer as a
cloud that provides connectivity between nodesgsired and as negotiated in the
service contract with the network service providerthat case the topology and
technology of the physical network is less impartaan the service level agreement
contracted by the customer. Alternatively a usay elect to construct and build a
private network infrastructure. The user may @ad develop the network by using
internal network design talent or relying on a gex\provider or other contract services
to design and implement the network. In this ¢aseuser is free and indeed obligated to
specify the topology and technology utilized to ierpent the network. For a private
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WAN the owner can specify and design a PMP or Mdtip network or other topology
to best suit their requirements and budgetary gedational constraints.

Just like for a NAN, for a WAN Multi-Hop or meshtmeork, considerations and
evaluation must be given to the intended use aedatipnal characteristics of the WAN
before committing to a specific topology and tedbgg. This is particularly true for a
private WAN where the cost to implement the WAN nbaysubstantial and mistakes in
choosing the proper technology and topology cabgetbt properly evaluating the
current and potential future requirements can teaah untenable situation that can result
in costly redesign and rework.

In contrast, for an SG NAN, the network infrastiretand the end nodes (i.e., meters)
are commonly owned by the utility. A notable exgapto this is if the utility subscribes
to a service provider to provide discrete linkdioes of service to each end node.
However, in this case it is not a question of tke af a Multi-Hop, or even if it is a NAN
or a WAN but instead the significant element of g to the utility is the service level
agreement contracted with the service provider.

In most cases the utility contracts with a NAN systvendor to develop and provide a
customer owned network consisting of the neceddafy infrastructure and head end
services to provide connectivity to meters and o#mel devices required by that utility.

Another distinction between a WAN and a NAN is thd AN almost by definition is
much smaller and less costly on an individual NAKtantiation basis. Mistakes in
evaluating the capacity requirements for a paicidolated NAN can usually be
corrected with minimal cost by adding another Asdesint or forcing traffic through an
alternate takeout point. However, all the caveasationed earlier should be carefully
considered when specifying the operational chariatites of the NAN system to serve an
enterprise. It must be remembered that the emgerptAN system will be composed of
multiple individual NANs to provide the requiredterprise coverage. Mistakes at the
system or enterprise level can also be very costtgmedy or correct.

Although this section describes NANs and WANSs gmeste entities, in practice a WAN
may be used to provide connectivity for SG end ckvif this connection mechanism is
more effective than implementing a NAN to provitestconnectivity. The intent of this
section is to acknowledge that there are a numb&nuolarities in Multi-Hop NANs and
Multi-Hop WANSs, but there are also a number of@iéinces in the purposes of these
networks and the operational characteristics dfieac

This concludes a brief coverage of the WAN MultigHoetwork. This description is not
intended to be a comprehensive treatise on allcéspé network theory, design, or
operations. It is merely to acknowledge that tleeemultiple network types and
classifications and the choice of technology, toggl and whether to build or buy
services is going to be highly dependent on tHayuénd their business and regulatory
environment, requirements, and obligations.
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Finally, and again, this section is not intendeteédhe definitive guide for a utility in
selecting their SG network technology or topologyrther information is available in
other sections in this report and information incingreater depth can be obtained from a
number of books and technical papers devoted tthéay of network design.

6.4 Addressing the Challenges with Multi-Tenant Higls&Buildings

A major challenge faced by utilities in Dense Urlagud Urban centers is establishing a
reliable communications link between the Smart Matel the HAN in high-rise, multi-
tenant buildings. With the utilities’ infrastruceugenerally underground, meter banks
are often located at ground level in weatherizedosures or below ground in basement
locations. To consider an all-indoor wireless solufor this application, one must take
into account the excess path loss caused by sivede®r penetrations.

A number of indoor path loss models were describesction 5.2.1.2. Two of the
models, ITU-R M.1225 and WINNER I, include a paegter for predicting floor-to-floor
penetration losses. Although the two models die@ansiderably with an increased
number of floor penetrations, both predict a highemetration loss for the first floor with
a diminishing loss per floor for successive flooFar three floor penetrations the ITU
model predicts 25 dB excess path loss at 1900 Midztze WINNER Il model predicts
44 dB. Another field study cited in section 5.2.firedicts about 35 dB for three floor
penetrations, which coincidentally, is close toderage loss predicted by the two path
loss models.

Whichever model is used to project floor-to-flo@ngtration loss, it is clear that
propagation paths that go beyond 4 or 5 levelsardate a major deployment challenge
for an all-indoor wireless meter to HAN connectidn.addition to the high total path
loss, EIRP limitations to comply with human safegposure limits further reduces the
range potential for an indoor wireless link. Quugential deployment solution is to
position relays every 2 to 4 floors. This approatgght be suitable for buildings under 9
or 10 stories but probably not cost-effective fdler buildings.

6.4.1 An Alternative Wireless Approach

An alternative deployment approach for a wireledat®n that can be considered for this
scenario is one in which a basement-located DAPwamicates with an outdoor pole-
mounted? BS acting as a relay to connect to apartment HaMkigher floors as

illustrated in Figure 66. In addition to reducithg total penetration loss compared to the
all-indoor wireless solution, this approach caretaklvantage of higher gain antennas and
higher EIRPs on the outdoor pole-mounted BS labatecklay node in Figure 66.

%2 pole is used generically to indicate any suitalsting mounting location, such as a street lighffic
light structure, or the side of a building acrdss $treet.
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Figure 66 - Approach for basement to HAN connectiosin multi-story buildings

The RelayNode serves multiple functions. It provides a RiRto the basement-located
DAP, a PMP link to the HANs in the multi-tenant loimg, and a backhaul link to a
macro-cell in the NAN or WAN.

To better understand the attributes for this apgrp# is informative to look at the
characteristics of each communications link indinaldly.

Basement-located AMI Network: This is a totally indoor PMP link probably
comprising a single sector in a license-exempt ldarajgregate the data traffic to and
from the smart meters. The meters are typicajlytly clustered and the distances to the
DAP will be relatively short. The DAP can be stgitally positioned for the most
optimal favorable propagation path to the outdademounted Relay Node. Where
very high penetration losses are anticipated onecoasider running a line to an outdoor
mounted antenna. The cable losses will be farthessthe basement to outdoor
penetration loss thus greatly increasing the lirgkgim.

DAP to / from Relay Node:Both the DAP and the Relay Node would employ dhig
gain, narrow beamwidth antenna to provide a PtRection between the two sites.
Although the DAP EIRP, depending on how and whei®mounted, may still be limited
for compliance to human safety exposure limits,rthgow beamwidth will help mitigate
the potential for interference in a license-exebgtd. Even with dedicated spectrum,
the narrow beamwidth will help protect againstifgeence from a similar deployment in
the adjacent building or the next block. With ¢akantenna positioning and alignment
at each end of the link and the relatively shothpangth, the 20 dB to 30 dB penetration

148



loss will be easily accommodated. With the lowHRIE at the DAP the link budget in
the UL will be the dominant determinant for theklioudget and link availability.

Relay Node to / from HAN: At the Relay Nodéhis would be a single sector PMP link
in an unlicensed band consistent with the operdtemuency of the HANs. Rather than
being optimized for surface area coverage, the BMPnna would be positioned to have
wide elevation angle and relatively narrow azimephsistent with the building height to
width ratio. The link budget would have to tak®iaccount at least one external wall
and in some cases multiple internal walls to aceetisidual HANs. The relatively
shallow angle of incidence for the upper floorsimery high building will result in a
higher penetration loss than that encountered théhower floors. As in the last case,
the link budget in the UL will be the major detenant for the link performance due to
the lower EIRP and lower antenna gain for the HAN.

Relay Node Backhaul to / from macro-cellThe backhaul connection for the Relay
Node would employ a high gain fixed antenna thafigned to optimize the link
between it and the macro-cell BS which would tyjyche mounted on one of the
adjacent building roof tops for maximum coveragée macro-cell BS would employ a
typical PMP sector antenna to provide a backhautdéweral Relay Nodes or other pico-
cells (DAPs) within its coverage area. Since tletlaR Node would be mounted on a pole
about 8 m to 10 m above ground, accessible onlydiyed personnel, it would be able to
operate at a higher EIRP. The narrow antenna beitmwould also help to mitigate the
potential for interference to the relay node. this link the DL and UL link budgets
would be quite comparable due to the higher antgamaat the relay node.

A schematic view of this proposed solution is shawRigure 67. As was stated in

previous sections, when considering end-to-endgaalylatency requirements it is
necessary to apportion the latency requirementmar-dink basis.

PMP

Backhaul Backhaul
PPI\t/IPPUDLL Macro- PPTPPUDLL Relay
€——— | CellBS |¢—— | Node &
PMP

Ptp DAP |<—>

-

% = Building Penetration Loss

Figure 67 - Schematic view of the network architectre

6.4.2 Conclusion

Implementation of the alternative to an all-indeoreless solution described above
depends on having access to a conveniently losatecture for mounting the relay node
equipment and associated antennas. The locatishpmwide a good propagation path
to the antenna for the basement-located DAP, dsawéb the HANs on the highest
floors. In some situations it may pay to take adage of the roof mounted macro-cell
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BS site. This site may have a better propagatath  HANs on the highest floors of
the building while the Relay Node can be used éomectivity to the lower floors in the
building.

6.5 SG Framework and Wireless Modeling Tool

The modeling framework discussed in section 5.2 exasnded both on the input
parameters and the outputs of a wireless modek Sdttion describes this extended
framework and a wireless modeling tool that has\lwksyeloped to exercise the
framework to provide more information to help assegeless standards, representative
technologies, and spectrum band usage speciferrestrial wireless Smart Grid
networks. The SG framework and wireless modeloag s a merger of the 'SG
Networks Deployment Modeling Framework' developgdhe OpenSG Networks
Working Group and the 'Wireless Modeling Engine/eleped by SGIP PAPO2.

«» http://collaborate.nist.gov/twiki-sggrid/bin/viewt&rtGrid/PAP02Wireless
with a file name syntax of
“SG_Framework_and_Wireless_Modeling_Tool_VO0.xlsxhere N represents
the number of the version.

0 https://collaborate.nist.gov/twiki-
sggrid/pub/SmartGrid/PAP02Wireless/SG_Framework_#viceless Mo
deling_Tool_VO0.xlsx

OR

« http://members.sgip.org/apps/org/workgroup/sgip-
pap02wg/download.php/1609/2013-09-17_sgip-
pap02wg_00014 SG_Framework and_Wireless_Modelingl V®.xIsx

The SG framework and wireless modeling tool (segifé 68), is structured to provide
an estimate for the number of B&sequired to provide ubiquitous coverage and the
required BS to BS spacing to meet data throughgaytioad latency, and reliability
requirements called for by the demographics forsgiecific geographical area under
consideration.

% The term, base station, as used in the contekieafodeling tool, describes an aggregation poinaf
point-to-multipoint topology. Other terminology snee encountered with different land-based wireless
technologies to describe similar functionality e@entral Station, AP, Cell-Site, and specificdtly SG
Network Requirements: for AMI networks, Data Aggatign Point (DAP); for Field Area Networks, FAN
Gateway.
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Figure 68 — SG framework and wireless modeling tool

The smart grid requirements section of the toobavnodates several approaches for
adaptation of SG requirements data for input ihtoe$G Wireless Modeling Engine.
Normally the utility or other organization wantitguse this tool would base the inputs
on their specific SG Deployment area specificse idol framework also allows use of
data proxies in the absence of specific SG Deploymetails. The details of preparation
and use of proxied input data as based on the SGeXeTF's Requirements data is
described in section 6.5.1.

The wireless section of the tool utilizes five kigrale terrestrial path loss models, the
latency model, and other relationships developebdiscussed in section 5 for outdoor-
located BSs. Whereas the modeling tool assume®ontocated BSs, terminal or end-
point locations can be specified as being indooutdoors. Recognizing the fact that
no mathematical model is an ideal choice for gtilogment scenarios, the modeling tool
makes use of the five terrestrial models where@pmate. That said, depending on the
range of requirement parameters that are inpubtélget model, there will be cases for
which multiple solutions result. It is left to theer to decide which is most appropriate
for the specific case being analyzed consideriegeirain characteristics and
demographics for the region being analyzed.

6.5.1 Modeling tool input parameters
As shown in Figure 68, required inputs to the mimgetool fall into three categories:
1. Deployment Area Demographic RequirementsThis information would

generally originate from the utility specific toetlsG deployment area of interest.
Alternatively readily available census data comtindth local utility
information can be used as a reasonable proxy-pemd actors quantities (or
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densities), combined with substation and feedeutiinformation can be
converted into a data density requirement ovesfeeific geographical area
under consideration. The model supports inpusgjirare miles, consistent with
US census data information, or kfor those preferring the metric system.
Another input in this category is the terrain angbacharacteristics.

. Smart Grid Deployment Requirements:These inputs are specific to the Smart
Grid use cases, payloads, and actors for the gpdejployment profiles being
studied. These inputs also include the payloadmetric (architectural non-
functional) requirements. The OpenSG SG-NetworkKTreorce System
Requirements Specification [5] describes a methaglofor adapting the SG-
Network TF Requirements Table data for input ime G framework and
wireless modeling tool. The SG framework and vaselmodeling tool
spreadsheet includes a tab that contains thesedsataiked steps. The following
provides an overview of these steps.

Adaptation of SG-Network TF’s Requirements Table fador Use in Network
Modeling Tools

General Steps - Regardless of study analysis intent
Step 1Select the Study / Analysis Deployment Profile l{iniicng end-points, use

cases, payload requirement sets.

Step 2)dentify which business application payload requieat sets (parent rows
and selected comm-paths) are in play based ontisgle@nd restrictions from
step 1 above.

a) Flag the Deployment Profile parent rows

b) Flag the Deployment Profile child rows, if any asated with the parent
rows selected in Step 2) a)

c) Optionally, identify the child's parent Rgqmt Reééd for back reference
and audit purposes)

d) Extract the Deployment Profile Requirements toasate workspace

Step 3)Select one value for the documented non-functiorettics where ranges
or unspecified parameters (variables) are identifiethe Requirements tab,
specific to your business requirements. Optionatlgdify the other fixed /
specified metrics to your business requirements.

a) How Often

b) Business App Payload Latency

c) App Payload Size

d) Daily Clock Period Factor for Specific Hour

Step 4)Scale the non-functional app payload metrics inRRBquirements tab
specific to the study / analysis deployment charéstics. This step is where,
optionally, the type and quantities of the act@s ase the census and model-
area parameters and relationships between sorhe deployment
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characteristics can be used as proxies for thefgpetlity deployment study

/ analysis area actor quantities.

a) Multiple actor payloads multiplier for shared chitulv data flows /
interfaces

b) How Often Actor Quantity conditional / qualified &noot actor names

c) Summarized Table of Actor Quantities

d) Payload Frequency metric per unit of time per Hoke@conditional /
gualified Actor

e) Conditional / Qualified Actor Quantities

Additional Steps for:
General Telecomm Traffic Modeling
Step 5Specify which application payload data flow andfaerfaces are to be

studied / analyzed.
Step 6Specify the wireless uplink and downlink designatior the requirement
rows.
Step 7)5pecify the use case payloads requirement as basejoad or highload
traffic and Specify the associated payload frequenc
a) tag the requirements as baseload and/or highload
b) specify those qualified actor where their quargittary from baseload to
highload
c) create baseload and highload payload frequencymueaticulations for
each payload as appropriate
Step 8Specify the application payload and applicationkpasize and latency
values:
a) Specify a variable for telecomm application padie¢ (e.g., the payload
portion of a transmitted packet that also incluglegocol overheads)
b) Calculate the number of packets to accommodatagpkcation payload
c) Adjust the payload latency metric to account fa #idjustment made in
step 6 for wireless technologies that require teaf a DAP or BS for
end-point to end-point communication versus pegyeter
d) Calculate the packet latency for each requirenmmt r

SGIP PAP0O2 Wireless Modeling
Step 9S5eed the DAP quantities and refresh after initiatlel runs.

Step 10) Specifying the calculations — Part 1 of the Nonefional
application payload requirement metrics. Notesé¢hare the raw calculations
by each requirement row that are then further eee in step 11 to create
the inputs into the SG framework and wireless miadabol. For the various
combinations of uplink / downlink and baseloadghtoad calculate the
following:
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a) Payload and packet rates (quantity per second)
b) (MB/s) / mf
c) Payload and packet size
d) Payload and packet latency

Step 11) Specifying the calculations — Part 2 of the nonefional
application payload requirement metrics and codatilg for input into the
wireless model. The SG framework and wireless niogl¢ool inputs from
the SG-Network Task Force Requirements are cataggbas follows for each
modeling area density category (e.g., high densibyan, urban, suburban,
rural, low density rural):

* RF Propagation Path Loss - Calculating the nurob&APs required to
provide coverage for the data volume across thgrgedic area that
contain the end-points:
o (MBI/s) per square-mile [(baseload or highload) anaink or
downlink) traffic]
o Study/ analysis area (square mile)
o0 number of end-points in the study / analysis area

» Payload Latency Rgmts - Calculating the numbesraf-points that a

DAP can support at a specific probability of saiisf the latency

requirements [(baseload or highload) and (uplindawnlink) traffic]:
0 Message Rate # per secomgdo)

0 Average time between Message in secofigisd= 1Rusq

0 Average application packet (without overheads) sizeytes
(Pave)

o Single Network Link Latency seconds) from [average or manual
input or minimum] application packet latency

o Probability that message event falls within latemaydow Pusc
= L/Tusg) from [average or manual input or minimum] appiica
packet latency

3. Wireless Technology ParametersRequired information about the specific
wireless technology under consideration will notydye technology-specific but
in most cases will also be vendor-specific. Sysgaim information for both UL
and DL transmission is essential for estimatingyeaand coverage. Channel
bandwidth, modulation and coding schemes, and etaverhead factors are
required to provide an estimate for the averagambleor sector and BS goodput
and net spectral efficiency. If the overhead fexctvailable do not account for all
higher level protocols, headers, encryption, ¢ere is provision for the user to
add to the OH to take these factors into accolmassessing different
technologies in different frequency bands (and ipbsdifferent countries) local
regulatory rules must also be considered. Thdss will generally place
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limitations on antenna gain and EIRP, two pararsegesential for calculating the
system gain, and may also impose restrictions eomed spectrum or allowable
channel BW. To facilitate the comparative assesswiedifferent wireless
access solutions, there is provision for 16 setgidless parameters, 14 of which
are preloaded with information provided in the Wass Capabilities Matrix
described in section 4.

6.5.2 Modeling tool outputs

The modeling tool provides an estimate for the 88$% spacing necessary to meet the
data density and latency requirements while, aséme time, achieving ubiquitous
coverage over the specified geographic areaoine cases, based on frequency, antenna
heights, and region type, there may be more thamapplicable path loss model thus
resulting in two or more output results that maynaty not be similar. When results

differ, it is left to the user, based on more spe&nowledge of the terrain

characteristics, to decide on which result to uskernatively, one could simply rely on

the more conservative result, which for planningopses may be adequate.

Figure 69 illustrates how the output informationulebapply to a specific area that is
being studied. Since the BS requirements are eaing to the next highest whole
number, the combined BS coverage will meet or extlee area coverage requirements.
The tool also takes into account the fact that goidts at the cell edge in a multi-cellular
deployment will generally have connectivity accesmore than one BS as shown in the
figure. This reduces the fade margin requiremems £nhancing the link budget and the
effective BS range.
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Figure 69 - Modeling engine assumes a uniform (heganal) BS to BS spacing

6.5.3 Limitations of the modeling tool

The modeling tool has been developed specificallatilitate terrestrially-based
wireless network planning with outdoor-installedsEsd terminals located indoors or
outdoors in a Point-to-Multipoint (PMP) cellulakdi architecture. The tool is not
suitable for analyzing a mesh topology, which syniature has the potential to provide
coverage beyond that predicted for the BS its&H.currently configured the tool is also
not intended to address indoor Home Area Netwdi&Ns). Although a similar
approach can be used for HANs, additional studylavba required to arrive at better
mathematically-based path loss models for wallfeow penetrations, covering the
frequency range of interest for residential aneégtse environments. The current tool
is also not intended for analyzing satellite netgors these would require a different set
of path loss models.

To estimate propagation path loss, the modelinbisdmased on large-scale mathematical
models, each derived from field measurements ecsadl environments as described in
section 5. These models are convenient and eagyply but have limitations as there is
no practical way to develop a mathematical modai Would cover all possible
deployment scenarios over the unlimited range roéite characteristics and building
densities that are likely to be encountered ovarge geographical area.

The latency model that is embedded in the modetobis based on the binomial
distribution methodology described in section 5.2This approach provides a more

156



conservative estimate for supportable end-poirgs the M/M/1 or M/D/1 approaches,
also described in section 5.2.7. The latency madgglimes the average packet time for
the end-points of interest is less than the reguakency. This is a reasonable
assumption for most Smart Grid network segments ehtannel data throughputs that are
likely to be encountered with any of the wirelesshinologies being considered. An error
message will indicate when the desired latencyirement cannot be met and there is
provision in those cases to select a differentiatelabeled as ‘Acceptable’, so as to
determine the latency that can be met. For tleatatpredictions, the modeling tool also
assumes all packets have equal priority. QoS,hyiovides a means for prioritizing
latency-critical packets, is not taken into accourtierefore, in assessing the results with
respect to latency for a specific wireless techggldt is important to also consider the
QoS that is supported by the technology of interest

To estimate average channel data density and avehagnel throughput, the modeling
tool assumes a uniform distribution of terminalst@es) over the area of interest. This
may be a reasonable assumption in many suburbamastdurban and dense urban areas
where BS coverage areas are relatively small anddiwlds are close to being
distributed uniformly over the coverage area oéliest. It may not be an accurate
assumption, however, in rural areas where clustiecksely spaced housing units can be
separated by several miles or kilometers from othesters with scattered individual
housing units in between thus resulting in a vemy-aoniform distribution of terminal
locations as illustrated in Figure 70.

. N

Figure 70 - Typical rural area demographics

Typically in this type of environment, BSs would dkeployed close to or within areas
where housing or end-point clusters are concemtratewhere placement is needed to
satisfy the application latency requirements. tha deployment scenario, channel or BS
capacity will be under-estimated rather than owtimsated since a higher percentage of
terminals will be closer to the BS than what wolddpredicted assuming a uniform
distribution of housing units. It can also be aduhat, for most land-based wireless
technologies under consideration, the most importatric for rural area deployments
will be range capability whereas average channea@sy will only be of secondary
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interest. Average channel and BS throughput valy @ larger role in the more heavily
populated urban and dense urban areas. In thgisel@nsity environments, it is quite
reasonable, for planning purposes, to assumeyutilstomers are uniformly distributed
over the area of interest.

The SG framework and wireless modeling tool caarmeffective tool for comparing the
relative performance of different terrestrial waet technologies and to provide initial
estimates of network BS requirements to meet cgeg@data density, and latency
requirements in a wide range of deployment ven@sce the tool does have limitations,
it is strongly recommended, before actual deploytsiare undertaken that the results be
supplemented with more detailed network plannindy amnsome cases, on-site field
testing or RF surveying. This is especially impattfor extreme terrain characteristics
and unique deployment situations as might be erteoesh with below grade, indoor, or
vault-located smart meters in an AMI network.

6.6 Interoperating and Interworking with Other Wirel&schnologies

Section 5 and most of what has been presentectios® so far has been focused on
terrestrial-based wireless technologies in theM6iz to 6000 MHz frequency range.
Although these technologies, which are all celllile, can and will play a significant
role in any of the demographic areas of interasSfoart Grid networks, it must be
recognized that they may not provide an optimuratsmh for all possible scenarios that
are likely to be encountered. In this section vgeuss some of the other technologies
that are included in the Wireless CharacteristiedrM discussed in section 4 and,
additionally where these different technologiesustitoe considered for application in
the Smart Grid communication network.

6.6.1 Satellite Communication Networks

Satellite communications is another wireless sotuthat can play a vital role in a Smart
Grid network. It was already pointed out in secttol how a satellite link could be used
to provide or augment a backhaul connection irral 8mart Grid network. In other
rural or low density rural regions with extremer#@n characteristics, a satellite solution
may prove to be the only cost-effective approadateséeh all of the desired utility end-
points. The intent of this subsection is to prevadiditional insights as to the attributes
and trade-offs for satellite-based networks.

Satellite communications technologies have featw@sh can be used for many of the
use cases identified for the Smart Grid. For eXangatellite services are available
throughout North America and cover 100 % of theteonminous United States. This
means that the same user terminal can work anyvihengy rural or urban location.

Furthermore, since satellite communications is peshelent of any local infrastructure it
is ideal for emergency response and restoratiowelisas for a redundant path to support
highly reliable communications.

Satellite communications systems all operate nked-band spectrum. Mobile Satellite
Services (MSS) spectrum is available in L-band &+imhnd and includes both
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Geostationary Earth Orbit (GEO) constellationsyvalf as Low Earth Orbit
constellations. Fixed Satellite Services (FSStspen includes C-Band, Ku-Band, and
Ka-Band. Fixed satellites are generally in the GES3S is becoming a misnomer as
portable, transportable and fully mobile termireis routinely supported.

The one-way path delay between a user terminabaBHO satellite is between 117 ms
and 135 ms. The round trip latency due to propagdtetween a remote terminal and a
gateway hub station is between 468 ms and 540Imaddition to propagation there are
processing and queuing delays which are dependethiecspecific implementation. This
delay is acceptable for most Smart Grid applicaiowhile some latency is tolerable,
certain events have to be logged with an accuiragedtamp. The mobile satellite
technologies are completely integrated with the G{&$em for routine functions like
spot beam selection and paging area location amy beaminals are required to have
GPS receivers. The fixed satellite technologiesnat required to have a GPS receiver
but are routinely integrated with GPS dependinghenapplication. Therefore, accurate
GPS time is available for a time stamp.

The ubiquitous capability of satellite communicasajives repair crews the opportunity
to use satellite terminals or handsets anywhetiearUnited States where they may be
dispatched in the event of emergencies. Mobilaitels in both MSS and FSS bands
can be used at speeds up to 1,200 km/h with Dopplapensation but are more
routinely used below 160 km/h (100 miles per hour).

In order to close the link and provide adequategmaMSS satellites all deploy on the
order of hundreds of spot beams throughout theieiage areas. Not only do spot
beams provide improved satellite EIRP and Gainyste3n Noise Temperature ratio
(G/T) but also increased capacity with frequenaysee New fixed satellites feature
similar numbers of spot beams.

Several MSS terminal types are small handheld ds\samilar to a cell phone having

low antenna directivity. These are ideal for ersay crew dispatch. Both data and
voice are supported, though the available bandwidth commensurate with the antenna
gain performance and terminal type.

Satellite communications typically rely on linefht propagation. Fading from foliage
and imperfect terminal orientation is toleratediow directivity handheld terminals used
in MSS. Some MSS terminals have several dB ottiuéy and operate best when
oriented properly and may really be consideredspartable. These terminals can
support up to 590 kb/s of data in the forward dicgcor downlink direction from
satellite to terminal and 186 kb/s in the returmplink direction from the terminal to the
satellite. These data rates exceed the requited.ra

Many MSS networks employ the 3GPP lu-interface betwthe radio access stratum and
the core network non-access stratum. The phyaithinedia access control layers are
optimized for the satellite radio propagation clegeastics but the higher layers are
integrated. MSS terminals can be dual-mode s&télterrestrial and have a single
shared protocol stack above the radio resourcealdayer so that mobility management
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and session management are the same for both mGdes.networks can also be fully
integrated sharing the same 3GPP Serving GPRS 8uppde (SGSN).

FSS terminals use highly directive offset parabdigh antennas, between 0.5 m and 1 m
in diameter. They support data rates up to 44GsMbthe forward link and 16 Mb/s in

the return link. These terminals are intendedif@d transportable and mobile
applications.

6.6.2 Smart Grid Solutions in the 450 MHz to 470 MHz |Gl
Relevant regulatory information for the IG Banddiistrial / Business Band) can be

found at [34]. Note that the 450 MHz to 470 MHxnbas a sub-band of the entire IG
Band which, in addition, includes several otherckfoof spectrum between 150 MHz
and 512 MHz.

6.6.2.1 Frequency Usage and Capabilities
This band is one of the oldest bands for indusgriaup use. It requires FCC licensing

and usually requires a Frequency Coordirdtwhen obtaining licenses in this band.
When licensed, operators in this band are, in eftgerating a private network and
generally have protection against interferencelesslrestrictive operating conditions
compared to operating in any of the unlicensed I#ds. Compared to higher
frequencies, this band is notable for its longenecwnication range, typically 5 km to 7
km with an outside end-point antenna at a 1.5 wadilen, level ground, and a transmit
power of 2 watt® (33 dBm) [35]. There is also lower penetratiossléor end-points in
buildings or other highly obstructed areas. Febulding communications, lower
transmit powers can be used. Transmitters gegersél some form of Frequency Shift
Keying (FSK) transmission and AM and FM usage isipiéed. The channel bandwidth
(as of January 1, 2013 in this band) is now aliovaband (+ 12.5 kHz) around channel
center frequency. Licenses are typically goodaf@2 km radius from the BS although
with appropriate licensing it is possible to stradgitional licenses on the same channel
to daisy chain the use of the channel over greaitsrs. Due to the popularity of this
band, spectrum availability in large metropolitaeas such as New York city may be
limited. Simplex or half duplex communication etusual method of radio to radio
communication although limited paired channelsaaalable for full duplex operations.
This means that small short messages (less thantee™ message) are the preferred
messaging strategy in this band. These frequeacgeparticularly useful both in NAN
and WAN designs. To prevent congestion in a garea of dense coverage such as an
urban environment reducing transmitting power natlrange and using frequency
diversity to prevent saturation and message cofligsues are common design elements
of these NAN’s and WAN'’s. This band is particuyeslited to longer distance and

34 Frequency Coordinators are FCC certified privag@anizations that recommend specific channel
frequencies most appropriate for the applicant.
% Human safety exposure limits are not applicabtdese lower frequencies.
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sparse transceiver network trees. So it wouldbiel@al candidate for rural and suburban
applications. Commercial and Industrial (C&I) amiyation type monitoring and

control applications where there may be increasgtdmtes between complexes or fields
are also good candidates for this frequency band.

There are approximately 2,180 individual channelthis part of the IG Band available
for licensing. While these channels are generlbilable nationwide, it is unlikely that
any given licensee would have universal nationvaickeess to any given channel in this
band. This means Smart Grid applications mustbeta handle multiple channels in
their data backhaul designs when using this frequéand.

6.6.2.2 Implementation Using the IG Band

The Hata-Okumura Model can be used to evaluateragegotential in this band (see
section 5.2.1.3.1). This model generally assuimasroof top antennas are being used so
this model should be used as a maximum or idegleusadel. For rural areas the ITU-R
M2135-1 path loss model is also valid in the 45024nd. This model also requires
BS antennas higher than neighboring roof tops astdmtries for actual building heights
and road-widths (see section 5.2.1.3.4). Useéngfduildings, even with the greater
penetration capability of this frequency band, Vuilit a given transmitter’s effective
range. This band is very useful in retrieving métms such as pulse counts
(odometers) data and is used in real time demaspbnse and time of use applications
where the age of the data is a critical componaniniplementing reductions or increases
in energy or water usage in response to outsiggdrs or predetermined usage or pricing
points. Usually a Smart Grid application will us@artial mesh network with a tree and
multiple DAPs design. Repeaters can be used ficulif communication areas to assure
that messages are delivered in a timely manndre®86 or DAP. Because of the risk of
having messages continually passed back and fetitelen mesh elements in a message
hopping technique, most systems have a limit tontlhraber of hops a message can make
before it is discarded. This limitation will deéinthe maximum depth of a given tree. So
as not to lose data most end-points will have a-ttagger or equivalent device from
which to independently recover missing data powten the RF and network conditions
permit retransmission of the missing data.

As important as the transmitting power is to thesl@tions, the receiver sensitivity is

also an important factor when selecting a transceis the increased distances capable in
this band are maximized with a high receiver seiisit Current models will typically
detect signal strengths as low as -123 dBm to B8, or lower depending on the RF
Baud rate.

Antenna tuning, placement, and gain are also k&tpifain the success of
communications networks in this band [36]. Typicéhe mobile units (or end-points)
will use omnidirectional antennas. BSs (DAPS) aejireg on terrain may use beam
antennas in their solutions, but the transmissigmas range must remain within the
licensed area so as to minimize interference isandsonform to FCC requirements.
Maximum antenna heights are also a part of the k€&@se. (Typically 12.2 m above
the structure to which it is mounted)
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6.6.2.3 1G Band Summary

Wireless solutions for Smart Grid in the 450 MHZ#0 MHz IG Band offer the

potential for increased range and coverage anccegbpenetration loss for indoor

located end-points. Additionally, since it is ls®d spectrum, there is protection against
inter-operator interference throughout the geogragblarea covered by the license and
less restrictive operating rules as compared teless solutions in the unlicensed ISM
bands.

When considering solutions in the IG band, howeoee must also take into account the
trade-offs imposed by the FCC-mandated channel iB\i¥attions. As stated above, high
density regions with high data density requiremenlisrequire a pico- or micro-cellular
deployment topology to compensate for the limitedrmel capacity and in the lower
density demographic regions cell edge data ratenmeance requirements will play a big
role and may very likely mitigate much of the ratgmefit. Nevertheless, with careful
RF planning and frequency reuse, it is in rural Envddensity rural regions where the 1G
Band is likely to have the greatest benefit in$imeart Grid network.

6.7 Assessment of Modeling Tool Results

In this section the SG framework and wireless madebol described in section 6.5 is
applied to various terrestrial cellular-like wirsgedeployment scenarios. This analysis
will provide some insights as to the wireless B8ippent required to meet specific
network requirements under varied terrain and deapigc characteristics and wireless
technology choices. The focus of this analys@nishe AMI / FAN or NAN with the key
output being the number of DAPs required for deplegit to meet the Smart Grid
network coverage, capacity, and latency requiresaent

As described in section 6.1, a wireless deploymantbe described as being either
range-limited, capacity-limited, or limited in igbility to meet latency requirements.

From a wireless technology perspective, whethexpdoyment will be range-limited or
limited by capacity or the ability to meet laterreguirements depends on the following
key metrics:

» Wireless channel goodput which in turn is a functd the channel BW, the
modulation and coding scheme (MCS), and the tdtahnel OH (including OH
contributions from lower and higher layers). Thedaling tool estimates the
channel goodput using the methodology describegdation 5.2.3.

* Wireless range which is a function of the systein,dank margins for fading,
interference, and penetration losses, and thelpsdhpredicted by one or more of
the wide area outdoor path loss models describsddtion 5.

» Packet size and whether it is fixed or variablewswill see later, this can have
a major impact on the network’s ability to meeetaty requirements and, to
some degree, can also influence goodput and range.

From an SG network perspective, key metrics are:
» Density of Actors (or End-Points)
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» Data payload requirements for baseload and highioadth the DL and UL
direction

* Average and maximum payload size in bytes
* End-to-end latency requirement per payload

In the SG framework and wireless modeling tool agerdata capacity requirements,
expressed as a data density in bytes per squaggardl provided for five (5)
demographic regions as shown in Table 20.

Table 20: Density requirements for five demographicegions

DENES Urban | Suburban | Rural e RENSLY

Urban Rural
Averege HousingUnits 748: 179¢ 30z 26 2.2
per square mile
Averege Comrrercial & 132( 317 54 4.€ 0.4
Industrial per square mile
Averzge Enc-Points/nile” | 1421: 344 1111 65 4
Average Baseload Requiremen
UL bytes/nile® 123¢ 44¢ 523¢ 10.£ 1.4
Averag¢ UL Payload 102( 344 18¢ 274 19C
(bytes)
DL bytes/nile® 5.2 102 124 3.2 0.7
Averege DL Payload 9C 99 89 99 10C
(bytes)
Average Highload Requirements
UL bytes/nile® 1612¢ 2314 5128¢ 66 25.7
Averege UL Payload 811¢ 1517 911 153¢ 317¢
(bytes)
DL bytes/mle” 29327 5472 11602: 10€ 9
Averege DL Payload 6564¢ 480¢ 253¢ 300z 118¢
(bytes)

From a wireless technology perspective, both chHagoedput and packet size will
influence how well latency requirements are metfgiven number of end-points. The
effect that packet size has on performance withaeisto range, capacity, and meeting
latency requirements deserves further discussion.

6.7.1 Impact of Packet Size

The submissions made to fill out the Wireless Cdpials Matrix in section 4 indicate
maximum packet sizes that vary from 96 bytes tdd@ pytes for the UL and from 640
bytes to 14,400 bytes in the DL. Channel BWs rdnga 0.208 MHz (208 kHz) to

20 MHz in the frequency bands between 700 MHz &@03Hz and for the 450 MHz
band, the submitted channel BW is 0.0125 MHz (kPi5)

The relative trade-offs between small and larg&kgisizes are summarized in Table 21,
Table 22, and Table 23.
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Table 21: Small packet size trade-offs

Pros Cons
* A higher probability of falling within « Higher Channel OH since each packs
the latency window must contain some OH bits
* Reduced requirements for cell edge » Payloads larger than the maximum
goodput packet size must be divided into
smaller packets and the payload
latency requirement must then be
divided by the number of packets to
arrive at a latency requirement per
packet.
Table 22: Large packet size trade-offs
Pros Cons

Better OH efficiency.

A greater number of payloads can beg
accommodated without breaking it in
smaller packets

Very large payloads can be transmitt
with less segmentation

Lower probability of falling within the
latency ‘window’

0 e« Larger packet size places greater
demands on cell edge performance
ed which in turn will impact the receive

sensitivity at the cell edge
Higher probability of a packet error
due to a bit error

For some combinations of channel bit

rate and packet size, the packet time
will exceed the packet latency
requirement

Table 23: Summary of end-to-end packet payload mimum latency requirements
for a Suburban Region

Maximum UL Packet Sizé 96 hytes 2042 bytes 14400 bytes
Baseload U 0.080 " 1.33 ¢ 2.40
Highload UL 0.006 ° 0.125 ¢ 0.879:
Maximum DL Packet Size® 640 byte: 2042 byte: 14400 byte
Baseload D 1.20 240 2.40:
Highload DL 0.039 ° 0.125 ¢ 0.879:

a) UL OH is assumed to be 31 % and DL OH is assuméea to 29 ¢
b) Indicates packet latency requirements that witl\ikely be
exceeded by node processing and other higher latgzrcy

contributions, i.e., ‘Latency OH’

c)

Indicates packet latency requirements that maybeegled by node
processing and other higher layer latency contidbst

Figure 71 shows the requirements for cell edge pobtb meet a specific packet time for

different packet sizes. Obviously a larger paskst requires a higher cell edge goodput
which will affect the threshold sensitivity and seljuently, the system gain and

propagation range. Channel BW, channel OH, and MIE& come into play, thus for the
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same cell edge goodput, there will be differenoghiieshold sensitivity from technology
to technology.

Cell Edge Goodput Requirements
1000 -
i
g Tor Max
= 100
o 50 ms
T
8 =100 ms
O
_Eo 10 w200 MS
= Assumes 50 %
© channel OH
1
100 1000 10000
Maximum Packet Size in Bytes

Figure 71 - Cell edge goodput vs. maximum packetzs

Even with a modest channel BW and low peak speeffi@iency, most wireless
technologies of interest will be able to meet cégaequirements for rural and low
density rural AMI / FAN deployments due to the veaw density of end-points or actors
and the resulting low data rate requirements.

In urban and dense urban areas the range is sgliergéd due to deployments requiring
relatively low BS antenna heights in the preserfcaudti-story buildings and high
penetration losses associated with basement-loeatdgoints. The limited range in
these cases will result in fairly modest capaa@yuirements for each BS.

The range in suburban areas will generally be gréban in urban areas due to reduced
building clutter and more favorable outdoor endraptocations. Additionally, as shown
in Table 20, even though the average end-pointigeisdower than in urban areas, the
SG data requirement per end-point is higher.

Predicting the network’s ability to meet latencgugements is not as straightforward as
it is for range and capacity predictions. As ormild expect, as the traffic transmitted on
any given channel approaches the channel capaeitg will be a diminishing number of
time slots for packets queued for transmissionis Thannel congestion leads to longer
packet delays and typically creates a situationhich latency becomes the limiting
performance factor long before data traffic levelsch the channel capacity limit. In
practice, QoS would come into play to help allevigsues with high priority, latency-
sensitive payloads. One of the limitations of th@deling tool, however, is that it does
not take QoS into account. With respect to meefiGgatency requirements, this
limitation should be kept in mind when evaluatihg tesults that follow in later sections.
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6.7.2 Summary of Terrestrial-based Technology Submissions

There are a great number of demographic and waédshinology-related parameters that
can be adjusted or selected when using the modoig Although many of the wireless
technology parameters are specified by an appkcstindard, some parameters will be
vendor-specific. At this point it is informative ook at a summary of the terrestrial-
based wireless submissions provided by the SD@asjponse to the requests made in
section 4 with a focus on the performance paramétat directly influence the output of
the framework and modeling tool.

Table 24 summarizes the submissions for coveralieeinsed bands in the frequency
range of primary interest, 700 MHz to 6000 MHz.ndmber of submissions also offered
solutions in licensed bands below 700 MHz, inclgdime 450 MHz to 470 MHz IG
Band. There were nine submissions covering fregjgsrirom 700 MHz to 1000 MHz
and 1400 MHz to 1900 MHz, respectively, but no leiss submissions to cover licensed
frequency bands from: 1000 MHz to 1400 MHz, 27002\bl 3300 MHz, or 3700 MHz
to 6000 MHz.

Table 24: Summary of submitted wireless technologgecoverage in license bands

< 700 MHz 700 MHz to 1400 MHz to | 2000 MHzto | 3300 MHz to
1000 MHz 1900 MHz 2700 MHz 3700 MHz
4 9 9 4 4
LTE LTE LTE LTE
. . WIMAX / WIMAX /
WIMAX WIMAX WIGRID WIGRID
HSPA+ HSPA+ HSPA+ HSPA+
WCDMA WCDMA WCDMA WCDMA
GSM-EDGE GSM-EDGE
xHRPC XxHRPC XxHRPC
HRPD E\-DO | HRPD EV-DO | HRPD E\-DO
CDMA200C CDMA200C CDMA200C
IEEE 802.15.4-¢ | IEEE 802.15.4-¢ | IEEE 802.15.4-¢

In addition to coverage in the licensed bands gtheere submissions for the three

unlicensed ISM bands in the US. These are sumeathiizTable 25.

Table 25: Submissions for the ISM bands (unlicensespectrum)

902 MHz - 928 MHz | 2400 MHz - 2483.5 MHz| 5725 MHz — 5875 MHz

IEEE 802.15.4-€ IEEE802.15.4-¢ WIiGRID
IEEE 802.11ah IEEE 802.11n IEEE 802.11ac

With respect to channel bandwidth for the licensadds, three of the submissions
provided a wide range of choices, whereas, fiviheftechnologies offer only one choice
(as shown in Table 26).
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Table 26: Channel bandwidth options

5.0 MHz <3MHzto>
0.208 MHz 1.25 MHz (3.84 MH2) 10 MHz
1 2 2 3
LTE
XHRPLC HSPA+ WIMAX /
WIiGRID
GSM EDGE CDMA200C WCDMA HRPD EV-DO

As listed in Table 27 for duplex choices, four loé technologies offer only FDD and
four have solutions for both FDD and TDD. AdaptiMeD when available can provide

improved spectral efficiency for traffic that isgghly asymmetric.

Table 27: Duplex options

FDD Only TDD or FDD Adaptive TDD
4 4 1
XHRPC HSPA+
HRPD EV-DO WCDMA
CDMA200c LTE
GSM EDGE WIMAX WIMAX / WiGRID

In addition to the channel BW, key parameters &ingating channel and BS capacity is
the peak UL and peak DL modulation index. Althodgls information was not
requested specifically in section 4, it can be\astifrom the OTA submissions for peak
DL and UL data rates or from the references citedtfe technologies in the wireless
capabilities matrix. Table 28 lists some wirelesshnologies and their UL and DL
modulations.

Table 28: Peak UL and DL modulation

DL
W'i-l\;ix WIGRID

64QAM WiIMAX
HSPA+ (UL Optional)

HRPD EV-DO P
320AM GSM EDGE
WCDMA
16QAM | ~DrA%000 xHRPD
QPSK | 802.15.4g-e
QPSK 16QAM 320AM 64QAM uL

6.7.3 Baseline Parameter Choices for Modeling Tool Assess

To maximize its utility, the SG framework and wes$ modeling tool has a number of
parameters that can be inputted or selected bydbe To enable a fair analysis for the
purposes of this report a number of parameter elsdiave been made to ensure relative
consistency with technology to technology comparssoFor the five different
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demographic regions the deployment related pararobteces are shown in Table 29.
The notes in the bottom row of the table providergmasoning for some of the choices

that were made.

Table 29: Parameter choices for demographic regions

Low
Dense Urban Urban Suburban Rural Density
Rural
Coverage Are 5mr 20 mf 100 m? 1,000 m* | 3,000 m’
BS Antenne
Height 10 m 10 m 10 m 25m 30m
Enc-Point
Antenna Height na 2m 2m 2m 2m
Enc-Point Indoor Indoor
Locatiorf Basement BUSINESS Outdoor Outdoor Outdoor
Number of
Alternate
(Parallel) 2 3 3 1 1
Propagation Patfig
Terrain Typ{* nle nle Type A
BS MIMO® < 180C MHz (1x1)
(1x1) (1x1) (1x1) > 1800 MHz (2x2)
> 3500 MHz (4x4)
Number of Seria
Links® 1 1 1 2 3
7
Frequency Ranc | 190CMHz 10 | 24 115 16 6000 MHz | 700 MHz to 6000 MHz
6000 MHz

Notes

Higher average heights are anticipated in rural dod densityrural,
taking advantage of existing transmission toweteights in other regions
consistent with typical utility pole heights.

Dense Urban meter banks are typically baserlocated consistent wit
underground utilities. Meter banks in urban areae more likely to be at
grade in alleys outdoors or in an indoor enclosure.

Less likely to have access to multiple BS in rarabs due to wider Eto
BS spacing and less requirement for ubiquitous remee Limited access i
Dense Urban regions due to building blockage witli BS antenna height
Terrain type is only applicable for Erc-SUI path loss model used 1
suburban and rural environments. Type A defingsitethat is ‘hilly with
moderate to heavy tree density’.

Multiple antenna ctions in the higher frequency bands will be m
practical in rural areas where there is less objentable visual impact and
existing towers that can handle the increased Wéading

Rural regions will more likely require multiple hepr links tccomplete at
end-to-end connection

Frequency limitations due to lack of valid pathdesodel for selecte
antenna heights

|72 ]

Technology and network related parameter choiceth®analysis are as follows:
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Latency Overhead_6y): Inherent with any deployment will be a baseliskency
due to node processing times at Layer 1 / Layerd2farther processing delays in
the higher levels. These are assumed to be: 28exnibnd per node (2 nodes per
link) plus 50 millisecond per link. The assumnieg is then: for 1 hop, 100 ms;
for 2 hops, 125 ms; and for 3 hops, 150 ms.

Channel OH: This is an especially important perfamge parameter for
technology comparative purposes but, unfortunagetiifficult metric to quantify
since it is dependent on many different factorsluiding the average packet size,
traffic type, number of end-points, etc. Most wess technologies use a
simulation approach to arrive at an estimate ferage layer 2 data throughput
(see Group 5 in section 4) but since the simulgt@amameters and assumptions
differ between technologies and, additionally, deployment assumptions used
for the simulations will not typically reflect what called for in an SG Network,
the channel throughput and OH arrived at with #proach can only be
considered a guideline. For the purposes of #ttian the following
assumptions are made for channel OH for each ofitedess technologies that
are analyzed:

Nominal layer 2 DL Channel OH = 29 % and layer 2 Cthannel OH = 31 %
(total OH including higher layers is 49 % and 5Xcd¥DL and UL, respectively
and no adjustment is made for different packetamg sizes).

For range-limited deployments any errors in thenclehOH estimate will have
little or no effect on the resulting number of reqd BSs or DAPs. Channel OH
will play a role only in deployments that are latgnor capacity-limited. In those
cases, solutions will be shown with a plus and michannel OH variation so as
to illustrate the sensitivity to that parameter.

Cell edge goodput: This is calculated to ensur@gimum time of 1 s for the
average highload payload size for each demographion in the DL and for an
average packet size of 8116 bytes in the UL or dutadion-coding index of
QPSK-1/4, whichever results in a higher cell edgedput.

Packet Size: The packet size is assumed to bedkemmam submitted by each of
the technologies. For the four technologies thhtstted different packet sizes
for the DL and UL, the DL packet size is assumedte highload assessment
and the UL packet size for the baseload assessrBamte the modeling tool does
not account for the packet size impact on chantltBis impacts only the
latency and the ability to meet the latency requést.

Link availability: This is assumed to be 96 % at tell edge, which, in turn,
determines the value for fade margin.
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* BS configuration and frequency reuse: 3-sector @8sassumed with one
channel per sector and a reuse factor of 1 witlcdéstl as opposed to shared
spectrum (no additional margin for inter-operatdeiference)

* Smart Meter Antenna Gain and Tx Power: 0 dBi abd\Vi.(+27 dBm),
respectively

* BS Noise Figure: <3000 MHz = 4 dB;3000 MHz =5 dB

BS Antenna Gain: There will generally be size camsts, especially with low BS
heights. For the same size antenna the higheudrery bands have an advantage. The
BS / DAP antenna gains assumed for the modelingags®essment are shown in Figure

72.

Assumed BS Antenna Gain
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Figure 72 - Base station (DAP) antenna gain

* BS Tx Power and EIRP: For the unlicensed ISM bahd<BS EIRP is set to
+36 dBm (4 watts) to comply with FCC regulations.the licensed bands the BS
power is assumed to be 10 watts, resulting in &PHBNnging from +50 dBm at
700 MHz to +57 dBm at 3700 MHz, well below the riegory maximum for

these bands.

6.7.4 Wireless Technology Assessment
As discussed in section 6.5, the modeling tool malse of five different path loss

models to address different frequencies, deploymemtes, and antenna heights. In
some cases, there may be more than one valid rapgktable for the parameter choices
summarized above and for other cases there mayenatvalid model for the selected
parameters or deployment venue. In reviewingéselts of the assessment, it is
important to understand the basis for the pathrosdels assumed for the different

scenarios that are being analyzed.
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Dense Urban:The ITU M.2135-1 model is the only valid model 800 m BS antenna
height in a deployment region surrounded by highelti-story buildings. It is
considered valid over the 2000 MHz to 6000 MHz trexocy range. For the purposes of
this assessment it has been extended to 1900 Ntz that represents the upper end of
many of the technologies submitted. Due to thk &f@a valid model, no dense urban
data is shown for 700 MHz.

Urban: We do not have a generally accepted path loss InfimdBS antenna heights
lower than surrounding roof tops (i.e., 10 m) foradl city urban regions. For the
purposes of this assessment, the Modified Ercegf@Ueérrain Type A is assumed. This
is considered a reasonable assumption since,itst @fder, the excess path loss due to
small city urban building clutter, can be considkesanilar to the excess path loss
resulting from the presence of hills and trees.

Suburban: The Erceg-SUI model takes into account varied ietsgpes and low BS
antenna heights and as was shown in section 5.2.1h& modified version of the model
provides a good correlation with generally accefitdidge and diffraction models with
respect to frequency dependence. Since the ITU3B-A path loss model includes
parameters for building heights, inserting buildiregghts below 10 m would validate
this model over the 2000 MHz to 6000 MHz frequeraryge. For the assessment results
the Modified Erceg-SUI Model was felt to be thethe®ice.

Rural and Low Density Rural: For the higher BS antenna heights assumed fautlaé
venues, the ITU M.2135-1 or the Modifies Erceg-8blild be considered valid over the
700 MHz to 6000 MHz frequency range. For the sasmasons cited above, the Modified
Erceg-SUI Model was used for the rural area assastsm

The differences in the frequency dependency fadipted excess path loss can be seen
by comparing the ITU model with the Modified Erc8gH model for Type A terrain.
Compared to the Modified Erceg-SUI model, the ITOd®l predicts a higher excess
pass loss at 700 MHz, comparable excess pathi@8@ MHz and lower excess path
loss at 6000 MHz.

6.7.4.1 Meeting Highload Demand

Tables are provided for three frequency bands:MB@ (Table 30), 1900 MHz (Table
31), and 3550 MHz to 3700 MHz (Table 32). Theddetmmake use of the following
notations to display the results.

* Number of BS / DAPs: BS = Total number of BS folemhby letter; R = Range-
limited, C = Capacity-limited, and L = Latency limd. When used in this
context latency limited means the BS / DAP is ladiin the number of end-
points that can be supported to meet either thénmim latency required or a
latency specified in the model as ‘acceptable’.

» End-points: EP = Total number of End-points per B#vide by 3 to get the
number of end-points per channel (or sector).

» Latency requirement, in seconds (L): If the minimlatency requirement, L, is
met; L= -/L, if not met; L =latency value that can be met in secondsifi_some
cases by the will be greater than the required latencythese cases will have
the notation,L oy > L.

171



The number of supportable end-points is determinetthe binomial distribution
approach discussed in section 5.2.7 and, as pryidascribed, this approach
results in a more lower estimate for the numbesugiportable end-points as

compared to the approach using the M/M/D queuindeho

Percentage of BS capacity for SG: For range-limitegloyments there will be excess BS
capacity, SGL (Smart Grid Load) = % will indicat&at percentage of the total 3-sector

BS capacity is for the SG AMI / NAN.

Table 30: Highload 700 MHz

200 MHz Dense Suburban Rural Low Density
Highload Urban LAERT AU
Type A Type A Type A
Coverage Area | 5 mi? 20 mi 100 mf 1,000 mf 3,000 mf
GSM EDGE n/e BS=111 BS=3911 BS =133F BS =348
e FDD EP = 6267 EP =284 EP =488 EP =32
e BW=208 kHz L=-/0.12 L=-/0.12 L=0.15/0.06 | L =0.2/0.04
e Pkt=1560 BS=10R BS=59C Lon>L Lon>L
BS=12R SGL=0.72 % | SGL=0.33 %
802.15.4-e n/e BS=8F BS=2811 BS=110F BS=286F
e TDD EP =8617 EP = 396 EP =590 EP =39
e BW=1.2 MHz L =-/0.16 L=-/0.16 L=0.15/0.08 | L =0.2/0.05
e Pkt=2047 BS=63C LOH > L LOH > L
SGL=89% |[BS=11R SGL=0.49 % | SGL=0.23 %
WCDMA n/e BS=8F BS=11F BS=110F BS =286 F
e FDD EP =8617 EP =10095 | EP =590 EP =39
e BW=3.84 MHz L =-/0.97 L =-/0.97 L =-/0.47 L=-/0.31
e Pkt=12750 SGL=0.62 % | SGL=47.9 % | SGL<0.1 % | SGL<0.1 %
HSPA+ n/e BS=8F BS=11F BS=110F BS =286 F
e FDD EP =8617 EP =10095 | EP =590 EP =39
e BW=3.84 MHz L =-/0.40 L =-/0.40 L =-/0.20 L =0.2/0.13
e Pkt=5274 Lon>L
SGL=.71% | SGL=65.2% | SGL<0.1 % | SGL<0.1 %
CDMA200C n/e BS=8F BS=241 BS=110F BS=286F
e FDD EP =8617 EP = 4627 EP =590 EP =39
e BW=1.25 MHz L=0.15/0.04 | L=0.15/0.04 | L=0.15/0.02 | L=0.20/0.01
e Pkt=480 Lon>L Lon>L Lon>L Lon>L
BS=16C
SGL=190% | BS=11R SGL=0.17 % | SGL<0.1 %
HRPD EV-DO n/e BS= 8F BS= 171 BS=110F BS =286 F
e FDD EP =8617 EP =6532 EP =590 EP =39
e BW=1.25 MHz L=0.15/0.08 | L=0.15/0.08 | L=0.15/0.04 | L=0.2/0.03
e Pkt=1024 Lon>L Lon>L Lon>L Lon>L
SGL=1.34% | BS=11RC | SGL<0.1% | SGL<0.1 %
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200 MHz Dense Suburban Rural Low Density
Highload Urban Uil FUGEL
Type A Type A Type A
Coverage Area | 5mfi 20 m# 100 m? 1,000 mf 3,000 mf
XHRPC n/e BS=8F BS=251 BS=110F |BS=286F
e FDD EP =8617 | EP=4442 |EP =590 EP =39
e BW=1.25 MHz L=0.15/0.05 | L=0.15/0.05 | L=0.15/0.02 | L=0.20/0.01
e Pkt=640 LOH > L LOH > L LOH > L LOH > L
BS=16C
SGL=1.90% |BS=11R SGL=0.17 % | SGL<0.1 %
LTE n/e BS=8F BS=11F BS=110F | BS=286F
e FDD EP =8617 | EP =10095 | EP =590 EP =39
e BW=5 MHz L =-/0.60 L=-/0.6 L=-/0.3 L=-/0.2
e Pkt=8188 SGL=0.37 % | SGL=30.0 % | SGL<0.1 % | SGL<0.1 %
WIMAX n/e BS=8F BS=11F BS=110F |BS=286F
e FDD EP =8617 | EP =10095 | EP =590 EP =39
e BW=5 MHz L =-/0.15 L=-/0.15 L=0.15/0.08 | L =0.2/0.05
o Pkt=2042 LOH > L LOH > L
SGL=0.37 % | SGL=30.0 % | SGL<0.1 % | SGL<0.1 %
70C MHz Summar
e BS for Range n/a 8to 10 11to 12 110 to 133 286 to 348
e BS for Capacity 11to 63
e BS for Latency 8to 11l 11 to 391
Table 31: Highload 1900 MHz
Low
1900 MHz Dense UYL Rl Density
Highload Urban Urban Rural
Type A Type A Type A
Coverage Area 5 mi? 20 m# 100 m? 1,000 mf 3,000 mf
GSM EDGE BS=64F BS=41F BS=11581 |BS=232F |BS=597F
e FDD EP=1111 EP = 1682 EP =96 EP =280 EP =19
e BW=208 kHz L =0.15/.12 |L=-/0.12 L=-/0.12 L =0.15/.06 | L =0.2/.04
e Pkt =1560 TpKT> L BS=69C LOH > L LOH > L
SGL=1.94 % | SGL=1.88 % | BS=28 R SGL=0.17%| SGL<0.1 %
WCDMA BS=49F BS=35F BS=26F BS=192F |BS=491F
e FDD EP = 1451 EP=1970 |EP=4271 EP =338 EP =23
e BW=3.84 MHz | L =-/0.97 L =-/0.97 L =-/0.97 L =-/0.47 L=-/0.31
e Pkt=12750 SGL=0.24 % | SGL=0.15 % | SGL=20.8 % | SGL<0.1 % | SGL<0.1 %
HSPA+ BS=49F BS=35F BS=26F BS=192F | BS=491F
e FDD EP = 1451 EP=1970 |EP=4271 EP =338 EP =23
e BW=3.84 MHz | L =-/0.40 L =-/0.40 L =-/0.40 L =-/0.20 L=0.2/0.13
e Pkt=5274 Lon>L
SGL=0.13 % | SGL<0.1 % | SGL=14.9 % | SGL<0.1 % | SGL<0.1 %
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Low
1900 MHz Dense UYL Rl Density
Highload Urban Urban Rural
Type A Type A Type A
Coverage Area 5 mi? 20 m 100 mf 1,000 mf | 3,000 mf
CDMA200C BS=49F BS=35F BS=26F BS=192F |BS=491F
e FDD EP = 1451 EP =1970 EP =4271 EP =338 EP =23
e BW=1.25 MHz | L=0.15/0.04 | L=0.15/0.04 | L=0.15/0.04 | L=0.15/0.02| L=0.2/0.01
e Pkt=480 LOH > L LOH > L LOH > L LOH > L LOH > L
SGL=0.73 % | SGL=0.51 % | SGL=63.9 % | SGL<0.1 % | SGL<0.1 %
HRPD EV-DO BS=49F BS=35F BS = 2(R BS=192F |BS=491tF
e FDD EP =1451 EP =1970 EP = 2023 EP =338 EP =23
e BW=1.25MHz | L=0.15/.08 | L=0.15/.08 | L=0.15/.08 | L =0.15/.04 | L=0.2/.03
e Pkt=1024 Lonw>L Low>L Low>L Low>L Lop>L
SGL=0.65 % | SGL=0.32 % | SGL=45.8 % | SGL<0.1 % | SGL<0.1 %
XHRPC BS=49F BS=35F BS=26F BS=192F |BS=491tF
e FDD EP =1451 EP =1970 EP =4271 EP =338 EP =23
e BW=1.25 MHz | L=0.15/0.05 | L=0.15/0.05 | L=0.15/0.05 | L=0.15/0.02| L=0.2/0.01
e Pkt=640 LOH > L LOH > L LOH > L LOH > L LOH > L
SGL=0.73 % | SGL=0.45 % | SGL=63.9 % | SGL<0.1 % | SGL<0.1 %
LTE BS=49F BS=35F BS=26F BS=192F |BS=491F
e FDD EP =1451 EP =1970 EP =4271 EP =338 EP =23
e BW=3 MHz L =-/0.60 L =-/0.60 L=-/0.6 L=-/0.3 L=-/0.2
e Pkt=8188 SGL=0.28 % | SGL=0.17 % | SGL=21.4 % | SGL<0.1 % | SGL<0.1 %
WIGRID BS=49F BS=35F BS=26F BS=192F |BS=491tF
e A-TDD EP = 1451 EP =1970 EP =4271 EP =338 EP =23
e BW=5 MHz L=-1.1 L=-1.1 L=-1.1 L =-/0.55 L =-/0.35
e Pkt=14400 SGL=0.25% | SGL=0.13 % | SGL=18.3 % | SGL<0.1 % | SGL<0.1 %
190C MHz
Summary
e BS for Range 49 to 64 35t0 41 26 to 28 192 to 232 | 491 to 597
e BS for Capacity 26 to 69
e BS for Latency 26 to 1158
Table 32: Highload 3550 MHz to 3700 MHz
3550 MHz to Dense Suburban Rural Low Density
3700 MHz Urban Urban Rural
Highload Type A Type A Type A
Coverage Area 5 mi? 20 m# 100 m? 1,000 mf 3,000 mf
WCDMA BS=200F | BS=116F |BS=50F BS=267F | BS=676F
(3550 MHz) EP = 356 EP =595 EP =2221 EP =243 EP =17
e FDD - 3550 L =-/0.97 L =-/0.97 L=-/0.94 L =-/0.47 L=-/0.31
e BW=3.84 MHz | SGL<0.1% | SGL<0.1% | SGL=10.4 % | SGL<0.1 % | SGL<0.1 %
e Pkt=12750
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3550 MHz to Dense Suburban Rural Low Density
3700 MHz Urban Urban Rural
Highload Type A Type A Type A

Coverage Area 5 mi? 20 mi 100 mf 1,000 mf 3,000 mf
HSPA+ BS=200F | BS=116F |BS=50F BS=267F | BS=676F
(3550 MH2z) EP =356 EP =595 EP =2221 EP =243 EP=17
e FDD — 3550 L =-/0.40 L =-/0.40 L =-/0.40 L =-/0.22 L=0.20/0.13
e BW=3.84 MHz Lop>L
e Pkt=2874 SGL<0.1 % | SGL<0.1 % | SGL=12.1 % | SGL<0.1 % | SGL<0.1 %
LTE (370( MHZz) BS=217F | BS=125F |BS=52F BS=276F | BS=700F
e TDD — 3700 EP =328 EP =552 EP =2136 EP =235 EP =16
e BW=5 MHz L=-/0.60 |L=-/0.60 L =-/0.60 L=-/0.30 L=-/0.20
e Pkt=8188 SGL<0.1 % | SGL<0.1 % | SGL=12.7 % | SGL<0.1 % | SGL<0.1 %
WIGRID BS=217F |BS=125F |BS=52F BS=276F | BS=700F
(3700 MHz) EP =328 EP =552 EP =2136 EP =235 EP =16
e A-TDD -3700 |L=-/1.10 L=-/1.10 L=-/1.10 L =-/0.55 L=-/0.35
e BW=5 MHz SGL<0.1 % | SGL<0.1 % | SGL=9.1 % | SGL<0.1% | SGL<0.1 %
e Pkt=14400
370C MHz
Summary
e BS for Range 200t0 217 | 125to 143 50 to 52 267 t0 276 | 676 to 700
e BS for Capacity
e BS for Latency

The difference in results for the frequency bargkasment in the table above is directly

attributable to the difference in path loss betw8®850 MHz and 3700 MHz.

6.7.4.2 Meeting Baseload Demand
Of the nine wireless technologies analyzed withSfeframework and wireless
modeling tool in the 700 MHz band, the five withadmel BWs of 1.25 MHz and below

were capacity- or latency-limited for a suburbapldgment. The same five technologies

however, did have sufficient capacity for the otfenr demographic regions. GSM
EDGE with a 0.208 MHz channel BW was also capdaityted in the 1900 MHz band
for suburban deployments.

Table 33 provides a summary of those five technefogt baseload demand. For this

case they all meet capacity requirements for deapdgc regions and four out of the five

meet the latency requirements. As expected, xHR®D,a 96 byte maximum packet
size limitation, results in a minimum latency regumnent that is less thay in all of the
demographic regions.
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Table 33: Summary of five technologies in 700 MHztdaseload

Rural Low Density
78(;23(;2 Br%r;sne Urban Suburban Rural
Type A Type A
Coverage Area | 5 mfi 20 m# 100 m? 1,000 mf 3,000 mf
GSM EDGE n/e BS=10F BS=12F BS =133 F BS =348}
e FDD EP = 6894 EP =9254 EP =488 EP =39
e BW=208 kHz L=-/1.25 L=-/1.25 L=-/0.63 L=-/0.4
e Pkt=1560 SGL=1.20 % | SGL=58.2 % | SGL=0.11 % | SGL<0.1 %
802.15.4-e n/e BS=8F BS=11F BS=110F BS=286F
e TDD EP =8617 EP =10095 | EP =590 EP =39
e BW=1.2 MHz L=-/1.67 L=-/1.67 L=-/0.83 L =-/0.56
e Pkt=2047 SGL=0.88 % | SGL=37.6 % | SGL<0.1 % | SGL<0.1 %
CDMA200C n/e BS=8F BS=11F BS=110F BS=286F
e FDD EP =8617 EP =10095 | EP =590 EP =39
e BW=1.25 MHz L=-/1.25 L=-/1.25 L=-/0.63 L =-/0.40
e Pkt=1536 SGL=0.29 % | SGL=12.3 % | SGL<0.1 % | SGL<0.1 %
HRPD EV-DO n/e BS=8F BS=11F BS=110F BS=286F
e FDD EP =8617 EP =10095 | EP =590 EP =39
e BW=1.25 MHz L=-/2.50 L=-/2.50 L=-/1.25 L =-/0.83
e Pkt=4608 SGL=0.23 % | SGL=9.8 % | SGL<0.1% | SGL<0.1 %
XHRPLC n/e BS=8F BS=11F BS=110F BS=286F
e FDD EP =8617 EP =10095 | EP =590 EP =39
e BW=1.25 MHz L=0.12/0.1 | L=0.12/0.10 | L=0.15/0.05 | L =0.2/0.03
e Pkt=96 LOH > L LOH > L LOH > L LOH > L
SGL=0.29 % | SGL=12.3% | SGL<0.1% | SGL<0.1%

6.7.4.3 Wireless Assessments for the ISM bands in a PMPIogy
The IEEE 802.11, IEEE 802.15.4g-e, and WiIGRID sohg for the ISM bands all
support a mesh topology, a topology that is beybedapability of the SG framework
and wireless modeling tool. Nevertheless, it caimformative to assess these

technologies assuming a PMP topology as long asethédts are not used to draw direct
comparisons to the wireless solutions in the liednsands summarized above. Although
the EIRP regulatory limit in the ISM bands sigrgiitly reduces the range and coverage
capability for a PMP topology, the support for mesh increase the effective coverage

area well beyond what is predicted for PMP. WhatRMP analysis does provide for

ISM band solutions is, at least, a qualitative ssiseent for relative variations in coverage
due to frequency and demographic differences deadepoint locations and varied BS
antenna heights. Additionally, the analysis shtvas unless mesh can be supported, the

ISM solutions would not be a practical solutioraidense urban deployment in the

higher frequency bands unless an intermediate Al uged to aggregate the basement-

located end-points as described in section 6.4.

Table 34 shows the summary of these three techieslad highload demand assuming

PMP.
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Table 34: Highload ISM bands

IBSéVI EBl’ggdz Dense Suburban Rural Low Density
Urban Rural

36 dBm Urban Tvoe A Tvoe A Tvoe A

Highload yp yp yp
Coverage Area 5 mi? 20 mi 100 mf 1000 mf 3000 mf
802.15.4-e BS=14F BS=2811 |BS=168F | BS=438F
915 MHz No valid path| EP = 4924 | EP = 396 EP=386 |EP=25
« TDD loss model | L =-/0.16 L=-/0.16 L=0.15/0.08| L=0.2/0.05
+ BW=1.2 MHz BS=64C Loy>L Lonw>L
e Pkt=2047 SGL=6.03% | BS=16 R SGL=0.5 % | SGL=0.15 %
802.11af BS=14F BS=3091 |BS=168F |BS=438F
915 MHz No valid path| EP = 4924 | EP = 360 EP=386 |EP=25
« TDD loss model | L =-/0.12 L=-/0.12 L=0.15/0.06| L=0.2/0.04
+ BW=5MHz BS=39C Loy >L Lon>L
e Pkt=1500 SGL=3.62% | BS=16R SGL<0.1 % | SGL<0.1 %
802.15.4-e BS=641F |BS=97F BS=4641 |BS=470F | BS=1223F
2450 MHz EP =111 EP =111 EP =240 EP=138 |EP=9
« TDD L =-/0/16 L =-/0/16 L=-/0.16 L=0.15/0.08| L=0.2/0.05
e BW=1.2 MHz| SGL=0.25%| SGL=0.87% | BS=74C Lon>L Lon>L
o Pki=2047 BS=59R SGL<0.1 % | SGL<0.1 %
802.11n BS=641F |BS=97F BS=59F BS =470F | BS=1223
2450 MHz EP =111 EP =111 EP =883 EP=138 |EP=9
« TDD L =-/0/12 L =-/0/12 L=-/0.12 L=0.15/0.06| L=0.2/0.04
« BW=5MHz Lon>L Lonw>L
e Pkt=1500 SGL<0.1% | SGL<0.1% | SGL=4.31 %| SGL<0.1 % | SGL<0.1 %
801.11ac Rang: BS=980F |BS=263F |BS=1646F|BS=4306
5800 MHz <20m EP=71 EP =423 EP =40 EP=3
« TDD L=-/0.12 L=-/0.12 L=0.15/0.06| L= 0.2/0.04
e BW=5MHz Lon>L Lon>L
«  Pkt=1500 SGL<0.1% |SGL=1.0%| SGL<0.1 % | SGL<0.1 %
WIiGRID Rang: BS=980F |BS=263F |BS=1646F|BS=4306
5800 MHz <20m EP=71 EP =423 EP =40 EP =40
« A-TDD L=-/1.10 L=-/1.10 L=-/0.55 |L=-/0.35
e BW=5 MHz SGL<0.1% | SGL=1.52% | SGL<0.1 % | SGL<0.1 %
» Pkt=14400

Support for mesh can offer considerable coverageaanilability benefits but one must

also take care to assess the potential latencgdgbat may arise when a large number of

hops are required to maintain an end-to-end comeations path.

6.7.4.4 Meeting Latency Requirements
What stands out in the PMP technology assessnfentspth highload and baseload
demand, is the number of scenarios for which ttenky requirement is less than the
node processing timédy > L) used in the binomial distribution latency mod#lis
informative to look at a few of the key SG-Netwdiksk Force Smart Grid application
payloads that are driving these low latency reaqoéets and how the per link latency
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requirement is impacted by actor-to-actor latereguirements and the maximum packet

size supported by the technology that is beingssesk

The maximum packet sizes supported by the teragstaised wireless technologies
submitted, range from 96 bytes to 14,400 bytessaacdummarized in Table 35.

Table 35: Number of technologies su

pporting packedize ranges

14400 bytes to 8188 hytes to 2874 bytes to 640 bytes to
12750 bytes 4608 bytes 1024 bytes 96 bytes
2 3 7 2
HSPA+ (UL)
WiIMAX
CDMA2000 (UL)

GSM-EDGE

LTE IEEE 802.11
WIiGRID HSPA+ (DL) IEEE 802.15.4g-e xHRPD (UL & DL)
WCDMA HRPD EV-DO (UL)| HRPD EV-DO (DL) CDMA2000 (DL)

In the AMI, FAN, or NAN network there will be actéo-actor data-flows that are peer-
to-peer data flows or use a DAP as an intermedietier bridge between the actors. For
the peer-to-peer actor data flows, they were sjgatliy changed to an actor to DAP and
DAP to the other actor data flow to accommodatéttreless Model, thus requiring that
the total business application peer-to-peer act@etor latency requirement be divided
by two to get the per actor to DAP or DAP to aditok latency. These data paths
generally involve the field tool.

Another general observation is that the majorityhef latency-sensitive application
payloads are associated with firmware and progrsencases for which larger sized
payloads are necessary. These use cases arg/ttievezs for the highload demand and
even though the payload latency requirement fadluases is quite modest, the larger
payloads must be divided into packet sizes to cgmjth the maximum packet size
supported by the wireless technology of inter@ste per-link latency is then divided by
the total number of packets required to carry th@e payload plus the overhead bits.
For a business payload latency requirement of aku@nutes the resulting packet
latency requirement will be significantly less thias and in some cases, in the
millisecond range, with smaller sized packets.

Table 36 provides a summary of the per packet ¢gteequirement per link in seconds
for some representative data-flows taken from tBeN&twork Task Force Requirements
for business application payloads that result peapacket latency requirement less than
1 second. The field tool case assume an ActorA&-ib-Actor data —flow, whereas the
DAP and FAN gateway (GW) cases assume an ActorAB-Dr DAP-to-Actor data

flow. The packet overhead for all scenarios isiags] to be 50 %.
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Table 36: Summary of per packet latency requiremenper link

Maximum Packet Size
3
2 = 7
g |5 5 1¢2| 85|58 &
Payload = = 5 S | 8w | B« gs Y
Description N - 3] N |83 |28 |&2°] 8
5 | g | 2|7 |&8% 83
5| 8| 8|5 ©
S 9 ® | T —
= = P2 2 Latency per Packet per Link in
— o m = seconds
Fdr-dev_cntl .
, - = <10 | 400k- . Field 0.61-| 0.22- | 0.05-
g[rr:jware—”pdate— min | 2000k | M9 | ool | 7996 | 035 | 0.08 | 0.04 | %007
DAP_firmware_ <5 400k- Hiah Field 0.8z | 0.2¢ | 0.0¢- 0.010
update_cmd min 750k 9 Tool 045 | 0.10 | 0.05 | ™
Metrology .

- <1 25k- . Field 0.86- | 0.19-
program_update_ | ., | 5o | HIgh | 5o 031 | 0.14 | 9022
cmd
FeederFault_Detect 0.75-
or_sensor_data_ <3s | 1000| Both| DAPR ' 0.136

0.60
resp-data
FeederCapBank ne _ 5| 509 | Both| DAP 0.25
w_confg_cmd
FeederCapBank 0b _ 35 | 150 | Both| DAP 0.75
en_cmd
Dstr_cust_storage | FAN
status_resp-data <2s 50 Both GW 0.50

As Table 36 shows the large payloads associatddfinitware updates can result in
packet latency requirements less than 100 ms fallensized packets. This is in the
range of expected node processing times and wililréen a situation where the latency
requirementL, will be less than the latency overhebg,.

It is also important to note that the SG-NetworlsK &orce Requirements for application
payload sizes do not take into account any typatd encoding schemes that might
reduce the size of the actual payloads that ansrméted across various networks
segments. Another factor not accounted for isatk@itional overhead that would occur
with smaller packet sizes. Since each packet wiypidally require a fixed number of
overhead bits, the percent OH would increase withller packet sizes. Since these two
factors will offset each other, the net impactas$ dear without having additional
information.
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6.7.4.5 Sensitivity Analysis

To facilitate the assessment of the nine terrédidaed wireless technologies,
assumptions were made for some key wireless paeasnelin the next few paragraphs
we will look at the relative sensitivity of sometbise parameters and other factors that
influence the number of BSs (or DAPS) necessamdet Smart Grid requirements for an
AMI / NAN deployment.

Specifically we look at the relative impact of:

* Channel OH

» Packet Size versus Latency Requirement
* Channel Bandwidth

* Terrain Type

* Link Budget and System Gain

Channel OH: As mentioned earlier, getting an accurate estifmatotal channel OH

can be a daunting task. That said, for the pupotthe assessment, we assumed 49 %
for the DL channel OH and 51 % for the UL channkl. Gror suburban deployments in
the 700 MHz band five of the technologies with aeBWs of 1.25 MHz or less did

not meet the highload minimum latency requiremaéfftth a relaxed latency requirement
four of these technologies were still capacity-tedi The technologies with larger
channel BWSs, on the other hand, easily met capasifyirements in all five
demographic regions. With respect to latency, h@anesome were impacted by the
maximum supportable packet size in the rural amddensity rural deployments where
we assumed 2 and 3 links, respectively. Baseti®@mbdel it would take a maximum
packet size greater than approximately 6000 bgtesetet the latency requirements in
these areas.

The sensitivity to either a lower or higher chan@él is illustrated in Figure 73. The
graph provides a view of the DAP and End-point ¢dana range of UL channel OH
values for CDMA2000 in the 700 MHz band for a sudaur Type A deployment. A

fixed latency requirement of 200 ms (0.2 secorslgssumed to determine the number of
supportable end-points per channel.
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Channel OH Sensitivity
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|
35 - 1600
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% 25 - 1200 ©
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20 1000
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15 800 ——Ref UL OH
10 : A : 600
40% 45% 50% 55% 60% 65%
UL Channel OH

Figure 73 - CDMA2000, 700 MHz, suburban highload, @ second latency

Packet Size and Latency Requirement€Both packet size and channel goodput play a
role in determining latency performance. It is artant to mention again that QoS is not
taken into account in this technology assessméfitereas QoS enables the assignment
of higher priorities to more latency-sensitive pads and packets, the model assumes all
packets have the same priority. Despite this &tioh, the model is useful in providing
some insights as to how the different wireless patars relate to the technology’s

ability to meet latency requirements.

As the assessment results indicate, with a constlathannel BW meeting the minimum
latency requirement may require a substantial agzen the number of BSs. With a
0.208 MHz channel BW limitation, GSM EDGE is limitéo 284 end-points per BS (95
per channel) to meet a 0.12 s minimum latency requent. As illustrated in Figure 74,
a modest relaxation in the latency requirement diguéatly enhance the supportable
end-points per channel and reduce the number of&ftsred. With a latency of 2 or
more seconds, the number of BS approaches 59uthber required to meet capacity
requirements.
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EPs & BSs vs. Latency Requirement

600 - - 300
T 500 - - 250
&
S 400 - Example for GSM - 200 3
2 300 A EDGE at 700 MHz | 4e0 %
< Suburban 'Type A' P~
§ 200 - - 100 g
Ty === =8-. |
- 59 BS for Capacity A

0.00 0.50 1.00 1.50 2.00 2.50
Latency Requirement in seconds

Figure 74 - GSM EDGE at 700 MHz, suburban Type A, iyhload demand

The minimum latency requirement is inversely preipoal to the maximum packet size,
so it is also of interest to look at how the maximpacket size impacts BS requirements.
Using GSM EDGE as an example again, Figure 75 sliogvend-points per channel and
BS requirements for packet sizes larger than ti6® ytes listed in the wireless
capabilities matrix for GSM EDGE. It is not cldaaw much flexibility there is with this
parameter but as the chart indicates, an incrgaaselkt size results in a dramatic
decrease in the number of required BSs.

Impact of Max Packet Size

450 . GSM EDGE at
g 400 - 700 MHz
£ 350 - Suburban 'A’
8 v
g 300 ! —— EPs/Channel
8 250 .
2 . —4— Required BS
S 200 !
%) } ' mmam- i
.E 150 | X BS Capacity
& 100 - - - - 1560 Bytes
-
o
o

50 | pT=T===ss=ssssssmsososooooee-
0 1 L " .
0 Bytes 5000 Bytes 10000 Bytes 15000 Bytes

Figure 75 - Increasing the maximum packet size fo6SM EDGE

Another example that is interesting to look at iarendetail is xHRPD. This technology
has the lowest maximum packet size, 96 bytes fiih, of the nine technologies
reviewed. At 96 bytes, the minimum latency requieet is less than the latency
overhead for all demographic regions at all fregieisupported by xHRPD. For a
suburban deployment and highload demand, the ¥6dagket size reduced the
minimum latency requirement to 7 ms. The latemay tan be achieved with 19 BS is
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0.15 s. As described earlier, one of the benefisssmaller packet size is an increased
probability the packet will fall within a specifiddtency period, in this case, 0.15s. As
shown in Figure 76, with an increase in packet 812eBS count goes up due to the drop
in probability until the packet size gets to ab®000 bytes. Although more BSs are
required, the minimum latency requirement can beanthat point. Beyond 2000 bytes
the minimum latency requirement increases morekfjutban the packet size resulting in
an increasing probability and a decreasing BS coAhabout 13000 bytes, the BS count
is at the same level it was at 96 bytes, but imse¢anissing the minimum latency
requirement by more than 20 times, the latencyirement can be met with the larger
packet size.

Packet Size & Probability
40 - 6.0 %
- L<loy L—> Meets Min Latency
35 5 /.,/ 5.0%
2 30 ] 4.0%
0 r
825 3.0%
9 i
@ 20 - 2.0%
15 - 1.0%
X xHRPD at 700 MHz, Suburban 'A'
10 — 0.0%
0 Bytes 5000 Bytes 10000 Bytes 15000 Bytes
=@ Required BS ==== BS Capacity == Probability

Figure 76 - Relationship between packet size and B8quirements

Channel BW: Figure 77 illustrates how channel BW affects therB@uirements
necessary to meet capacity requirements for a bahudeployment. At approximately
135 kHz for baseload and 2.5 MHz for highload,dbployment transitions from
capacity-limited to range-limited.
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Impact of Channel BW

100 Freq: 700 MHz
- Suburban Type A
@ 80 4 - 0
= ULOH=51%
o = 0,
g 60 DLOH=49%
& UL Pk 16QAM
@ 40 - Baseload 'A'
5
& —— Highload 'A'
< 20 +
a

0 1
0.010 MHz 0.100 MHz 1.000 MHz 10.000 MHz
Channel BW

Figure 77 - Channel BW for meeting capacity requirenents

To account for latency, as well as capacity, it lddae necessary to plan for excess
channel capacity by an amount inversely relatatiéanaximum packet size. Typical
numbers for highload are as presented in Table 37.

Table 37: Packet size, channel BW, meets

Approx. Packet Size Channel BW Meets
- >2.EMHz Capacity onl
< 1500bytes 5.CMHz Capacity, Latency = 0.15 so> L)
150C bytes to 2000bytes ~ 4.5 MHz (+8C %) Capacity and Laten
2000bytes to 3000bytes ~ 4.C MHz (+6C %) Capacity and Laten
> 3000bytes ~ 3.EMHz (+4C %) Capacity and Laten

Terrain Type: From a propagation perspective the wireless assggsrmummarized in
the preceding tables (Table 30 through Table 3g)ras a worst case scenario for
suburban, rural, and low density rural regions $guaning terrain ‘Type A’. This terrain
type is defined as ‘hilly with moderate to heawetdensity’. Although there will be
more extreme cases than this, Type A representadise extreme case for which we
have a valid path loss model. Terrain types that@ore propagation friendly are Types
B and C. Figure 78 shows the reduced BS requirtsriendeployments in terrain Types
B and C relative to Type A. The propagation beaseff more favorable terrain are less
significant in suburban areas where a lower BSraradneight (10 m vs. 30 m) is
assumed.
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Effect of Terrain Type
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Suburban 700 MHz
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Figure 78 - Relative number of BSs vs. terrain type

Link Budget and System Gain:System gain, which is the major component of thie li
budget, is not generally defined by wireless stasglarganizations. Although the
wireless standard may set some guidelines, thersuiglly considerable latitude left to
equipment vendors for the parameters that compyisiem gain. That said, one can
expect some variations from the system gain paemhassumed for this assessment.
The other terms used to determine the link budg#tide fade margin, penetration loss,
and interference margin. The same values have dqgaied to all of the technologies for
this assessment. Of these, interference margindiffey somewhat between
technologies, but probably not more than 1 dB dB2

Figure 79 shows the difference in BS requirememtsdverage for a link budget range

from -3 dB to +3 dB. As the chart indicates, apewf dB can make a significant
difference.
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Link Budget vs. BSs for Coverage
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Figure 79 - Link budget impact on BS requirements

6.7.5 Assessment results summary
The SG framework and wireless modeling tool hashssed to assess nine terrestrially
based wireless technologies using parameters sginiar the Wireless Capabilities

Matrix

described in section 4 with other assumeala@gnent and wireless variables

described earlier in this section. The Smart Gguirements for this analysis is based
on a FAN or NAN network with end-points estimateséd on US census data and
generalized parsing of the house-holds to specdfiegories / types of smart grid end-

points.

Some general observations are:

Suburban: This demographic SG deployment area representyrdatest
challenge from a capacity and latency perspectispecially in the lower
frequency bands. For solutions with Channel BWst@ints either additional
channels or more BSs are necessary. Even whea-fiamited, SG requirements
consumed a significant portion of the BS capacitiiis could limit the use of
existing public or other shared networks.

Dense Urban and Urban:With the range limited by less favorable end-point
locations, capacity requirements for SG typicattpsumed less than 1 % of the
available BS capacity with the exception of GSM HBf@r urban deployment in
the 700 MHz band due its limited channel BW.

Rural and Low Density Rural: Capacity requirements were typically at about
0.1 % or below of the available BS capacity fortathnologies. Latency was an
issue with many of the technologies where we asdutvend 3 serial links,
respectively for Rural and Low Density Rural. Thias alleviated with larger
packet sizes and of course QoS can also play a @hethe other hand, there will
be many cases where a greater number of linkdeitequired and in some cases
a satellite link might have to be included for #aesgions. Meeting latency

186



requirements for large latency-sensitive payloaddikely to be an on-going
challenge in these areas.

Table 38 provides a perspective on deployment reménts with respect to:
Technology, Frequency, and Demographic Region. €ftees in the table show the
requirements for each technology for an averagestdt® as a proxy for a specific SG
deployment area that includes some combinatioheé&hd-point density categories,
arrived at by estimating the number of BSs or DABsessary to cover 2 % of the total

US land area for each demographic region. Itfrimative to summarize requirements
solely on the basis of coverage, even though sdrtteesuburban area deployments are
latency- or capacity-limited, since in many of tt@sses the limitations can be addressed
by adding more channels rather than adding more BS8slitionally, QoS, supported by
most® of the assessed technologies, can address mamg laftency limitations.

There is no data for Dense Urban in the 700 MHzlbaimce we have not found a
suitable path loss model for BS antenna heighswelrrounding roof tops.

Table 38: Summary of assessment results assumingige-limited deployments

Demographic Dense LOW.

, Urban Sub-urban Rural Density Totals
Region Urban

Rural
1/50 US Land Area 36.1 449 2,306 16,127 51,310 70,228
Total End-Points 512,627 | 1,547,290 2,562,144 | 1,048,285| 205,240 | 5,875,586
Type A  TypeA | TypeA

700 MHz Totals for 700 MHz excladdense urban
802.15.4+€",
CDMA2000",
HRPD EV-DO,
xHRPDl, WCDMA, n/a 180 254 1,775 4,892 7,101
HSPA+, LTE,
WiMAX
GSM EDGE n/e 225 277 2,145 5,952 8,599
1900 MHz
CDMA200C,
HRPD EV-DG,
XHRPD, WCDMA, 354 786 600 3,097 8,398 13,235
HSPA+, LTE,
WIiGRID
GSM EDGF 462 921 64¢€ 3,74z 10,21: 15,982
3550 MHz
WCDMA, HSPA+ 1,443 2,604 1,154 4,307 11,562 21,070
3700 MHz
LTE, WIiGRID 1,566 2,806 1,200 4,452 11,973 21,997

% |EEE 802.15.4g-¢ is a data only solution and dmésupport traffic priorities.
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Demographic Dense LOW.
Reqi Urban Urban Sub-urban Rural Density Totals
gion r
Rural
1/50 US Land Area 36.1 449 2,306 16,127 51,310 70,228
Total End-Points 512,627 | 1,547,290| 2,562,144 | 1,048,285 205,240 | 5,875,586
TypeB  TypeB | TypeB
700 MHz Totals for 700 MHz excleddense urban
802.15.4+€",
CDMA2000",
)TFTFEEDE\//;/%%’M A n/a 180 227 930 2561 | 3.898
HSPA+, LTE,
WiMAX
GSM EDGEF' nle 22¢ 247 1,12¢ 3,11¢ 4.711
1900 MHz
CDMA200C,
HRPD EV-DG,
xHRPD, WCDMA, 354 786 519 1,622 4,396 7,677
HSPA+, LTE,
WIiGRID
GSM EDGF 462 921 55¢ 1,95¢ 5,34t 9,246
3550 MHz
WCDMA, HSPA+ 1,44: 2,60¢ 981 2,25¢ 6,05~ 13,33t
3700 MHz
LTE, WiGRID 1,566 2,806 1,020 2,331 6,268| 13,991

70CMHz

Totals for 7C MHz exclude dense urba

802.15.4+€",
CDMA2000,
HRPD EV-DJ,
XxHRPD!, WCDMA,
HSPA+, LTE,
WiMAX

n/a

180

209 604

1,665

2,658

GSM EDGE

n/a

225

228 730

2,026

3,209

190C MHz

CDMA200(,
HRPD EV-DG,
XxHRPD, WCDMA,
HSPA+, LTE,
WIGRID

354

786

468 1,054

2,858

5,520

GSM EDGF

462

921

504 1,27¢

3,47¢

6,636

355( MHz

WCDMA, HSPA+

2,02(

2602 |

87¢ | 1,466 |

3,93¢

10,32:

370C MHz

LTE, WIiGRID

1,566

2806

910 1,515

4,074

10,871
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Demographic Dense LE

Region Urban Urban Sub-urban Rural Density Totals
Rural
1/50 US Land Area 36.1 449 2,306 16,127 51,310 70,228

Total End-Points 512,627 | 1,547,290 2,562,144 | 1,048,285 205,240 | 5,875,586

A=25.4
N o

Composite View A=164% o | A=26.4%

B=32.0% _% ' B=28.0 %

= 0, - 0
C=51.6% C=40.0 C=45.6 %
%
700 MHz Totals for 700 MHz excleddense urban
802.15.4+€",
CDMA2000,
HRPD EV-DOC,
xHRPD., WCDMA, n/a 180 222 1,014 2,767 4,183
HSPA+, LTE,
WiIMAX
GSM EDGE n/a 225 242 1,225 3,366 5,059
1900 MHz
CDMA200C,
HRPD EV-DJ,
XxHRPD', WCDMA, 354 786 506 1,770 4,749 8,165
HSPA+, LTE,
WiIMAX
GSMEDGF 462 921 54E 2,13¢ 5,77¢ 9,840
3550 MHz
WCDMA, HSPA+ | 1,44 | 260¢ | 958 | 2461 | 653 | 14,000
3700 MHz
LTE, WIiGRID 1,566 2,806 993 2,543 6,771 14,679
Note 1 | Additional channels or BSs will be required for MHz suburbar
deployments to meet capacity and/or latency requérgs
Note z | Additional channels or BSs will be required for 094Hz suburban
deployments to meet capacity and/or latency requérgs

The assessment results are included for terraiegyp B, and C for suburban, rural, and
low density rural areas. It is up to the readataoide which terrain type is more
applicable for the geographic characteristics efarea being analyzed or more
specifically, what percentage breakdown betweenitetypes is most applicable. For
illustrative purposes, a worksheet (Tab 1a) inSeframework and wireless modeling
tool provides an approximate breakdown, with resfeterrain, for each of the states
and the District of Columbfa This information is summarized in Table 39 aiglFe

3"t is important to emphasize that this terrairoimiation is only a rough approximation based on
information collected from many different sourcésis provided for illustrative purposes and sltbnbt
be used as a substitute for more detailed state@i8anformation, other 3D mapping techniques,oaial
observations.
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80. The spread in land area percentage breakdmweach of the terrain types
emphasizes the need to have specific terrain irdbom about the particular state and
geographic area of interest. Although a majorftgtates appear to have a significant
amount of the land area (Terrain Type C) that isegally favorable for terrestrial-based
wireless coverage, it must also be noted that nofithis land area is also very sparsely
populated.

In addition to showing the assessment results ypes A, B, and C respectively, the SG
Model-Area average demographic breakdowns for Typd3, and C are used, for
illustrative purposes, to show a composite viewtfier SG Model-Area.

Table 39: Approximate terrain type breakdown for canbined suburban, rural, and
low density rural in 50 US states plus the Districof Columbia

Type A Type B Type C
State by stat 0.0 % 10.8 % 18.9 %
minimum
State by stat 49.6 % 59.0 % 80.8 %
maximum 3 States40 % 3 States45 % 8 States60 %
Average for all statt 25.0 % 31.8% 43.2 %
USA averag 25.8 % 29.7 % 445 Y

Estimated Terrain Distribution for 50 US States
and District of Columbia
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Figure 80 - Estimated US terrain type distribution

In making use of this assessment data from a spegipint of view, it should be noted
that it may not be realistic to assume the sametspe availability over a very large
geographic area. Geographic boundaries for spadicgnses in the US may or may not
coincide with specific utility regions nor will tggnecessarily coincide with state
boundaries. Additionally, with respect to spectrtine different wireless solutions are
grouped into four categories to simplify the preéagan of the data. There are numerous
frequency allocations between 1400 MHz and 2700 Méizred by one or more of the
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wireless technologies. While 1900 MHz is a reabtmahoice for purposes of this
comparative assessment, it should be obvious, masédk budget and path loss
differences alone, that a solution in the 2300 Midmd with one wireless technology
would yield quite different results in the 1800 Mbiz1900 MHz band even though the
wireless attributes are similar.

The intent of this analysis has been to provideesorsights as to how the SG framework
and wireless modeling tool can be used to asseddifferent terrestrial-based wireless
technologies in a PMP topology based on the mattieah@ath loss models described in
section 5 and the wireless technology attributesqamted in section 4. In this analysis,
the Smart Grid AMI / NAN average data throughpul &tency requirements were
derived from the end-point densities based on S@dWdrea data.

Despite the limitations stated earlier, Table 38usth prove useful for early planning
purposes to assess how the different terrestresgdavireless technologies are likely to
perform with respect to frequency, demographicd,ratative propagation conditions.
The above assessment should also provide a pexspentthe role that different wireless
parameters play in determining the number of BSkesuipment necessary to meet SG
AMI / NAN requirements for coverage, latency, amagacity.

6.8 Cross Wireless Technology Considerations

In considering a Smart Grid network, it should eeagnized that the network quite
likely will not be a single homogeneous networkt Wil in fact likely be a network
consisting of multiple disparate sub-networks iob@nected to form an overall Smart
Grid network system. These sub-networks couldushelboth non shared private
networks and shared commercial networks. Techmesaogill likely include both wire-
line and wireless networks. In addition they coutitize both standards based and
proprietary network technologies and protocols.weleer, regardless of the number and
type of sub-networks used to implement the enteegBimart Grid network system, it is
critical that proper attention and consideratiorgl#en to the operational and load
characteristics of each of the sub-networks indiglty and collectively to ensure that the
composite Smart Grid network system will satisfg tverall Smart Grid Systems
requirements.

While the overall Smart Grid System requirementslikely vary from one
implementation to the next, they will, in generatlude elements of and be driven by the
following considerations:
* Business Goals and Requirements
* Regulatory Requirements
» Security Requirements
» System Functionality
» System and Operational Characteristics
o Coverage
o Capacity and Latency
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0 Responsiveness

Availability and Reliability

0 Resiliency to failure modes and redundancy to avercfailed network
links

o Flexibility to accommodate system growth, changeguirements, and
changes in technology

o

The following characteristics should be carefulbypsidered and can be used as a guide
in formulating the requirements for the overall 8&work system and each of the
constituent sub-networks. In addition and veryomantly, a Smart Grid network system
should be implemented to support the current requéints and yet be flexible enough to
gracefully grow and evolve to accommodate expeftteae requirements and
technology enhancements.

Important Network Characteristics
* Intended use of the Network — What is the intenasslof the network system? It

is important to understand the intended and pakftiure use of the network,
which could be exclusively for AMI, or for DA, oof HAN interconnectivity, or
for Direct Load Control, or for a combination oke. Often an enterprise may
focus narrowly on a particular application withéuity considering future
applications that may also be able to leverageedffiedtively utilize the proposed
network infrastructure. The applications and usses, both current and those
projected for the future, should be consideredfadyevhen establishing
requirements for the SG Network and in evaluativgrietwork capabilities in
this overall context. Even after fully consideripgtential future applications, it
is very possible that some SG sub-networks maynpéeimented to serve specific
use cases where other sub-networks may serveusbearases (for example, a
sub-network specifically implemented for DA andeparate sub-network
implemented specifically for direct load controhlowever, it is also likely that
all sub-networks will interconnect with other streetwork facilities and a
common backbone network infrastructure linking titerone or more centralized
service facilities. Thus while each sub-networkigt be evaluated for its
intended specific use, the common and shared nktwivastructure should be
evaluated for its intended composite use.

» Size of the Network — Consideration must be givethe number of end-points,
their function, their location, their density, ati@ variability of their density.
This is particularly important for a NAN networkrdctly linking with the end-
points. The density of the end-points in a geogi@prea or region along with
their expected traffic load characteristics willeditly drive the requirements for
the capacity and latency of the network in thatare

* Network Capacity Requirements — Considerationtierdxpected traffic load,
both deterministic and non-deterministic traffieeeage and bursty traffic
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patterns, and the relationship of the combinedi¢rahtterns with the use case
latency requirements are all critical elements wb@msidering capacity. Often,
while it may not be known apriori what the ultimataffic capacity requirements
will be, especially with periodic bursty payloadss critical that proper analysis
and planning of capacity requirements are conductedll network segments
and facilities. Insufficient planning can resultaverbuilding the network,
resulting in higher costs for no appreciable gamynder building the network,
potentially less costly but negatively impactingpensiveness.

Latency Requirements — Each application and usewdishave different latency
requirements. End-to-end latency can be signifigampacted by several factors
including node-to-node effective data goodput (Whicturn is related to: the
application design; security risk mitigation teajunes employed; the bandwidth
capacity between the nodes; error rates; protdtiolency; and network load), as
well as the internal processing delays and queussduced by intermediate
nodes in the data path. Careful consideration imeigfiven to the latency
characteristics of any and all network segmentizeiti to establish the path
between the source and sync nodes for all appéaad® cases. The cumulative
or combined latency of multiple network segmentsoamtered in linking source
and sink nodes can be significant. Equally impurisiconsideration for any
potential concurrent execution of multiple use sas®may occur in the SG
system, and the impact this would have on any pialaretwork congestion
points. Network congestion at critical points threty occur as a result of
concurrent use case execution may in turn introdmexpected but significant
additional latency that could negatively impacetaty sensitive applications and
use cases.

Router and Node Throughput — In addition to thetlghput of the individual
network links, consideration must be given to thecpssing power, packet
throughput capacity, and internal latency of thetecs, relays, or repeaters and
other transient network nodes used to implemenmectivity between the various
network segments.

Spectrum and Bandwidth Requirements — For privatel®ss network
components, consideration should be given for specavailability and the
bandwidth that may be needed to satisfy the tramsppacity requirements.
Geographic location and RF morphology — The teraaid other RF
environmental and existing RF interference factaiisignificantly impact the
coverage, capacity, and reliability of any wireles$work. These characteristics
should be fully considered in any areas intenddakteerved by wireless
technologies. The SG framework and wireless modebnol described in section
6.5 and used in section 6.7 to assess variousteatavireless technologies
provides a means to gain initial insights in tl@gard.
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Availability and Reliability — Adequate link margirfor wireless networks should
be part of the planning process to ensure sat@fatihk connectivity under
highly variable propagation conditions.
Resiliency and Redundancy — Requirements for nétwesiliency, or the ability
of the network to tolerate failures and the requigats for network redundancy to
route around failures should be fully consideredhsure the Availability and
Reliability requirements are met.
Backhaul requirements and availability — The resmients of the backhaul links
from the NAN DAPs to the centralized systems, dadavailability and
reliability of these backhaul links. Of particularportance here is the additional
latency or any capacity constraints that may b@dhiced by the backhaul
component of the network.
Flexibility for Growth and other Changes — The #pilo accommodate growth
and changes in the number of Smart Grid applicatitre number and type of
end-points, and any likely or potential changefuirctionality of those end-points
are key considerations when selecting a networtesyand in selecting the
technology and topology of the sub-networks.
Security — Security requirements are particulariportant for an SG system and
the networks supporting them. Important and sigaift elements of network
security include requirements for:

o Policies and procedures for nodes and devicemgithie network

o Protecting confidentiality of the data on the natwo

o Safeguards to prevent modification or destructibthe information and

data being transmitted over the network
o Preventing unauthorized attachment or connectiotiset network
o Authorizing and permitting data exchanges only leetvnodes authorized
to do so

Failure to recognize and properly plan for adequatevork security could be
very costly both in potential fines for regulataiplations and in the cost of any
retrofits as may be required by governmental masdaAdditionally, corrupted
or lost data payloads can lead to costly servisaugtions, organizational
disruptions, billing errors, etc.

Ease of Deployment — How capable or flexible dbesrtetwork have to be to
adapt to changes in the deployment planning, psesesind physical
environments.

Ease of Monitoring and Managing the Network — Thiitg to provide
comprehensive monitoring and management of theichalal sub-networks, as
well as the overall SG network system is a critelament for the ongoing
effective operation of an SG system.
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* Incremental Cost to Achieve 100 % Coverage — TyBoaart Grid applications
require 100 % fixed node coverage; different togme have different
incremental costs to go from a nominal coveragEd®% coverage.

» Scalability — Expansion of the network as needeatljast to the deployment
planning, processes, and physical environments.

The above list provides some of the key charadtesighat must be carefully considered
when establishing the requirements for the SG ndtwygstem. Particular care must be
taken when considering sub-networks (like the SG\Nstems that directly connect to
the SG end-points), both for their intended initiak and for any expected expansion
beyond their initial use cases which may includéhlbew use cases and additional
numbers of end-point devices. Proper network ptapprior to deployment can lead to
a more efficient SG network and mitigate the newdsignificant and costly network re-
engineering in the future.

7 Conclusions

The goals of PAPQ2 are to develop guidelines ferube of wireless communications in
a smart grid environment. To date several milestdr@ee been achieved towards these
goals and are described in this report.

The first significant milestone is the developmehsmart grid application

communication requirements. While many use caséseenarios have been described
in the past, the task undertaken by OpenSG proideprehensive and detailed sets of
guantitative user communication requirements capgutifferent use cases and
environments. These requirements are tremendoagigble to both the user and
network technology communities in order to bettederstand the smart grid landscape.
The use of these requirements is not limited t@lgs technologies; but they can also be
used for evaluating any communication technologyit wireless or wired.

Another milestone described in this report is aneavork to evaluate wireless
communication technologies. This is a general nalagy that helps users and network
technologists provide answers to the question: WeWdoes wireless technology, X,
support application requirements, Y? Rather thanige a single answer to this
guestion, a framework and a set of tools are peaidr users and network technologists
to help them formulate answers that apply to tbein environment. Recognizing that
every environment is different and every user negnent may pose additional
constraints and challenges to the network desighisrapproach is more useful because
it is universal. Proof of concept examples are aistuded in this report in order to
further illustrate the concepts described and nitaé@sier for users to develop their own
evaluations. Additional tools and evaluation modkdgeloped by different contributors
are referenced in this report and are availabltheNIST PAPO2 collaborative site:

«¢ http://collaborate.nist.gov/twiki-sggrid/bin/viewt&rtGrid/PAP02Wireless

Also included in this report are key performanceliings that are applicable to most
environments and wireless technologies. These septé&ey factors to consider in the

195



assessment of wireless technologies such as irgade, environment, coverage range,
and deployment range extension.

Going forward, this report may be revised as ne@dedder to include additional
material contributed by PAP02 members. Additionatenial may include examples on
how to combine security and communication requimr@siand their implications on
performance, and additional communication requirgsand wireless technology
evaluation examples and models.
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