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Preface

Wireless technologies for technical and businessneonications have been available for
over a century and are widely used for many popapatications. The use of wireless
technologies in the power system is also not nksvuse for system monitoring,
metering and data gathering goes back several decaddbwever, the advanced
applications and widespread use now foreseen éosittart grid require highly reliable,
secure, well designed, and managed communicatiwvorks.

The decision to apply wireless technologies for gimgn set of applications is a local
decision that must take into account several ingmrélements including both technical
and business considerations. Smart grid applicstiequirements must be defined with
enough specification to quantitatively define conmiations traffic loads, levels of
performance, and quality of service. Applicatioeguirements must be combined with a
complete set of management and security requirenfienthe life-cycle of the system.
These requirements can then be used to assessttisligy of various wireless
technologies to meet the requirements in the paati@pplications environment.

This report contains key tools and methods to assiart grid system designers in
making informed decisions about existing and enmgrgiireless technologies. An

initial set of quantified requirements have beeawulght together for advanced metering
infrastructure (AMI) and initial distribution autation (DA) communications. These
two areas present technological challenges dugeiodcope and scale. These systems
will span widely diverse geographic areas and dpgr@nvironments and population
densities ranging from urban to rural.

The wireless technologies presented here encondfés®nt technologies that range in
capabilities, cost, and ability to meet differeequirements for advanced power systems
applications. System designers are further assistehe presentation of a set of wireless
functionality and characteristics captured in arirdor existing and emerging standards
based wireless technologies. Details of the cdifabiare presented in this report as a
way for designers to initially sort through the dafale wireless technology options.

To further assist decision making, the report pressa set of tools in the form of models
that can be used for parametric analyses of theusawireless technologies.

This report represents an initial set of guidelitteassist smart grid designers and
developers in their independent evaluation of cdetei wireless technologies. While
wireless holds many promises for the future, itag without limitations. In addition
wireless technology continues to evolve. PrioAgtion Plan 2 (PAP02) fundamentally
cuts across the entire landscape of the smart §¥iideless is one of several
communications options for the smart grid that nagsapproached with technical rigor
to ensure communication systems investments alesuiedd to meet the needs of the
smart grid both today, as well as in the future.

The scope and scale of wireless technology wiltesgnt a significant capital
investment. In addition the smart grid will be paging a wide diversity of applications



including several functions that represent critioflastructure for the operation of the
nation’s electric and energy services deliveryeyst
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1 Overview of the Process

The main objectives for release 2 of the NISTIRT/Were:

* Improve the intended interpretation and input dadeom the Standards
Development Organizations (SDOs) and alliancesenireless Functionality
and Characteristic Matrix for the ldentification®fart Grid Domain
Applications (section 4)

* Revise how the previously included technology aplpenontent is addressed in
section 4 and section 5

* Provide more guidance to the reader on the usardus wireless standards and
representative technologies for designers of theless telecommunication
networks for smart grid deployments (see sectiandsection 6)

* Incorporate an extension to the modeling and etialuapproach via a
framework (see section 6.5), that:

o fully exploits the smart grid requirements from th€A International
Users Group (UCAIlug) — Open Smart Grid User’s Gr{DpenSGug) -
SG Communications Working Group - SG-Network TaskcE via a
modeled deployment scenario as input;

o0 develops an Smart Grid (SG) framework and wiretesdeling tool
(spreadsheet) that incorporates inputs from sedtidireless
Functionality and Characteristics Matrix and repreative technology
operating parameters;

o0 outputs the quantities of network gear calculatzdss several spectrum
bands and wireless end-point density and terrainchutter categories.

* Provide sensitivity analysis and impacts aroundyradrthe input parameters and
provide guidance (see section 5 and section 6)

These objectives were addressed by various tasksarking documents identified as
release or version 2 artifacts located in the Si@ap Interoperability Panel (SGIP)
Priority Action Plan 2 (PAPO02), first link below dr8GIP 2.0 PAPO2 the second link
below:

«¢ http://collaborate.nist.gov/twiki-sggrid/bin/viewt&rtGrid/PAPO2Wireless

< http://members.sgip.org/apps/org/workgroup/sgipe2ayn/




2 Acronyms and Definitions

The acronyms and definitions provided are usedisireport and in some of its

referenced supporting documentation.

2.1 Acronyms

AMI Advanced Metering Infrastructure

AP Access Point

ARQ Automatic Repeat-reQuest

BE Best Effort

BER Bit Error Rate

BGAN Broadband Global Area Network

BPSK Binary Phase Shift Keying

BS Base Station

BW Bandwidth

CClI Co-Channel Interference

CIA Confidentiality, Integrity, and Availability
CIS Customer Information Service

COST CO-operative for Scientific and Technical egsh
DA Distribution Automation

DAC Distributed Application Controller

DAP Data Aggregation Point

DB Database

DER Distributed Energy Resources

DL Downlink

DMS Distribution Management System

DRMS Distribution Resource Management System
DSDR Distribution Systems Demand Response
DSM Demand Side Management

EDGE Enhanced Data Rates for GSM Evolution
EIRP Effective Isotropic Radiated Power

EMS Energy Management System

EP End-point

ESI Energy Services Interface

EUMD End Use Measurement Device

EV/PHEV Electric Vehicle/Plug-in Hybrid Electricahicle
EVSE Electric Vehicle Service Element

FAN Field Area Network

FCC Federal Communications Commission
FDD Frequency Division Duplexing

FEC Forward Error Correction

FEP Front End Processor




FER Frame Error Rate

FERC Federal Energy Regulatory CommisSion

FSK Frequency Shift Keying

FTP File Transfer Protocol

G&T Generations and Transmission

GBR Guaranteed Bit Rate

GIS Geographic Information System

GL General Ledger

GMR Geo Mobile Radio

GPRS General Packet Radio Service

GPS Global Positioning System

GSM Global System for Mobile Communications

HAN Home Area Network

HARQ Hybrid Automatic Repeat reQuest

HRPD High Rate Packet Data

HSPA+ Evolved High-Speed Packet Access

HVAC Heating, Ventilating, and Air Conditioning

H-FDD Half-duplex Frequency Division Duplexing

IKB Interoperability Knowledge Base

IP Internet Protocol

ISM Industrial Scientific and Medical

ISO Independent System Operator

ITU International Telecommunications Union

LB Link Budget

LMS Load Management System

LMS/DRMS Load Management System/ Distribution Resource
Management System

LoS Line of Sight

LTE Long Term Evolution

LV Low Voltage

MAC Medium Access Control

MBR Maximum Bit Rate

MCS Modulation and Coding Scheme

MDMS Meter Data Management System

MIMO Multiple-Input / Multiple-Output

MS Mobile Station

MSS Mobile Satellite Services

MU-MIMO Multi-User Multiple Input Multiple Output Antennas)

MV Medium Voltage

NAN Neighborhood Area Network

NISTIR NIST Interagency Report

NMS Network Management System

! Federal Energy Regulatory Commission - www.fere.go
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OoDW Operational Data Warehouse
OFDMA Orthogonal Frequency Division Multiple Access
OH Overhead

OMS Outage Management System

oSl Open Systems Interconnection

OTA Over-the-Air

PAP Priority Action Plan

PCT Programmable Communicating Thermostat
PHEV Plug-in Hybrid Electric Vehicle

PHY Physical Layer

PL Path Loss

PMP Point-to-Multipoint

PtP Point-to-Point

QAM Quadrature Amplitude Modulation
QoS Quiality of Service

QPSK Quadrature Phase Shift Keying

REP Retail Electric Provider

RF Radio Frequency

RTO Regional Transmission Operator

RTU Remote Terminal Unit

Rx Receiver or receiving

SCADA Supervisory Control and Data Acquisition
SDO Standards Development Organization
SE Spectral Efficiency

SER Symbol Error Rate

SGIP Smart Grid Interoperability Panel
SINR Signal to Interference plus Noise Ratio
SM Smart Meter

SNR Signal to Noise Ratio

SRS System Requirements Specification
SS Subscriber Station

SuUl Stanford University Interim

TCP Transmission Control Protocol

TDD Time Division Duplexing

TF Task Force

TX Transmitter or Transmitting

UL Uplink

VAR Volt-Amperes Reactive

VoIP Voice over Internet Protocol

VVWS Volt-VAR-Watt System

WAMS Wide-Area Measurement System
WAN Wide Area Network

WLAN Wireless Local Area Network

6




2.2 Definitions

Access Point

A stationary node, consisting of agnaitter and receiver, used to
aggregate traffic in a wireless network. This tésrmost often used to
describe this functionality for indoor wireless &area networks, but
sometimes also used for outdoor terrestrial loozd aetworks. Also
see Base Station.

Actor

A generic name for devices, systems, or @ogrthat make decisions
and exchange information necessary for performppieations: smart
meters, solar generators, and control systemsseprexamples of
devices and systems.

Advanced Metering

A network system specifically designed to suppoed-tvay

Infrastructure connectivity to Electric, Gas, and Water metermore specifically for
AMI meters and potentially the Energy Service Ifgtee for the Utility
(or ESI-Utility).

Aggregation Practice of summarizing certain dath @resenting it as a total withou
any personally identifiable information identifiers

Aggregator SEE FERC OPERATION MODEL

Applications Tasks performed by one or more aactotisin a domain.

Asset Management
System

A system(s) of record for assets managed in thetsyrid.
management context may change (e.qg., financialargj.

Backhaul

The portion of the network that comprises the imidliate links between ti
core network or backbone network and the sub-ndsvar the edge of a
hierarchical network.

Base Station

A stationary node used to aggregatdackhaul traffic in a terrestrial
multi-cellular wireless network. In an AMI netwodk NAN, the DAP
serves the same function as a Base Station.

Capacitor Bank

This is a device used to add ctgpam® as needed at strategic points
a distribution grid to better control and managk-amperes reactive
(VARSs) and thus the power factor and they will egi@ct voltage
levels.

Capacity-Limited

A wireless cellular-like deployment for which thember of base

(Deployment) stations is determined by the capacity requiremeifitise geographic
area. (may also be referred to as capacity-consuli

Cell Generally used to describe a base stationtarstirrounding coverage
area.

Cell Site Refers to the geographical position fbaae station

Client Device

Used to describe customer or end egeipment. Device can be
mobile, portable, or stationary (fixed).

2 The definitions are specific to this report’s axitand intended usage. Even though other Stasdard
Development Organizations have their own copyridittefinitions for some of these same terms, a
specific effort to harmonize or obtain permissiomaéuse copyrighted definitions was not includeddape

of this work.
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Common Web Portal

Web interface for regional tragsion operator, customers, retail
electric providers and transmission distributiorve® provider to
function as a clearing house for energy informati@ommonly used in
deregulated markets.

Data Aggregation
Point

This device is a logical actor that representaasition in most
advanced metering infrastructure (AMI) networksnmen wide area
networks and neighborhood area networks. (e.deatol, cell relay,
base station, access point, etc.)

Data Collector

See Substation controller

Demand Side A system that co-ordinates demand response / lvadbling messages
Management indirectly to devices (e.g., set point adjustment)
Distribution A system that monitors, manages and controls #red distribution

Management Systen]

system.

Distribution Systems
Demand Response

A system used to reduce load during peak dematrettlpused for
distribution systems only.

Downlink (or
Downstream)

Data traffic flow in the network from the Operatto@enter towards the
end-point.

Electric Vehicle
/Plug-in Hybrid
Electric Vehicle

Cars or other vehicles that draw electricity froatteries to power an
electric motor. PHEVs also contain an internal bastion engine.

End User (End-User
Node)

Same as client device, terminal, etc.

End-Point

Term used to describe termination pam&sNAN or AMI network.

Energy Services
Interface

Provides the communications interface to the ytilit provides
security and, often, coordination functions thailda secure
interactions between relevant home area networiceswand the utility.
Permits applications such as remote load controhitaring and
control of distributed generation, in-home disptdyustomer usage,
reading of non-energy meters, and integration titifiding
management systems. Also provides auditing / lagginctions that
record transactions to and from home area netwgrttavices.

Enterprise Bus

The enterprise bus consists oftavacé architecture used to construc
integration services for complex event-driven arahgdards-based
messaging to exchange meter or grid data. Thepeise bus is not
limited to a specific tool set; rather, it is aidefl set of integration
services.

Fault Detector

A device used to sense a faultitiondand can be used to provide an
indication of the fault.

Field Area Network

A network designed to providewectivity to field DA devices. The
FAN may provide a connectivity path back to thestation upstream g
the field DA devices or connectivity that bypastes Substations and
links the field DA devices into a centralized maaagnt and control
system (commonly called a SCADA system).

Field Force

Employee working in the service tergitthat may be working with
smart grid devices.
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Frame

A fixed length digital data transmission uhét includes
synchronization at the link layer (layer 2). Arfra will carry one or
more packets of varied length. (also see packet)

Frequency Reuse
Factor

A term to describe how often a channel is reuséd avbase station or
cell. For example for a 3-sector cell, a FrequdReuse Factor of 1
indicates the same channel is reused in each & sleetors. Reuse 3
indicates that a different channel is used in edc¢he 3 sectors,

Goodput Goodput is the application level throughpat, the number of useful
bits per unit of time forwarded by the network frangertain source to
certain destination, excluding protocol overheam excluding
retransmitted data packets.

Header The portion of a packet, before the datd fiet typically contains

source and destination addresses, control fieldseor check fields.

Home Area Network

A network of energy managementiods, digital consumer electronic
signal-controlled or enabled appliances, and agptins within a home
environment that is on the home side of the electeter.

Latency

As used in the OpenSG — SG CommunicatiGd8twork TF's
Requirement Table, is the summation of actor (idiclg network
nodes) processing time and network transport tireesured from an
actor sending or forwarding a payload to an aetod, that receiving
actor processing (consuming) the payload. Thenkt is not the
classic round trip response time, or the same @gonle link latency.

Latency-Limited

A wireless cellular-like deployment in which themiber of base

(Deployment) stations is determined by the number of end-pa@intspayloads that
can be supported by each base station while meatspgcific payload
latency requirement.

Link Budget Accounts for the attenuation of thensiaitted signal due to antenna

gains, propagation, and miscellaneous losses.

Load Management
System

A system that controls load by sending messagesttiirto device (e.g.
On / Off)

M/D/1 and M/M/1

M/D/1 describes a queuing systendelavith a Poisson arrival proces
a deterministic service rate distribution, andregkd server. In the
notation, M = Markov or Markovian, D=Deterministand 1 indicates
the number of servers.

M/M/1 describes a queuing system model with a Poissrival process
for which the service time is exponentially distried rather than
deterministic.

Macro-cell A base station in a cellular architeetwith a large coverage area,
typically limited only by the propagation condit®and system gain.

Mega-cell A point-to-multipoint cell designed tooprde connectivity over an
extremely large geographical area. Satellite coyeis typical.

Micro-cell A base station in a cellular architeetwvith a coverage area greater tf

a pico-cell but less than a macro-cell

nan

Mobile Station

See client device




Multi-Hop

A group of interconnected nodes in a common netwdrkstructure

(Topology) where communication links can be established viero-node or hopH
to-hop links, similar to relay functionality.

Multi-Link An interconnection of multiple discrete networkscls as linking a

(Topology) HAN with a NAN, then to a WAN.

Multi-User MIMO

A technique used with multiple antea systems in which, transmissig
from multiple end-users are aggregated on a stigdenel at the
receiver by using multiple receive antennas.

ns

Neighborhood Area
Network

A network system intended to provide direct connégtwith Smart
Grid end devices in a relatively small geographeaa In practice a
NAN may encompass an area the size of a few bliocks urban
environment, or areas several miles across ina emvironment.

Net Spectral

The channel spectral efficiency at the applicatayer taking into

Efficiency account all channel overhead factors including ystan. (= goodput +
channel BW)
Network A system that manages fault, configuration, audiincounting,

Management Systen]

performance and security of the communication.s Blystem is
exclusive from the electrical network.

Outage Management
System

A system that receives out power system outagécaitons and
correlates where the power outage occurred

Packet

The unit of data that is routed from a setwa destination on a packg
switched network. The packet includes a headetefpand other
overhead bits along with the message ‘payloadtk&a do not
generally have a fixed size.

Payload

The actual message data carried withirtleepa From a business
application payload perspective, application paylisahe totality of the
business data for an asymmetric message thatldo®temunications
standard and implementing technology may needgmsat into
multiple packets from which only a portion of thesimess application
payload is included.

Pico-cell

A base station coverage area within hulzglinetwork designed to cové
a very small area for extending range in diffi@dtzerage areas or to
add capacity in a high density area.

Power Factor

A dimensionless quantity that reltdefficiency of the electrical
delivery system for delivering real power to thado Numerically, it is
the cosine of the phase angle between the voltagiew@arent
waveforms. The closer the power factor is to uttigybetter the
inductive and capacitive elements of the circugt laalanced and the
more efficient the system is for delivering realyao to the load(s).

Programmable
Communicating

A device within the premise that has communicatiapabilities and
controls heating, ventilation and cooling systems.

Thermostat
Range-Limited A wireless cellular-like deployment for which thember of base
(Deployment) stations to cover the area of interest is deterchgtectly by the link-

2t-

budget and path loss. (may also be referred taragerconstrained)
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Rate Adaptation

The mechanism by which a modensggljts modulation scheme,
encoding and/or speed in order to reliably trandéga across channel
exhibiting different signal to noise ratio (SNR)achcteristics.

Recloser

A device used to sense fault conditions distribution line and trip
open to provide protection. It is typically progmaed to automatically
close (re-close) after a period of time to te¢hé fault has cleared.
Two general types of reclosers are typically deptbg.g., non-teamed
and teamed.

* Non-Teamed — After several attempts of reclosiragit be
programmed to trip open and stop trying to reclosd reset
either locally or under remote control.

» Teamed - A device that can sense fault conditiona o
distribution line and to communicate with otheratet reclosers
(the team) to sectionalize the fault and provideardinated
open / close arrangement to minimize the effetheffault.

Regional
Transmission
Operator

An organization that is established with the puepopromoting
efficiency and reliability in the operation and pténg of the electric
transmission grid and ensuring non-discriminatiothie provision of
electric transmission services based on the foligwequired /
demonstrable characteristics and functions.

Remote Terminal
Unit

Aggregator of multiple serialized devices to a canmommunicationg
interface

Smart Meter

Term applied to a Two-Way Meter (metetrology plus a network
interface component) with included energy servineface (ESI) in
the meter component

Spatial Diversity

A technique employed with muld@ntenna systems to increase link
availability or link budget in which each uncorrteld Tx antenna
transmits the same data stream.

Spatial Multiplexing

A technique employed with miplé antenna systems to increase pea
and average channel capacity and spectral effigienehich each
uncorrelated Tx antenna transmits a different datzam.

Sub Meter Premise based meter (e.g., used forlRistd Energy Resources and
PHEV), which permits additional metering capal@ktisubordinate to g
main meter.

Sub-Network A self-contained wireless or wire-lsh@main, use case, or area-focus

network within the overall SG Network System

Subscriber Station

See client device

Substation Controller

Distributed processing deviz has supervisory control or
coordinates information exchanges from devicesiwighsubstation
from a head end system.

Switch A device under remote control that can leue open or close a circui
Terminal See client device
Throughput The number of bits (regardless of pugpasoving over a

communications link per unit of time. Throughpsimost commonly

expressed in bits per second (b/s).
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Transformer (MV-to-
LV)

A standard point of delivery transformer. In timeast grid context it is
assumed there will be a need to measure someied¢ctr physical
characteristics of this transformer such as voltaggh and/or low side
current, MV load, temperature, etc.

Universal Frequency
Reuse

Same as Frequency Reuse factor of 1

Uplink (or Upstream)

Defines data traffic flowingthe SG network in the direction toward
the Operation Center.

U7

Use Case

A systems engineering tool for definisgstem’s behavior from the
perspective of users. In effect, a use casetisrg ®ld in structure and
detailed steps—scenarios for specifying requiredjas of a system,
including how a component, subsystem, or systeraldhespond to a
request that originates elsewhere.

Voltage Regulator

This device is in effect an athble ratio transformer positioned at
strategic points in a distribution grid and isiaéd to better manage and
control the voltage as it changes along the distion feeder.

Voltage Sensor

A device used to measure and refemtrical properties (such as
voltage, current, phase angle or power factor) &icspecific voltage
levels, e.g., low voltage customer delivery pomédium voltage
distribution line points.

Volt-Amperes
Reactive

In an alternating current power system the voltag® current measured
at a point along the delivery system will oftendag of phase with each
other as a result the combined effects of thetresiand reactive (i.e.,
the capacitance and inductive) characteristich®@fdelivery system
components and the load. The phase angle differatha point along
the delivery system is an indication of how we# thductive and
capacitive effects are balanced at that point. rEaépower passing that
point is the product of the magnitude of the vadtagd current and the
cosine of the angle between the two. The VAR patanis the product
of the magnitude of the voltage and current andthe of the angle
between the two. The magnitude of the VAR parametan indication
of the phase imbalance between the voltage andrusraveforms.

Web Portal

Interface between customers and thartsgnid service provider (e.g.
utility or third party or both).

12



3 Smart Grid Conceptual Model and Business FunctiBegjuirements

This section provides an overview of the primarg & information that UCAlug —
OpenSG — SG Communications — SG-Network Task H&GeNetwork TF) prepared to
address task 3 of PAP02, plus an explanation ofthainformation is intended to be
interpreted and an example of how to consume floentation as an input into other
analysis tools (e.g., network traffic modeling).

3.1 Smart Grid Conceptual Reference Diagrams

SG-Network TF expanded upon the smart grid cone¢pédierence and framework
diagrams that were introduced in the first rele#fd98IST Special Publication 1108 -
NIST Framework and Roadmap for Smart Grid Interap#ity Standards, Release 1.0
and other reference diagrams included in NISTIR876@uidelines for Smart Grid
Cyber Security. The NIST Smart Grid Frameworkaskdiagram is shown in Figure 1,
along with two views of SG-Network TF's conceptdalmain actors and interfaces
reference diagrams, one without (Figure 2) andwaitte (Figure 3) cross domain data
flows. Alternative (optional) interfaces betweeanagis and communication paths
amongst actors are also contained in the diagrdrhsse reference diagrams are further
explained in smart grid use case documentatiordetalled business functional and
volumetric requirements in the sections that follow these three figures the customer
domain includes: residential customers or commkeociandustrial customers.

13
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The latest set of SG-Network TF reference diagraradocated at

/7
0.0

http://osqug.ucaiug.org/UtiliComm/Shared%20Documbirtest Release Deliv

erables/Diagrams/

3.2 List of Actors

Table 1 maps the actors included in the SG-Netwdtlsmart grid conceptual reference
diagram (Figure 3) and the NIST smart grid concaipteference diagram (Figure 1).
The SG-Network TF high level list of actors arettier qualified by domain and sub-
domain as used in documenting the smart grid basifwnctional and volumetric
requirements. Where there is no equivalent actblamk cell is used.

Table 1: Mapping of actors to domain hames

SG-Network TF reference
diagram descriptor (actor)

SG-Network TF
reference diagram

Related NIST release 1
diagram descriptor

domain name (actor)
Field Tools Customer / Distribution
Generators Bulk Generation Generators

Market Services Interface

Bulk Generation

Marketviges Interface

Plant Control Systems

Bulk Generation

Plant Gur8stems

Customer

Electric Storage

Customer Energy Managemer
System (EMS)

nCustomer

Customer EMS

11

DERs (Solar, Wind, premise | Customer Distributed Generation
generation sources)

ESI (39 party) Customer Energy Services Interfac
ESI (Utility) Customer Energy Services Interface
ESI (In meter) Customer Energy Services Interfade
Electric Vehicle Service Customer Customer Equipment

Element (EVSE) / End Use
Measurement Device (EUMD)

Heating, Ventilating, and Air | Customer Customer Equipment
Conditioning (HVAC)

IPD (In Premise Device) Customer Customer Equigme
Load Control Device Customer Customer Equipment
PCT Customer Thermostat

PHEV Customer Electric Vehicle
Phone / Email / Text / Web Customer Customer Eyeint
Smart Appliances Customer Appliances

Smart Meter Customer Meter

Sub-Meter Customer Customer Equipment
Two Way Meter - Electric Customer Meter

Two Way Meter - Gas Customer Meter

Two Way Meter - Water Customer Meter

Capacitor Bank Distribution Field Device

Circuit Breaker Distribution Field Device

17



SG-Network TF reference
diagram descriptor (actor)

SG-Network TF
reference diagram

Related NIST release 1
diagram descriptor

domain name (actor)
Recloser Distribution Field Device
Distributed Customer Distribution Distribution Generation
Generation
Distributed Customer Storage Distribution Storagst&n
Sectionalizer Distribution Field Device
Switch Distribution Field Device
Voltage Regulator Distribution Field Device

Distributed Application
Controller (DAC)

Distribution /
Transmission

Substation Controller

Distributed Generation

Distribution /
Transmission

Distributed Generation

Distributed Storage

Distribution /
Transmission

Storage System

Field Area Network (FAN)
Gateway

Distribution /
Transmission

Field Sensors

Distribution /
Transmission

Field Device

Remote Terminal Unit (RTU)

Distribution /
Transmission

Data Collector

Substation Devices

Distribution /
Transmission

Substation Device

Energy Market Clearinghouse Markets Energy Market
Clearinghouse
Retailer / Wholesaler Markets Aggregator / Reimiergy
Provider

Regional Transmission Markets RTO /1SO

Operator (RTO) / Independent

System Operator (ISO)

Aggregator Markets / Service Aggregator
Providers
Operations Asset Mgmt
Operations WAMS

AMI Head-End Operations Metering System

Analytic Database Operations

Certificate Authority Operations

Distributed SCADA Front End| Operations Distributed SCADA

Processor (FEP)

Demand Side Management | Operations Demand Response

(DSM)

EMS Operations Utility EMS

OMS Operations

18




SG-Network TF reference
diagram descriptor (actor)

SG-Network TF
reference diagram

Related NIST release 1
diagram descriptor

domain name (actor)
Geographic Information Operations
System (GIS)
General Ledger (GL) / Operations
Accounts Payable / Receivable
Load Management System Operations
(LMS)
MDMS Operations MDMS
NMS Operations
RTO SCADA Operations RTO SCADA
Security Key Manager Operations
Transmission SCADA FEP Operations TransmissioARE FEP
Utility Distribution Operations DMS
Management System (DMS)
Utility EMS Operations EMS
Work Management System Operations
Bill Payment Organizations / | Service Provider Other
Banks
Certificate Authority Service Provider
Common Web Portal- Service Provider Other

Jurisdictional

Demand Side Management
(DSM)

Service Provider

Home / Building Manager

Service Provider

Homeauild@ng Manager

Internet / Extranet Gateway

Service Provider

Load Management System
(LMS)

Service Provider

ODW

Service Provider

REP CIS / Billing

Service Provider

Retail Eneifggpoviders
Billing

REP CIS / Billing

Service Provider

Retail EnergypWders
CIS

Security Key Manager

Service Provider

Utility CIS / Billing

Service Provider

Utility CIS

Utility CIS / Billing

Service Provider

Utility Biling

Web Portal

Service Provider

3.3 Smart Grid Use Cases

From the Interoperability Knowledge Base (IKB),

X/

« http://collaborate.nist.gov/twiki-

sqgrid/bin/view/SmartGrid/InteroperabilityKnowled8gse#Use Cases
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Use cases come in many shapes and sizes. Witkctésphe IKB, fairly comprehensive
use case descriptions are used to expose functieqairements for applications of the
smart grid. In order to provide this depth, these cases contain the following
information:

» Narrative: a description in prose of the applicatiepresented including all
important details and participants described incthrgext of their
activities

Actors:  identification of all the persons, devicegbsystems, software

applications that collaborate to make the use cask

* Information Objects: defines the specific aggregateinformation exchanged
between actors to implement the use case

» Activities / Services: description of the activétiand services this use case relies
on or implements

» Contracts / Regulations: what contractual or raguy constraints govern this
use case

» Steps: the step by step sequence of activitiesrasdaging exchanges
required to implement the use case

For use cases following this description, see:
« http://collaborate.nist.qgov/twiki-sgqrid/bin/viewtrtGrid/IKBUseCases

SG-Network TF performed an exercise to researchi@raentify all pertinent use cases
(namely concerning Advanced Metering Infrastrucid®l) and Distribution
Automation (DA)) that involve network communicatitmhelp satisfy the OpenSG input
requirements into the NIST PAPO2 tasks. Use casasseveral sources (Southern
California Edison, Grid Wise Architecture Consdiectric Power Research Institute
and others) were researched. Table 2 summarigassthcases SG-Network TF has
currently in scope for this work effort.

Table 2: OpenSG SG-Network TF use cases and status

Smart grid use case— based on release V5.1.xls
Customer Information / Messaging

Demand Response — Direct Load Control (DR-DLC)
Distributed Storage — Dispatch ; Island

Distribution Systems Demand Response (DSDR) -
Centralized Control

Fault Clear Isolation Reconfigure (FCIR) — Distriikd DAC
— Substations; DMS; Regional Distributed DAC
Field Distribution Automation Maintenance / Suppert
Centralized Control

Meter Events

Meter Read

Outage Restoration Management

% For several of the payloads that might be classifis associated to Accounting (Auditing), Fault
Management, those payloads are included acrossatefehe other listed use cases.
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PHEV

Premise Network Administration

Pre-Pay Metering

Pricing:

Time of Use (TOU) /

Real Time Pricing (RTP) /

Critical Peak Pricing (CPP)

Service Switch

System Updates (Firmware / Program Update)
Volt / VAR Management — Centralized Control
Smart grid use caSe potential for releases post V5.1.xls
Configuration Management

Distributed Generation

Field Force Tools

Performance Management

Security Management

Transmission automation support

Documentation and description of the in-scope sigrédtuse cases by the SG-Network
TF is contained in the System Requirements Spatific (SRS) document [5]. The SG-
Network TF objective for the SRS is to provide guéint information for the reader to
understand the overall business requirements $omat grid implementation and to
summarize the business volumetric requirementsiaeaase payload level as focused
on the communications networking requirements, evittdocumenting the use cases to
the full level of documentation detail as describgdhe IKB.

The scope of the SRS focuses on explaining thectgs; the approach to documenting
the use cases; inclusion of summarization of the/ork and volumetric requirements
and necessary definition of terms; and guidance inoov to interpret and consume the
business functional and volumetric requirementse [atest released version of the SRS
is located at

«» http://osqug.ucaiug.org/UtiliComm/Shared%20Docurskrdtest Release Deliv

erables/

with a file name syntax of “SG Network SRS Versit Final.doc”, where N represents
the version number.

3.4 Smart Grid Business Functional and Volumetric Resquents

There are many smart grid user applications (usesjaollections of documentation.
Many have text describing the user applications (K8), but few contain quantitative
business functional and volumetric requirementsclvhre necessary to design
communications protocols, to assess, or to plamuamcation networks. Documenting
the detailed actor to actor payloads and volumesggirements allows for:

* For the current status of what use cases andcatipi payloads have been documented, see the lates
Requirement Table (.xls) referenced in section 3.4.

21



» aggregation of the details to various levels (esgecific interface or network link,
a specific network or actor and have the suppodetgils versus making
assumptions about those details) and

» allows the consumer of the Requirements Tabledpesand customize the smart
grid deployment specific to their needs (e.g., Whiet of use cases, payloads,
actors, communication path deployments).

OpenSG -SG Communications - SG-Network TF tookhentéisk to document the smart
grid business functional and volumetric requireradat input into the NIST PAP02
tasks and to help fill this requirements documéntatoid. The current SG-Network
business functional and volumetric requirementdaated at

¢ http://osgug.ucaiug.org/UtiliComm/Shared%20Docursérgdtest Release_Deliv

erables/

with a file name syntax of “SG Network System Reguients Specification vN.R.xIs”,
where N represents the version number and R rageefes revision number. This
spreadsheet is referred to below as the RequiranTeafitie. (as of this writing v5.1.xIs)

Instructions for how to document the business fionel and volumetric requirements
were prepared for the requirement authors, but@sde used by the consumer of the
Requirements Table to better understand what issanat included, and how to interpret
the requirements data. The requirements docun@mtastructions are located at:

« http://osgug.ucaiug.org/UtiliComm/Shared%20Docurskrdtest Release Deliv

erables/

with a file name syntax of “rgmts-documentationtinstions-rN.R.doc”, where N
represents the version number and R represents\tiston number.

The Requirements Table consists of several majera$enformation for each use case.
For example:

» Business functional requirement statements arerdented as individual
information flows (e.g., specific application pagtbrequirement sets). This is
comparable to what many use case tools capturd@snation flows and/or
illustrated in sequence diagram flows.

* To the baseline business requirements are added:

o the volumetric attributes (the when, how often hwithat availability,
latency, application payload size). Take note thatSG-Network TF
Requirements Table definition for some terms (déagency) is different
than the classic network link latency usage. Rleater to the SG-
Network TF Requirements Documentation Instructiand the Smart Grid
Networks System Requirements Specification Relgassion 5 for the
detailed definitions for clarification.

0 an assignment of the security confidentiality, gniy, and availability
low-medium-high risk values for that applicatioryjmead.

» Payload requirement sets are grouped by rows itatfle that contains all the
detailed actor to actor passing of the same agjait@ayloads in a sequence that
follows the main data flow from that payload’s angting actor to primary
consuming actor(s) across possible multiple comopaiian paths that a
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deployment might use. The payload requirements’wdl always contain a
parent (main) actor to actor row and most will @amtchild (detailed) rows for
that requirement set.

» Payload communication path (information or datavjlalternatives that a given
smart grid deployment might use.

The process of requirements gathering and docuni@mtaas been evolutionary in

nature as various combinations of additional aiteb are documented; use cases added;
payload requirement sets added; and alternativerzontation paths documented. The
SG-Network TF has defined over 7,850 (as of releaskxls; the basis of this work)
functional and volumetric detailed requirementssamwthe Requirements Table
representing 204 different payloads for 19 usexase

SG-Network TF intends to continue this incremertakion release approach to manage
the scope and focus on documenting the requirenf@n$pecific use cases and payloads,
yet giving consumers of this information somethiogvork with and provide feedback

for consideration in the next incremental releadess expected that the number of
requirements rows in the Requirements Table wiltentban double, if not triple, from

the current size when completed.

To effectively use the business functional and n@tric requirements, the consumer of
the Requirements Table must:
» select which use cases and payloads are to balatlu
» select which communication path scenario (alteveaiis to be used for each of
the main information / data flows from originatiagtor to target consuming actor
» specify the size (quantity and type of deviceshefsmart grid deployment
» perform other tweaks to the payload volumetriceeich that smart grid
deployment’s needs over time.

The current Requirements Table (v5.1.xls) as aas|steeet is not very conducive to
performing these tasks. SG-Network TF is buildindatabase that is synchronized with
the latest release of the Requirements Table (@phegt). SG-Network TF will be
adding capabilities to the database to:

» solicit answers to the questions summarized above;

» query the database; and

» format and aggregate the query results for eitbigonting or exporting into other

tools.

The current SG-Network TF Requirements databasedattd user documentation are
located at
«» http://osqug.ucaiug.org/UtiliComm/Shared%20Docurskrdtest Release Deliv
erables/Rgmts_Database/
Note: SG-Network_Rgmts_Database_r5.1 is the vemwailable for the database as of

this writing.
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3.5 Use of Smart Grid User Applications’ Quantitativecrirements for PAP02 Tasks
Release 5.1 (March 5, 2012) of the SG-Network TURements Table contains
numerous use cases, payloads (applications), cormatiom path options, and associated
non-functional volumetric requirements data suffitifor a variety of smart grid
deployment scenarios as input to PAP02. The iastms for how to adapt the SG-
Network TF's Requirements for use in the SG framdwvamd wireless modeling tool is
discussed in section 6.5 of that document.

As SG-Network TF continues to provide incrementafjiirement Table releases and
eventually completes that effort, that availabibfyquantified business functional and
volumetric data will provide PAP02 and the readethts report with a more complete
set of smart grid business functional and volurnegquirement data for assessment of
any given network standard and technology againits is not a “do it once and it is
completed” type of task.

3.6 Security

Security can be considered at every layer of tmengonication protocol stack, from the
physical layer to the application layer. Secuirtyhe context of PAP02, which is mainly
concerned with the physical and media access ddayers, implies the inclusion of
additional protocol and traffic events to achiegelsity signaling functionality as in the
case of authentication and authorization, and efdit bytes to existing payloads to
achieve encryption. As a first step towards tloalgthe SG-Network TF Requirements
Table lists the security objectives of confiderityalintegrity, and availability (CIAs) for
each event. As a second step, a mapping betwese @IA levels (low / moderate /
high) and the security protocols available at theous communication layers is needed
in order to fully address security in the conteixPAP02.
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4  Wireless Technology

PAPO02’s task 5 calls for the collection of an intoeg of wireless technologies. This
inventory of wireless technologies is captured apraadsheet, “Wireless Functionality
and Characteristic Matrix for the Identification®fmart Grid Domain Applications,”
which can be found on the PAPO2 web site:

«¢ http://collaborate.nist.gov/twiki-sggrid/bin/viewt&rtGrid/PAPO2Wireless

with a file name syntax of

“Consolidated_Wireless Characteristics_Matrix2_ MNDHYY .xIsx”, where

MM represents the month, DD represents the day\Yahcepresents the last two

digits of the year.

0 https://collaborate.nist.gov/twiki-

sggrid/pub/SmartGrid/PAP02Wireless/Consolidated eWss_Characteris
tics_Matrix2_09-03-13.xlIsx

OR

< http://members.sgip.org/apps/org/workgroup/sgip-
pap02wg/download.php/1610/2013-09-17_sgip-
pap02wg_00015 Consolidated_Wireless_Characterigiagix2_09-03-13.xIsx

Disclaimer: The spreadsheet was created and pedudy the Standards Setting
Organizations, which proposed their wireless tetigies as candidates for the smart
grid. The parameters and metrics contained aneesatntered for each wireless
technology were entered by the organizations reptesy those technologies.

The next subsections give a brief description efghrameters and metrics contained in
the spreadsheet, “Wireless Functionality and Cherigtic Matrix for the Identification

of Smart Grid Domain Applications” and a listingtbe technologies submitted (as of the
09-03-13.xlIsx version). Note that this sectiowifiten with the assumption that the
reader has a reasonable understanding of the ssrede2communication terminology.

4.1 Technology Descriptor Headings
The spreadsheet identifies a set of characterigtidsorganizes these characteristics into
logical groups. The group titles are listed below.

Group 1: Applicable Smart Grid Communications Sudtmork(s)
Group 2: Data / Media Type Supported

Group 3: Range Capability (or Coverage Area Whepligpble)
Group 4: Mobility

Group 5: Channel / Sector Data Rates and Averaget Efficiency
Group 6: Spectrum Utilization

Group 7: Data Frames, Packetization, and Broadigsport
Group 8: Link Quality Optimization

Group 9: Radio Performance Measurement and Manageme
Group 10: Power Management

Group 11: Connection Topologies
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4.2

Group 12: Connection Management

Group 13: QoS and Traffic Prioritization
Group 14: Location Based Technologies
Group 15: Security and Security Management
Group 16: Unique Device Identification

Group 17: Technology Specification Source

Technology Descriptor Details

Group 18: Wireless Functionality not Specified ligrislards

Each of these groups is composed of individual rij@see described in more detall
below.

4.2.

1 Descriptions of Groups 1-7 Submissions

Wireless Functionality and Characteristics Mataxk the Identification of Smart Grid

Do

main Application

Functionality / Characteristic

Measurement Unit

Group 1: Applicable Smart Grid Communications St

Network(s)
a: | Primary SG sub-network(s) Select from
HAN/FAN/NAN/WAN/etc.
b: | Secondary SG sub-network(s) Select from
HAN/FAN/NAN/WAN/etc.
Group 2: Data / Media Type Supported
a:| Voice Yes/No
b: | Data Yes/No
c: | Video
Yes/No
Group 3: Range Capability (or Coverage Area Whei
Applicable)
a: | Theoretical range limitations at frequency km, GHz

b.

Conditions for theoretical range estimate

PtP, PMFS, non-LoS

Group 4: Mobility

a: | Maximum relative movement rate km/h
b: | Maximum tolerated Doppler shift Hz
Group 5: Channel / Sector Data Rates and Average

Spectral Efficiency (Layer 2, or Note Other Layer i

Applicable)

a: | Peak over-the-air uplink channel data rate Mb/s
b: | Peak over-the-air downlink channel data rate Mb/s
c: | Peak uplink channel data rate Mb/s
d: | Peak downlink channel data rate Mb/s
e: | Average uplink channel data rate Mb/s
f. | Average downlink channel data rate Mb/s
g: | Average uplink spectral efficiency (Mb/s)/Hz
h: | Average downlink spectral efficiency (Mb/s)/Hz
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Wireless Functionality and Characteristics Matdk the Identification of Smart Grid
Domain Application
Functionality / Characteristic Measurement Unit
i: | Average uplink cell spectral efficiency (Mb/s)/Hz
j: | Average downlink cell spectral efficiency (Mb/s)/Hz
Group 6: Spectrum Utilization
Public radio standard operating in unlicensed bands
a:| (DL and UL) GHz
Public radio standard operating in licensed bands
b: | (DL and UL) GHz
Private radio standard operating in licensed bands
c: | (DL and UL) GHz
d: | Duplex method TDD / FDD / H-FDD
e: | If TDD supported — provide details
f. | Channel bandwidth supported kHz
g: | Channel separation kHz
h: | Number of non-overlapping channels in band of
operation Integer value
i: | Is universal frequency reuse supported? Yes/No
Group 7: Data Frames, Packetization, and Broadcas
Support
a: | Frame duration ms
b: | Maximum packet size bytes
c: | Segmentation support Yes/No
d: | Is unicast, multicast, broadcast supported? Yes/No

4.2.1.1 Group 1: Applicable Smart Grid Communications Sugtork(s)
The Smart Grid communications network encompassesnsdomairis(as shown in
Figure 1, Figure 2, and Figure 3 and listed in &ahlwith multiple actors and use cases
that define communication paths for connecting rgotathin and between the seven
domains. Multiple wireless solutions may be reedito optimally meet the challenge of
interconnecting actors and domains given a rangkeiographics, data requirements
(e.g., capacity and latency), and propagation dtanatics. The sub-networks group is
intended to provide an assessment from the stasdaganization’s perspective as to
where its specific wireless technology is besteslih the Smart Grid communications
network.
a) Primary SG sub-network(s): Based on the technobfgatures and
capabilities, for what SG sub-network is this tembgy best suited? Indoor
Home Area Network (HAN), Field Area Network (FAN) Neighborhood
Area Network (NAN), Wide Area Network (WAN), Poitd-Point (PtP)
backhaul, satellite, Any, etc.
b) Secondary SG sub-network(s): Same choices asifoaBr SG sub-
network(s)

®> NIST Special Publication 1108 , NIST Framework &uwhdmap for Smart Grid Interoperability
Standards, Release 1.0
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For illustrative purposes Figure 4 shows an exarap&eSmart Grid communications
network with sub-networks identified. Figure 5yides additional detail to show the
end-point (meter) connectivity in the AMI network.

Distribution Ops Network

End

AMI Backhaul Network

Figure 4 - Smart Grid communications sub-networks
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Figure 5 - Expanded view of the AMI network

4.2.1.2 Group 2: Data / Media Type Supported
The information to be transferred within the sngairdl includes data, voice, and video
information.

a) Voice: There is no specification of the codec baisgd but the assumption was
that some form of packetized voice processing woeldised and the connection
would be two-way. Voice over Internet Protocol (Wpcapacity should be
derived assuming a 12.2 kb/s codec with a 50 %igcfactor such that the
percentage of users in outage is less than 2 % doren bandwidth (please
specify in simultaneous calls per MHz). If the V@lBonditions are different,
please specify those assumptions.

b) Data: is a generic term for information being tfengd from machine to machine
and can include information being displayed to iEqe for interpretation and
further action. Please respond with yes/no. # ylee details are provided in
Group 5 and Group 13.

c) Video: in cases where there is an outage and tha&tisin in the field needs to be
displayed to others remote from the outage sitlewis desirable. Video could
be still pictures or motion pictures. Please reslpwith yes/no. If yes, the details
are provided in Group 5 and Group 13.

4.2.1.3 Group 3: Range Capability (or Coverage Area Whepligpble)

Land-based wireless systems are designed to servieee variety of application
scenarios. The intent of this group is to capthesexpected range in a typical
deployment. Some systems are optimized for veoytsanges, perhaps 10 m or less,
while others are intended for longer ranges, pexloaypthe order of tens of kilometers
(e.g., 30 km).
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The intent of this group is to capture the expectedye in a theoretical deployment and
gain a perspective regarding the most applicablarSgnid network segment to which
the technology is best suited.

A key deployment metric for satellite-based systemshe other hand, is the
geographical size of the footprint covered. Festhtypes of technologies the coverage
area should be provided.

When comparing range predictions for land-baseterys it is important to take into
account both the Uplink (UL) and Downlink (DL) sgsat gains and the margins assumed
for fading, penetration loss, and interference, 8sese margins together with the
system gain determine the UL and DL link budgetdus predict the range. It is also
important to indicate the path loss model usedthadype environment assumed; indoor,
outdoor Line of Sight (LoS) or non-LoS urban, owidsuburban, Point-to-Point (PtP) or
Point-to-multipoint (PMP), etc., since these fasteill also influence the range
prediction. Note that the greatest range achievapla specific technology typically
requires transmission at the maximum Effectivertyot Radiated Power (EIRP)
permitted in the frequency band of operation arstlia®s the most robust modulation
index.

In some cases there may also be factors otherpthnioss and the link budget that place
limits on the range. These factors may be |latatependent features or other
mechanisms built into the standard designed taropéi performance over a limited

range of path lengths. If so, indicate if theransinherent range over which the system is
optimized, as well as a range for which the sysseaperational.

4.2.1.4 Group 4: Mobility

Some smart grid applications might require relain@/ement between a transmitter and
receiver during the operation of the radio linkheTinability of the radio link to operate
successfully in situations of movement is due tayrfactors such as Doppler shift. This
section covers Medium Access Control (MAC sublayed Physical layer (PHY).
Higher layer mobility is covered in Group 12.

This metric is intended to display the mobility aehpity of the radio technology in one
or both of the two ways commonly used:

a) Maximum relative movement rate (expressed in kiltarseper hour)

b) The maximum tolerated Doppler shift (expressed ént)

Mobile devices may not be able to communicate @highest available data rates when
moving at high speeds.

4.2.1.5 Group 5: Channel / Sector Data Rates and Averagett Efficiency

Channel data rates are a frequently used metriaddd link capability. The data rates for
wireless technologies can span several orders ghituale from a few bits per second up
to several megabits per second, but so too canreagents for different smart grid
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applications. Unless the conditions under whiehdhta rates are determined are fully
described and understood, channel data rate vedueBe misleading when used for
comparative analysis. Additional complicationgisfeom the fact that the data payload
of interest is surrounded with additional bits useg@rovide error correction, error
detection, address information, and a variety oticd information. Because of these
added bits the data payload or goodput will be iciemably less than the total number of
over-the-air (OTA) bits transmitted and receivedalghannel. In this context goodput,
as defined in section 2.2, is the term used tordesthe successful delivery of user data
bits per unit of time at the application level, kexting protocol overhead and
retransmitted data packets.

Although goodput is the metric of most interestra Smart Grid network application
perspective, most wireless standards do not spelépnel throughput or spectral
efficiency at the application layer but insteadu®on channel performance metrics at
layer 1 and layer 2 (see Figure 6). For this grthigpefore, we ask for channel data
throughput and spectral efficiency at the layel&yer 3 interface. This is consistent
with the evaluation methodology spelled out foemgational Mobile
Telecommunications-Advanced (IMT-Advanced) in Répdt-R M.2134. In Figure 6
this is noted as the MAC rate. The data througlpdtspectral efficiency at this layer
includes the overhead factors introduced at the BrYthe Data Link layer including
the MAC sublayer.

® Requirements related to technical performancéVidr-Advanced radio interfaces(s), see
http://www.itu.int/pub/R-REP-M.2134-2008/en
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Figure 6 — Layers in accordance with OSI model

For the goodput it will be necessary to add thelwead introduced in the higher layers.
These higher layer overhead factors would be qumdar for all technologies and
include:

* Payload size

* |dentity of the payload source

* Identity of the payload destination

» Security keys and encryption codes
» Error correction and detection codes
» Packet fragmentation codes

* Acknowledgements

There is also some overhead associated with esfiaigithe data transmission channel
(i.e., traffic channel) that is neither describédee nor included in the goodput
calculation. If this overhead value is availabteyill be used in the framework and
modeling tool. In addition there may be situatiargere packets are initially lost or
corrupted and must be retransmitted. In thesatsiios the data lost would further
reduce the goodput delivery rate.

It is also important to differentiate between dawkland uplink. Some radio systems
are designed with uplink and downlink data rates #ne equal in both directions,
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whereas others support asymmetric rates. DL (alsan as forward link or out-route)
represents the data transmission from the cemtnasmitter or base station (BS) to the
client device receiver. UL (also known as retunk br in-route) represents the data
transmission from the client device transmittethi® central receiver. Typically the
asymmetry is designed to provide a higher downlatk than the uplink rate. This
allows a central station or BS to take advantad@gifer antenna height and transmit
power that may not be practical on the client devic

There are several goals for the information suladitor this group. One is to get a
measure of the peak OTA channel data rate in thahdl DL direction. A second goal is
to get an assessment of the peak UL and DL chalatalrates at layer 2. The latter
value accounts for all of PHY and Data Link laygeead including: error correction,
control bits, packet headers, etc. The third go&d gain a perspective for the average
channel throughput and average channel spectralesity at the layer 1 - layer 2
interface for both the UL and DL channels.

Spectral efficiency is an important metric that sweas how much data a given system
can carry per unit of spectrum, and is typicallyegi in units of bits/s/Hz. It is highly
dependent on the channel modulation and coding'seli®ICS) being used. The
average channel data capacity or average chanedraljpefficiency is directly related to
the average MCS over the channel or sector covenage Most, if not all, of today’s
access technologies make use of adaptive modulatidrcoding to account for
differences in propagation path conditions on k lig link basis to individual user
terminals. Terminals or client devices at or rtbarcell edge would be linked with the
most robust MCS, which has relatively low speatféitiency, whereas terminals close
to the BS would generally experience a higher Sigmhloise Ratio (SNR) and thus
support a higher efficiency MCS. The average MG&dby a terminal would lie
somewhere between these two extremes. For conyaapalrposes, having an estimate
for the average MCS and ultimately the average mblagiata rate is very desirable but,
unfortunately, arriving at these values is notraightforward process as it depends on a
large number deployment-related factors. Mostes®access technologies have a
specific evaluation methodology to simulate chamesformance for typical deployment
scenarios for either indoor or various outdoor enuAlthough these evaluation
methodologies have a lot of similarities they oftewer a wide range of deployment
scenarios and require a number of parameter ignasssumptions to perform the
simulations. Since reported results will ofterbased on different sets of assumptions,
these simulations tend to be technology-specffis. hecessary therefore, to exercise care
when using information derived from these simulagifor comparative purposes.

To gain a better understanding for assessing taengi data rate and spectral efficiency
at the layer 2 - layer 3 interface resulting frdrage simulations, this group provides the
characteristics of the applicable evaluation methagly together with details regarding
the input parameters used for the simulations.

The relationship between the net cell spectratiefficy and channel / sector spectral
efficiency is dependent on the frequency reusefadtor frequency reuse of 1 they will
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be the same whereas for a reuse factortbe cell spectral efficiency will beritimes
the sector spectral efficiency.

It is anticipated that the data rate and specffigiencies reported will typically apply to
the layer 2 - layer 3 interface as described abdiviar any wireless technology, these
values are known for higher layers it should beedot

Addendum to Group 5: Provide the characteristics of the evaluation nadhagy and the
parameter assumptions for the simulations useditceaat the average channel data rate and
average spectral efficiency values in Group 5

Note: If these parameters are not applicable to gpacific technology, please provide a set @
assumptions corresponding to your technology tlewsed in your simulation

1) Base station cluster size Integer value (e.g., 19)
2) Sectors per base station Integer value (e.g., 3)

3) Frequency GHz

4) Channel bandwidth MHz

5) BS to BS spacing km

6) BS antenna pattern Omni or Azimuth in degrees and Front-to-

Back Ratio in dB

7) Base station antenna height m
8) Mobile terminal height m

9) BS antenna gain dBi
10)MS antenna gain dBi
11)BS maximum Tx power dBm
12)Mobile terminal maximum Tx power dBm

13)Number of BS (Tx)x(Rx) antennas Integer value.(€g2)

=

14)Number of MS (Tx)x(Rx) antenna

Integer value (elg2, 2x2, etc.)

15)BS noise figure

dB

16)MS noise figure

dB

17)Frequency reuse factor

Integer value

18)Duplex

FDD / H-FDD / TDD

19)If TDD, what is UL to DL channel
bandwidth ratio?

Ratio (e.g., 2to 1)

20)Active users per sector or per BS

Integer value (e.g., 10 users per sector)

21)Path loss model (specify model or
provide values for A in dB and n)

PL = Agg + 10nlogg(d); whered is in km or
COST231, WINNER I, etc.

22)Environment or terrain type

Indoor or Outdoor-urban / Outdoor-suburbar

h

Urban-Micro-cell, etc.
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23)Log-normal shadowing standard dB
deviation

24)Penetration loss (if applicable) dB

25)0Other link margins (if applicable) i.e., | dB
fast fading, interference, etc.

26) Traffic type FTP, VoIP, mixed, etc.

27)Multipath channel model and % Ped A, % Ped B, % Veh A, % Stationary,
distribution etc.

28)Number of paths Integer value

4.2.1.6 Group 6: Spectrum Utilization

This group asks for display of information on radpectrum use.
a) Public radio standard operating in unlicensed band
b) Public radio standard operating in licensed band
c) Private radio standard operating in licensed band

Some radio spectrum is license-exempt and is stearehg a wide variety of devices.
An example of this would be the 2.4 GHz Indust8Baientific and Medical (ISM) band
which is generally available anywhere in the wdmd shared among diverse radio
technologies, such as cordless phones, IEEE S2d1 Bvireless local area networks
(WLANS), IEEE Std. 802.15 personal area networksl(iding Bluetooth) devices, to
name a few.

Some spectrum is sold and licensed to individutities, such as a mobile phone service
provider, and the designated spectrum (at leastr@gional basis) is not expected to be
used by any other radio type.

d) Duplex method - It is also generally assumed thetrsgrid radios will be both
transmitting and receiving information. One metlisdd to accomplish bi-
directional transfer is time division duplexing (DPwhere uplink and downlink
packets are alternated in time. Another methdicegguency division duplexing
(FDD) where uplink and downlink packets are caroedlifferent frequencies.
With FDD, DL and UL transmissions can take placeutaneously. A third
duplexing approach is Half-duplex FDD (H-FDD). P also uses two
separate channels but does not support simultarizZioasd UL transmissions.
Some access technologies support both FDD for tedsiivhich have a
duplexing filter and H-FDD to support terminal dgss which do not have a
duplexing filter.

When TDD is supported, technologies may also sugutaptive or adjustable
DL to UL traffic flow to improve channel spectrdfieiency when traffic patterns
are highly asymmetrical. For multi-cellular deplogmts adaptive TDD requires
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9)
h)

some form of sector-to-sector and cell-to-cell $ynaization to mitigate
interference.
If TDD is supported, provide details and charastess. For example, Is adaptive
or adjustable TDD supported and what synchroninatinethods are employed?
Channel bandwidth - As with data rates, some radl$esa very small amount of
radio spectrum for their channel bandwidths (pesteafew kilohertz (kHz))
while others may use a very large swath (perhaperaemegahertz (MHz)).
Channel separation - This metric is intended torejihe separation between
channels.
Non-overlapping channels in the band
To use an example, some IEEE Std. 802.11 radioatpia the 2.4 GHz
unlicensed ISM band. Within the US there is 83132\f spectrum
available; however, there are restrictions on éliiamd emissions
(Described in Federal Communications CommissionQFUtle 47).
IEEE Std. 802.11 initially chose to use a spreatspm technology that
occupied 20 MHz of channel bandwidth. When the FAE€s and the
technology choices are combined, the result islan@ogy that has 11
operating channels defined with center carrierdfeggries separated by
5 MHz. Hence, in the 2.4 GHz band, the IEEE S02.81 technology
would be described as having 11 operating chansetmrated by 5 MHz
and three non-overlapping channels.
Support for universal frequency reuse - Most outdeestrial deployments will
use multi-sector BSs, with 3-sector BSs being tbstraommon and the
configuration most often assumed for simulatiobsiversal frequency reuse or a
reuse factor of 1 indicates that the same chararebe reused in each of the three
sectors. A reuse factor of three indicates thelh sactor is deployed with a
unique channel. This deployment configuration nexguthree times as much
spectrum as reuse 1 but will generally result Baggr immunity to sector-to-
sector and cell-to-cell interference. Although the@nnel or sector spectral
efficiency will be higher for reuse three the irase is generally not sufficient to
offset the fact that three times as much specteuraquired. The net cell spectral
efficiency, therefore, will generally be higher viiniversal frequency reuse.

4.2.1.7 Group 7: Data Frames, Packetization, and Broadigsport
This group asks for display of information on treeketization process.

A frame is defined as one unit of binary data taat be sent from one device to another
device (or set of devices) sharing the same liftke term is used to refer to data
transmitted at the Open Systems Interconnection)(@8del's Physical or Data Link
layers (layer 1 and layer 2).

A packet is defined as one unit of binary data taat be routed through a computer
network. The term is used to refer to data tratteghiat the OSI model’s network layer
(layer 3) and above.

a) What is the frame duration?
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b) What is the maximum packet size that can be seméradio frame?
c) Does the radio system support layer 2 segmentatiam the payload size

exceeds the capacity of one radio frame?

d) Are unicast, multicast, and broadcast supportee8/ifp for each)

» Unicast: unicast is a form of message transmissiogre a message is sent

from a single source to a single receiving node.

» Multicast: multicast is a form of message transioissvhere a message is
sent from a single source to a subset of all p@tlergceiving nodes. (The
mechanism for selecting the members of the subssitipart of this

definition.)

* Broadcast: broadcast is a form of message transemisdere a message is
sent from a single source to all potential recgjviodes.

4.2.2 Descriptions of Groups 8-12 Submissions

Wireless Functionality and Characteristics Matok the Identification of Smart Gric

Domain Application

Functionality / Characteristic

Measurement Unit

-

nse

2
(4

Group 8: Link Quality Optimization
a: | Diversity technique antenna, polarizatiot
space, time

b: | Beam steering Yes/No

c: | Retransmission ARQ /HARQ/ -

d: | Forward error correction technique Yes/No (if Yglgase
provide details)

e: | Interference management Yes/No (if Yes, pleq
provide details)

Group 9: Radio Performance Measurement and

Management

a: | RF frequency of operation GHz

b: | Configurable retries? Yes/No (if Yes, plea
provide details)

c: | Provision for received signal strength indication Yes/No (if Yes, please

(RSSI) provide details)

d: | Provision for packet error rate reporting Yes/Norgs, please
provide details)

Group 10: Power Management

a: | Mechanisms to reduce power consumption Yes/No€s,Ylease
provide details)

b: | Low power state support Yes/No (if Yes, plea
provide details)

Group 11: Connection Topologies
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Wireless Functionality and Characteristics Matdk the Identification of Smart Grid
Domain Application

Functionality / Characteristic Measurement Unit

a: | Point-to-point (single-hop) Yes/No (if Yes, please
provide details)

b: | Point-to-multipoint (star) Yes/No (if Yes, please
provide details)

c: | Multi-hop or multi-link Yes/No (if Yes, please

provide details)

d: | Statically configured or self-configuring multi-hop Yes/No (if Yes, pleass
provide details)

e: | Dynamic and self-configuring multi-hop network Ys/(if Yes, please
provide details)

Group 12: Connection Management

a: | Handover Yes/No (if Yes, pleassg
provide details)

b: | Media access method (if applicable) Specify (e.g.,

CSMA/CD, Token,
etc.)

c: | Multiple access methods Specify (e.g., CDMA,
OFDMA, etc.)

d: | Discovery Yes/No (if Yes, pleassg
provide details)

e: | Association Yes/No (if Yes, pleassg

provide details)

4.2.2.1 Group 8: Link Quality Optimization

Radio systems can use a variety of techniquespoowve the likelihood a transmitted
packet will be successfully received. The mostihmental technique is to have the
receiving radio send an acknowledgement back tarémsmitting station. If the
acknowledgement is not received, then the tranemitill try again (up to some limit of
retries). This is called link layer Automatic RapeeQuest (ARQ). Other techniques
seek to improve the SNR at the receiver. Thedetques include diversity, advanced
antenna systems such as beam steering, and foewarccorrection.

Interference can also impact link performance. @astel Interference (CCI) can be
caused by interference (Intra-operator interfergfroen adjacent sectors or other BSs in
close proximity to the transmission link of interesdjacent channel interference may
arise from systems operating in adjacent frequéacyls (inter-operator interference).
With shared spectrum, as would be the case inemded bands, CCI can also arise from
other wireless networks operating in the same ggabgcal region. Some wireless
systems have the capability of detecting and e#kierding or at least mitigating the
impact of interfering signals to enhance Signdhterference plus Noise Ratio (SINR).
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4.2.2.2 Group 9: Radio Performance Measurement and Manageme

This group is used to indicate what the radio tetbgy provides to an administrator to
assist in link assessment. Most radio systemsmdigadly and autonomously assess their
environment and adjust to optimize performancem@&ones it is useful for a network
administrator to monitor behavior to determineriblgems exist that are impeding
performance or perhaps make manual selectionsriigtt indeed improve radio
performance beyond what might be achieved autonsiyou

4.2.2.3 Group 10: Power Management

Radio devices may not be directly powered by mpower supply and may be required
to “run off” a battery that is seldom, if ever, cged. The intentis to capture
information on techniques that the radio technolbgy defined that can be used to
reduce power consumption.

4.2.2.4 Group 11: Connection Topologies

Radio systems may be designed and configured toneser more connection
topologies. A common topology is the star or pdmmultipoint topology as illustrated
in Figure 7. This topology is common in today’sbite (cellular) and fixed local area
and wide area networks and can be expected tonbeety used topology in Smart Grid
networks.

Base
Station
9[{& —“._' "

Star or Point-to-Multipoint Topology

Figure 7 - Star or point-to-multipoint topology

Other wireless topologies that may be present iarS@rid communication networks
include the following:
a) Single-hop network: Also known as point-to-poesingle-hop network is one
in which devices can only communicate with eacleothrectly, e.g., over a
single link (hop), and do not have the capabilitydrward traffic on each other’s
behalf.
b) Multi-hop network: A multi-hop network is one inhich devices have the
capability to forward traffic on each other’s bdtaid can thus communicate
along paths composed of multiple links (hops).
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A multi-hop network can take two forms. One fosraidaisy chain of
links (hops) that consists of a number of seridhodem connected
devices. This could serve to extend the reachehetwork beyond the
reach of an individual link. An example of thislisistrated on the left
side of Figure 8. The other form of a multi-hogvnerk is to form a tree
or mesh topology. This could serve to provide emtinity to a number of
devices located in a common geographic area, famele a number of
AMI meters located in a neighborhood. An examplths is illustrated
on the right of Figure 8. It should be noted ia #&xample network
diagram (Figure 8) that the two forms could be comd to extend the
reach of the backhaul link to a mesh network.

I.  Statically configured multi-hop network: A multep network can
be statically configured, such that each node'w#éoding
decisions are dictated by its pre-configured fooirag table.

i. ~ Dynamic and self-configuring multi-hop network: multi-hop
network can be dynamic and self-configuring, suet hetwork
devices have the ability to discover (multi-hopwarding paths
in the network and make their own forwarding dexisibased on
various pre-configured constraints and requirements, lowest
delay or highest throughput. This is a typicalrelseristic of
current AMI mesh networks.

Daisy chain Topology

4+
////”'/,Eﬁ:,

A : |
b ‘ | l
|

A
Mesh Topology

Figure 8 - Network diagram showing two types of mui-hop networks

4.2.2.5 Group 12: Connection Management
This group is intended to capture the capabilpieided to initiate and maintain radio
connectivity.

Handover

Media access method, if applicable (e.g., CSMA/Taken, etc.)

Multiple access method (e.g., CDMA, OFDMA, etc.)

Discovery: The ability for the stations to discoasmilable APs / routers / BSs in
the area.

e. Association: Once authentication has completetipgtacan associate (register)
with an Access Point (AP) / router / BS to gairl &dcess to the network. The

oo
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4.2.3 Descriptions of Groups 13-17 Submissions

association is binding between the terminal ontlend an AP such that all
packets from and to the client are forwarded thhotlngit AP. Association
typically involves the exchange of a small numbigpackets.

Wireless Functionality and Characteristics Mataxk the Identification of Smart Grid
Domain Application

Functionality / Characteristic Measurement Unit
Group 13: QoS and Traffic Prioritization
a: | Radio queue priority Yes/No (if Yes,
please provide
details)
b: | Pass-thru data tagging Yes/No (if Yes,
please provide
details)
c: | Traffic priority Yes/No (if Yes,
please provide
details)
Group 14: Location Based Technologies
a: | Location awareness (X,y,z coordinates) Yes/No é$Y
please provide
details)
b: | Ranging (distance reporting) Yes/No (if Yes,
please provide
details)
Group 15: Security and Security Management
a: | Encryption Algorithms
supported, AES Key
length, etc.
b: | Authentication Yes/No (if Yes,
please provide
details)
c: | Replay protection Yes/No (if Yes,
please provide
details)
d: | Key exchange Protocols supported
e: | Rogue node detection Yes/No (if Yes,
please provide
details)
Group 16: Unique Device Identification
a: | MAC address Yes/No (if Yes,
please provide
details)
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Wireless Functionality and Characteristics Matdk the Identification of Smart Grid

Domain Application

Functionality / Characteristic Measurement Unit

b: | Subscriber identity module (SIM) card Yes/No (ifsye

please provide

details)

c: | Other identity Specify

Group 17: Technology Specification Source

a: | Base standard SDO SDO name

b: | Profiling and application organizations Associatidrorum
Name

4.2.3.1 Group 13: QoS and Traffic Prioritization

Quality of Service (QoS) is a term that is useddecribe a technology’s ability to
provide differentiated levels of performance teesetd types of traffic. QoS can be
viewed as an end-to-end requirement, but some sgiems assist in the process by
supporting QoS between radio nodes. Generallyithi@ves the ability to tag different
data packets to establish a range of packet-pesriionsistent with the type of
information carried by the packet. QoS can be tiget priorities on data packets to
ensure that there is sufficient bandwidth and jittat, latency, and packet error rates are
consistent with that required for satisfactory parfance for the traffic type carried by
the packet, whether it is voice, data, or streamidgo.

Traffic categories fall into two generic types:
» real time - describing services that are sensitvatency, jitter, and require a
Guaranteed Bit Rate (GBR) for satisfactory perfaroga and
* non-real time - for services that are much morersoit to variations in latency,
jitter, and data rate.
Additionally, a Maximum Bit Rate (MBR) may also eposed with any traffic type to
prevent over-subscription by a single user or aptibn.
Examples of real time or GBR services include:
* T1/E1leased line
» Voice with or without silence suppression
* Videoconferencing
* Real time gaming
» Streaming video or audio
Examples of non-real time or non-GBR servideslude:
* |P Multimedia Subsystem (IMS) signaling and unigasiting
» Buffered video or audio
» Other services such as: web browsing, E-mail tfdasfers (FTP), etc.,

This group is used to capture information regardihegcapabilities for managing traffic
priorities and supporting QoS. An important meisithe number of priority levels that
are supported for either real time (or GBR) or mealtime (non-GBR) traffic.

" Best effort is a term often used to describe sesvin this category.
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a. Radio queue priority refers to the ability of radiodes to prioritize packets that
are queued for transmission.

b. Pass-thru data tagging refers to the ability todfer successfully packets that use
a class of service priority tag, such as thosendefby IEEE Std. 802.1p / 802.1Q

c. Traffic priority refers to the ability of radio sigsns to use high level priority.

4.2.3.2 Group 14: Location Based Technologies

Radio systems that provide information about tlwation can be helpful. One common
form of location information would provide threeatiénsional information regarding
position, such as that provided via Global PositigrBystem (GPS) coordinates. Some
technologies rebroadcast GPS ephemeris and alnraaaassisted GPS channel in
order to reduce acquisition time for the GPS rezreilAn alternate form would provide
range information such that when the absolute iocaif every node is not known; if the
location of one radio device was known, then atlé@e distance between the nodes
could be provided.

4.2.3.3 Group 15: Security and Security Management

Ensuring that smart grid data is transferred ségise high priority. As with other
entries such as QoS there are options to applyiseaweasures at multiple layers in the
communications OSI model. This group focuses diong provided by the radio system
at layer 1 (PHY) and layer 2 (MAC).

4.2.3.4 Group 16: Unique Device Identification

It is desired that each radio node be directlytifiable and addressable. This requires
that each device have a unique identification seheihere is more than one way to
accomplish this. The information provided will id#y the unique identification scheme
offered.

4.2.3.5 Group 17: Technology Specification Source

The intent is to provide information about the Sb@t developed and maintains the
radio technology, plus identify who provided thé&mmation contained in the matrix.
Also, in some cases the base standard sourceasgeadsy a compatriot organization that
provides additional support including specificaar applications that operate above
layer 2. The supporting organizations may alseidecertification of specification
compliance, interoperability and performance.

4.2.4 Group 18: Wireless Functionality not Specified lgrlards

We asked the SDOs to provide ranges of valuehéset parameters which are generally
not directly specified in the standard and willkeoftoe vendor-specific. Since these
parameters play a key role in determining wirefgm$ormance, it is incumbent on the
utility companies to work with their vendors to getre accurate values for these
parameters.

The ranges provided are typical (not exhaustivetan the experiences of the SDO
community that has provided them.

8 NISTIR 7628 Volumes 1 and 2
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Wireless Functionality and Characteristics Mataxk the Identification of Smart Grid
Domain Application
Functionality / Characteristic

Measurement Unit

Rx sensitivity dBm
Base station Tx peak power dBm
Subscriber station / user terminal Tx peak power Bmd
Base station antenna gain dBi
Subscriber station / user terminal antenna gain i dB
Receiver thermal noise floor dBm/Hz

Following is a list of additional characteristitsmt are needed to fully characterize the
performance of the radio in a typical operatingiemmment.

* RXx sensitivity - Receiver sensitivity may be specifas a minimum capability
required by the SDO in the technology specificatidechnology
implementations may provide much greater sengitivian the minimum, so the
intent is to capture a typical value that is usadlie operating point calculations.

» Base station Tx peak power — Transmission peak ptiwtae antenna is needed
for range calculations as well. Some technologpeify only a regulatory limit
or allow for a number of options. The Tx powetltd devices under
consideration for the operating point calculatioeeds to be specified.

» Subscriber station (SS) / user terminal Tx peakgyowTypical transmission peak
powers delivered to the antenna for different tsemninals are needed for range
calculations as well.

» Base station antenna gain — BS antenna gain iy iz of a technical radio
standard, but is a critical component of link budggculations.

» SS/user terminal antenna gain — Terminal antgaires are rarely part of a radio
standard and will also vary with the type of teratinWhere applicable provide
typical antenna gains for different types of terafsn

* Thermal noise floor — Thermal noise floor is muikle receiver sensitivity. There
might be a minimal specification for noise flooguéred by the SDO in the
technology specification. Technology implementagionay provide a much
lower noise floor than the minimum, so the intenta capture a typical value that
is used for the operating point calculations.

Although not specifically requested for in the daipies matrix, the modulation and
coding scheme is relevant for fully assessing #réopmance of the wireless
technologies. We encourage the utility comparoesdrk with their vendors to get the
information regarding the modulation and codingesohs used by the corresponding
technology.

Modulation is a method used to encode digital ibiis a radio signal. There are dozens
of different types of modulation technologies enyeld in wireless technologies.
Modulation technologies are typically associatethwin acronym. Acronyms that are
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commonly encountered include BPSK (binary phask k#y), FSK (frequency shift

key), QAM (quadrature amplitude modulation) andefezof variations on these themes.
Simple modulation schemes convey one bit per timewhile high order modulation
schemes can convey multiple bits per time unianEmission physics require that a
relatively high signal to noise ratio exist at tieeeiver to enable low error decoding.
Since entire books are dedicated to the topis, bt appropriate for this guideline to try
and identify or describe modulation options in deta

Similarly, there are a wide variety of coding sclesrfor forward error correction (FEC),
which are used to detect and correct errors indudtging transmission and reception.
FEC adds bits to the transmitted data stream teaised by the receiver, in a carefully
engineered algorithm, to determine if there wenrgemors in the reception and correct
those errors if possible. There are numerous wagsnstruct the code and algorithms
and a technical description of all the optionsussile the scope of this guideline.

A transmission is comprised of a combination of mation and coding. Each
combination of a modulation and coding is refetieeds a modulation and coding
scheme (MCS). One wireless technology may hawe aféw such combinatorial
options while another may have hundreds.

The reason for having options is to provide thesless technology with a means to
dynamically adapt the transmission in order optérgpodput under changing radio
environments. This wireless dynamic is referredddink adaptation or adaptive
modulation and coding.

For example, high order modulation schemes su@@AM require a significant
signal to noise ratio in order to deliver packetaraacceptable packet error rate. If the
signal strength falls, then the wireless systends¢e choose a different combination of
modulation and error correction to reduce packetrerand maintain the radio link.

4.3 Wireless Technology / Standard Submissions
Responses have been received for the followingliesnof wireless access technologies /
standards:
e ITU-T G.9959 (Z-Wave®)
IG Band
IEEE Std. 802.11™ family
IEEE Std. 802.15.4™
IEEE Std. 802.16™ family (WiIMAX® / WIiGRID™)
GSM® Enhanced Data rates for GSM Evolution (EDGE)
CDMA2000® 1x, High Rate Packet Data (HRPD) / EVD@l &xtended Cell
High Rate Packet Data (xHRPD)
 UTRAN (W-CDMA) and Evolved High-Speed Packet Acc4SPA+)
 E-UTRAN (Long Term Evolution (LTE™))
» Fixed Satellite Services (FSS) and Mobile SateBigevices (MSS)
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Table 3 contains a more detailed listing of thensittied wireless technologies along with

the sub-network for which it was designated for grged usage and the type of
spectrum specified (i.e., licensed or unlicenseblath). Table 3 also indicates which
technologies are assessed in section 6.7 for ngeStnetwork requirements. The
framework and modeling tool used for this assessimsdimited to terrestrially-based
outdoor-located BSs with a PMP topology operatm@féquency bands from 700 MHz

to 6000 MHz.
Table 3: Listing of wireless technologies submitted
Wireless Technology Sub-network| Assessed| Licensed
(submitted) | in (L) or
section | Unlicensed
6.7 (UL)
Spectrum
ITU-T G.9959 and -Wave wireles: HAN UL
technologies
IG Band (45 MHz - 47C MHz) NAN, WAN L
IEEE Std.802.1: HAN, FAN ° UL
IEEE Std.802.11al- Indooi / Outdoo HAN, FAN,
NAN ° UL
IEEE Std.802.111 HAN, FAN ° UL
IEEE Std. 802.11: HAN, FAN ° UL
IEEE Std.802.15.4 HAN, FAN,
NAN ° L, UL
IEEE Std.802.1¢-201z / WIMAX WAN, FAN, ° L, UL
NAN
IEEE Std.802.1¢.1-2012 WiMAX 2 WAN, FAN, . L, UL
NAN
IEEE Std.802.1¢le-b / WIGRID WAN, FAN, ° L, UL
NAN
GSM/ EDGE Radio Access Network (GERA | WAN ° L
cdma2000 1 WAN . L
cdma2000 High Rate Packet Data (HF/ EV- | WAN ° L
DO)
Extended High Rate Packet Data (xHR WAN ° L
Universal Terrestrial Radio AcceNetwork WAN ° L
(UTRAN) (a.k.a. Wideband CDMA (W-
CDMA))
Evolved Higl-Speed Packet Access (HSP. WAN ° L
Evolved Universal Terrestrial Radio Acce WAN ° L
Network (E-UTRAN) (a.k.a. Long Term
Evolution (LTE))
Mobile Satellite ServiceMSS) in L / S-Banc WAN L
Fixec/ Mobile Satellite ServiceFSS/MSS)in | WAN L

Ku/Ka-band
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5 Modeling and Evaluation Approach

Determining an assessment method for evaluatinghgha wireless technology can
satisfy the smart grid user applications’ requiratags a daunting task, especially given
that there are many possible physical deploymetibmg for smart grid devices and
facilities, many wireless technology standards, amcertainty in anticipating future
needs.

Some wireless technologies are a part of a laygges, while others are complete
communication networks. For example, wirelessnetdgies developed by many IEEE
802 working groups consider mostly the MAC sublaymd PHY. In many such cases,
other non-IEEE specifications are used as the lodsicomplete network specification.
For example, the WiIMAX Forum provides complete ¢éogbnd specifications for fixed
and mobile networks based on the IEEE Std. 802Lil&ewise, the Universal Mobile
Telecommunications System (UMTS) is a complete fedlaind wireless) network
system. For many reasons, including the diffesogpe of the basic specifications,
comparing wireless technologies is a daunting 8802 assesses different wireless
technologies and provides tools and guidelinestp tdetermine to what extent they can
satisfy smart grid use case requirements but PARIDRot attempt to rank the various
wireless technologies relative to each other.

5.1 Assessment of Wireless Technologies with Respestiart Grid Requirements
The following assessment approach should be comrsides an example, not the
approach that must be used. Options are discassbhdw the assessment can be refined
by techniques further described and detailed mdkction’s subsections.

The two main tasks are:
1) Perform an initial screening of the wireless tedbg®s against the smart grid
business functional and volumetric requirements and
2) Perform refinements to the initial screening using or a combination of the
following:
* Mathematical models
* Simulation models
» Testbeds (lab and in the field)

5.1.1 Initial Screening

The initial screening (technology assessment) setb@n the smart grid user
applications’ requirements in section 3.4 and tiveless functionality and characteristics
matrix in section 4. For example, a smart grigiplecation’s requirement for reliability
should be related to the wireless technology’slakdity to establish and maintain a
communication link with an acceptable error rdté&kewise, smart grid requirements for
range, data capacity, and latency must be considenen selecting technologies for
further evaluation. One can use the results foenritial assessment provided in section
4 to determine whether a given wireless technokigyuld be further considered for use
in a particular network segment in a large scalarsgrid communications network
deployment. In making the wireless assessmeigvéry important to carefully consider
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the differences in baseline assumptions used &diffierent wireless technologies to
arrive at the values entered into the matrix.

5.1.2 Refinements to Initial Screening
After the initial screening, the next step is thme the assessment using other methods
(i.e., mathematical models, simulations modeldestbeds).

5.1.2.1 Mathematical Models

These types of models require creating mathematiodke! representations that
approximate the characteristics of the system @gstjon (e.g., the smart grid).
Mathematical models are often based on a combmafianalytical and empirical
technigues. These models can be simplistic inghaint data volumetrics are aggregated
to singular values, or events are treated as iddaliinputs into the models, or data
volumetrics represented as inputs based on pratxedil Mathematical models usually
take less time to produce results than simulatiodets, but there are some limitations to
what some of the simpler mathematical models caq@ately model.

5.1.2.2 Simulation Models

Simulation models attempt to account for more efékient occurrence variability than
was described in the mathematical model discusshone. Since they take into account
a greater number of variables, simulation modetspravide more realistic results than
mathematical models, which often require simplifyassumptions to make them
tractable. As was shown in section 4, group 5ufation models take into account a
large number of deployment and equipment paramesstdting in results that are
technology-specific making it difficult to make acate comparisons. Although it would
be desirable to have commonly accepted simulatiodetapplicable to all of the
wireless technologies, the development of such @emweould be a complex and time-
consuming process that is beyond the scope ofdpmt.

5.1.2.3 Testbeds

Usually, neither mathematical or simulation moggkts are able to capture all of the
details of a proposed network deployment (e.g.ui@te channel models are difficult to
obtain without direct measurement of the deploynegwvironment). Using testbeds (in
the lab and, preferably, in the field) can prowaey accurate results; however, this
method requires significant time, effort, and reses to produce results. Testbed results
may also be provided as feedback to mathematichsmmulation models to further
validate or enhance the results.

5.1.2.4 Network Design

The key for network design is to understand anthdehe network’s system design
goals. Designing a network system to support tleeage data requirements is one
design concept, which tends to result in undergihesl and built networks. Another
concept is to design network systems that can bahdlabsolute worst case imaginable,
which tends to result in over designed and buifivoeks. Again the key is to establish a
goal of the network and of the individual elemesms threads of that network so that it
will handle the heaviest expected (combined) buatgts with an acceptable level of
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failure. For example, in the old telephone truekign days, one would specify the
number of voice trunks necessary to carry the Imasy traffic with an acceptable level
of failure (2 % failure, 5 % failure, etc.). Thigen leads to two questions that the
network designers and implementers need to addvesaye not answered in this
guideline:
1) What is this highest level of traffic that mustdmommodated over a specified
burst period(s)?

a. The methods for determining this will be highly dagent on the
individual utility operational modes and the aggttegl data that will flow
through a particular network link or thread. Asuyean imagine, this will
vary greatly from utility to utility and with thepology / technology used
to construct the network threads.

2) What is an acceptable level of overloading theseatits that will result in failure
to deliver the data within the required latency amdgrity constraints?

a. This will depend on multiple factors, including tla@ency and integrity
requirements of the system or application, buffggapabilities to buffer
overflow traffic, and how error recovery is accompéd.

The utilities will need to implement systems that gatisfy the needs of that specific
utility (i.e., one size does not fit all). So thetwork designers will need to find a way to
project and predict the real temporal (and spategjpirements of the data flows (for the
utility, application, or operating mode in quesdi@md then select and implement
technologies and topologies that will provide tleeded capacity, reliability, security,
cost effectiveness, etc.

A general modeling framework was developed by thB@2 working group and it is
described in section 5.2.

5.2 Modeling Framework

The goal of the development process is to prodoanalytical structure that is flexible
enough to enable users to employ a variety of nioglééchniques that can be used with
virtually any proposed wireless technology. Thafework’s main components are a
MAC sublayer model, a PHY model, a module thatqgrent coverage analysis, a
channel propagation model, and a model for multipks (multi-link). The overall
structure of the model is shown in Figure 9. Téleoving subsections discuss each of
these components and explain how they interact @dtih other and operate within the
larger analytical framework.
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Figure 9 - Wireless modeling framework building dke
5.2.1 Channel Propagation or Path Loss Models

Channel propagation or path loss models provideans for characterizing how
different wireless deployment environments impacb@amunications signal propagating
along the wireless path between a transmitter aceiver. Since the attenuation of the
transmitted signal directly impacts the signal éise ratio at the receiver, it is the
characteristic of greatest interest to the wiretmsamunications designer. Other
important characteristics are shadow fading, ssele or fast fading, and penetration
loss.

Signal attenuation is modeled through the quaktigwn as the path loss. It is important
to recognize that a single path loss model cannityt describe or predict path loss
characteristics for all possible scenarios. Opsgdtequency and the characteristics of
the deployment environment such as indoor, outdgban, suburban, or rural; must be
taken into consideration along with the locatiorraf transmitter and receiver antennas
relative to the obstacles that are likely to beoaimtered along the propagation path. In
this section we look at various channel or patB loedels that can be considered to
predict path loss for terrestrial wireless networks
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5.2.1.1 Generic Path Loss Model

The path loss quantity, PL, models the attenuaifdhe signal in terms of the fraction of
the received power to the transmitted power medsairéhe antennas. The deterministic
component of the path loss, RIs a function of the path distanck,in meters between
the transmitter and the receiver. The widely atamodel in the wireless propagation
community predicts an exponential attenuation fasetion of distance according to a
path loss exponenty. In non-line of sight environments, however, degree of
exponential fading increasesrtpafter a certain breakpoint distandg, The breakpoint
path loss model below (shown on a dB scale) captiis relationship:

10n, log,, (d/d,), d<d,

PL, s (d) = PLogs + ’
ddB 0,dB 1m0 Ioglo (dl /dO) +1ml IOgJ_O (d /dl)’ d> dl

whered;, in meters, is the breakpoint where the path éag®nent changes frong to ny,
and Plg g5 is the reference path lossdgt= 1 m, given by the following equation:

PLy = 20logo(2ndy/ A); wherel = wavelength in meters

The random component of the path loss,(BE Xs 4+ Xt ds) iS composed from two
terms. The first term, g, is referred to as shadow fading. It represdrggeviation of
the signal from its predicted deterministic mode¢ do the presence of large obstructions
in the wireless path. Obstructions may be builgiagcars in the outdoor environment or
partitions or furniture in indoor environments. €Ble objects have varying size, shape,
and material properties which affect the signalifferent ways. Xqgis modeled as a
zero mean Gaussian random variable with standasdta®, g; in dB, a log-normal
distribution. The second term; g%, is referred to as small-scale or fast fading. It
represents the deviation of the signal due to thkegmce of smaller obstructions in the
path which cause scattering of the signal or mattip These signals then constructively
and destructively recombine at the receiver.cat be modeled as a unit-mean gamma-
distributed random variable with varianceni{{vheremis the Nakagami fading
parameted and %4z = 10 logo(X; ). The shadow fading and small-scale fading are
assumed to be constant during the transmissiorfrafree, mutually independent, and
independent of the fading occurring on other linkkie complete path loss model,
including both deterministic and random componestgjven by:

PLig = Plg,gg + Xsag + Xtdg = Pla,ag + Pli.ds

Figure 10 shows an example of the path loss modedated from actual measured data
points. The deterministic component in red isdithe blue data points collected in an
indoor-to-indoor residential environment at a cefitequencyf. = 5000 MHz (5 GHz).

° Small-scale or fast fading is also often modeted &ayleigh distribution in non-line of sight
environments or Rician when a dominant signal ésent.
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The deviation of the data points from the lineeef$ the contribution of the random
component.

-30

401

50+

-60F

PL (dB)

70+

-80+

90+

A 6 8 10 12 14 16
10 - log,, (d)

Figure 10 - Breakpoint path loss model for indoor-b-indoor residential environment
at f. = 5000 MHz

5.2.1.2 Indoor Path Loss Models

Assessing wireless performance in indoor environssnmportant for Smart Grid

HANs which will generally operate in one or bothtloé license-exempt frequency bands
at either 2400 MHz or 5000 MHz (2.4 GHz or 5 GH#).addition to the HAN, a

wireless solution may also be considered for aggnmeg data from basement or ground
level meter clusters in multiple dwelling units ahén via an indoor-to-indoor path,
provide a means for connecting to individual HANsimulti-story building to complete
the end-to-end HAN-to-utility communication link.

As compared to outdoor networks, indoor networksSimart Grid are characterized by:
» Shorter distances: Typically less than 100 meters
* Maximum BS or AP antenna heights constrained byncgheights: Typically
3 m to 5 m for office environments and 2.5 m to $wmesidential environments.
* Lower antenna gains and lower transmit power taenEIRP is in compliance
with FCC human exposure safety requirem&iej: Must be < 1 mWi/crfor f
> 1500 MHz and < f/1500 mW/chfior 0.30 MHz < f < 1500 MHz (see Figure
11). For unlicensed spectrum, FCC Part 15.247ifspea maximum EIRP of
+30 dBm (1 watt)"

ORF exposure considerations are necessary whenmanlarations are subject to accessibility by

members of the public.
1 Commercially available off-the-shelf APs have EfRPRat generally fall in the range of 200 mW to 300
mW well below the 1 watt allowed.

52



* The use of license-exempt ISM bands for indoor esnuill be subject to
interference from other applications in close pmuky; microwave ovens, garage
door openers, cordless phones, private WiFi netsyatc.

Smart Grid deployment requirements for indoor ledaBSs are:
* Indoor BS or AP: 0.5 meters to 5 meters above baseline
* Indoor SSs/ Terminals:0.5 meters to 5 meters above baseline
» Special Situations:Basement to customer connections (HANS) in muitele
residential and commercial buildings. This wowdduire installations that favor
upward directing antennas beams.

RF Exposure Levels

(with EPA-recommended reflection allowance)
_ 100
E ——— EIRP = 60 dBm
~
g 10 ——— EIRP = 50 dBm
-y EIRP = 40 dBm
7} !
g 01 - EIRP = 30 dBm
g EIRP = 25 dBm
[=}
& 00 = === 6000 MHz Limit

01 1.0 100~ — 700 MHz Limit

Distance from Antenna in meters

Figure 11 - RF exposure limits and EIRP

5.2.1.2.1 ITU-R M.1225 Indoor Model

The ITU-R M.1225 recommendation [7] was developmdlie purposes of evaluating
technologies for IMT-2008 in one of the 2000 MHz bands. The indoor modékised
on the COST231 indoor model. The ITU-R M.1225 anatrincludes an unspecified
number of walls or partitions in an office envirommt and a term to specifically account
for floor loss. Since the formulation is desigried2000 MHz, there is no frequency
dependent term. The assumed antenna height f{&She 1.5 m. The formulation for
non-LoS indoor path loss is:

[(ne+2)/(np+1) —0.46]

PL =37 +30log;(d) +18.3n,

where
d = path length in meters, 3c< 100

12|MT (International Mobile Telecommunications) -ZDi the global standard for third generation (3G)
wireless communications as defined by the Inteonati Telecommunications Union.
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n: = number of floors

In applying this model, the ITU-R M.1225 recommeth@iowance for shadow fading is
12 dB, a relatively large number.

The COST231 indoor model on which the ITU-R M.122&del is based is more general
and has the form:

PL = PLg + Lo + an Ly, + Lfn][("f +2)/(ny +1) 2]

where:

PLss = Free space loss

L. = A constant, normally set to 37 dB

ny = Number of penetrated walls

Lw = Loss per wall (3.4 dB for plasterboard intenwalls and 6.9 dB for concrete or
brick walls)

Lt = Loss between floors (18.3 dB assumed for tyméiate environment)

n: = Number of penetrated floors

b = Empirically-derived parameter

The expression for the free space path loss is\dwe
PL¢s = 20logo(4nd/)) = 20logo(d) + 20logo(f) — 27.56 dB;

where:
d is path length in meters and
fis frequency in MHz

5.2.1.2.2 WINNER Il Indoor Model

The WINNER 11 Indoor Model is defined for an indoaffice building environment in
which the BSs or APs are installed in corridorgsariBmissions from corridor to specific
offices represent the non-LoS case. The modedsedbon measured data primarily at
2000 MHz and 5000 MHz. The formulation, which @ns$ terms specifically for
penetration through walls and floors, is:

PL = 43.8 +36.8log;o(d) + 20log;o(f/5000) + X + [17 + 4(n; —1)]

where:

d = path length in meters, 3 md< 100 m, and

f = frequency in MHz from 2000 MHz to 6000 MHz

n: > 0 is number of floors

ny is number of walls the signal must pass through

X =5(w— 1) for light walls and 12, - 1) for heavy walls.

At 2000 MHz the WINNER Il expression becomes:
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PL = 35.8+36.8log;o(d) +X + [17 +4(n; —1)]

The recommended allowance for shadow fading weghMiHNNER Il indoor model is
4 dB.

WINNER Il also provides a variation to the model foom-to-room transmissions. It is
given by:

PL = PL;s +X + [17 + 4(n; — 1)]

where:
X = 5n,, dB for light walls and 12, dB for heavy walls; and
ny = the number of walls intersected by the signal.

This formulation does not have a specific termdooant for excess loss due to clutter
loss or shadowing, but recommended allowance fadel fading is 6 dB for light walls
and 8 dB for heavy walls.

5.2.1.2.3 ITU-R M.2135-1 Indoor Model

The test environment described for which the ITBAR135-1 indoor model applies is a
single floor in a building with 16 rooms and a ldmagl, 120 meters long and 20 meters
wide. The formulation for the ITU-R M.2135-1 indamodel is:

PL =11.5 + 43.3logy(d) + 20logo(f/1000)

where:

d = path length in meters, 10 nd< 150 m, and

f = frequency in MHz from 2000 MHz to 6000 MHz

The path loss formulation has a higher loss dep@yden distance which can be
explained by the number of wall penetrations calitedn the described test environment.
The expression is considered valid for AP antereghts from 3 m to 6 m and SS
heights from 1 m to 2.5 m. Shadow fading of 4 dBBeécommended in the ITU-R
M.2135-1 testing methodology.

5.2.1.2.4 NIST PAP02-Task 6 Model

NIST conducted studies for indoor-to-indoor, outdtmoutdoor, and outdoor-to-indoor
propagation path3[8][9]. In all cases the formulation presentedéttion 5.2.1.1 was
fitted to the measured data, namely:

PLy=PLg+ 10/7d0910(d0’0) for d< d;
PLy=PLg+ 10/7d0910(d1/0’0) + 10m|0g10(070’1) for d> d;

13 See alsdnttp://www-x.antd.nist.gov/uwkor more measurement details
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In the following non-LoS deployment scenarios fadtaor-to-indoord, is assumed to be
1 m and the remaining parameters are shown inabé&®*. The results, using the

above formulations, are plotted in Figure 12.

Table 4. Parameters for indoor-to-indoor non-LoS d@loyment scenarios

PLO d1 (9]
2400 MHz (dB) No (m) N, (dB)
Residential 12.5 4.2 11.0 7.6 3.0
Office 26.8 4.2 10.0 8.7 3.7
Industrial 29.4 3.4 1.0 3.4 6.3
Cinder Block 9.1 6.9 1.0 6.9 6.7
PLO d]_ (g
5000 MHz dB No (m) n; (dB)
Residential 20.2 4.4 11.0 7.4 3.3
Office 26.0 4.3 10.0 10.1 4.0
Industrial 27.5 3.7 1.0 3.7 6.7
Cinder Block 7.8 7.3 1.0 7.3 7.7
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Figure 12 - Results for PAP02 Task 6 non-LoS indoamodel

Many of the measurements for the PAP02 Task 6 meded taken with transmitters and
receivers located in hallways with measurementadists ranging from 5 m to 45 m. The
graphs in Figure 12, therefore, are limited to3ha to 45 m range and assume the
greater of free space loss or model-predicted lpathto eliminate the impact of wave-
guiding affects with hallway measurements.

5.2.1.2.5 Indoor Model Comparison
With the exception of the NIST PAP0O2 — Task 6 Motlet other three models are based
on an office environment. The configurations uaedhe basis for the models differ thus

¥ The table in the cited reference only accountefmess path loss, the value 2 is added to thelpsgh
exponents in this case to provide a formulatiorntdtel path loss.
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resulting in significant differences in the patld@redictions. The first difference to
notice is the loss dependency relative to distaraseging from 30 dB per decade for the
ITU-R M.1225 model to 43.3 dB per decade for thg4R M.2135-1 model and up to
87 dB per decade for the PAP02-Task 6 Office Mdoletl > 10 m.

The WINNER Il and ITU-R M.2135-1 indoor path lossdels both assume that
penetration losses between 2000 MHz and 6000 Melmdependent of frequency.
Since these models are based on measurement @@0aliHz and 5000 MHz, this
conclusion suggests that the indoor penetratioseare dominated by loss due to
reflections as opposed to absorption losses imwiematerial. Except for the residential
case, the PAP0O2 — Task 6 model does predict aaaserin excess loss with increased
frequency as indicated by the increase in the pat@mm at 5000 MHz.

The four indoor models are compared at 2000 MHzigure 13. The plot for the
WINNER Il model is for corridor-to-room with a silgglight wall penetration. As a
point of reference, the dashed line representfr¢ieespace path loss.

Indoor Model Comparison
2000/2400 MHz (PAP2)

120 ~
110
m 100
ap 4 e P AP 2 Task 6
80 e \N INNER I

70 +

ITU-R M.1225

PathLoss ind

60

50 +

40 +— ! ] o= e= FreeSpacePL
1 10 100

ITU-R M.2135-1

Path Length in meters
Figure 13 - Comparison of four indoor path loss modls for office environment

Indoor path loss models will play a key role in emage analysis for HANs and, although
these models are based on office environments,cdieye applied to residential
environments using the predicted penetration losight walls: 3.9 dB (COST231) to
5.0 dB (WINNER II) per wall.

5.2.1.2.6 Modeling Floor-to-Floor Penetration Losses in Meltel Buildings

Meeting the challenge of connecting basement-ldcateter clusters to individual
households and businesses in multi-level apartar@shbffice buildings is of great
interest to utilities. Getting a reasonably acteiediction for floor-to-floor penetration
loss is essential for assessing the performandtations for this use case.

Table 5 compares floor loss between the ITU and MER |l indoor models and

measurement data at 1900 MHz for three commerffiaeduildings [10][11]. The
measured data includes, in parenthesis, the shdéaration for the multiple
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measurements done in conducting the tests. Alththuweye are differences between these
and other floor loss projections found in the &tere, most likely attributable to the

varied design and materials in the buildings usedHe measurements, they all predict a
higher attenuation for the first floor penetrateomd a lower attenuation for additional
floors. The data for building #3 in fact showeduwally no change in loss after the first
floor penetration. The measurement results shovilrable 5 also indicate a reduced
spread in the collected data with increased fl@rgprations. Unfortunately no
measurement data could be found for buildings beéywe (5) stories.

The spread in the predictions between the two ingath loss models for multiple floor
penetrations is significant. Comparing the modedftions with the measured data at
1900 MHz suggests that a better estimate for path@trioss beyond the first few floors
lies somewhere between what the two models predict.

Table 5: Comparison of floor loss between the ITUrad WINNER 1

Number of Measured Pﬁ;dlj(lc_s())]ss at 1{MHz Predicted Path Loss
Floor - _— - ITU-R WINNER I
Penetrations Bu'ilr?'gg s Bu:lr(]jlgg iz Bu:lr(]jlgg = M.1225 Model (dB)
Model (dB)
1 31.3(4.6 26.2 (10.5 35.4 (6.4 18.c 17.C
2 38.5 (4.0 33.4 (9.9 35.6 (5.9 33.t 21.C
3 35.2 (5.9 35.2 (3.9 43.¢€ 25.C
4 38.4 (3.4 51.1 29.C
5 46.4 (3.9 57.1 33.C
6 62.2 37.C

Table 6 summarizes the key differences betwee iréhe indoor path loss models
discussed in this section. None of the modelsipreddifference in excess path loss with
frequency.

Table 6: Key differences in indoor models

Indoor Model Frequency 2iinllese Wall Loss Floor Loss
Exponent

ITU-R 200( MHz 3.C 3.4dBt0 6.9dB | 18.3dB+ 1£dB +

M.1225/COST231 per wall 10dB+7.5dB

WINNER 1l 200C MHz to 3.6¢ 5dBto 12 dB pel | 17 dB + 4 df per
6000 MHz wall floor

ITU-R M.213t-1 200CMHz to 4.3¢ Included in patt Not specifie
6000 MHz loss exponent

5.2.1.2.7 Indoor Model Summary

The differences in the predicted path loss forfthe indoor models described in this
section illustrate the limitations of the approasied to derive mathematical models.
With indoor environments, it is especially diffictb identify a typical measurement
environment from which to generate a mathematicadehthat would be generically
applicable for either residential, office, or inthied environments. Factors such as
building construction, types of materials, roomdais, along with the varied location,

58



amount, and types of furnishings greatly impactgath loss data. At some frequencies,
wave-guiding effects with transmitters and recesvecated in hallways can also
decrease path loss to values less than free spssze Additionally, measurement data is
often taken with tripod-mounted equipment with anie heights that may not represent a
permanent deployment which would generally have @Banted at ceiling height.

Indoor measurements can also be affected by stascand furnishings located within

the near-field region of the transmitting anteniiéde combination of these factors
greatly complicates the data analysis and the sulese derivation of a generic indoor
path loss model.

Figure 13 can be used as a guide for judging winidbor model is most applicable for
analysis and comparative purposes. The graph steagsnably good correlation
between the PAP02 Task 6, WINNER II, and ITU-M.122&dels for path lengths less
than 15 meters whereas the two ITU models correjaite closely for path lengths
greater than 15 meters. Whichever indoor mode$ésl it is important to be
conservative in applying the predicted resultglanning or estimating equipment
requirements. In cases where unique environmeatseang considered, which may be
the case for meter clusters in basement locatibnguld be desirable to conduct on-site
field tests to supplement the model prediction®tge€ommitting to a permanent
deployment.

5.2.1.3 Large Scale Outdoor Path Loss Models

In this section we look at a number of commonlydusath loss models that can be
considered for terrestrial “last mile” coverage lgsis for assessing the suitability of
wireless technologies for smart grid communicatioetsvorks. All of these models have
been derived from field measurements and, basémwrand where the measurements
were made, have some constraints that must beugrebnsidered before they are
applied to any specific deployment scenario. T of this section is to provide a
greater understanding of the benefits and limitetim using these models to predict total
propagation path loss and ultimately provide amege for range and coverage for the
wireless technology being considered for terrdstvieeless WAN, FAN, AMI, or
backhaul deployments.

For Smart Grid wireless communication last milenwek analysis, utilities require path
loss models for outdoor terrestrial applicatioret tre easy to apply and meet the
following requirements for outdoor located BSs:
» Frequency Range:Path loss model must cover 700 MHz to 6000 MHz
* BS Antenna Height Range7 meters to 100 meters, below and above roof top
levels
» Terminal or SS Antenna Height Range:Sub-grade to 2 meters above grade for
exterior locations and 1.5 meters to 6.5 metergnterior locations for FANs and
1.5 meters to 10 meters for WANS.
» Special Situations:Terminals located in meter vaults, below gradd, ian
basement locations
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» Rural Regions: Ranging from flat open areas to hilly or mountaisterrain with
and without foliage

» Suburban Regions:1- to 3-story residential with some commercial

» Urban Regions:Commercial and Industrial, large 1- to 4-storyidinigs, low
foliage

» Dense Urban RegionsHigh rise residential and enterprise buildings

For outdoor located BSs several commonly used Ipathmodels will be looked at in
some detail and compared to the above requireméwmditionally, models developed
specifically for predicting attenuation due to &gje and propagation path obstacles will
be presented. This will lead to a suggested neatibn to one of the path loss models to
provide a single path loss model that more cloBtythe above utility requirements for
suburban and rural areas over the frequency rahigéecest.

The large scale terrestrial models that will beeeed are listed in Table 7.

Table 7: Terrestrial models

Path Loss Model Applicable Frequency Range
Hate-Okumurz 15C MHz to 150( MHz
COST23-Hate 1500 MHz to 200( MHz

WINNER I 200( MHz to 600( MHz

200C MHz to 600( MHz
ITU-R M.2135-1 450 MHz to 6000 MHz (for rural)

Erce-SUI (Sanford University Interin 180C MHz to 270( MHz

For simplicity in this discussion we will ignoreetistandard deviation that would apply to
each of these models to account for the spredtkiadtual measured data as compared to
the curve fit for the derived formulae. This zenean, log-normally distributed term can
be taken into account when determining the linkdaidn the form of fade margin, a

topic discussed later in this section. The fadegmawill account for both slow log-

normal shadow fading and fast fading with a vakleded to meet a specific link
availability goal.

For outdoor-to-indoor and indoor-to-outdoor progaga building penetration loss must
also be factored into the path loss or may be dedun the link budget calculation. Both
fading and penetration loss will be discussed &rrth following sections.

5.2.1.3.1 Hata-Okumura Model

Okumura’s model is one of the first large scale etedieveloped for wide area
propagation and coverage analysis. The Okumurahimthased on experimental data
collected in the 1960s in the city of Tokyo, Jafi2] in the 900 MHz band. In 1980 M.
Hata developed an expression to fit the path losges derived by Okumura [13]. The
formulation for the Hata-Okumura model which is siolered applicable from 150 MHz
to 1500 MHz is:

For urban deployment the Path Loss in dB is given b
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PLyrpanap = 69.55
+26.161lo0g0(f)
—13.8210g1o(T) —a(Ry) + [44.9 —6.5510g4¢(T1)]log0(d)

a(Ry) = 8.29[logo(1.54Rn)]?- 1.1, for 150 MHz <f < 200 MHz for large city
a(Rn) = 3.2[logio(11.75Rn)]* - 4.97, for 200 MHz <f < 1500 MHz for large city
a(Rp) = (1.1log(f)-0.7)Ry, - (1.56log,(f)-0.8), for small to medium size city

For suburban and open area deployments the palisigs/en by Plupurban sinNd Plepen
ds, respectively.

f 2
PLsuburban dB = PLurban indB 2 [loglo (%)] — 54

PLopen dB = PLurban dB — 4-78[10g10(f)]2 + 18.33 loglo(f) —40.94

where:

d = path distance in km valid from 1 km to 20 km

f = frequency in MHz

Th = BS antenna height valid from 30 m to 200 m (nfagshigher than
average roof top or hill height)

Rn = SS or terminal antenna height from 1.0 m to 10 m

In addition to the limited frequency coverage,gndicant limitation for
the Hata-Okumura model is the requirement thaBBentenna height
must be higher than the average building heigkiténcoverage area.
Within these constraints, the model has proveretarbeffective
planning tool for cellular networks in the loweefuency bands.

5.2.1.3.2 COST231-Hata aka Modified Hata Model

The COST231-Hata model represents an extensidredfiata-Okumura
model to cover frequencies higher than 1500 MH4%.[The COST231
path loss model is considered valid from 1500 M&2@00 MHz and
has been used extensively to analyze coveragedbilen
communications in the 1900 MHz band.
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The COST231-Hata model, with a slight modificalfiis specified in
the 3GPP2 evaluation methodology for CDMA2000 [15he
formulation for the COST231-Hata path loss modgjiven by:

PLgg = A + Blogyo(f) —13.821l0gyo(Tn) — a(Ry)
+ [44.9 - 6.55 loglo(Th )] loglo(d) + 0'7Rh + C

where:

d = path length in km

f = frequency in MHz from 1500 MHz to 2000 MHz

A=146.3

B =339

Th = BS antenna height from 30 m to 200 m (must adr than
average roof top height)

R, = SS antenna height from 1.0 mto 10 m

For Urban Environments:
a(Ry) = 3.2[log,o(11.75R,)]* — 4.97
and C=3dB
For Suburban Environments:

a(Rp) = [1.1log1o(f) — 0.7]R, — [1.56logyo(f) — 0.8]

andC =0

The limitations of the COST231-Hata model are samib the Hata-
Okumura model, namely, limited frequency coverau the
requirement that BS antenna heights must be ahoveunding roof
tops.

5.2.1.3.3 WINNER Il Model

The WINNER Il project, initiated in 2006 as an exd®n to WINNER |,
is a consortium focused on technologies for IMT{20®ne key output
of this effort is the development of path loss nisadevering the
frequency range from 2000 MHz to 6000 MHz usingmlination of
information available in the literature and apghigameasurements
contributed by the consortium members. The outpatcollection of

15 The path loss is reduced by 3 dB from the COSTHa&ta prediction for the purposes of the 3GPP2
evaluation methodology
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models for both LoS and non-LoS for both indoor anttoor venues
[16].

The following three variants of the WINNER Il modelre selected for
description in this section.

C2 — Urban macro-cell, non-LoS:
PLgs = [44.9 — 6.55logy(Th)]l0g10(100]) + 34.46 + 5.83logy(Th) + 23log«(f/5000)

C1 — Suburban macro-cell, non-LoS:
Plgg = [44.9 — 6.55logy(Th)]log10(100Qd) + 31.46 + 5.83log(Th) + 23logo(f/5000)

D1 — Rural macro-cell, non-LoS:
PlLgs = 25.1 logo(d) + 55.4 — 0.13 log(Th-25) logio(d/100) — 0.9 logy(Rx-1.5) + 21.3
l0g10(f/5000)

where:

d = path length in km

f = frequency in MHz from 2000 MHz to 6000 MHz

Th = BS antenna height in meters from 25 m to 10Gigher than roof top height)
R, = terminal antenna height in meters for > 1.5 m

5.2.1.3.4 ITU-R M.2135-1 Model

ITU-R M.2135-1 provides recommendations for IMT-Aaced® and specifically
lays out the guidelines for the IMT-Advanced tedogy evaluation methodology
[17]. It has been adopted by both LTE and WIMAIEEE Std. 802.16 as an
evaluation methodology. The path loss models abfar ITU-R M.2135-1 are
based on the WINNER Il path loss models.

As with WINNER Il several deployment scenarios @eéined, each with specific
recommendations for BS and terminal antenna heighite ITU-R M.2135-1
formulation requires two additional parametersérage building height and
average road widththus making it somewhat more difficult for city ¢dy
comparisons. Average road width provides a meangdirectly infer building
density.

Since the values for building height and average midth can be used to differentiate
between urban, suburban, or rural macro-cell;yglesiformulation applies for all three
demographic scenarios. Recommended values fatibgiheights, road widths, and
antenna heights for each geographic area are Vot the purposes of IMT-Advanced
technology evaluations but the formulation is cdastd valid for a wide range of
building heights and road widths. The ITU-R M.24B%rmulation is:

18 International Mobile Telecommunications - Advan¢#dT-Advanced), aka 4G, defines a global
platform for mobile systems that include the newatalities of IMT that go beyond those of IMT-2000.
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H 2
PLdB = 161.04 - 7.1 loglo(W) + 7.510g10(H) - (24.37 - 3.7 (T_> >10g10(Th)
h

b (43.42 — 3.110g,0(Ty)) (I0g1,(1000d) — 3) + 2010y, (1((%)
— (3.2(Il0g1o(11.75R,))? — 4.97)

Where:

d = path length in km

f = frequency in MHz applicable from 2000 MHz to 60@Hz for urban and suburban
environments and 450 MHz to 6000 MHz for rural eoriments

W = average road width in meters from 5 m to 50 m

H = average building height in meters from 5 m ta"s0

Ty = BS antenna height in meters from 10 m to 150nust be above average building
height)

R, = terminal or SS height in meters from 1 m to 10 m

Although this model accommodates lower BS anterighits, as with the previous
models the BS antenna height must still be aboeestinrounding roof tops. There is
another variant of the ITU-R M.2135-1 model howevkat does support BS antenna
heights below roof tops.

Described as Urban Micro-cell, this model is base@ Manhattan-like grid layout
specifically for BS antenna heights well below tbef tops of surrounding buildings.
The effective coverage area for this scenario fiséé by signals propagating along
streets on which the BS is located and diffracéirmund the corners of buildings along
streets that are perpendicular as illustratedguiéi 14. Except for blockages due to
passing vehicles, outdoor SSs along the streetichwhe BS is located will be mostly
LoS while outdoor SSs on perpendicular streetsredeive signals diffracted around the
corners of buildings. These signals will typicabg stronger than signal components
penetrating through the buildings to reach the sanaepoint. This model also includes
a formulation to cover outdoor-to-indoor paths vihweould be of greatest interest for
Smart Grid FAN applications.
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Figure 14 - Various transmission paths for urban mgro-cell

For non-LoS outdoor, assuming a hexagonal celldgy®S antenna height at 10 meters,
SS antenna height from 1 m to 2.5 m, and a strethwf 20 meters, the formulation is:

PLgg = 36.7l0go(d) + 22.7 +26log(f)
For: 10 m <d < 2000 m and 2000 MHz &< 6000 MHz

For the outdoor-to-indoor scenario, the channelehodmprises an outdoor component,
an indoor component, and a value for penetraties Vehich, in general, is dependent on
the angle of incidence to the building. For anpatsfied angle of incidence, the building
penetration loss is assumed to be 20 dB.

The formulation, assuming a hexagonal cell layB&,antenna height of 10 m, and an SS
antenna height between 1 m and 2.5 m is:

PLg4g = 20 dB + Ploy + PLi,

For the outdoor component the distance is defisati@distance from the BS to the wall
next to the indoor terminal and the distance ferittdoor calculation is assumed to be
evenly distributed between O m and 25 m (i.e., i25

5.2.1.3.5 Erceg-Stanford University Interim (SUI) Model

The Erceg model is a statistical path loss mods¢th@n propagation data collected in 95
different suburban environments throughout the éthBtates at or close to a frequency
of 1900 MHz [18][19]. To cover the range of enctarad terrain and foliage
characteristics for the data analysis, the enviemsiwere broken down into the
following terrain categories.

* Terrain Type A: Hilly with moderate to heavy tree density.
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» Terrain Type B: Hilly with light tree density or flat and modeeab heavy tree
density.
» Terrain Type C: Flat with light tree density.

The time of year was such that in most of theltesdtions leaves were on the trees, thus
representing a worse case path loss scenario.n®8rea heights were in the range of
12 mto 79 m.

This model is especially interesting for Smart Gredwork applications in that it is based
on measurements taken in areas throughout thedJ8itges representative of rural and
suburban areas of interest to the utilities comgmat BS antenna heights close to what
utility requirements have specified.

The formulation for the Erceg-SUI model is:

- X 10g10 <7>

T[do

4
PLdB e 2010g10<

where:

Th = BS antenna height in meters,

R, = terminal or SS antenna height in meters,
do = 100 meters,

/A =wavelengthn meters,

fin MHz, and

d in meters.

The remaining parameters are terrain dependentiefinted in Table 8.

Table 8: Parameters for terrain types

Parameter Terrain Type A Terrain Type B Terrain Type C
a 4.€ 4.C 3.€
b 0.007¢ 0.006: 0.00¢
c 12.€ 17.1 2C
X 10.¢ 10.¢ 0

5.2.1.3.6 Comparing Large Scale Path Loss Models to Smad Beiquirements

All of the large scale outdoor models discusseceHhimitations with respect to meeting
the deployment requirements for Smart Grid appbeatthat were outlined in section
5.2.1.3. No single model as described coversnlieedfrequency band of interest thus
necessitating the need to apply at least threerdifit path loss models to evaluate
spectrum differences over the desired 700 MHz @08@Hz frequency range. This can
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be an issue for technology comparative purpose® siris not assured that any two
models will produce a similar result at a frequenowgsidered valid for the two models.

Other limitations of these models are summarizetaible 9.

Table 9: Path loss models' limitations

Path Loss Model Limitations Smart Grid Requirements
Hate-Okumure -BS antenna heigi>3Cmanc | -BS antenna height from
150 MHz to 1500 MHZz above roof tops meters to 100 meters above and
- Favors urban / suburban below roof top heights
environments - Urban, suburban, rural (with
- Limited frequency coverage | foliage, hills, and valleys)
COST23-Hate -BS antenna heigl>3Cmanc | - Applicable from 700 MHz to
1500 MHz to above roof tops 6000 MHz
2000 MHz - Limited frequency coverage
WINNER 1l -BS antenn height> 25 m anc
2000 MHz to above roof tops
6000 MHz - Limited frequency coverage
ITU-R M.213¢t-1 -BS antenna height must
2000 MHz to above roof tops
6000 MHz - Limited frequency coverage
450 MHz to 6000 MHZ for urban and suburban
(For rural)
ITU-R M.213¢t-1 -BS antenna height fixed at .
Urban Micro-cell meters
- Limited range for SS antenna
height
- Manhattan-like grid structure
- Limited frequency coverage
Erce¢-SUl -BS antenna heigi> 1Cm
1800 MHz to -Based on suburban / rural
2700 MHz measurements
- Limited frequency coverage

To specify or recommend a model to meet Smart @gdirements it will be necessary
to develop a new model based on extensive fieldsareanents in varied environments or
consider modifications to one of the existing madelincrease its applicability. For the
latter approach we have to look at some additipati loss models.

5.2.1.3.7 Path Loss Due to Foliage

Accurately predicting propagation path excess th&sto foliage, as has been pointed out
in numerous studies, is a complex process. Baseadfarmation reported several
conclusions can be drawn with respect to pathdossto foliage.

» Vertically polarized signals experience highermttgion than horizontally
polarized signals in lower frequency bands
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Increases with frequency

Does not increase linearly with depth of foliage

There is a limiting value since signals will difftearound foliage

Is dependent on type of tree or foliage; a 3:1 eancattenuation coefficient was
found in a University of Texas study [20]

Higher attenuation when trees are fully leaved

Higher attenuation when trees are wet

Despite the above variations that complicate tlopaadn of a single universally
applicable model, attempts have been made to deloged form expressions to
characterize excess path loss due to foliage [21].

Three easy to apply models for excess loss duditgé (; in dB) are [22], [23]:

Early ITU model:L; = 0.20f°3 x d*°

Optimized or fitted ITU-R (FITU-R) Model for foliagin leaf:
Ly =0.39f°3% x d;°%®

Weissberger model [24]:

Ly =0.0633f028% x d*° for dr < 14 m

Ly =0.187f0%8% x d/°5% for 14 m <d; < 400 m
where:
fisin MHz and

dr is the depth of foliage in meters.

Figure 15 provides some comparisons between these models over the spectrum
of interest and for foliage depths of 50 m and &bOFigure 16 shows the foliage
loss predicted by Weissberger’s model for foliagpttls up to 400 m.

ComparingFoliage Models ComparingFoliage Models
Depthof Foliage = 50 meters Depthof Foliage = 150 meters

s

30 0

s
40

o 8 Exrly ITU Model! ® Exly TU Model
30

s i S ITU-R Model B IR Model

10 Welstherger's Model ‘ ¥ Weissherger'sModel

< 10

° | & 3 o 0 2 3 3 i -}

700 1000 2000 4000 6000 700 1000 2000 4000 €000

Figure 15 - Comparison of foliage models
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Figure 16 - Foliage loss predicted by Weissbergeriaodel

5.2.1.3.8 Path Loss Due to Path Obstructions

Except for the Erceg-SUI Model, all of the largalegath loss models discussed above
are based on scenarios for which the BS antenigathisiat or above surrounding roof
tops thus avoiding the possibility of obstaclesckiong the signal path prior to diffracting
over roof edges for coverage at street level astithted in Figure 17.

Figure 17 - Diffraction over roof tops for street evel coverage

Over the years numerous models and algorithms Iewe developed with varied
complexity to predict the path loss due to ter@stacles. The Epstein-Peterson
Diffraction Model, presented in this section, appda be a reasonable compromise
between prediction accuracy and ease of use [25].

The formulation for diffractive loss, {Lin dB), due to an obstruction is as follows:

Lq(in dB)=L(v,0) + L(Op) + L(v,p

Where:
L(,0) = 6.02 + 9.0+ 1.657; for -0.8<v<0
L{,0) = 6.02 + 9.1¢ - 1.277; for 0 <v<2.
L{,0) =12.953 + 20log]; for v> 2.
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and
L(Op) = 6.02 + 5.55p + 3.418> + 0. 256°

and
L(v,p) = 11.45%p + 2.19¢p)? - 0.206¢p)°- 6.02;  forvp<3
L(,p) = 13.4%p + 1.058¢p)* - 0.048¢p)*- 6.02; for 3 wp<5
Liv,p) = 20vp- 18.2; fonp>5

d

— 0.676R0'333 X —0.1667
P / (ddy)
where
R = obstacle radius in km,
fin MHz, and
d=d; +d,

v = h [2 d/(1d10,)]%® = h[fd/(150d,0)° ;
where

fisin MHz,

h is the obstruction height in meters, and
din meters

For R = 0 (denoting knife-edge); L(®),= L(v,p) = 0, and k= L(v,0)

Figure 18 for diffraction loss assumes a 500 m patbgth and path obstructions of 0.5m,
1.0 m, and 2.0 m.

Epstein-Peterson Diffraction Model

2.0 m Obstruction

M 1.0m Obstruction

Excess Loss in dB

®m 0.5m Obstruction

700 1000 2000 3000 4000

Frequency in MHz

Figure 18 - The Epstein-Peterson diffraction model

For multiple path obstructions, each obstructiotmeated separately and then added to
yield the total path excess loss due to obstrusti®his is illustrated in Figure 19.
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Figure 19 - Accounting for multiple terrain obstructions

5.2.1.3.9 Modified Erceg-SUI Model

Although any of the large scale path loss modetemeed to this point may be selected
and applied to a specific smart grid use case ucmladitions that fit the constraints of
the model being used, the more extreme smart ggdirements cannot be met with the
formulations as they are described. The Erceg+Batlel comes closest to meeting the
stated goals at least for suburban and rural reg&ince the testing environments did in
fact include foliage and hilly terrain in conjurani with relatively low BS antenna
heights. However, as is also the case for ther gt loss models, the frequency range
for which the Erceg-SUI is considered valid is lieai to a small portion of the required
700 MHz to 6000 MHz range.

Further study of the Erceg-SUI path loss expressiuggests that a simple modification
to the term that determines the sensitivity of esdess to frequency can increase the
applicability of the Erceg-SUI model over a broaffequency range. The proposed
modification is as follows:

« The term logi(f/2000),is modified” to: 6(1 +ak/Ty) log:o(f/2000)

Fork > 0 this will have the effect of increasing the ess loss frequency dependency
without altering the path loss at 2000 MHz, thejfrency at which the original data was
collected. The modification also results in a freqcy dependency that is greater with
lower BS antenna heights as would be expectede siecimpact of foliage and losses
due to obstacles will be more significant with lovaatenna heights. The resulting
formulation for total path loss is then:

PLas = 20l0Go(4n do/2)+10@-bTy+¢/Tr)logio(d do) + 6(1 +akiTs) logyo(f/2000) -
Xlogio(Rn/2)

' This modification was arrived at after discussiwith Vinko Erceg one of the principal investigator
involved with the testing and derivation of the &geSUI path loss model.
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Table 10 shows the resulting excess loss frequédepgndency, referenced to 2000 MHz,
in dB per octave, fok = 4. The row withk = O represents the excess loss frequency
dependency for the original Erceg-SUI formulatidrhe proposed modification results in
an excess loss dependency on frequency, relati@d0 MHz, that increases with lower
BS antenna heights. This is consistent with thpeetation that excess loss due to foliage
and terrain obstacles would be more significanhJatver antenna heights. For
comparative purposes the following table includesexcess loss frequency dependency
for the other large scale terrestrial path lossetodiscussed thus far.

Table 10: Model and its path loss dependence in dier octave

PL Frequency Dependence in dB/octave
Path Loss Model k Th
Type A Type B Type C
Ercec-SUl 0 Any 1.81 dE 1.81 dE 1.81 dE
4 80 2.22 dE 2.17 dE 2.13 dE
. 4 50 r 2.47 dE 2.38 dE 2.33 dE
Modified Erceg-SUI— 30 2.91 dE 2.77 dE 2.67 dE
4 10 5.13 dE 4.70 dE 4.41 dE
Urban Suburban Rural
Hate-Okumurz 30 1.85 dE 1.38 dE
COST23-Hate 30m 4.18 dE 3.71 dE
WINNER I 251 0.9 dE 0.9 dE
ITU-R M.2135-1 25 0.0 dE 0.0 dE 0.0 dE

To test the validity of this modification of thed&xg-SUI model over a wider range of
frequencies, a comparison is made with the exasssdredicted by the modified Erceg-
SUI model for a 1 km path length with excess lagsljgted by the Weissberger foliage
model and the Epstein-Peterson diffraction mode&ftt75 m foliage depth and single 2
m path obstruction, respectively.

Excess Loss Comparison

4
W Type A Excesslossfor 1
35 km Path & 10m BS
30
antenna

20 W Weissberger Modelfor
15 175 mfoliage depth
10

S Epstein-Peterson Model

0 = - - - . for 2 m obstruction

0 4000 6000

700 1000 200

Excess Loss in dB
"~
w

Frequency in MHz

Figure 20 - Foliage and diffraction loss compareda modified Erceg-SUI model

As Figure 20 illustrates, this proposed modificatio the Erceg-SUI path loss model
provides a reasonably close match to what is piedlicy foliage loss based on the
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Weissberger model or obstruction loss based o& pis¢éein-Peterson model or,
alternatively, a combination of the two.

5.2.1.3.1MModel Limitations with Respect to Meeting Smartdbieployment
Requirements
In the previous sections several large scale pathrmodels for terrestrial applications
have been discussed. It was shown that a modiéesion of the Erceg-SUI model could
be applied for suburban and rural environments thedesired frequency range with a
range of BS antenna heights consistent with Smadlt d&ployment requirements.
Identifying a suitable path loss model for urbamasrproved far more challenging. Three
different models are necessary to cover the spaateguirements and no solution was
found to be valid for BS antenna heights belowsttn@ounding roof top heights in the
700 MHz to 2000 MHz band. Although there are npldtioptions that are considered
valid for analyzing urban regions with BS antene#&ghts above neighboring building
heights, care must be exercised when analyzindatesince, despite similar parameter
assumptions, the range predictions will not be #ixdélee same. It is especially important
when comparing multiple wireless technologies thatsame path loss model be used
with each of the technologies. For example, uiiegHata-Okumura model at
1500 MHz for Technology A and COST231-Hata at 1604 for Technology B will
not be a fair comparison because the differencésimodels will mask any differences
that exist between the two wireless technologies.

Table 11 provides a summary for the large scategeral path loss models discussed in
the preceding sections.

Table 11: Summary of large scale terrestrial pathdss models

Deployment Area 70C MHz to 1500 MHz to 200C( MHz to
1500 MHz 2000 MHz 6000 MHz
Urban Area wih BS | Hata-Okumura COST231-Hata WINNER Il or ITU-
antenna above Both of these models have been u R M.2135-1:Either
average roof top extensively over the years. Be aware howevenodel can be used.
height the range predictions differ considerably at | The ITU model
1500 MHz, where they are both considered | provides a more
valid models. At 2000 MHz there is conservative range
reasonably good correlation between estimate and takes
COST231-Hata and the WINNER Il and ITU-building height and
R M.2135-1 models. density into
consideration.
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700 MHz to 1500 MHz to 2000 MHz to
1500 MHz 2000 MHz 6000 MHz

Deployment Area

Urban Area wittBS | There does not appear to be a proven soli | ITU-R M.2135-1
antenna at 10 mor | in these frequency bands for BS antenna | Urban Micro-Cell:
less heights below surrounding building heights. | Although specifically
defined for a
Manhattan-like grid
structure and fixed B$
antenna height of 10
m, this model should
be applicable in most
urban centers

Most Suburban ¢ Modified Erce¢-SUI Model: This model was shown to be gener:
Rural areas with BS | applicable to a wide range of suburban or ruralalepents at BS
antenna heights from| antenna heights ranging from less than 10 m to 8¥enthe entire

7mto80m 700 MHz to 6000 MHz frequency range.
Extreme Rura Epsteir-Peterson Diffraction Mode or Weissberger Foliage Mod:
Terrain These models can be used together or individualbphjunction with

free space path logsredictions for more extreme rural terrain
conditions. Not an ideal approach for PMP butloam very effective
approach for PtP deployments.

5.2.1.3.1IModeling Extreme Terrain Characteristics

In the previous sections we have looked at fiveedsint, frequently used, large scale path
loss models that have been developed for analysesrestrial wide area wireless
networks in urban, suburban or rural areas. Add#ily we have discussed specific
models for excess loss due to foliage and diffvadibss due to terrain obstacles. Using
the Erceg-SUI model as a basis, a modificatioméoférmula has been proposed to
improve the applicability of this model over a ldeafrequency range in suburban and
rural environments with varied terrain and foliadparacteristics.

From time to time it may be necessary, for rurahar to estimate path loss for extreme
propagation path conditions that do not appeaaltaniithin the Erceg-SUI Type A
terrain characteristics. An alternative approawtektreme conditions is to identify the
worst case path conditions for a specific link witthe desired coverage area and use
GIS data, or equivalent, and apply the foliage mdéerain obstacle model, or both
models to determine excess path loss for the sp@eith under consideration. Adding
this value to the free space loss provides an agtifior the total path loss for the worse
case link. Other models generally used for panpaint links, such as the Egli [26] or
Longley-Rice models [27], can also be considered.

5.2.1.4 Atmospheric Absorption

The question of atmospheric absorption is alsanaf#sed with respect to propaga