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1. Abstract: 
In this report we discuss different types of potential ground-truth systems that could be used to test part identification systems 
for manufacturing assembly applications. We discuss four main ways of acquiring ground truth for evaluating part 
recognition/identification systems: 1) synthetic and physics based simulation, 2) manual annotation or labeling of ground-truth 
systems, 3) platform-based ground-truth systems, and 4) physically sensed ground-truth systems. We discuss previous efforts 
and discuss the different physical quantities used for ground-truth systems. In this report, we focus on static parts. The sizes of 
parts are in the range of 30 cm x 30 cm x 30 cm volume or smaller. 

2. Introduction 
The goal of parts recognition/identification is to correctly identify parts that are present in a 3D scene, usually in Red Green Blue 
(RGB) color and/or depth/range images. This is a challenging task especially since the scene may be cluttered, the parts in the 
scene may occlude each other, there could be illumination variation, and the material, reflectivity, and surface properties of 
parts can make it hard for perception systems to recognize or identify parts in the scene.  
 
For our purposes, we define “identification” as identifying one of N types of parts, with each type defined by an exemplar 
object. An example would be identifying which specific type of bolt, or flange, or similar part is viewed.  We do not attempt to 
classify a part as a bolt, or a cup, or as a member of a general category; nor do we attempt to identify the object as a specific 
instance, or individual, of a class. Some exemplar parts used by an identification system are shown in Figure 1.  
 

 
We intend for this problem to represent one faced by an automated robotic system that needs to pick up a specific part and 
place it in an assembly.  The specific part may one of many mixed parts, so the system must identify each as it appears. The parts 
may be presented to the robot on a conveyer, in a bin, or in some other way.  We assume the part may be in an arbitrary 3D 
position and not rigidly fixed. We allow the part to be in any of the possible stable poses on a flat surface or loosely held in a kit.  
This means that there could be some a priori constraints on position or pose.  Our goal is to find ways to evaluate identification 
systems for effectiveness and performance so manufacturers that use them can have confidence that they will meet 
operational needs.  
 
To evaluate identification systems, we could conduct real-time tests in which the system is presented with a series or set of 
objects under preset conditions.  The system would report the identity of each and we would compare the results to ground 
truth. For simple test scenarios, or for offline datasets, the experimenter places known objects in the scene and has ground 
truth by definition. However, we want to consider more complex scenarios in which the identification system under test is close 
to operational deployment.  In these scenarios, the system undergoes strenuous, continuous tests where it has to identify long 
sequences of parts presented in a possibly automated method. Under these conditions it may be tedious or difficult for the 
experimenter to track part identity, and an automated ground truth system would assist. 
 
A ground truth system for this purpose needs to be able to identify all of the parts placed in the test area, possibly labeling each 
with a location. The ground truth system should be much more accurate compared to the system under test.  Additionally, the 

 
 Figure 1. Examples of possible parts from the National Design Repository [1] (Left image) and the Purdue Engineering Shape 
Benchmark [2] (Right image). 
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ground truth system should work under realistic test and environmental conditions.  Therefore, we need to take potential 
variables into account including the amount and combination of occlusion and clutter in the scene, lighting, background radio 
and magnetic interference, nature and appearance of the parts, and the scenario by which parts are presented.  If there are 
multiple parts in a scene, the ground truth system may need to report suitably accurate locations, which may be in the world or 
sensor coordinate system depending on how the system under test reports location. 
 
In this report, we focus on static parts of sizes in the range of 30 cm x 30 cm x 30 cm volume or smaller, and consider tests 
where the parts are presented on a horizontal flat surface (shown in Figure 3) of size 150 cm x 150 cm.  We may place a mount, 
bin, or compartmented box on the platform to hold parts. A few of the possible parts used for possible experiments are shown 
in Figure 2, and possible experiments are shown in Figures 3 to 8.  These experiments include presenting: 
 

1. One part at a time in the center of the test surface (Figure 3) 
2. One part at a time at different locations on the test surface (Figure 4) 
3. Few parts at different locations on the test surface with no occlusion and no change in elevation (Figure 5) 
4. Few parts at different locations on the test surface with varying levels of occlusion and clutter and parts may have 

minor changes in elevation (Figure 6) 
5. Lots of parts together on the test surface with high level of occlusion and clutter and change in elevation (Figure 7.) 
6. Parts in a Kit box for kitting applications (Figure 8.). In a kitting type application the localization information could help 

identify parts.  
 
The ground truth requirements for each experiment are different. For most, the location information is useful, except 
experiment 1 where only identity is important. In the case of experiment 5, the ground truth systems and the system under test 
may need to provide each part’s location with relatively fine resolution.  
 

 
Figure 2. Shows Possible parts for experiments. 
 

 
Figure 3. One part at a time in the center of the test surface. 
 

 
Figure 4. One part at a time at different locations on the test surface. 
 

 
Figure 5. Few parts at different locations on the test surface with no occlusion or very little occlusion.  
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Figure 6. Few parts at different locations on the test surface with varying levels of occlusion and clutter 

 
 

 
Figure 7. Lots of parts together on the test surface with high level of occlusion and clutter. 
 

 
Figure 8. Parts in a Kit box for a kitting application. 
 
The identification system under test may be based on one of many different technologies, or a combination, which may overlap 
with the technologies used for creating ground truth. We assume remote sensing technologies are non-contact sensors, such as 
3D vision, Radio-frequency identification (RFID), or barcodes that work by sensing parts from a small to moderate distance. Any 
technology should be flexible and should work under unstructured conditions where parts do not have to be in fixed 
orientations or positions.  A default part identification system for our study has a fixed sensor looking at the test surface. For 
reporting the data, we can assume one of the following approaches: 
 

1. The system uses a proprietary sensor and algorithms, whereby we have no access to the sensor data. The lack of access 
to internal data means extra care must be taken in synchronizing time stamps and calibrating external coordinate 
systems. If we have no access to the raw data stream, we may have difficulty using some ground truth approaches, 
such as hand annotation or physics-based simulation.  

2. The system uses a standard sensor and open algorithm, for which we have access to the sensor data. These systems 
should be easier to use with all forms of ground truth. 

 
Since these are controlled test conditions, we will consider ground truth systems that use optical or radio tags attached to each 
part. On the other hand, for the systems under test, the use of tags may or may not be allowed, depending on the nature of the 
system and its expected application. A complication arises if the tags used by a ground truth system can be “hijacked” by a 
system under test – highly visible optical ground truth tags could be visible and used by the system under test, and similarly for 
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radio frequency tags.  However, the tags may not lead to an unwanted interaction – a barcode tag ground truth system may not 
interact with a shape-based system. It may be useful to have multiple options for ground truth, so one can be chosen that does 
not interact with the system under test.  
 
In the next section, we will discuss different ways of acquiring ground truth. We also present a summary of the advantages, 
disadvantages, and limitations for each approach. 
 

3. Ground-truth systems 
We organize the approaches for ground-truth systems for evaluating part recognition/identification systems into four 
categories:  
 

1) Synthetic and physics-based simulation ground-truth systems 
2) Annotation/label based ground-truth systems 
3) Platform-based ground-truth systems 
4) Physically-sensed ground-truth systems 

 
The following subsections discuss each in turn, with emphasis on the ground-truth systems that we conclude are most 
appropriate for our test procedures.  

 

3.1. Synthetic and Physics Based Simulation Ground Truth Systems 
 
We can simulate the virtual environment by placing one or more parts at different locations in the scene and/or by physically 
simulating their behavior. Realistic synthetic images can then be rendered with real-time or offline rendering [3]. We then know 
the identity, the location, and illumination variation and material and surface properties of every part and can also calculate the 
amount of occlusion and clutter in the scene. On the other hand, sensor data generated from a simulation does not exactly 
match real world sensor data despite advances in algorithms for realistic graphics rendering. The performance of parts 
recognition on synthetic images will differ from that on real images because sensor noise types and levels are not yet modeled 
with sufficient fidelity. In their paper, English et al. [4] showed that for verification and validation processes, the best solution to 
the evaluation problem may be through synthetic data generated by a physics-based simulation.  To evaluate a pose estimation 
algorithm applied to range data in a bin picking algorithm, Park et al. [5] generated synthetic images by dropping a large number 
of parts with a physics-based simulation. The authors used the simulated data both to generate a priori statistics for likely part 
orientation and to evaluate their pose algorithm. They also used data from real world experiments in their evaluation, but with 
limited metrics since they had no ground truth.  
 
Physics-based simulations can be applied to any scenarios where suitably accurate physical models exist. There are two ways in 
which it can have an advantage over real sensors and equipment in real environments: 

1) Usually there is a cost saving associated with physics-based simulation, since there is less need for expensive sensors 
and equipment for experiments; initially many problems can be modeled and simulated. However, effective simulations 
can be expensive to create – the payoff may come with standardized simulation systems that support many scenarios. 

2) Complex scenes with many parts including occlusion and clutter, as in the case of bin picking, can be simulated by 
dropping multiple parts randomly, whereas it might be more difficult and expensive to capture the ground truth 
locations and poses of all these parts in a real environment, as shown in Figure 9. 

As a disadvantage, physics-based modeling can be limited in producing accurate sensor data, since those models are not yet 
mature. 
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Figure 9. Synthetically generated scene images with physics-based simulation and modeling. Three bins with: a) 20 T-pipe 
models, b) 30 bolt models, c) 20 elbow pipe models in each bin 
 [Permission granted by the author [5] to use the Figure] 

3.2. Annotation/Label Based Ground-Truth Systems 
One popular way to create ground truth for evaluating part recognition/identification and tracking systems is by human 
annotation of images (including video, depth, or combined images). One of the commonly used desktop tools for image/video 
annotation is VIPER-GT [6]. It is possible to annotate images by drawing 2D or 3D bounding boxes depending on the sensor data, 
as shown in Figure 10a-b, which the users have annotated by drawing a 2D or 3D bounding box around a part indicating its 
identity.  In the case of 3D point cloud data, as shown Figure 10c, 3D points associated with each part can be manually colored 
differently based on their identity. 
 

(a) (b) (c)  
Figure 10a. Shows 2D annotation of parts by drawing the outlined by a 2D bounding box. Figure 14 b. shows a 3D annotation of 
parts by drawing 3D bounding boxes. Figure 3. In case of 3D point cloud data, 3d points associated with each part are different 
color based on the identity. 
 
LabelMe [7] is a very popular web based tool for image annotation and has been used for creating very large imaging 
benchmarks [28], including for the Pascal visual object classes challenge [26] and TinyImages [27].  LabelMe allows the 
annotation boundaries to be drawn along the actual boundaries of the object instead of drawing bounding boxes as in other 
annotation tools. Crowd-sourced annotation of images and video can be accomplished at low cost through platforms such as 
Amazon Mechanical Turk (MTurk) [29]. This has revolutionized the annotation of static and dynamic image datasets and has led 
to massive image and video datasets. Finally, in the KITTI Vision Benchmark Suite for Autonomous Driving [8], the 3D laser range 
data were annotated by drawing 3D bounding boxes around cars in the data. 
  
In case we have 3D range data of a scene, more accurate localization can be obtained by manually registering the parts in the 
scene with the corresponding complete parts. This can be done by selecting corresponding points, or by initializing Iterative 
Closest Points (ICP) for finer registration. 
 
Annotation-based approaches are typically applied to test areas/scenes where an area is sensed by a sensor whose data is 
suitable for human interpretation.  Annotation-based approaches have the following advantages: 

a) Complex scenes can be annotated by hand in cases where effective ground truth systems do not exist. 
b) The software is often free, allowing a low-cost entry into the project. 
c) The resulting annotated data supports analysis by multiple groups using multiple algorithms, so repeatability is good and 

cross-comparisons can be easily done. 
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Disadvantages include the labor cost of performing annotation, the variable and often unknown accuracy and reliability of the 
labels (identifications), and the fact that the annotations are mainly based on the images and recorded in sensor-based 
coordinates instead of 3D world coordinates.  

3.3. Platform-based Ground Truth Systems 
 
Platform-based systems give ground truth for part poses by placing the part on a platform that fixes the pose in advance of a 
test. There is no need to sense part position unless greater precision is needed than the fixture can provide. Part identity is also 
known in advance. Strength of platform-based systems is the ability to set fairly precise pose and location in addition to identity.  
 
A simple way to create a platform-based ground truth system is to use a Lego baseboard, pegboard, or optical bench as shown 
in Figure 11. Parts of known identity are placed in known locations in this external coordinate system, so identity can be derived 
from where the system under test places an identified part. Relative calibration of the ground truth system and system under 
test are needed. 
 

 
Figure 11. Lego baseboard or a pegboard can be used for a ground truth platform. 
 
 
In Marvel   et al. [9], the authors discuss multiple platform-based systems developed to estimate poses of parts in 6 degree of 
freedom (6DOF) Cartesian space (X, Y, and Z coordinates plus roll, pitch, and yaw) to determine performance and measurement 
accuracy of different systems. They describe three 6DOF ground truth systems utilized at the National Institute of Standards 
and Technology (NIST) (as shown in Figure 12): a laser-tracker-based system for pose measurement while the part is moving, an 
aluminum fixture-based system that can be used to fix the pose of an part while it is static, and a modular, medium-density 
fiberboard (MDF) fixturing system for location and pose for static parts. The authors provide descriptions, characterizations, 
and measured accuracies of these systems. The NIST systems were inspired in part by previous work (Radu et al. [10]), which 
used a pan-tilt mechanism to control a platform. 
  
The systems share the characteristic that a single part is held on a platform so that its pose is precisely known. The first system 
uses a robot arm, the second a rotatable metal stage, and the third a fiberboard fixture. The three systems have varying 
accuracies – the robot arm with laser tracker is accurate to about 0.01 mm in position and 0.03° in rotation; the metal platform is 
accurate to about 0.5 mm in position and 0.17° in rotation; and, the fiberboard is accurate to about 0.67 mm in position and 0.17° 
in rotation. Similarly, the three decline in precision – the robot arm can be oriented with repeatability to several decimal places 
(in degrees), the rotating platform has repeatable fixed stops at limited orientations, and the fiberboard is constructed with 
stops at 15° intervals. The first two can be made to move dynamically, while the fiberboard must be configured for each test.  If 
the robot arm is precise enough in its movements, it alone can be used to define a ground truth pose. In the NIST system, the 
laser tracker further refines the known robot position.  
 

 
Figure 12. The three systems developed and tested at NIST. [Permission granted by the author [9] to use the Figure] 



 

  

 
     

 
     

 

7 

 
Marvel et al. [11] presented the results and performance metrics of the 2011 Perception Challenge. The artifacts used in the 
challenge and the ground truth rigs with the sensor are shown in Figure 13. 
 

 
Figure 13.  The artifacts used in the challenge and the ground truth rig with the sensor mounted at top left. [Permission granted 
by the author [11] to use the Figure] 

 
 
Platform-based systems have the following advantages over other options: 

a) They are potentially of low cost, although increasing precision and accuracy can be expensive. 
b) The desired pose and location can be set in advance, although possibly in limited increments. 

 
There is a potential to use robot arms with known repeatability. The disadvantages of the platform-based approach include the 
limited position options for the low cost systems, the artificiality of the scenario, and the difficulty of integrating multiple parts, 
clutter, and complex backgrounds. This approach is best for measuring pose and location of smaller individual parts. 
 

3.4. Physically-Sensed Ground Truth Systems  
 
To evaluate the performance of part recognition/identification systems reliably, the ground truth system needs to know the 
identities of all the parts with a very high probability of correctness compared to the system under test.  Ideally, ground truth 
identity should be known perfectly. For some of the stationary part recognition tests, the ground truth identity is exact, since 
the experimenter places known parts in the scene. For some tests with moving parts or different sensors, as mentioned earlier, 
if we know the identities and locations of all the parts at the start, then if we can track them accurately we will also know their 
identities throughout the test. There are some more complex scenarios where we might not be able to use the previous 
approaches to get the true identities of parts, such as when parts appear randomly on a conveyer-belt or are randomly dropped 
into a bin for testing. In these cases, we need to rely on physically-sensed identification systems for the ground truth. An 
advantage of physically-sensed identification systems is the ability to use them to conduct long randomized tests, where parts 
are continuously fed in for identification and where manually keeping track of identity is tedious. The identification ground truth 
system can be classified based on the physical method used for identification (optical, RF, etc.). 
 
3.4.1. Optical and Vision based identification 

 
Optical identification systems can use markers or tags attached to the object, or can be markerless so they use inherent 
characteristics of the object such as shape or pre-existing texture. Since we are considering controlled experiments with the 
time to attach markers, and markerless systems have not demonstrated the reliability to serve as ground truth systems for 
identification, we consider marker-based systems here.  
 
Bar codes [12,13] are widely used for part identification in logistic environments, but have many limitations in manufacturing 
environments. Bar code scanners usually require a line-of-sight to the bar codes. They typically have to be close to the parts that 
are being identified and can scan only one at a time.  Additionally, the bar code scanners or part must physically move between 
different reads. This process limits the read rate to at best only a few per second. This has led to the development of many 2D 
symbols where a human is still typically involved in aligning the camera to read the code, such as Quick Response (QR) codes [13, 
14, 15, 16, 23].  Augmented reality (AR) tags are a related technology that allows identification. There are commercial systems 
based on visual pattern recognition technology that provide reliable and robust vision solutions for particular categories of parts 
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[17][18]. Bar codes or 2D symbols must be applied so as to be visible to the ground truth system, and in some cases preferably 
not visible to the system under test.  
 
Active optical systems use one or multiple Light Emitting Diodes (LEDs) that are successively powered in phase with the capture 
system. This provides a unique identification of each LED. The ability to identify each marker in this manner is useful in real-time 
applications and for collecting data from large numbers of objects/parts [19][20]. Time modulated active markers based on high-
speed cameras provide unique identification.  
 
For both passive bar codes and active optical systems, as noted, the presence of tags may interact with the system under test. 
Since they provide an extra clue to the object’s identity, they make the test less valid. One option is to use covert barcodes that 
are only visible and read in Ultraviolet (UV) light (http://www.uvreaders.com/). Current readers only work at close ranges. 
 
The main drawbacks of optical systems are that line-of-sight is required and the targets have a small information payload.  
 
 

3.5. Radio Frequency Identification Based Systems 
 
Radio Frequency Identification (RFID) based systems [21][22] are widely used for identification and can provide a large payload 
of information about the detected parts/objects. RFID is a wireless non-contact system that uses radio frequencies to transfer 
data from a RFID tag for the purpose of identification. A typical RFID setup consists of readers and tags and a back-end 
computer that receives, stores, processes, and transmits the information that the readers have collected from the different 
tags. There are three basic types of RFID tags: active, passive, and semi-passive. RFID readers can read hundreds if not 
thousands of tags per second without requiring line-of-sight as in optical systems (bar code, 2D symbols, etc).  Thus, they allow 
the simple automation of the reading process and making RFID-based identification very attractive for parts identification 
studies. As the identification process is automated, however, we must ensure the successful reading of all the tags within the 
readers’ field. RFID tags need to be selected for the application, considering part composition (metal parts will reflect some 
RFID frequencies), distance between reader and part, and whether the tag is passive or active (self-powered).  
 
There are still some issues with recognizing many tags simultaneously, and using them with metal parts. In a cluttered scene, 
the RFID tags may not give adequate localization, so we may know that a particular part is present, but we may not be able to 
tell where it is relative to other parts. In a scene with metal parts and considerable electromagnetic interference, the RFID tags 
may not work. One alternative, in a controlled experiment, is to create a set of plastic parts, possibly with 3D printing, and 
create an experimental set-up that minimizes Electromagnetic (EM) interference.  RFID tags could also be embedded inside the 
parts.   
 
The other RF technologies used for identification are WiFi, Ultra-wideband, near field communication (NFC) and Bluetooth. 
Given that RFID technology is well-established and offers a wide range of tag types and readers, we have limited our discussion 
to this technology. 
 

3.6. Physically-sensed localization systems 
A physically sensed system can be used to determine the position of parts in the scene, which can then be used as localization 
ground truth.  Some possible systems are a laser tracker, 3D coordinate measuring machines, optical trackers, mechanical arms, 
etc.  Any possible 3D point or 3D scanning system can be used. An example is shown below in Figure 14. We will not discuss 
these systems, because there are a number of good review papers [24][25]. 
 

http://www.uvreaders.com/
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Figure 14. 3D coordinate measuring system for parts localization. 
 

4. Conclusion 
 
In this report we have reviewed several technologies for part identification that could be used as a ground truth to test 
proposed operational manufacturing systems. Given the wide number of scenarios in which identification could be applied, and 
the variety of technologies that could be used in operational systems, test procedures may need to have multiple options for 
ground truth.  
 
Based on this review, we find the following ground truth options worth further investigation for real-time, physical experiments; 
simulation and annotation can be useful for offline analysis when appropriate: 
 

1) Two-dimensional optical markers or tags that can be read from a distance.  Questions to be answered are whether the 
tags can be applied to smaller parts and remain readable from a distance, at what distance can tags be reliably read, 
and how they can be applied so as to be visible to the ground truth sensor under most conditions.  There is an option 
for human supervision to use a handheld device to read the barcode, making the test procedure semi-automated and 
using the barcode primarily for ease of bookkeeping. 

 
2) Covert, or ultraviolet, markers not visible to the system under test.  Similar questions as above apply here. 

 
3) RFID tags on regular parts. There are multiple types of RFID tags, both active and passive, of different sizes and 

operating on difference frequencies.  Questions here are what type(s) are most useful, under what conditions can they 
be reliably read, from what distances can they be read, and what localization information can be derived to place an 
object in a scene. 

 
4) RFID tags embedded in specially made plastic parts.  In this case the RFID tag can be larger, and possibly self-powered, 

since it is hidden. A question is whether the parts can be made with appearance suitably close to real parts.  
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