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Abstract

Proceedings of the Cybersecurity in Cyber-Physical Workshop, April 23 — 24, 2012, complete with ab-
stracts and slides from presenters. Some of the cyber-physical systems covered during the first day of the
workshop included networked automotive vehicles, networked medical devices, semi-conductor manufac-
turing, and cyber-physical testbeds. Day two of the workshop covered the electric smart grid. Dr. Farn-
ham Jahanian, NSF, was the keynote speaker on day one.
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CPS; cyber-physical systems; cybersecurity; networked automotive vehicles; networked medical devices;
semi-conductor manufacturing
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1. Introduction

Cyber-Physical Systems (CPS) are hybrid networked cyber and engineered physical elements co-
designed to create adaptive and predictive systems for enhanced performance.” ? These smart
systems present a key opportunity to create a competitive advantage for U.S. industrial innova-
tion and to improve the performance and reliability of new and existing systems. From smart
manufacturing and the electric smart grid, to smart structures and transportation systems, CPS
will pervasively impact the economy and society.

Cybersecurity is a critical cross-cutting discipline that provides confidence that cyber-physical
systems, their information, and supporting communications and information infrastructures are
adequately safeguarded. CPS are increasingly being utilized in critical infrastructures and other
settings. However, CPS have many unique characteristics, including the need for real-time
response and extremely high availability, predictability, and reliability, which impacts cyber-
security decisions.

NIST is currently working in several CPS areas, including the electric smart grid, smart
manufacturing, smart buildings, and networked automobiles. This work is being led by the
Engineering Laboratory (EL), but also includes the Physical Measurement Laboratory (PML)
and the Information Technology Laboratory (ITL). ITL has a number of key areas of expertise
that are important to the evolution of CPS—interoperability, usability, reliability, and security.
Since 2009, NIST has been very active in the area of the smart grid. ITL has been very active,
providing leadership and expertise in a number of relevant areas, including communication
networks, timing, and cybersecurity. 1TL’s Computer Security Division (CSD) has provided
leadership and expertise to the Smart Grid Interoperability Panel’s Cyber Security Working
Group. Leveraging our broad expertise in relevant areas, we are now looking at the broader
landscape of cyber-physical systems, and how cybersecurity fits into that landscape.

CSD hosted a two-day workshop to explore CPS cybersecurity needs, with a focus on research
results and real-world deployment experiences. On the first day, speakers addressed CPS across
multiple sectors of industry (e.g., automotive, healthcare, semi-conductor manufacturing). The
second day focused on cyber security needs of CPS in the electric smart grid.

This docur131ent provides abstracts and corresponding slides from the plenary presentations at the
workshop.

! For more information on this definition, please see George Arnold’s slides from the workshop.

2 performance metrics include safety and security, reliability, agility and stability, efficiency and sustainability.

® The website for the event is at http://www.nist.gov/itl/csd/cyberphysical-workshop.cfm, and the agenda is available
at http://csrc.nist.gov/news_events/cps-workshop/cps-workshop-agenda_04-03-2012.pdf. The agenda document
has links to electronic copies of the abstracts and slides.
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2. Opening Remarks

George W. Arnold, DESc

National Coordinator, Smart Grid Interoperability
Director, Cyber-Physical Systems

Engineering Laboratory

NIST

Dr. Arnold joined the National Institute of Standards and Technology (NIST) in September 2006
as Deputy Director, Technology Services, after a 33-year career in the telecommunications and
information technology industry. He was appointed National Coordinator for Smart Grid In-
teroperability at in April 2009. He has been responsible for leading the development of standards
underpinning the nation’s Smart Grid. In October 2011, Dr. Arnold added an additional role as
Director of Cyber Physical Systems within NIST’s Engineering Laboratory (EL). Anticipating
and meeting the measurement science and standards needs for technology-intensive manufactur-
ing construction, and cyber-physical systems in ways that enhance economic prosperity and im-
prove the quality of life , EL promotes U.S. innovation and industrial competitiveness in areas of
critical national priority.

Dr. Arnold served as Chairman of the Board of the American National Standards Institute (AN-
Sl), a private, non-profit organization that coordinates the U.S. voluntary standardization and
conformity assessment system, from 2003 to 2005. He served as President of the IEEE Standards
Association in 2007-2008 and as Vice President-Policy for the International Organization for
Standardization (ISO) from 2006-2009 where he was responsible for guiding 1SO’s strategic
plan.

Dr. Arnold previously served as a Vice-President at Lucent Technologies Bell Laboratories
where he directed the company’s global standards efforts. His organization played a leading role
in the development of international standards for Intelligent Networks and IP-based Next Gener-
ation Networks. In previous assignments at AT&T Bell Laboratories he had responsibilities in
network planning, systems engineering, and application of information technology to automate
operations and maintenance of the nationwide telecommunications network.

Dr. Arnold received a Doctor of Engineering Science degree in Electrical Engineering and Com-
puter Science from Columbia University in 1978. He is a Fellow of the IEEE.
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Opening Remarks

Cybersecurity in Cyber-Physical
Systems Workshop

hosted by

NIST Information Technology Laboratory
April 23-24, 2012

George W. Arnold, Eng.Sc.D.

Director, Smart Grid and Cyber-Physical Systems Program
Office

Engineering Laboratory

National Institute of Standards and Technology

U.S. Department of Commerce

NIST At A Glance

Gaithersburg, MD Boulder, CO

NIST Research Laboratories ~ 2,900 employees
Manufacturing Extension Partnership ~ 2,600 associates and facility users

Baldrige Performance Excellence --1,600 field staff in partner organizations

Award _ ~ 400 NIST staff serving on 1,000 national
Technology Innovation Program and international standards committees
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The NIST Laboratories

NIST’s work enables
* Advancing manufacturing

and services Cinder Tok
* Helping ensure fair trade Nanoscale Science
* Improving public safety and

security
* Improving quality of life

Physical
Meunsurement

NIST works with
Industry
Academia i
Other agencies O
Government agencies NIST Center for ~~~_ " Materil

Measurement laboratories Neutron Research Measurement
Standards organizations

B

Providing measurement solutions for industry and the Nation
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Smart Grid: An Example of a CPS
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Smart Manufacturing: Another CPS
Application -
Smart Manufacturing refers to manufacturlagn--
production systems at the equipment, factbn
and enterprise levels that integrate cyber a
physical systems by combining:

+ smartoperating systems to monitor, control,
and optimize performance

systems engineering-based architectures and
standards, and

embedded and/ordistributed sensing, computing,
communications, actuation, and control technologies

to enable innovative production, products, and/or
systems of products that enhance economic and
sustainability performance
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Definition of Cyber-Physical Systems

Function:

Cyber physical systems are hybrid networked cyber and engineered physical elements co-
designed to create adaptive and predictive systems for enhanced performance*

Essential Characteristics:

+ Co-design treats cyber, engineered, and human elements as integral components of a
functional whole system to create synergy and enable desired, emergent properties

Integration of deep physics-based and digital world models provides learning and predictive
capabilities for decision support (e.g., diagnostics, prognostics) and autonomous function

Systems engineering-based architectures and standards provide for modularity and
composability for customization, systems of products, and complex or dynamic applications

Reciprocal feedback loops between computational elements and distributed sensing/
actuation and monitoring/control elements enables adaptive multi-objective performance

Networked cyber components provide a basis for scalability, complexity management, and
resilience

*Performance metrics include safety and security, reliability, agility and stability, efficiency
and sustainability, privacy

CPS Application Sectors and Benefits

Application Sectors:

+ Manufacturing (includes smart production equipment, processes, automation,
control, and networks; new product design)

Transportation (includes intelligent vehicles and traffic control)
Infrastructure (includes smart utility grids and smart buildings/structures)
Health Care (includes body area networks and assistive systems)

Emergency Response (includes detection and surveillance systems,
communication networks, and emergency response equipment)

Warfighting (includes soldier equipment systems, weapons systems and
systems of systems, logistics systems)

Benefits:

+ Improved quality of life and economic security through innovative
functions, production, products, and/or systems of products
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NIST CPS Context

Growing demands on NIST for standards associated
with smart systems applications

— Smart Buildings, Smart Grid and Infrastructure, Smart
Manufacturing, Smart Health Care, Smart Transportation, ...

NIST has responded with programs in individual domain
areas

Significant crosscutting technology gaps and
fundamental research challenges exist

Potential impact on manufacturing: Innovative new
classes of manufactured products, systems of products,
and production systems

CPS Platform Technology Gaps and
R&D Grand Challenges

Platform Technology Gaps (Systems-Engineering Based Architectures and Standards)

Modularity and composability

Deep-physics and digital world modelintegration

Control, communications, and interoperability (adaptive and predictive; time synchronization)
Cyber-security

Scalability, complexity management, and resilience (integration with legacy systems)
Wireless sensing and actuation

Validation and verification; assurance and certification (software, controls, system)

R&D Grand Challenges
Co-designing hybrid networked systems with integrated cyber, engineered, and human elements

Synthesizing and evolving complex, dynamic systems with predictable behavior (diagnostics,
prognostics); anticipating emergent behaviors arising from interactions

Multi-scale, multi-physics modeling across discrete and continuous domains
Incorporating uncertainty and risk into reasoning and decision-making
Modeling and defining levels of autonomy and optimizing role ofthe human

Enabling education and workforce development; technology transfer
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NIST CPS Actions

NIST CPS Working Group (EL, ITL, SCO, OLES; January 2011)

Cooperative Agreement with UMD for CPS research
(Kick-off December 2011)

— Book assessing state-of-the-art

— Market analysis to guide R&D investmenis

— Platform-based architecture and standards framework

— Fundamental research in modeling and synthesis

Short Course for Executives delivered by world class industry and
research leaders (January 19-20, 2012)

R&D Needs Assessment Workshop: Foundations for Innovation in
CPS (March 13-14, 2012)

Performance Metrics for Intelligent Systems (PerMIS) Workshop — CPS
Theme (March 20-22, 2012)

Cyber-security for Cyber-Physical Systems Workshop (April 23-24)
Planned CTO Roundtable (June 2012)

Cybersecurity of CPS: New
Challenges

Need to address all the
conventional aspects of
cybersecurity, plus

New issues and threats, e.g.

— Complex software with non-
deterministic behavior ’ P

N Exclusive

/ 1I.‘H-'IS\.r‘lc:h.-u
— Precise timing requirements ‘__

— Cyber system as a threat veg
for attack on the physical system
rather than the object of attai
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3. Implantable Medical Devices — Cyber Risks and

Mitigation Approaches

Sarbari Gupta

Electrosoft Services
Reston, Virginia USA
sarbari@electrosoft-inc.com

Abstract—Over the past decade, there has been an explosion in
the deployment of implantable medical devices (IMDs) to facili-
tate the management and treatment of a wide variety of human
health conditions. While functionality and patient safety re-
quirements have driven new generation IMDs to be increasingly
accessible through wireless communication channels, these
changes cause significant concern in terms of increased risk from
cyber threats whether malicious or unintentional. This paper
investigates the risks associated with such devices from the cyber
environment and proposes approaches to support decisions re-
garding the integration of adequate security and privacy
measures to mitigate these risks.

Keywords-medical devices; security, privacy, cyber, risks

l. Introduction

Deployment rates for implantable medical devices (IMDs)
have skyrocketed over the past decade. Devices such as pace-
makers, cardiac defibrillators, heart monitors, cochlear im-
plants, insulin pumps, infusion pumps and other similar devices
are routinely used to monitor and treat a plethora of medical
conditions. These IMDs have been increasingly accessible
through wireless channels to support functions such as emer-
gency extraction of patient health history, remote monitoring of
health status, firmware updates and local as well as remote
therapy reprogramming. As with all things connected to the
cyber world, there are known and unknown threats lurking that
threaten the reliability and safety of these devices as well the
privacy of patients who depends on them.

I1.Regulation of Implantable Medical Devices

Within the United States, the Food and Drug Administra-
tion (FDA) regulates the manufacturers, importers and resellers
of these devices through the Center for Devices and Radiologi-
cal Health (CDRH). A review of a sampling of FDA testing
guidance (e.g. for implantable cardiac pacemakers) reveals that
the “tests are designed to reasonably assure safe and effective
functioning of the pacemaker in the patient, according to writ-
ten specifications of performance, and its survival under ex-
pected environmental conditions in the body and during stor-
age, shipping and handling” [1]. FDA testing guidelines do not
appear to address the resistance and resilience of these devices
in the face of cyber attacks.

1. Review of Recent Research

Halperin et al have shown that a recent (2003) model of
implantable cardioverter defibrillator (ICD), designed to com-

municate wirelessly with an external programmer in the 175
kHz frequency range, is vulnerable to several radio-based at-
tacks that threaten patient safety and privacy [2]. Several other
research papers have pointed out similar vulnerabilities to
cyber threats and possible mitigation mechanisms [3, 4, 5, 6].

V. Security Analysis of IMDs

IMDs are tiny computing platforms that run firmware in ex-
tremely power constrained environments. They offer data stor-
age for static data (such as device information), relatively static
data (such as patient identification, medical condition, therapy
configuration) and dynamic data (such as recent patient read-
ings and audit logs). IMDs offer wireless access for read and
write operations to the data on the IMD (including the firm-
ware) to a variety of stakeholders and roles.

A. Threats, Vulnerabilities and Risks

Some of the threats to wireless IMDs include device repro-
gramming, data extraction, data tampering, repeated access
attempts and data flooding. Vulnerabilities include unsecured
communication channels, inadequate authentication and access
control, weak audit mechanisms and meager storage. The re-
sulting risks include patient safety compromise resulting from
firmware malfunction or therapy misconfiguration, device una-
vailability due to battery power depletion, patient privacy loss
due to data leakage to unauthorized parties, and inappropriate
medical follow-up due to tampering of patient readings. While
some cyber threats may be unintentional, various motivations
exist for deliberate cyber attacks, such as patient information
gathering, negative impact to patient health status, ego satisfac-
tion of the attacker, as well as gaining competitive advantage
over another vendor through negative press.

B. Impact of Security Compromise

Identification of the various data types within an IMD is an
essential step in analyzing the security and privacy risks of
such devices. Possible data types include firmware (though
technically not “data™), device identification data, patient iden-
tification and health condition data, therapy configuration data,
patient readings, audit log data, and other data.

Following identification of the different data types within
the IMD, it is useful to conduct a security categorization using
the approach described in FIPS 199 [7]. For each data type, the
security analyst asks the question: “What is the impact (High,
Moderate or Low) of a compromise to the confidentiality, in-
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tegrity and availability of this type of data?” It is useful to col-
lect the results of this analysis in a table format.

C. Authentication and Access Control Mechanisms

For each type of data identified, the authentication and ac-
cess control mechanisms applicable for extracting or updating
the data type need to be reviewed to determine adequacy of the
protection mechanisms while balancing the needs of patient
safety in emergency situations and the utility of the IMD within
a patient’s environment. This is a non-trivial exercise since the
security and privacy requirements for IMDs frequently conflict
with the requirements stemming from emergency access to
patient data and device utility in hospital and home settings.
Creative approaches may be devised to decouple data essential
for patient safety in emergency conditions from patient person-
ally identifiable information/data to allow different authentica-
tion and access control mechanisms to apply to each group of
data. Alternately, identifying different modes of operation
(such as home health setting versus open environment versus
emergency situation) to allow the IMD to apply different au-
thentication and access control mechanisms in different modes.

D. Cryptographic Techniques

Cryptographic techniques are potentially very useful to im-
prove the security and privacy properties of IMDs through
stronger authentication protocols and (confidentiality and integ-
rity) protected communications over wireless channels. How-
ever, since IMDs operate in very constrained environments
(such as device size, cost, and power availability,) traditional
cryptographic techniques and protocols may be inappropriate.
More compatible cryptographic suites and protocols need to be
devised for use on IMDs and applied in a very selective manner
to optimize the security protection from these power intensive
operations. The body of research conducted for cryptography
for sensor networks are directly applicable [8] to applying
cryptographic techniques to IMDs.

E. Audit Mechanisms

Audit logs are essential for tracking patient history and
IMD behavior over a period of time. The audit records provide
information needed for adequate patient care as well as updates
to patient therapy delivered through the IMD. Given the limited
storage capabilities of IMDs, it is possible to overflow the audit
logs through certain types of attacks on the IMD. Creative
techniques for selective overwriting of audit records based on
significance of each type of audit record may be useful. Alert
mechanisms when audit log storage space nears depletion may
also be useful for alerting the patient or the remote monitoring
facility so that appropriate steps can be taken in a timely man-
ner prior to audit space exhaustion.

V.Summary and Next Steps

Implantable medical devices pose a number of security and
privacy risks even while providing essential medical support
functions such as patient monitoring and treatment delivery.
With the proliferation of IMDs of various types, it is essential
to understand the risks from cyber threats, and integrate suffi-
cient protections and controls to balance patient safety and de-
vice utility with security and privacy risks.

10

Some of the possible next steps in this area include (i) ap-
plying risk assessment methods to better understand the threat
model and risks applicable to each type of IMD, (ii) performing
security categorization analyses to various data types to guide
optimal grouping of data to better protect each data group and
apply appropriate cryptographic techniques when appropriate,
(iii) development of guidelines for development, delivery, con-
figuration, and monitoring of IMDs, and (iv) targeted regula-
tion of IMDs by the FDA CDRH (in the United States) to im-
prove protection against cyber risks. .
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IMD2:===

/- Implantable Medical Device (IMD)
= Tiny computing platform with firmware
* Runs on small batteries
= Programmable
= Implanted in human body
= Monitors health status
= Delivers medical therapy

Pacemakers

= Implantable Cardiac Defibrillators
(ICD)

= Cochlear Implants
= Insulin Pumps
= Neurostimulators
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Deep Brain 'i @g Cochlear Implants
Neurostimulators . X T

; : Cardiac Defibrillators/
. J) Pacemakers

Insulin Pumps

Gastric ﬁg
Stimulators

Foot Drop \%2
Implants =

\

\\-"‘"- R L SR r R

Courtesy of http://groups.csail.mit.edu/netmit/iMDShield/ /
Page &

( Consists of battery, computerized generator,
and wires with sensors at tips (pacing leads)

= Wires connect generator to the heart

Pacemaker

= Records heart's electrical activity and rhythm | c..ng e
= Recordings used to adjust pacemaker therapy

= Onabnormal heartrhythm ~—
= Generator sends electrical pulses to heart ‘3‘

= Can monitorblood temperature, breathing etc.
= Can adjust heart rate to changes in your activity

= Wireless communication with Programmer
= Read battery status and heart rhythms
\ = Send instructions to change therapy

\\-“"‘-- -

Page 6

13
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( Supports blood sugar monitoring & insulin delivery
Wireless integration of Monitor and Pump
Pump pre-set with user-specific information

Monitor transmits glucose value
to pump via wireless

Pump calculates and delivers
proper insulin dosage

Pump “remembers” dosage
history

PC “dongle” can connect to Pump
to read data or update settings

-

Page 7

The internal

/ @) Cochlear implants

While hearing aids can
only amplify sound, a

nerves in the inner ear.

Sounds are picked up by a
microphane that is mounted
on the external ear piece.

The speech processor digitizes
the sound into signals sends the
signals to the transmitting coil

Schodl of Mediing

\\ﬁr -

5 The electrodes
cochlear implant trans- along the array
forms sound into electri- stimulate the
cal energy that is used remaining
to stimulate auditory . auditory

i nerve fibers

in the cochlea.

processor is placed in

the mastoid bone behind the ear. The
cochlear implant delivers electrical
energy to an array of electrodes, which
has been inserted into the cochlea.

The resulting electrical sound
information is sent through the

auditory system to the brain .

Page &
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/- IMD holds various Data Types

= Static Data
o Device make
o Model #
= Semi-static Data
o Physician & Health Center Identification
o PatientName and DOB
o Medical condition
o Therapy configuration
= Dynamic Data
o Patient health status history
o Therapy and dosage history

\ o Auditlogs /

Page 9

( “Programmer” Device communicates with IMD
= Throughwireless channels
= Usingradio frequency transmission

= PC communicates with IMD
= Through USB-port"dongles"” usingradio frequencies
= PC may also be connected to Internet

= IMD functions accessed remotely
= Read data on health status & therapy history
= Emergency extraction of patient health history
= Emergency reset of IMD configuration
= Therapy programming/reprogramming

\ = Firmware updates /

Page 10

15
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e

In US, IMDs are regulated by

* Food and Drug Administration (FDA) Center for
Devices and Radiological Health (CDRH)

* Testing focus
= Safe and effective functioning
= Different environmental conditions

= Absence of focus

&

—

\ = Resistance/Resilience to cyber attacks /

Page 11

/-A resounding YES!

= Current devices are engineered without
considering threat of a potential hacker

= Current methods to prevent unauthorized
access to IMDs include
= Use of proprietary protocols
= Controlled access to “Programmers” devices

\ = Essentially, security by obscurity! /

= b

Page 12
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K “Security researcher Jerome Radcliffe has detailed
how our use of SCADA insulin pumps, pacemakers,
and implanted defibrillators could lead to untraceable,
lethal attacks from half a mile away”

= “He managed to intercept the wireless control
signals, reverse them, inject some fake data, and
then send it back to the [insulin] pump.”

= “He could increase the amount of insulin injected by
the pump, or reduce it”

. http:/fwwrw. extremetech.com/extreme/92054-black-hat-hacker-details-wireless-attack-on-insulin- pumps/

h'- - ET... .
Page 13

IEEE.Symposium.on Security and-Privacy -

( Halperin et al, “Pacemakers and Implantable Cardiac
Defibrillators: Software Radio Attacks and Zero-
Power Defenses”

= “...animplantable cardioverter defibrillator (1) is
potentially susceptible to malicious attacks that
violate the privacy of patient information and
medical telemetry, and (2) may experience malicious
alteration to the integrity of information or state,
including patient data and therapy settlngs for when
and how shocks are administered.” :

\

- ———

Page 14
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Patient Data Extraction
Patient Data Tampering
Device Re-programming
Repeated Access Attempts
Device Shut-Off p
Therapy Update
Malicious Inputs
Data Flooding

Page 15

Unsecured Communication Channels
= Inadequate Authentication Mechanisms
Inadequate Access Controls
Software Vulnerabilities
Weak Audit Mechanisms
Meager Storage
Insufficient Alerts

\

\\h--------—-

Page 16
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/. Patient Health Safety

= Firmware Malfunction

= Malicious Therapy Update

= Malicious Inputs to Device
Patient Privacy Loss

= Data Leakage from Device
Inappropriate Medical Follow-up
= Tampering of Patient Readings

Device Unavailability
= Battery Power Depletion
\ » Device Flooding

Page 17

)
7
/.

Develop IMD Security Impact Matrix
= Develop IMD Access Requirements Matrix
= Select Appropriate Security Mechanisms

= Tailor Security Mechanisms
= Accommodate IMD Environment Constraints
= Add Compensating Mechanisms (as needed)

- J

Page 18
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pact-Analysis

( Identify IMD Data Types

= E.g., Firmware, Device Identification, Patient Identification,
Provider Identification, Health Condition, Therapy
Configuration, Patient Readings, Audit Logs

= |dentify IMD Health Delivery Commands

= E.g., Emergency reset

= Analyze Impact of Compromise
= Foreach Data Type, estimate impact
o Loss of Confidentiality, Integrity and Availability
= Foreach Command Type, estimate impact
o Loss of Availability
= Assign Impact as [LOW, MODERATE, HIGH]

\_- Tabulate in IMD Security Impact Matrix /

&

—

Page 19

Confidentiality  N/A MOD LOW MOD
Integrity N/A MOD HIGH HIGH
Availability HIGH LOW MOD MOD

- _J

Page 20
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etérmingIMD AcCess Regbirements

Develop Matrix
= By Data Type and Health Delivery Command
= By Role of Individual Accessing IMD and
o By Access Channels (e.g., wired, wireless)
= Add Required Access Privileges
= Per Basic IMD Functionality
= By Need for Emergency Access
= By Utility and Quality of Life Factors

= Tabulate as IMD Access Requirements
Matrix (IMD-ARM)

_/

L
.

Page 21

IMR.Access Requirements.Matrix (IMD-

ARIVI

Patient-
Wireless

Prescribing Read Read Read
Physician- Write Write

Wired

Maintenance Read Read Read
Physician-

Wireless

Emergency Invoke
Tech-

\ Wireless /

\"“-------- -
Page 22
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—Seléct Needed

K Overlay IMD-IAM and IMD-ARM

= Channel Protection Mechanisms

o Crypto-protected channel
o None (Proprietary Protocols)

= Authentication Mechanisms
o Password
o Device-to-device handshake
o Cryptographicauthentication

= Audit Mechanisms

o Auditable Events

o Management of Audit Space Depletion
= Alert/Alarm Mechanisms

o Audible Alarms

\ o Automatic Device Resetto Safe Mode

= Select Security Mechanisms to Protect IMD Data/Commands

Page 23

IMDs subject to many constraints
= Device Size

= Cost

= Power

Computational Capability

Storage

= Adjust security mechanisms to
accommodate constraints

= E.g., Add Alarm if authentication can’t be
strengthened for certain Data Types

\

= —

w

Page 24
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) Secufing IMDs

/- Battery and Power Limitations

= Power usage mustbe minimized to extend battery life
= Battery depletion has devastating health consequences

= Use of Cryptographic Techniques
= Highly Constrained Environment (cost, power, storage)

= Compatible Crypto Suites/Protocols Needed
o Crypto for Sensor Networks

= Audit Mechanisms

= Limited Storage Area on Device
o Attacks may generate deluge of audit entries

= Managing Audit Space Depletion
\ o Selective Overwriting; Alarms (Audible orto Remote Monitor) /

Page 25

MDs;and-S&eurity

/- IMDs — Essential in Current Healthcare
Environment

Wireless Access
= Promotes Usability and Utility
= Poses Significant Security and Privacy Concerns
Risk-based Mitigation Approach
= Determine Security Impact for Data Types
= |mplement Adequate Security Mechanisms
= Balance Security/Privacy with Safety/Usability
Further Work
= Models for IMD security and privacy
\ = Crypto-suites for IMD environments /

Page 26
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= “Implantable Pacemaker Testing Guidance,”
hitp:/lwww.fda.gov/downloads/MedicalDevices/DeviceRegulationandGuidance/GuidanceDocum
ents/UCMO081382. pdf.

] D. Halperin, et al, “Pacemakers and Implantable Cardiac Defibrillators: Software Radio Attacks
and Zero-Power Defenses,” Proceedings of the 2008 IEEE Symposium on Security and Privacy,
Oakland, CA, 2008.

. D. Halperin et al, “Security and Privacy for Implantable Medical Devices,” in Pervasive
Computing, Vol. 7, No. 1, January-March 2008.

. 5. Capkun, “On Secure Access to Medical Implants,” Workshop on Security and Privacy in
Implantable Medical Devices, Lausanne, Switzerland, April, 2011.

= S. Cherukuri, K. Venkatasubramanian, and 5. Gupta, “BioSec: A Biometric Based Approach for
Securing Communication in Wireless Networks of Biosensors Implanted in the Human Body,”
Proc. Int’l Conf. Parallel Processing (ICPP)Workshops, IEEE CS Press, 2003, pp. 432-439.

. T. Denning, et al “Patients, pacemakers, and implantable defibrillators: human values and
security for wireless implantable medical devices,” Proceedings of the 28th international
conference on Human factors in computing systems, ACM New York, NY, USA, 2010, pp 917-
926.

] National Institute of Standards and Technology “FIPS Pub 199: Standards for Security
Categorization of Federal Information and Information Systems,” FEDERAL INFORMATION
PROCESSING STANDARDS PUBLICATION, February 2004.

. 8. Fischer and M. Zitterbart, “Security in Sensor Networks,” Information Technology: Vol. 52,
No. 6, 2010, pp. 311-312.

;h\\.""--.-.-.-——- .
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tact Inférmation

= Dr. Sarbari Gupta — Electrosoft

= Email: sarbari@electrosoft-inc.com

= Phone: 703-437-9451 ext 12
\ = Linkedin: http://www.linkedin.com/profile/view?id=8759633

Madencal

Page 28
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4. Safety-Critical Automotive and Industrial

Data Security

André Weimerskirch

ESCRYPT Inc.
Ann Arbor, MI, USA
andre.weimerskirch@escrypt.com

I. Introduction

Automotive and industrial data security is researched for
almost a decade now and the author started doing research and
working in this area in 2003. Recent attacks impressively
demonstrated weaknesses that were anticipated for a while
now. In the area of automotive data security, a research team of
the University of Washington and University of California, San
Diego, was able to hack into a modern vehicle and control the
vehicle [2][4]. The team mounted attacks via external interfac-
es, such as Bluetooth and cellular connection, and internal in-
terfaces, such as USB flash drive and CD. The research team
was then able to replace the firmware of safety critical compo-
nents and was thus potentially able to crash the vehicle. Bailey
presented an attack at the Black Hat congress to undermine the
remote unlock and remote start mechanism of a car via smart-
phone [1]. Similar threads also exist in less researched areas,
such as automatic mining, industry production robots, and con-
struction site machines. Even in very remote areas similar con-
cerns arise. For instance, advanced fire alarm systems (e.g. for
an office building) are controlled by an embedded computing
system and the compromise of such a system might be fatal.

Data security and privacy is well understood for regular In-
ternet systems, consisting of PCs, servers, network equipment,
etc. However, even there no proper security strategies are in
place for the majority of systems, as shown by the daily news
about compromised financial institutions, government organi-
zations, and critical infrastructure components. The situation is
very different in automotive and industrial security systems.
Unfortunately, this difference is not well understood and very
often leads to poor security design and security weaknesses in
the first place. Fortunately, no actual attack was ever reported
to automotive and industrial systems. However, we believe it is
only a matter of time until the knowledge becomes widespread
and attacks will be mounted. We believe that security in the
automotive area is most researched and understood, and that
the results can be applied to further industrial security systems
such as machines, industry robots, fire alarm control systems,
etc. Therefore the remainder of this article will often make ref-
erences to automotive security systems.

11.Background

The threat model for safety-critical automotive and indus-
trial systems is quite different to traditional network systems.
Comfort and remote maintenance features are connected to
safety critical systems. For instance, in a passenger vehicle

there is a physical network connection, typically via CAN bus,
between the infotainment system (that in turn might be con-
nected to Bluetooth, Wi-Fi, and cellular data connection) and
the safety critical powertrain components. Especially during the
last few years, there is an increased desire to provide commu-
nication features due to raised consumer expectations. Con-
sumers expect a vehicle with infotainment systems that resem-
bles modern smart-phone comfort features and that provide
Internet connections. Industry robot and machine owners ex-
pect remote control and maintenance features. At the same
time, cost pressure does not allow implementing failure-safe
security mechanisms (e.g. by using two physically separated
communication bus systems within a vehicle, with redundant
components that are connected to both bus systems). The threat
model for safety-critical automotive and industrial systems is
summarized in the following:

e Assumptions and limitations: automotive and indus-
trial systems often provide physical access to the de-
vices. However, these systems do not provide a perma-
nent Internet connection and it is often not possible to
regularly update software, as we are used to from the
PC world. In fact, for today’s passenger vehicles soft-
ware updates are only performed upon customer’s de-
mand or in case of noticeable malfunction.

e Attacker motivation: as of today, there are no known
attacks, mainly due to the significant effort required to
mount attacks and due to the missing motivation. In
particular, there is no financial motivation. The more
business models are introduced, e.g. subscription ser-
vices for the infotainment platform, and the more mo-
tivation there is for attackers to undermine the system.
Attackers might then extend their attacks due to curios-
ity, or they might accidentally uncover safety critical
attacks. Another potential group of attacker belongs to
the curious hacker on the hunt for spectacular hacks.

e Attack targets: potential targets are the safety critical
components, the remote maintenance feature, and un-
dermining financial business models. Attackers might
target competitors to deactivate machines in a con-
struction site, and attackers might offer their services
as an illegal business to interested parties. A further at-
tack target is the extraction of information, e.g. from
the devices of a competitor, in order to gain confiden-
tial and privacy-sensitive information.
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e Likelihood of attack: today the effort to mount an at-
tack in terms of knowledge and financial resources is
significant, and there are easier and less costly ways to
harm wvehicle passengers. However, once the
knowledge becomes widespread, and once attacks can
be mounted very easily, the likelihood of attacks will
increase.

e Impact and risk of attack: the impact of attacks is
significant, thus leading to a high risk level. A success-
ful attack can potentially harm people.

1. Countermeasures

Currently there are no legal requirements or guidelines
available to the manufacturers of such systems. There is also no
security standardization available. However, there are several
research projects that will provide approaches to counter the
described attacks. We believe that security in such systems
needs to be approached by considering the following layers:

1. Applications and operating system: applications shall
be implemented wusing current state-of-the-art
knowledge and proper processes. For instance, there
shall be no software modules included that is not actu-
ally needed (often used when legacy systems or open
source software is used).

2. Virtualization, hyper threading & microkernel: We
believe that it is impossible to implement applications
and a full-blown operating system without security
weaknesses that will be discovered over the life-span
of the device. Therefore we suggest the use of virtual-
ization and microkernel technology. The microkernel is
a relatively small kernel (around 10,000 lines of code)
that only provides the essential kernel features. Since
the kernel is fairly small in terms of source code, it can
be assumed that there are no significant security weak-
nesses in the microkernel. The actual operating system
and applications visible to the user are executed in a
compartment. If a compartment is hacked, the attack is
limited to the confinement of the compartment. The
European Union funded OVERSEE project [5].

3. Secure hardware: attacks can potentially endanger
safety of life and therefore we suggest introducing a fi-
nal security barrier at the hardware layer. Such a solu-
tion must be cost efficient due to the cost pressure. The
European Union funded EVITA project [3] considers
secure computing platforms for automotive systems.
Furthermore, the equivalent of firewalls or gateways
can be introduced to control traffic between the com-
fort and maintenance components, and the safety criti-
cal components.

V. Outlook

The full presentation will provide an overview of today’s
attacks and will detail the attacker model. Special consideration
will be given to available countermeasures and the most inter-
esting research projects will be described. Finally, suggestions
for improvements will be made. These might include security

26

certifications for safety critical systems, such as Common Cri-
teria and FIPS 140-2 security certifications, and it might be
wise to setup a CERT for safety critical automotive and indus-
trial systems.
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- escrypt
Communication and Cars yp

= "If vehicles had developed in
the same manner as
telecommunications, then an
average car would reach top
speeds of 10° km/h at 400
million horse power, and the
car would be hacked four
times per year”
- Prof. Christof Paar

escrypt Inc. — Embedded
31 ¥
Automotive and Industrial Data Security

+1-734-418-27¢

Digital revolution in vehicles escr'ypt

1960s 1970s 1980s 1990s 2000s 2010s
= Vehicles changed from mechanical to software based systems
= Software and electronics accounts for up to 50% of total cost
= Software and electronics is a market distinction today

= Modern cars come with up to 80 CPUs, 2 miles of cable,

several hundred MB of software, and 5 in-vehicle networks

esaryptine. - Embedded Security
315 E Esenhower Parioway. Suite 214
Arn Arbor, MI 48108, USA

Automotive and Industrial Data Security
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Hacking escrypt

Trojan-Horse MP3s Could Let
Hackers Break Into Your Car
Remnte_.ly, R_ese_archt_ars Find

= Recent media reports suggest
that data security in vehicle
becomes an issue
— Remote attack to vehicle by
manipulated MP3 file via
Bluetooth connected cell phone
— Weakness in telematics module to
gain remote access via cellular
connection

— Weakness in Bluetooth stack to
gain access to CAN

— Then remotely flash new firmware, = St Bt e e
e.g. for brake ECU: lock left rear R ————
brake once car reaches 70 mph. = S
Attacker can be on another - -

continent. ol tiisad
Source: http:/fwww.popsci.comycarsfarticle/2011-
03/bluetooth-music-and-cell-phones-could-let-hackers-
break-your-car-researchers-say

escarypt Inc — Embedded Security
Aimomotive snd [ndustnial Data Securty ii_:‘EEmlpm:{' o

+1-734-418-2797 info com

Hacking escrypt

= Same researchers found local attack
— Connect laptop to OBD-II port and flash manipulated firmware
— Insert manipulated CD or USB flash drive to inject manipulated
firmware
= Remotely mounted hacks via Internet to remote engine
start and remote vehicle unlock have been demonstrated
as well by other researchers.

= Knowledge is proprietary and no known attacks are
known. However, it is a matter of time until the
knowledge will leak.

enrypt Inc. - Embedded Securty
115 £ Enenhower Parbmay, Tue 214

Automotive and Indusinal Dats Seosnty Ann Arbor. MIS8108, USA
+1-TH-418-1797 mfo@emryptom
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Financial Damage escrypt

= Counterfeit black market
is a gigantic problem

MARKETS COUNTRIES RECIS

¥ Counterfeit Auto Parts Black Market Value

Preduact Valwe: 445 Dilllion

= Odometer rollback

— 6 billion Euro damage per Source: hitps/fareonh comfact:
year in Germany
gl o Dig T Mileage Cormection
— 10-30% of all sold used Q@ o
vehicles manipulated in USA e
Source: http: .ebay.com

Antomotive and Industrial Data Securiy

Financial Damage escrypt

= Warranty fraud
~ Owner performs ChIPWNING s e s s s o R

to increase engine power e
— Engine blasts and owner
flashes original firmware

Sumy ]

lary Bosgee Pephacton
i A b e B T SR

Source: http:fferww.ebay.com

eirypt Inc. - Embedded Security
3015 E Enpnbcrwst Parowsy, Solte 214
Asn Arbed, MI 42108, LISA

Aumomotie and Industrisl Dats Security
#1-TH-413-T797 infoascryptcoem
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Privacy escr‘ypt

= Event Data Recorder (EDR)
record Informat!on durlng g‘ " NHTSA Working on Automotive Black
crashes and accidents. il Box Standards, May Relsass

Guidelines Next Month

= Navigation units include T R—————
list of recent targets LT T

[r-Fry———

= Theft protection devices oo

Adminisie ticn Py mak ux mu data
e -:-'I-ﬂ.»'u-l-:-c e

track vehicles via GPS for 8 bl st o oecth s

Evaiit data Fecondans (E06] are devioas

Fready ratalled n jora ptomabies, and

rcer d elermatasn durng nhicty (s oo
1. sl

arce sheckiomeidly Layger
the ersgese o dramat
II'-' 0= recordh e w
Foduces 4 shasabal ¢ ﬂll rlll' momarts
| ehore Ih acodend
Sonarce:
hitp:ffererw dailytech. comyMHTSA+Working +on+Automotive

+Blacks+BoxsStandardssMay+ Release+Guidelines+Next sMon

Autamatie and [ndustrial Data Security

Area full of Pitfalls: Aftermarket esc Pypt

Hacker Disables More Than 100 Cars Remotely Duteh Police Used TomTom's GPS Data To

By s Fosaen il e 1F, 2600 | 152 0 | Cotegieeis Deelined, Cnave, CySpiieluEe HBES 0 SR TnmmSpEWIFrs

e Than 100 drivers in A, Tews fousd Thelr
€075 it of T hofri Fonkang oul of contal
AR X0 TGS AN AMOK N 3 WD hated venicie
RN Ty Ny whed i el e
attenbon of consameTs delnguent n e o
[y

(JE°S

Pl woth Awrsln's High Tesch Crame Unid on

bricks-cars/

= Be careful who “upgrades” =

Source: hit hetwo-
your car! st PffWWﬂplﬁgfhhp_sj_'t :

ta-to-target-g 751:‘-1?&f‘10]:‘l

i r..-|:|| lee. = Emibedaed Security
e 7, 4

Auromotive arsd Incustrial Data Secusty
1= T34 l]! ITHT infoesorypt oo
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Underlying Problem: esc r‘y:pt
Vehicle Architecture e

* There is a physical connection between safety relevant bus and non-
safety bus

- E.g.speed adjusted volume

- Note the physical connection between cellular, USE, SD, HML and safety critical
powertrain components

= The complexity of code increases, mainly due to infotainment
— Almost impossible to avoid security flaws
* Access to bus via OBD-II, or remotely via infotainment system

Automtiee ared [ncustrial Dats Seosnty

Why is data security in vehicles escr‘ybt
special?

= Safety critical: a hacked vehicle
might be different than a
hacked PC

= Vehicles cannot regularly update
software l

= In many instances, attacker has
physical access

» More infotainment will be
introduced

» Modern cars include 100 million
lines of code
— Industry average is about one

security flaw per 1,000 lines of
code

7 Around 100,000 flaws?

Aumnmotive and Indusingl Data Secanty
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Why is automotive security escryi)t
different to PC security (and hard)? ™™

= Combination of safety and infotainment
— Buyers demand modern connected infotainment systems
— If a PC is hacked, data is lost. If a car is hacked, life is at stake.

= Automotive software cannot easily be updated
— No monthly security update

= Attacker might have physical access to vehicle

Amomotive and Indusingl Dats Secanty

Safety and Security escrypt

Safe and reliable
Operation relatively new challenge
since the introduction of
wireless communication and
advanced infotainment

well understood -
processes are in
place

Reliability Security

Protection against defects Protection against

targeted hackers

Antomotive and Industrial Data Securiy
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Overview escl yp t

Introduction and Motivation

Risk analysis

Current and future security solutions
Conclusions

Automateee and Industrial Data Securiy

Who are the attackers? eser ypt

= Today: different to iPhone hacker community (challenge,
curiosity), similar to Pay-TV hackers; purely financial
motivation

» Almost all attackers are active in black market
— lllegal organizations
— Mainly financial motivation
— Significant financial damage

= Some individual "attackers” are motivated by curiosity
— To turn off "annoying” seat belt warning
— Turn off TV lock
— Academic teams

Any damage?

v

Ampmotive and Indusinal Data Seodnty

34



NISTIR 7916

Who are the attackers? (continued) escrypt

= The attacks are implemented and sold by black market
organizations

= The user of the attack is in almost all cases the vehicle
owner
— Odometer rollback
— Chip tuning

— Buyer of cheap counterfeits (did you ever buy an original car
key for $250)7

= Question:
— Will there be attackers to mount safety-critical attacks?
— How will the attacks be offered/distributed?

Aanemethee and Industrisl Duts Security

Who is damaged? il ypt

= In many cases the buyers of used cars
— Odometer rollback
— Chip tuning (shortens engine life-span)
— Counterfeits (shorter life-span)
— Stolen vehicles (either direct damage, or damage due to increased
Insurance rates)
= Only a few cases where car makers are damaged directly
— Counterfeits: lost sales

— Potentially fines by EPA: if it becomes known that chip tuning is
very easy, and that engine after chip tuning violates emission
regulations

— Warranty fraud: engine burns out after chip tuning during
warranty period

Aufomodtive and Indusinal Data Secarty

35



NISTIR 7916

36

: : escrypt
Who is damaged? (continued) yp
* Indirect damage for car I rors ool EE——
makers might be significant PRI
— Lostsales if insurance rates - i
due to high theft are s
significantly higher than of -4-- e —
competitors SO e
— Lost sales if there is negative source
press httpef e ' L¥ 1 70,00.htmd

» Some pressure on car
makers to introduce
security

Automotive ard Incustrial Data Security

Overview escrypt
= Introduction and Motivation

= Risk analysis

= Current and future security solutions

» Conclusions

Antomotive and Industrial Data Securiy
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Examples of I'T-Security escryb t
Applications in Vehicles

Theft protection
Remote unlock
Keyless entry
Odometer manipulation
Vehicle tracking
Bluetooth and Wi-Fi
eCall
Tolling
Business models
= Feature activation
= License agreements
= Copyright protection
Warranty: prove manipulation of firmware
Counterfeiting of components and spare parts
Vehicle-to-vehicle communication

Ampmotive and Indusinal Data Seodnty

: escrypt
Security Features: Today yp
Software-
= Secure flash Development
programming ©)
— OEM signs firmware pm;mm M
(usually RSA) code
— ECU verifies OEMs e
signature digital
— Built-in public key in signature ——
ECU that can be 1 | ®
replaced with new ©) (Device
bcc‘lc-!oader Trust Center Pubic | (3
— Certificate based - key
systems are going to pr;::r'e c?n::;i:r \
be implemented

Aumomotive and [ndustrial Dats Secarity
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Security Features: Today escr‘ypt

= Filter in gateway
— Whitelists: designer explicitly define which packets are relayed
between different bus systems
= Plausibility checks
— Part of safety validation
— Each ECU checks whether input is reasonable
— If not, input is discarded and fail-safe mode is activated

04/23/2012 Automotive and Industrial Data Security

Security Features: Today escr‘ypt

» Standard security
— E.g. Bluetooth security based on PIN entered pairing

= Proprietary security
— Theft protection
— Feature activation

» Most OEMs focus on remote attacks

04/23/2012 Automotive and Industrial Data Security
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Future In-Vehicle Security Layers escr‘ypt

= Need for layered in-vehicle security:

App Store: Certificati
Application Layer: integrity of applications ‘ Pfopceszre ertitication

Operating System: secure operating environment - Hardened OS

Virtualization Layer: separation ‘ :ilsrzrkg?r::ﬁdcl)r:/gEgggE

Hardware Layer: separation between powertrain and Secure boot and secure
infotainment, support for higher layers key storage: EVITA

04/23/2012 Automotive and Industrial Data Security

Virtualization and Microkernel escr‘ypt

= Rule of thumb: one security weakness per 1,000 lines of
code
» Linux and Windows have many million lines of code
— Thousands of security weaknesses
= Design microkernel
— Remove drivers and non-essential modules from kernel
— Between 10,000 and 100,000 lines of code
— Hope: find all security weaknesses before deployment
— Hope: formal verification of correctness

04/23/2012 Automotive and Industrial Data Security
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Hyper-Threading escr‘ypt

App 3 |_| App X
App 2
App 4

Secure- Secure-RTOS Purpose 0S

04/23/2012

Approach: OVERSEE efEEth

= OVERSEE: Open Vehicular Secure Platform

= Objective: Providing a standardized generic
communication and application platform for vehicles,
ensuring security, reliability and trust of external
communication and simultaneous running applications.

» European Union funded project (3 million EURO)
= Runtime 2010 - 2012
= Members: Volkswagen, ESCRYPT, Fraunhofer, Trialog,

Technical University Berlin, University of Valencia, Open
Tech

= More information at www.oversee-project.com
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. escrypt
Hardware Security il g

1. Hardware as ultimate separation between local and
remote interfaces and powertrain
— "Automotive Firewall”

2. Hardware as security anchor for higher layers
— Protection of software manipulation
— Secure boot
— Secure key storage

= Fast crypto performance

EVITA Security Levels eh,ssrypt

fa) Full version for V2X and large ECU! leve!

= EVITA Full: V2X (one |/
per car) ="

=T
[

Tha camm. | |
eartica

- e

= EVITA MEdium: fUr i) i wersion for standard ECU ivel
advanced ECUs T e e e [
(gateway, headunit, [ e = =
engine control) L[ i

fe) Light vergion for serserfoctuator ECL level

= EVITA Light: for X el i = )
sensors, actuators, ... e B b o
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EVITA in Cars eh,ssrypt

EVITA provides hardware extensions

— Just some more chip area

— Cost very low

= EVITA does not provide security known from dedicated
security controllers such as smart-cards

— Only basic tamper resistance

= EVITA Light was standardized as Secure Hardware Extension
(SHE)
— Available by several semiconductors
— Automotive grade

= A controller that implements EVITA Medium was recently
introduced

42

Security of Future Vehicle esc r‘y:pt
Application: V2X .

= Vehicles are equipped with Wi-Fi
(but 5.9 GHz) and regularly
broadcast location, speed, vehicle
category, time, ...
= Receiver application creates map
of environment (no line of sight
necessary)
= Receiver safety application notifies
driver
- E.g. immanent crash warning
= Probably the "hottest” security
application in vehicles today
— 260 million nodes
— Full of privacy pit holes
— Security and safety intermix
» Security was recognized as major
component and introduced from
the beginning!
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. escrypt
Overview bartibos )/p

Introduction and Motivation

Risk analysis

Current and future security solutions
Conclusions

: escrypt
Conclusions 1/2 it o

= Passenger vehicles are more and more connected

— Users demand for infotainment known from mobile phones
= Main concern is introduced by connectivity

— Infotainment, wireless connectivity, telematics, V2X
= Recent academic attacks suggest that modern

vehicles are vulnerable to serious hacker attacks
— No actual attacks known though
— Knowledge very proprietary

= Also a problem (but not considered here): privacy
— E.g. tracking based on RFID air pressure sensor
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: escrypt
Conclusions 2/2 bl o

= Car manufacturers work on solutions
— Plenty of data security mechanisms already implemented
today
— Powertrain needs to be efficiently separated from external
communication channels
* Lots of momentum
— Semiconductors introduce automotive security controllers
» Secure Hardware Extension (SHE)
« EVITA Medium (HSM)

— US DOT discusses introduction of automotive Information
Sharing and Analysis Center (ISAC)

— SAE set up Vehicle Electrical System Security Committee

0:4/23/2012

escrybt

Embadded Secuntys
[

Or, rdrd Wielmarskirch
[ ]
andreweimerskinch@escrypt com

0:4/23/2012




5. Keynote Speaker: Dr. Farnham Jahanian

Dr. Farnham Jahanian
Assistant Director for CISE
National Science Foundation

Farnam Jahanian serves as the National Science Foundation Assistant Director for the Com-
puter and Information Science and Engineering (CISE) Directorate. He guides CISE, with a
budget of over $650 million, in its mission to uphold the nation’s leadership in computer and in-
formation science and engineering through support of fundamental and transformative advances
that are a key driver of economic competitiveness and that are crucial to achieving national prior-
ities. Dr. Jahanian is also co-chair of the Networking and Information Technology Research and
Development (NITRD) Subcommittee of the National Science and Technology Council Commit-
tee on Technology, providing overall coordination for the activities of 15 government agencies.

Dr. Jahanian is on leave from the University of Michigan, where he holds the Edward S. Da-
vidson Collegiate Professorship and served as Chair for Computer Science and Engineering from
2007 — 2011 and as Director of the Software Systems Laboratory from 1997 — 2000. His re-
search on Internet infrastructure security formed the basis for the Internet security company Ar-
bor Networks, which he co-founded in 2001. He served as Chairman of Arbor Networks until its
acquisition by Tektronix Communication in 2010. Dr. Jahanian holds a master's degree and a
Ph.D. in Computer Science from the University of Texas at Austin. He is a Fellow of the Asso-
ciation for Computing Machinery (ACM), the Institute of Electrical and Electronic Engineers
(IEEE), and the American Association for the Advancement of Science (AAAS).
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Secure Smart Systems:
A Global Imperative

Farnam Jahanian
CISE Directorate
MNational Science Foundation

NIST Cybersecurity for Cyber-Physical Systems Workshop
April 23, 2012

Smart Infrastructure

Imagine a day where...
static infrastructure is adaptable and safe

Irrges Crdil: MicoEran, I, ﬁ
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Environment and Sustainability

Imagine a day where...
we can forecast and mitigate ecological change

Health and Wellbeing

Imagine a day where...
wellbeing is pervasive and healthcare is personalized

Training

Coaching
Chronic Care — Decision Support
Pulmonary Social Networks % = Psc-t:]:tt_inn
s gﬂfx} Health Information = cpl de;i;f:“
= | :
Boitiis =5 | E— E\rldence1
il = ey E
= [ e—— é :
| g . ‘i

Blood
Pressure |
-

Inference

Gait
Dataminin

I

Balance =
— Performance

Prediction
Early Detection

Step Size
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Smart Grids

Imagine a day where...
energy is efficiently used and intelligently managed

Emergency Response

Imagine a day where...
we can prevent, mitigate, and recover from disasters
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Transportation: Safety and Energy

Imagine a day where...
traffic fatalities no longer exist

..-.Lll_::..-_* =

» .- ;ﬁf‘;ffﬂﬂ ?ﬂ \

The Promise

Advances in cyber-physical systems hold the
potential to reshape our world with more responsive,
secure, and efficient systems that:

« transform the way we live
» drive economic prosperity
« underpin national security
« enhance societal well-being
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. Image Credi: MicroSiawm, oo, 4

CPS and National Priorities

Manufacturing, Environment & Emergency Response Health & Wellbeing
Robotics, & Smart Sustainability & Disaster Resiliency
Systems

*t s
Jad
POy & 'S5l
brresge il Cierodne mage 2 lrnagps el Thiesd Sk
Transportation & Broadband & Secure Cyberspace Education and
Energy Universal Connectivity Workforce

Development

A National Imperative

* 2007 PCAST NITRD Report —
Recommended cross-disciplinary
programs to accelerate work in CPS by
Federal R&D agencies

* 2010 PCAST NITRD Report —
Expanded this recommendation to
energy, transportation, health care,
and homeland security

* 2011 PCAST Advanced Manufacturing
Report — Recommended investments
to strength US leadership in the areas
) of robotics, cyber-physical systems,
' and flexible manufacturing @
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Cyber-Physical Systems

Deeply integrating computation, communication, and control into
physical systems

Transportation

=Faster and safer

Pervasive computation,
sensing and control
Networked at multi- and

extreme scales ol e
Dynamically —
reorganizing/reconfiguring
High degrees of automation
Dependable operation with
high assurance of reliability,
safety, security and usability . *More ralizble power gri

=Highways thal allow de
safety

y Situation
Awareness
Humans as
SENEIS
feed rmult-

muodal data
sireams

pllers} --x’ﬁervasive Computing

Social !_l'l_qu!'“ﬂt_'ﬁajj: Smart Hearth Care

Bloed pessire = « & = &
Spl, B5R = .;}
Sl:l'l:ial Kscelopmetar
Sensing F
Spurce: Sajal Das, Keith Marzulla brage Credit: beage couriesy of Uriversity of Florkds
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A Sea of Sensors

We swim in a sea of sensors and are drowning in data:

— Ability to analyze data in real-time and retrospectively; to create context
for decisions; and to offer meaningful actionable feedback

— As called for in the 2010 PCAST report, networked systems that not only
scale up, but also scale down and scale out:

* Smart, miniaturized, low-power, adaptive and self-calibrating
instrumentation

* Embedded sensors everywhere and connecting everything via
networks leading to wide-scale sensing and control

Research challenges:

- Develop new scientific and engineering principles, algorithms, models,
and theories for the analysis and design of CPS.

- How do we build systems that combine the cyber and the physical world?
Abstract representation of the physical world? Models for interaction w/

the physical world? @

Realizing the Potential of CPS

» Establish a scientific basis for CPS: unified foundations, models, tools, and principles

* Synthesize knowledge from disciplines that interface the cyber and physical worlds to model and
simulate complex systems and dynamics

* Enable usability, adoption, and deployment of complex systems through fundamental cognitive,
behavioral, economic, social, and decision sciences

= Design for reliable, robust, safe, scalable, secure, and certifiably dependable control of complex
systems = CPS people can bet their lives on

* support networked, cyber-physical systems with built-in assurance, safety, security, and
predictable performance

* Develop, document, and disseminate research-based standards and best practices for CP5

* Advance cyber-enabled discovery and innovation to enhance understanding and management of
complex systems

* Prepare the next generation of talent for CPS through education and workforce development

Enable a research community and Bridge previously separated areas Develop new educational strategies

workforce that will be prepared to of research to develop a unified for a 215t century CPS workforce
address the challenges of next systems science for cyber-physical that is conversant in both cyber and
generation systems systems physical aspects of systems
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NSF CPS Awards Span Many Sectors

Assistive Medical Technologies: Programmable second skin senses and re-
educates injured nervous systems. (Eugene Goldfield, Harvard Medical School)

Image Credi: Wyss inshiule, Hanard Uevarsity

Environmental Sensing: Modeling and Autonomous Vehicles: Development of

software allow actuated sensing in dynamic precision and real-time sensors, smart
environments, such as rivers. (Jonathan algorithms, and verification tools enables

Sprinkle, U. Arizona; Sonia Martinez, UCSD; sﬁi:fl;dr::g:-g éﬁl’a- g?ggl;unathan “Ray’
Alex Bayen, UC Berkeley) jkumar, ,etal)

A World of Cyber Threats

* DDoS attacks = Botnets

* Worms = Phishing

* Trojan Horses ® |nsider misuse
* Spyware " Data theft
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How can we design, build and verify reliable, predictable,
safe and secure cyber-physical systems upon which people
can - and will - bet their lives?

Why is the Cyber Security Challenge so Difficult?

* Attacks and defenses co-evolve: a system that was secure
yesterday might no longer be secure tomorrow.

* The technology base of our systems is frequently updated to
improve functionality, availability, and/or performance. New
systems introduce new vulnerabilities that need new defenses.

* The environments in which our computing systems are deployed
and the functionality they provide are dynamic, e.g. cloud
computing, mobile platforms.

* The sophistication of attackers is increasing as well as their sheer
number and the specificity of their targets.

* As automation pervades new platforms, vulnerabilities will be
found in critical infrastructure, automotive systems, medical
devices.

* Cyber security is a multi-dimensional problem requiring expertise
from CS, mathematics, economics, behavioral and social sciences.
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The Early Years: ‘Cyber Vandalism’

* Primary motivation of hackers was bragging rights

* Worms and viruses intended to simply wreak havoc
on the infrastructure

* These were availability attacks: impacting network
access and services, and often, reputations

The Rise of Botnhets: Cyber Crime

Dramatic Transformation and Escalation
— A compromised system is more useful alive than dead
— A compromised system provides anonymity

— A network of compromised hosts provides a powerful delivery
platform

Botnets represent today’s attack platform
Botnets will continue to dominate how attacks are launched

Primary Computer | Domeuters Y . - —
Conitrol s Oeaned | Deaned ’- s, & -I' — e 3 —_——
Mechaniam | facan) | jzaae) N . AN s
1 Win3z/Rimerud  Other LED7F7E  L7T4EIE0  -RINY : [ _aleg = *»
[ T
P Winilialirean HTTE 1AG5ARS 1,005, 07 -HIRT ‘
3 Win3zHamwen  IRC LI7380 7R3 -BOINY ]
]
4 WindlPushbat I 474,761 ShEiEE  MIMA 4 | ‘

5 Wi 31ACk: IRC 597,554 3BETS  -ZEON W | \'
Imagge Craclit: Arbor AMptwosks

Microsoft desktop antl-matware products remaned Bots from 6.5 milllon computers around the world in 2000 [Microsoft SIR v)
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Cheaper, Better, Faster

* While Internet threat complexity Domain Generation
is increasing at a dramatic Signed Updates
rate, costs are dropping Torpig

Conficker

VEII?.IIIII

Encrypted P2P
Worms Botnets
Slammer Nugache
Blaster Storm

\ ! 5500 a kit {SpyEve}I

Complexity/Cost

2004

T-I me brase Credi: Srfnr k :@:

/nna \ | $10 a kit (Aldi)
TR ;
) |

Increasing Size, Sophistication, Targeting

Largest Single DDoS Attack Observed per Survey ) . .
Yesr in Gbps + |Increasing size and sophistication

+  10-100Gbps DDoS attacks seen by I15Ps

*  Attacks moving “up” — Attacking services
rather than infrastructure

m ; ﬁ
= 2 ’ e Ly H DDoS Attack Vectors
10— I

006 mo0a 007 0 2008 Ll a il . H 40 =

g8 a8 3

Bandwisith (Gibps)

B

141

+  Exploits moving “up” as well — infections now delivered via
web sites through drive-by installs

— Projected 1in 10 web sites hosts malicious content
— Web-based delivery means outpacing email, viruses, etc.

Imags oradite: Arbor Nintwari

56



NISTIR 7916

Parcortage of Trafio Biocked

Cyber-war, Censorship, Activism, and the Rise
of Politically Motivated Attacks

.. Top Applications Blocked by Iran Firewall

BN Foyptian Internet

B Traffic Returns
= After 3 woek long Imernet outage starting on lanuary 27, Eggptian
. Irernet e retumed 1 mear nomal heeels today (Febinsany 71 an
Sio0am EST. All majer Epystiss Internet web vibes now appear
reachable again

Burma DDoS Attack

Wikileaks versus Hackers Day 3

Atk againgl Wikdeaks wib s conth th st thae diy an
1, DRI Grap® dhosws rale oo wers wiileaks org and cablegme wikieaks oig

Image credits: Arbor Networks

Evolution of Cyber Threats

Future security challenges will follow technology & Internet adoption patterns:

* Botnets will continue to dominate how attacks are
launched; attribution and forensics is increasingly
difficult.

* Distributed attacks increasing in size and
sophistication, targeting specific applications.

*  Proliferation of attacks spurred by financial gains
and now political motives.

* Proliferation of wireless devices and social media
platforms open new avenues for hackers.

* Protecting cloud infrastructure key to long-term
adoption.

* The trend toward increasingly cyber-enabled
systems expands the scope of attacks to physical
infrastructure — manufacturing, energy production,
healthcare and transportation.

Imags Credit: Mool Soger Fuler, Matiena! Soidoe Foanidathan
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As the trend towards increasingly
cyber-enabled systems grows, so does
the need to secure those systems.

Cyber-Physical Security Risks

Embedded Medical Devices

Law Enforcement Communications

Wi
£
&
&
g
<
[=]
W

Automobiles
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Security Risks in Automotive Computers and
Networks

* Computer scientists and engineers
have demonstrated ability to
remotely take over automotive
control systems

* |none case, by connecting to a
standard diagnostic computer port
included in late-model cars, caused
disruption to brakes, speedometer
reading, and vehicle telematics

* They are now working with the
automotive industry to develop new
methods for assuring the security as
well as safety of automotive
electronics

Stefan Savage (UC San Diego) and Tadayoshi Kohno (U Washington)

This car was not moving

Medical Device Security

As of 2006, more than half of medical devices on the US market now contain and trust software.

L S
Leads— ‘

Defibrillator Vulnerabilities,

Zero-Power Defenses
[Halperin et al., IEEE S&F '08]

Funded by NSF CNS-0435065, CNS-0520729, CNS-
0627529, CNS-0831244, CNS-084 2695

.......

[Salzjegheh et al., 1. Med. Dev. 09

AED Security
[Hanna et al., Healthsa: *11]

.--"’_.':-"":--_ ] g -hx‘“-f‘--h
= e ™
At . I -;?'I I'. : H“\\:r
| & -
J Encrypied Communication

Telemedicine Privacy

Programimer

Radio Shield/Jamming for Implants
[Gollakota <t al., ACH SIGOOMM "11]
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Implantable Medical Device Security

* Implanted medical devices frequently
incorporate wireless control

* By gaining wireless access to a combination
heart defibrillator and pacemaker, were
able to reprogram it to shut down and to
deliver jolts of electricity

= Attack vector: the device test mechanism,
wireless communication interface with a
control mechanism that was unencrypted

* Computer scientists working with physicians
found new ways to secure these devices
against extraneous signals and wireless
attacks

* Encryption but also “cloakers” — make your
implants “invisible” at your discretion

Pacemaker, diial-chambar

PI: Kevin Fu, UMass — Amherst
[Halperin et al., IEEE Symposium on Security & Privacy 2008]

€@

How Much SW in Medical Devices?

+ 1983-1997
— 6% of all recalls attributed to SW
« 1999-2005

— Almost doubled: 11.3% of all recalls attributed to SW

— 49% of all recalled devices relied on software (up from 24%)
+ 1991-2000

— Doubled: # of pacemakers and ICDs recalled because of SW

+ 2006
— Milestone: Over half of medical devices now involve software
« 2002-2010
— 537+ recalls of SW-based devices affecting 1,527,311+ devices

[Sources: Biznakow = al. 2006, Fars 2006, Haisal et al. 2002, Walace & Kuhn 2000, Computer history musaum,

arngrarer. net, wikipedia, businesspundit cam, imdbcam, coveleawser, oo, el mbalk.com]

&
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SCADA Security

» Targets industrial control systems, such as power plants
* Enters an organization thru an infected removable drive
» Zero-day exploits

* Anti-virus evasion techniques

* P-2-P update propagation

* Reprogramming PLC code

* Sophisticated exploitation of attack surface for a CPS

Action Webs:

Networked embedded sensor-rich systems

*  Modeling, testing and validating "action
webs” to achieve high-confidence networked
sensor-rich control systems

* Approach: develop a theory of “action webs
using stochastic hybrid systems; taskable,
multi-modal, and mobile sensor webs; and
multi-scale action-perception hierarchies

- With focus on cybersecurity: threat assessment,
attack diagnosis, and resllient control

*  Applications:

= Intelligent Buildings for optimal heating, ventilation,
air conditioning, and lighting based on occupant
behavior and external environment

"

— Air Traffic Control for mobile vehicle platforms with
sensor suites for environmental sensing to enable
safe, convenient, and energy efficient routing

Claire Tomlin (UC Berkeley), et al. @
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Design and Certification of Dependable
Open Systems

+ Certification and approval process are staggering
» Safety certification practice typically supports
fixed configuration

*  Wireless, open systems and interoperation
introduce many new certification challenges

Improving Device Safety:

In cooperation with FDA, N5SF projects
are underway to design, validate, and
accelerate certification of medical
devices.

(University of lllinois, University of
Pennsylvania, Harvard Medical/Mass
General, University of Maryland, Kansas
State University)

Pacemaker, dual-chamber

Insup Lee (U Penn), et al. ﬂ

Foundations of Secure Cyber Physical Systems

* Cyber-physical systems regulating critical
infrastructures, such as electrical grids and water
networks, are increasingly geographically
distributed, necessitating communication between
remote sensors, actuators and controllers

* Combination of networked computational and
physical subsystems leads to new security
vulnerabilities that adversaries can exploit

* Approach: design new secure protocols and
architectures for CPS through a unified conceptual
framework - models for the physical systemn and the
communication/computation network to define
precise attack models and vulnerabilities

* Models are used to design protocols with provable '
security guarantees, thus enabling the design of Image Cradit: Cisca, inc.
more trustworthy architectures and components

* Applications: smart buildings, transportation
networks, and smart grids

Suhas Diggavi (UCLA), et al. @
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Smart Grid Security

The CyberPhysical Challenges of Transient Stability and Security in Power Grids

lan Dobson (lowa State University), et. al,
— Focuses on the analysis of instabilities of electric power networks, and on design of cyber-
physical control methods to monitor, detect, and mitigate them

— The controls must perform robustly in the presence of variability and uncertainty in electric
generation, loads, communications, and equipment status, and during abnormal states

caused by natural faults or malicious attacks

Trustworthy Cyber Infrastructure for the Power Grid (TCIPG) at the Univ. of lllinois
— Focused on securing the low-level devices, communications, and data systems that make
up the power grid, to ensure trustworthy operation during normal conditions, cyber-

attacks, and/or power emergencies

Information and Computation Hierarchy for Smart Grids - WenZhan Song (G5U), et. al.
— Support for high penetrations of renewable energy sources, community based micro-grids,
and the widespread use of electric cars and smart appliances
— Investigates cloud-based computing architecture for smart grids, and temporal and spatial
characteristics of information hierarchy

N

CPS Support across NSF

CISE Core
Programs

Cyber-

Expeditions Physical
Systems (CPS)

Cyber-Physical

Secure and 5}"51’&"15

Trustworthy
Computing
(SaTC)

Smart Health
& Wellbeing

Science,
Nﬂtim‘!al Engineering &
Robotics :
Initiative Education for
Sustainability

(NRI) (SEES) E
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CPS Support across NSF

CISE Core
Programs

Expeditions

Cyber-Physical

Secure and SYStE'mS

Trustworthy . u Smart Health

Computing & Wellbeing
(SaTC)

Science,
Engineering &
Education for
Sustainability

(SEES)

MNational

Robotics

Initiative
{NRI)

64

Cyber-Physical Systems Program

Deeply integrating computation, communication, and control into
physical systems

Launched in 2009 i Transportation
Aims to develop the core system ‘

science needed to engineer complex
“smart” cyber-physical systems R,
Serves key national priorities
Coordinated across NSF and with
other government agencies

Manufacturing and
. Industrial Automation

——

114 active awards: —~ +y Healthcare and Biomedical

+ $140M+ total investment
* 43 small, average 5527K

; o Critical Infrastructure
* 66 medium, average 51.5M

* 5 large, average 54.7M

Cross-Directorate Solicitation: CISE and ENG

<
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Three CPS Research Themes

Science of Cyber-Physical Systems: New models and theories that unify
perspectives, capable of expressing the interacting dynamics of the
computational and physical components of a system in a dynamic

environment. A unified science would support compaosition, bridge the
computational versus physical notions of time and space, cope with uncertainty,
and enable cyber-physical systems to interoperate and evolve.

Technology for Cyber-Physical Systems: New design, analysis, and
verification tools are needed that embody the scientific principles of CPS, and
that incorporate measurement, dynamics, and control. New building blocks are
also needed, including hardware computing platforms, operating systems, and
middleware.

Engineering of Cyber-Physical Systems: New opportunity to rethink
principles of systermns engineering, built on the foundation of CPS science and
technology and able to support open cyber-physical systems. Focus on system
architecture, design, integration, and design space exploration that produce
certifiably dependable systems.

FY12 Solicitation

Breakthrough projects:

* Must offer a significant advance in fundamental CPS science,
engineering and/or technology that has the potential to
change the field

* Up to 5750K for 3 yrs

Synergy projects:

* Must demonstrate innovation at the intersection of multiple
disciplines, to accomplish a clear goal that requires an
integrated perspective spanning the disciplines

« S750K to $2M for 3-4 yrs

Frontiers projects:

* Must address clearly identified critical CPS challenges that
cannot be achieved by a set of smaller projects

* 51.2M to S10M for 4-5 yrs
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CPS Virtual Organization (VO)

Objectives:

-

-

-

-

Community building

Technical support for collaboration
Technology transfer and translational research
International collaboration

Principles & Services:

Community controlled

— Information dissemination to and by the research
community

Services for collaborative activities Support for SIGs
Industry academy interactions

Built on open source framework

Home for the community’s historical reference materials

Advertising of new events (e.g., calendar of upcoming
events)

Discussion forums and instant messaging
Community members list and matchmaking

W,

|
e
F B2

http://cps-vo.org

~1000 users +
increasing interest by
other federal agencies
to provide open source
results and to increase

interactions among
research communities

S

CPS Support across NSF

CISE Core
Programs

Expeditions

Cyber-Physical

Systems

Mational
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Science,
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(SEES)

Cyber-
Physical
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Secure and Trustworthy Cyberspace (SaTC)

Securing our Nation’s cyberspace

* Aims to support fundamental scientific
advances and technologies to protect cyber-
systems from malicious behavior, while
preserving privacy and promoting usability.

* Program addresses three perspectives:
— Trustworthy Computing Systems
— Social, Behavioral and Economic Sciences
— Transition to Practice

image Cradit: ThinkSionk

Cross-Directorate Effort: CISE, ENG, EHR, MPS, OCI, and SBE

SaTC: Program Scope and Principles

Cast a wide net and let the best ideas surface, rather than pursuing a
prescriptive research agenda

Engage the research community in developing new fundamental
ideas and concepts

Promote a healthy connection between academia and a broad
spectrum of public and private stakeholders to enable transition of
innovative and transformative results

Project Types:

+ Small +  Medium *  Frontier
up to 5500,000 up to 51,200,000 up to 510,000,000
over 3 years over 4 years aver 5 years
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CPS Support across NSF

CISE Core
Programs

Cyber-
Expeditions Physical
Systems (CPS)

Cyber-Physical

Secure and S'fstems

Trustworthy Smart Health

Computing & Wellbeing
(5aTC)

Science,
Engineering &
Education for
Sustainability

(SEES)

S

National Robotics Initiative (NRI)

Developing the next generation of collaborative robots to enhance

personal safety, health, and productivity

A nationally concerted cross-agency program to
provide U.S. leadership in science and engineering
research and education aimed at the development
and use of cooperative robots that work alongside
people across many sectors.

— R

Weage Credit: Brizto! Anbatics Lob

* Fundamental research in robotics science & engineering

+ Understanding the long term social, behavioral, and economic implications
across all areas of human activity

* Use of robotics to facilitate and motivate STEM learning across the K-16
continuum

Cross-Directorate Program: CISE, EHR, ENG, and SBE
Multi-agency Commitment: NSF, NASA, NIH, USDA

.
3 i,
N
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Wrap Up

As automation pervades new platforms, the trend toward increasingly
cyber-enabled physical infrastructure introduces new security challenges -
energy production, industrial control, healthcare and transportation.

Unsafe operation can cause significant damage to life and/or property; may
pose an emerging threat to national security and defense.

Must consider both the physical aspects of the equipment and the cyber
aspects of the controls, communications, and computers that run the
system:
— Cyber-physical systems have increasing complex attack surfaces: hard to
identify, measure and assess potential risk
— Overconfidence of systern designers and engineers combined with
overconfidence of infrastructure operators
— We tend to underinvest in protection and overinvest in response

Wrap Up

We need to invest in a research pipeline (portfolio) comprising of long-
term foundational research for secure cyber-physical systems,
experimental prototypes, and early deployments to spur innovative
applications.

The CPS R&D community will continue to have a transformative and
durable impact on our national priorities.

NSF is committed to foster this emerging, consolidating research
community and to reinforce its sustained role in advancing frontiers of
science and engineering innovation.

A vibrant discovery and innovation ecosystem is critical to success.
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Discovery and Innovation Ecosystem

Public-
private
partnerships

70

Discovery and Innovation Ecosystem

Public-
private
partnerships
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Thanks!

flahania@nsf.gov

Credits

Copyrighted material used under Fair Use. If you are the copyright holder and
believe your material has been used unfairly, or if you have any suggestions,
feedback, or support, please contact: ciseitsupport@nsf.gov.

Except where otherwise indicated, permission is granted to copy, distribute, and/or
modify all images in this document under the terms of the GNU Free Documentation
license, Version 1.2 or any later version published by the Free Software Foundation;
with no Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts. A copy
of the license is included in the section entitled “GNU Free Documentation license”
hitp://commons. wikimedia.org/wiki/Commons:GNU _Free Documentation_License).

The inclusion of a logo does not express or imply the endorsement by NSF of the
entities' products, services, or enterprises.
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6. Security Challenges and Requirements for Con-
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I. INTRODUCTION

Moore’s Law and the market requirements for higher per-
formance chips are driving the production of increasingly
smaller transistors, and therefore, are forcing more stringent
controls on semiconductor manufacturing processes and
equipment, with a very small room for error.

The second trend in the semiconductor industry is the adop-
tion of the e-Manufacturing paradigm [1]. With the rise of
fully-automated factories and the new technology size re-
quirements for chips, new security challenges arise as the con-
trol systems are becoming increasingly more complicated.
The need for high manufacturing yields using these systems is
driving more Advanced Process Controls (APC). Control sys-
tems, already ubiquitous in the industry, are becoming more
and more sophisticated. And complexity, as is widely
acknowledged, is the enemy of security.

The last trend in the industry is the tendency for manufac-
turers to form joint production ventures. The highly cyclic
demand for various consumer electronic products is causing
cyclical fluctuation in the manufacturing load of semiconduc-
tor factories. The high costs of development and production
facilities for different technology node sizes is driving semi-
conductor companies to form join manufacturing partnerships
instead of building new factories. Production of parts may be
distributed among manufacturing partner facilities if the man-
ufacturing load in one factory is too high, and part delivery
deadlines cannot be met. This new manufacturing model is
known the Manufacturing Grid. The goal is to utilize all the
manufacturing resources that are distributed between different
manufacturing partners and factories different chip parts.

This paper presents threats to controls systems in the semi-
conductor manufacturing sector that are driven by the above
trends in Section Il. In Section Il1, we review recent research
work related to the most important threat faced by these con-
trol systems. Section IV presents the research priorities and
security requirements needed to mitigate these threats. Finally,
Section V concludes the paper by summarizing its main
points.

1. THREATS AND SECURITY CHALLENGES TO
CONTROL SYSTEMS IN THE SEMICONDUCTOR
MANUFACTURING SECTOR
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We distinguish between targeted attacks to control systems
such as Stuxnet [2], and non-targeted attacks. We also distin-
guish between two types of threats: threats to equipment sen-
sors and controllers, and threats to the IT systems and net-
works that support these sensors and controllers. For com-
pleteness, we cover the major threats of both types in this Sec-
tion.

A. Equipment Control and Recipe Integrity

Recipes are specifications of equipment processing used to
control manufacturing equipment, including processing tool
chamber temperature, pressure, and cooling/heating rates. A
critical security (and potentially safety) challenge is trusted
recipe content, which guarantees that the recipe on the equip-
ment is exactly the one that the factory approved and selected.
Another challenge is the traceability of recipe items and pa-
rameter usage. A third challenge is preventing DoS attacks,
where the adversary prevents the tool controller from receiv-
ing recipe parameters and values or sensor measurements by
blocking the communication channels between them.

B. Process Data Integrity

The industry applies feed-forward and feedback control, as
well as automated fault detection to equipment and to the au-
tomated factory, in order to improve process performance and
factory yield. These techniques, known as APC rely on the
integrity of the data measured by equipment sensors.

Accurate alarm reporting also relies on the accuracy of sen-
sor readings. Alarm reporting is critical to the safety of the
equipment, the product, and the factory in general. Alarm re-
ports must be accurate and timely.

One type of targeted attacks against the sensors is the False
Data Injection Attack where a malicious third party compro-
mises the integrity of the control systems by controlling the
readings of one or more sensors, such as the sensors measur-
ing the ambient temperature inside a chamber on an ion im-
plantation tool.

C. Privilege Over-Entitlement

With the establishment of the Manufacturing Grid, distribut-
ed teams are being formed from different companies to col-
laborate on the development and production of various prod-



ucts. This along with the high job rotation rates among process
engineers through various product wafer processing steps, is
increasingly complicating the access controls management
process. Many engineers quickly accumulate privileges that
they do not need to perform their current job functions.

Although this security problem is not strictly related to
cyber-physical devices, highly-privileged access to equipment
sensors and controllers is a serious threat, knowing that the
control systems are increasingly becoming remotely accessible
and linked to the corporate networks or to other factories
through the Manufacturing Grid. The threat is exacerbated by
the open specifications used for process equipment design.
This make it easy for malicious users, potentially from a busi-
ness/manufacturing partner, to launch their attacks and com-
promise equipment sensors or controllers.

D. Sample Attack

An attacker may develop Stuxnet-like malware [2], featur-
ing zero-day exploits, rootkits, anti-virus evasion techniques,
and process injection and hooking code, to target a specific
process step within the entire chip manufacturing process.

One of the critical steps in chip manufacturing is the lithog-
raphy step, where lithography masks or reticles are used to
print the pattern of transistors and wires on a microchip. An
attacker may substitute a mask with another and use it to print
additional transistors and wires on a microchip. Printing as
few as a 1000 additional transistors (to the millions of transis-
tors on a chip) may introduce a kill switch or a backdoor to the
chip [3]. A kill switch on a chip allows the attacker to stop the
chip at any time when he or she sends a specific sequence of
bits. All chips on wafers processed using this tool will carry
the backdoor or kill switch. The damage may be catastrophic
if the chip is installed on a plane for instance. A backdoor may
allow the attacker to disable any cryptographic functions that
the chip may be running for example. Hardware backdoors
create a significant security vulnerability, since hardware is
the root of trust, which software builds on.

This is an example of a targeted and very sophisticated at-
tack enabled by the next-generation factory model, where all
manufacturing operations are automated and controllers are
reachable remotely. The attacker may be able to compromise
the controllers of the equipment and have the lithography pro-
cess tool load the wrong mask. He or she may also compro-
mise the sensors of the tool and/or the software running on the
tool so that the wrong process data is reported, thus preventing
the detection of the attack through log analysis. The resulting
“compromised” chips are hard to detect even during the chip
testing phase. Chip makers are not able to test every unspeci-
fied function of the device in order to find potential backdoors
[3], nor are they able to test all possible sequences of data that
might trigger, and therefore discover, a kill switch during test-
ing.

1. RELATED RESEARCH

One of the major attacks against control systems, including
process tools used for chip manufacturing, is the False Data
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Injection Attack. Process tools in this sector are perhaps more
vulnerable to these attacks, due to the highly stringent process
requirements that have to be met as transistors and technology
nodes get smaller. Any false data injected into the control data
may drive the process tool “out of control” or irreversibly
damage the product.

Mo and Sinopoli studied this type of attack targeting control
systems in general. They defined the required and sufficient
conditions under which an adversary is able to destabilize a
control system that is used to monitor a Linear Time Invariant
(LTI) Gaussian system. Linear dynamical systems are one of
the most common models for physical systems. The research-
ers assumed that the control system is equipped with a Kalman
filter used to estimate the state of the system from different
sensor observations, a LGQ controller used to stabilize the
system, and a failure detector [4]. They formulated the action
of the attacker as a constrained control problem and showed
that, if the attacker knew the variables of the controlled sys-
tems and controlled a subset of the sensors, then the attack is
feasible. As a defense mechanism, they proposed adding re-
dundant sensors to measure all unstable modes in order to im-
prove the resilience of the control system.

C’ardenas et al. reviewed different types of false data injec-
tion attacks against control systems, such as bias attacks, surge
attacks, and geometric attacks. They experimentally tested
these types of attacks against a chemical reactor process. They
concluded that it was more important to protect against integ-
rity attacks than DoS attacks. They also found that the pro-
posed data injection attacks could be detected thanks to the
slow dynamics of the process. This, probably, does not hold
true for semiconductor manufacturing processes.

V. RESEARCH PRIORITIES AND SECURITY
REQUIREMENTS

As we have pointed out, some of the threats targeting con-
trol systems are CPS-specific, while others apply to all IT sys-
tems. Below, we highlight the security research priorities for
control system security in the semiconductor manufacturing
sector.

A. Detecting False Data Injection Attacks and Sensor Com-
promise

The adversary can launch these attacks by obtaining the se-
cret key or by compromising some sensors or controllers. Pre-
venting or at least detecting these attacks is critical. Collecting
accurate data is one of the most important conditions for the
secure manufacturing of chips. Engineers rely on quality data
to make critical decisions related to the availability of manu-
facturing tools, to the integrity of the specifications of the the
manufactured product, and to the reliability and repeatability
of the manufacturing process [5].

As the industry embraces the e-Manufacturing model, data
integrity becomes even more critical. This requires the protec-
tion of the sensor readings and sensor software, eliminating
message and data latency and ensuring accurate timestamps.
For example, at the equipment controller level, it is important
to have accurate readings of the process speed and cooling
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response rates, the process chamber status, as well as calibra-
tion data, and sensor settings. Similarly accurate process data
are critical to equipment setup, qualification, process control,
and process monitoring.

Data must also be made available in a timely manner to
support process control. False data may be an incorrect meas-
urement, an incorrect sender id, or an incorrect timestamp sent
with the measurement. Semiconductor processing has strin-
gent timing controls. Distributed factory environments also
rely on accurate time in order to coordinate manufacturing
processes. So, the time synchronization system used should be
fault-tolerant using diverse time sources, so that if one source
fails or is inaccessible, others may be reached.

B. Trusted Recipe Management and Fine-Grained Access
Control Management

Trusted recipe are a critical security requirement [6]. The
management of equipment configuration is of vital importance
because configuration changes can cause differences in pro-
cess capability and outcomes. Trusted recipe management is
not a research priority, as much as a security requirement. Se-
curity measures that can be used to enforce trusted recipe
management are available but cannot easily implemented.
Existing access control mechanisms, as previously underlined,
do not easily meet the requirements of the industry. New fine-
grained access control models to equipment and product reci-
pes are needed in order to help reduce the privilege over-
entitlement problem, while allowing design, process, equip-
ment, industrial and integration engineers to solve problems
together, especially in cases of manufacturing line emergen-
cies.

C. Dynamic Patching

Control systems are not typically suitable for frequent soft-
ware patching and updates due to their high availability re-
quirements. Software patches and updates are usually de-
ployed on a fixed, calendar-based schedule, although there is a
call to move to condition-based and predictive preventive
maintenance [7]. While this may not be the top research priori-
ty, we believe that there needs to be more work on dynamic
patching for software running on control systems with high
uptime requirements.

V.CONCLUSION

In this extended abstract, we gave an overview of the securi-
ty challenges driven by three trends in the semiconductor
manufacturing sector: e-Manufacturing, Moore’s Law, and the
Manufacturing Grid. We briefly reviewed recent research re-
lated to one of the most serious attacks against control systems
used by chip makers, namely false data injection attacks.
Then, we highlighted the security-related research priorities
for the industry.

Control systems are subject to non-targeted attacks and tar-
geted attacks, such as Stuxnet [2]. Attacks against control sys-
tems may be directed at the sensors of the control systems,
their actuators or controllers, or the IT systems and networks
supporting the information processing and communication.
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Techniques for detecting tampering, and validating the inputs
provided by the sensors are of paramount importance.

Besides their unique security requirements, control systems
share many of the security requirements with traditional 1T
systems. However, if we are to achieve secure control systems
in this sector, we need to model the security implications of
the physical interactions in semiconductor processing tools.
Design of the equipment, including hardware components and
the software that it runs, as well as the factory automation plat-
form, should consider security as part of system architecture
and software development. Information flow and control paths
have to be identified during the design phase, so that the oper-
ational security requirements of the system may be met.
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Semiconductor Manufacturing:
Background Information

Chip Manufacturing Process Overview

Semiconductor device fabrication is a series of four types of processing steps: deposition, etching,
patterning, and modification of electrical properties. Additional measurement/metrology steps are added.

Deposition

Growing /transferring
material onto wafer,
wafer coating .

E.g. Wafers are put
into a copper sulphate
solution, and Copper
ions are deposited
onto the transistor
through a process
called electroplating.

Pictures courtesy of spectrum.ieee.org. intel.com, and poli.csvsb.cz.

Eiching

Removing material
from the wafer either in
bulk or selectively
process used between
levels.

E.g. Chemical
Mechanical
Planarization (CMP)

e
- >

Lithography
Patterning and
shaping of wafer
materials

E.g. wafer costing

with a photo-resist that
gets exposed by a
stepper, a machine
that focuses, aligns,
and moves the mask
exposing select
portions of the wafer to
short wavelength light.

Electrical Property
Modification

Doping transistor
sources and drains by
diffusion furnaces and
by ion implantation
Activating implanted
dopants through
Furnace or Rapid
Thermal Anneal (RTA)
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Trends in Semiconductor Manufacturing

* Moore’s Law and the market requirements for higher
performance chips are driving the production of smaller
transistors
— Smaller devices and larger wafers

« Adoption of the e-Manufacturing paradigm
— Fully-automated factories

» Control systems are more complicated
« Tighter tolerance windows

» More stringent process controls are implemented on
semiconductor manufacturing processes and equipment

Trends in Semiconductor Manufacturing
(contd.)

« Economic and market forces drive outsourcing IC fabrication

— Compromising the IC supply chain for sensitive commercial and
defense applications becomes easy.

— Attacker could substitute Trojan ICs for genuine ICs during transit.

— Attacker could subvert the fabrication process itself by implanting
additional Trojan circuitry into the IC mask.

» Manufacturing Grid: Joint production platforms
— Cyclic demand for consumer electronic products

— High costs of development and production facilities for different
technology node and wafer sizes

— Load distribution among manufacturing partner facilities

* Objectives:
— Optimize all the distributed manufacturing resources
— Minimize IP disclosure
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Security-Related Challenges

Equipment Control and Recipe Integrity

* Recipes:

— Specifications of equipment
processing

— Used to control manufacturing
equipment, including processing
tool chamber temperature,
pressure, and cooling/heating
rates.

« Critical Security Issues

— Trusted recipe content to ensure that the recipe on the equipment is
exactly the one that the factory approved and selected.

— Traceability of recipe items and parameter usage
— Preventing DoS attacks and blocking the communication channels
between equipment controllers and sensors or recipe databases

Picture courtesy of seconsemi.com
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Process Data Integrity

« Advanced Process Controls (APC) are critical for high-
quality process performance and factory yield
— Feed-forward and feedback control

— Automated fault detection to equipment and to the automated factory,
in order to improve process performance and factory yield.

» These techniques, known as APC rely on the integrity of the
data measured by equipment sensors.
— Accurate sensor readings
— Accurate and timely alarm reporting

— Alarm reporting is critical to the safety of the equipment, the product,
and the factory in general.

False Data Injection Attacks

» Malicious third party compromises the integrity of the control
systems by controlling the readings of one or more sensors
— e.g. sensors measuring the ambient

temperature inside a chamber on an
lon implantation tool

« APC is vulnerable to false data

injection attacks.
— Consequence: scrapped wafers

* High scrap costs _
— Average wafer cost ~$9000 (depending on product and process step)
— Wafers are processed in lots of 25 wafers

— MWTD (Mean-Wafers-To-Detect) depends on sampling plan and
process performance.

Picture courtesy of rubbertechnology.info
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Privilege Over-Entitlement

* High job rotation rates

— Process engineers rotate through various product wafer processing
steps

— Engineers rotate between design, process and integration roles

— Complicated access controls management to product and equipment
recipes

» Many engineers quickly accumulate privileges that they do
not need to perform their current job functions.

« Highly-privileged access to equipment sensors and
controllers is a serious threat

— Serious problem, although not strictly related to cyber-physical
devices

— Exacerbated by remotely accessible control system, distributed global
teams, and open specifications used for process equipment design.

Sample Attack:
Hardware Trojans
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Hardware Trojans in the News

Dell warns of hardware Trojan  F.B.l. Says the Military Had
: : Bogus Computer Gear
Computer maker Dell is warning that A, 3
some of its server motherboards have ...the .. sinister specter of an electronic |
been delivered to customers carrying  Trojan horse, lurking in the circuitry of a|
an unwanted extra: computer computer or a network router and |
malware. It could be confirmation that = allowing attackers clandestine access
the “hardware Trojans” ... are indeed or control, was raised .. by the FBl and |
a real threat . the Pentagon. |
The new law enforcement and national

: ’ security concerns were prompted b
- Homeland Security News Wire July 2010 Operatxl{on CISCO F{aidee, Whﬁ:h hag

led to 15 criminal cases involving
counterfeit products bought in part by
military agencies, military contractors
and electric power companies in the

United States.

-The New York Times, M

Hardware Trojans

 Monitor for a specific but rare trigger condition
— e.g., a specific bit pattern in received data packet or on a bus
— until a timer reaches a particular value.

« Hardware is the root of trust
— Software security mechanisms can be bypassed by malicious
hardware.
- Potential targets
— Hardware used for defense
— Commercial grade cryptographic and security critical hardware

« Look genuine ICs with normal input/output behavior during
testing and normal use.

« Tampering is very difficult to detect and mitigate

— Hard to detect using visual inspection or conventional testing
techniques
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Hardware Trojans

- Trojans may be inserted during the design or manufacturing
— Long supply chain
— Complexity increases vulnerability

« Capable of inflicting catastrophic damage
— Modify chip’s function through additional logic or by removing or
bypassing existing logic
« Disabling encryption
« Clock disruption to shut down the chip or affect its synchronization
+ Adding glitches to compromise system integrity and security (backdoor)
« Destruction of the operating environment of original circuit

— Shutting down power (kill-switch), generating noise to disrupt critical signals,
or increasing thermal gradients on the chip possibly causing burn out

— Modify chip’s parametric properties
+ E.g. delay by modifying wire and transistor geometries

Photolithography

 Process used to remove parts
of a thin-film or substrate

« Uses light to transfer a
geometric pattern from a
photomask

* Includes several steps

— Wafer Cleaning, Barrier Formation
and Photoresist Application

— Soft-Baking

— Mask Exposure
— Printing

— Development
— Hard-Baking
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Conventional Multi-layer Lithography :
Stepping

1m:,m 2 Imspirise tha field
- — H
Load wafer - ﬁ- - ﬁi_ _’

tmn':“m If.:ﬂ:'d B-MMM
11 i
wicaawater — @ e "

« Composed of one patterning step and several steps of oriented
deposition

» Most lithographic techniques are 2-dimensional
(photolithography, e-beam lithography, and imprint lithography)

« Using the wrong mask affects all dies on a wafer

« All chemicals are loaded automatically into the tool, and
controlled by recipe items. -

Many Opportunities for Malicious Insiders

presant opportuniies to
anddevices
[ 7 e S

Silicon
Wafer |
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Transistors Formed from a Single
Lithography Step [3]

 Topographically Encoded Micro-Lithography (TEMIL)
— Single level of topography (photolithography or molding)
— A substrate with multiple shadow evaporations

- Shadow Evaporation
— All information needed to fabricate complex structures is encoded in the
topography of patterned polymer
« May replace several steps of lithography
— One lithography step
— Sequential shadow evaporation/deposition steps of various materials
— Each functional layer of device can be deposited independently using a
single level of topography
» Produce transistors without any doping, etching, or
lithography alignment steps

« Malicious insider needs access to one tool/recipe only

Hardware Trojan Activation

- Trigger Type
— Ticking time-bomb triggers: Open to everyone
— Data triggers: Hacker needs access to the machine to trigger

« Externally-activated
— Using a receiver or antenna on chip
— Forcing internal registers to specific date to extract secret keys

« Internally-activated

— Always-on: Trojan continuously active, implemented by modifying the
geometries of the chips, such that certain nodes or paths in the chip
have a higher susceptibility to failure (parametric Trojans)

— Condition-based (Temperature, pressure, or voltage sensor output /
Internal logic state / Input pattern / Internal counter value.

» Implemented by adding logic gates and/or flip-flops to the chip)
» Represented as a combinational or sequential circuit
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Failure of Existing Common Solutions

« Currently impossible to certify the trustworthiness of processors &
controllers as Trojan detection is very hard

« Nano-scale devices and high system complexity make detection through
physical inspection almost impossible.

+ Inspection through destructive reverse engineering does not guarantee
absence of Trojans in ICs not destructively inspected.

Audits not very effective at catching bugs

Obfuscation during fabrication
— Motivated attacker can always identify criticality of manufactured IC
— Shown to be impossible to achieve in most cases

-

-

L]

Triggers are finite state machines that can change states when time or
input data changes

20

Trojan Detection: Failure Analysis

» Techniques

— Scanning optical microscopy (SOM)

— Scanning electron microscopy (SEM)
Pico-second imaging circuit analysis (PICA)
Voltage contrast imaging (VCI)
Light-induced voltage alternation (LIVA)
Voltage alternation CIVA

« Effective, but expensive and time-consuming

» Require destructively using at least one sample chip

« Many ineffective for technologies in the nano-meter domain
« Not effective for randomly inserted Trojans

21
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Trojan Detection: ATPG (Automatic Test
Pattern Generation)

» Uses standard VLSI fault detection tools
» Applies a digital stimulus and inspects digital output of chip

» Digital stimulus is derived using the netlist of the chip
— For parametric Trojans of the parametric type, the netlist of a chip is the same
with and without the Trojan
+ Likely to yield best results of parametric Trojans

— Due to stealthy activation criteria

— ATPG directed to generate tests for nodes and paths that are hard-to-detect
(i.e., difficult to control and/or observe,)

+ Not effective with functional Trojans

— Trigger condition occurs with very low probability during functional
testing

— 1/2%4 probability of getting detected during validation

22

Trojan Detection: Side Channel Analysis

- Effective in extracting information about internal operations of
embedded devices
— Timing, Power consumption, Electromagnetic emanation profiles
— Differential Power, Electromagnetic (EM) Analysis
— Average measurements from multiple samples to deal with noise problem

» Approach
— Requires destruction of a few ICs to validate authenticity

— Other ICs validated using side-channel analysis for absence of any
significantly sized Trojans (3-4 orders of magnitude smaller than IC [2])

« Effective for detection of functional Trojans

— Detects functional Trojans without activating them, i.e., through the
measurement of their secondary action characteristics

— Not effective for testing circuits at extremely low clock frequencies

23
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Research Priorities and Security
Requirements

Accurate Data Collection

« Accurate data is critical to secure chip manufacturing
— Equipment availability decision
— Integrity of the specifications of the manufactured product
— Reliability and repeatability of the manufacturing process [5]

« Data integrity becomes more important with the adoption of
the e-Manufacturing model

— E.g. accurate readings of the process speed and cooling response
rates, the process chamber status, calibration data, and sensor
settings at the equipment controller level

 Accurate process data are critical to equipment setup,
qualification, process control, and process monitoring.

» Data collection timeliness needed to support process control
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Preventing/Detecting False Data Injection
Attacks and Sensor Compromise

« Attacks possible through sensor compromise or by obtaining
the secret key

* Preventing/detecting these attacks is critical.

« This requires the protection of the sensor readings and
sensor software, eliminating message and data latency and
ensuring accurate timestamps.

« Fault-tolerant time synchronization system using diverse
time sources.

26

Trusted Recipe Management

« Trusted recipes are a critical security requirement
— Trusted management of equipment configuration

— Configuration changes can cause differences in process capability
and outcomes

» Security measures to enforce trusted recipe management
are needed

« Existing access control mechanisms do not meet the
requirements of the industry
— Equipment engineers with administrator privileges
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Fine-Grained Access Control
Management

* New fine-grained access
control models to equipment
and product recipes are
needed

* Need to reduce the privilege

\ €
L 4
over-entitlement problem ' :
— Allowing design, process, '
equipment, industrial and

o2

integration engineers to solve
problems together,

— Consider manufacturing line

emerg encies A technician programs a product
"Recipe" into an epi reactor.

Dynamic Patching

» Control systems are not typically suitable for frequent
software patching and updates due to their high availability
requirements.

« Software patches and updates are usually deployed on a
fixed, calendar-based schedule

« Call to move to condition-based and predictive preventive
maintenance .
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Summary

Threats and Security Challenges in the
Semiconductor Manufacturing Sector

» Threats

— Threats to IT systems and networks
— Threats to equipment sensors and controllers

« Attacks
— Regqular attacks
— Targeted attacks
» Process vs. final product
« Sabotage vs. espionage

 Security Challenges
— Equipment Control and Recipe Integrity
— Process Data Integrity
— Privilege Over-Entitlement

31
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Conclusion

« Existing Hardware Trojan detection techniques not very
effective
— Detection during manufacturing may be more effective
— Mask signatures

« Need to model the security implications of the physical
interactions in semiconductor processing tools

- Need to consider security as part of system architecture and
software development for
— Semiconductor processing and measurement/metrology tools
« Information flow and control paths have to be identified
« Joint work between IC and tool manufacturing companies
— Plant automation infrastructure

32
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7. Keynote Speaker: Tom Dion

Tom Dion

Vendor Assessment Lead

Control Systems Security Program
Department of Homeland Security

Control Systems Security Program (CSSP)

The goal of the DHS National Cyber Security Division's CSSP is to reduce industrial control sys-
tem risks within and across all critical infrastructure and key resource sectors by coordinating
efforts among federal, state, local, and tribal governments, as well as industrial control systems
owners, operators and vendors. The CSSP coordinates activities to reduce the likelihood of suc-
cess and severity of impact of a cyber attack against critical infrastructure control systems
through risk-mitigation activities.

Cyber Security Evaluation Tool

Critical infrastructures are dependent on information technology systems and computer networks
for essential operations. Particular emphasis is placed on the reliability and resiliency of the sys-
tems that comprise and interconnect these infrastructures. NCSD collaborates with partners from
across public, private, and international communities to advance this goal by developing and im-
plementing coordinated security measures to protect against cyber threats.

The Cyber Security Evaluation Tool (CSET ™) is a Department of Homeland Security (DHS)
product that assists organizations in protecting their key national cyber assets. It was developed
under the direction of the DHS National Cyber Security Division (NCSD) by cybersecurity ex-
perts and with assistance from the National Institute of Standards and Technology. This tool pro-
vides users with a systematic and repeatable approach for assessing the security posture of their
cyber systems and networks. It includes both high-level and detailed questions related to all in-
dustrial control and IT systems.

CSET is a desktop software tool that guides users through a step-by-step process to assess their
control system and information technology network security practices against recognized indus-
try standards. The output from CSET is a prioritized list of recommendations for improving the
cybersecurity posture of the organization's enterprise and industrial control cyber systems. The
tool derives the recommendations from a database of cybersecurity standards, guidelines, and
practices. Each recommendation is linked to a set of actions that can be applied to enhance
cybersecurity controls.

CSET has been designed for easy installation and use on a stand-alone laptop or workstation. It
incorporates a variety of available standards from organizations such as National Institute of
Standards and Technology (NIST), North American Electric Reliability Corporation (NERC),
International Organization for Standardization (1SO), U.S. Department of Defense (DoD), and
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others. When the tool user selects one or more of the standards, CSET will open a set of ques-
tions to be answered. The answers to these questions will be compared against a selected security
assurance level, and a detailed report will be generated to show areas for potential improvement.
CSET provides an excellent means to perform a self-assessment of the security posture of your
control system environment.

For more information about the DHS Control Systems Security Program, please visit:
http://www.us-cert.gov/control_systems/

For more information about the CSET, please visit:
http://www.us-cert.gov/control_systems/satool.html
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8. Application of Dynamic System Models and
State Estimation Technology to the Cyber Secu-
rity of Physical Systems

Barry Horowitz, Kate Pierce
Systems and Information Engineering
University of Virginia Charlottesville, VA, USA
Email: bh8e@virginia.edu, kmp7ef@virginia.edu

As advances in technology permit automatic control of
more and more of the functions of physical systems, the op-
portunity for cyber attacks that include exploitation of such
automation capabilities becomes a greater risk. For example,
in the 2010 Stuxnet attack an embedded infection in control
systems was used to successfully damage a large number of
nuclear power related centrifuges in Iran. While the applica-
tion of perimeter security technologies have been applied to
help manage the likelihood of SCADA-based cyber attackers
exploiting highly automated physical systems, successful at-
tacks have occurred, and furthermore, perimeter solutions do
not address important classes of insider and supply chain initi-
ated attacks. As a result, it has been recognized that perimeter
security needs to be augmented by other approaches for ad-
dressing potential cyber attacks [1].

Frequently, as a means for added operational assurance,
highly automated physical systems include the presentation of
system status information that permits human operators to take
controlling actions when the automated system appears to be
operating in an out-of-normal manner. For example, the opera-
tion of a turbine may be automatically controlled, but op-
erators can observe critical information regarding the turbines
operation, such as vibration levels, temperature, and rotation
rate. If the operator observes measurements that are outside
the designated region of proper operation, specific manual
actions can be required of the operator in order to avoid unde-
sirable consequences [2]. However, as was the case in the
Stuxnet attacks, the cyber attacker can not only manipulate a
physical systems performance through infections in its control
system, but can also manipulate data presented to operators;
data that can, when utilized within standard operating proce-
dures, either stimulate inappropriate control actions or prevent
needed control actions on an operators part. In the case of the
turbine example, a successful cyber attack can result in indica-
tions to operators that would imply that all is well when it is
not, or indications that would call for disruptive operator ac-
tion when, in reality, none is required (e.g., unnecessarily shut-
ting down the turbine). Note that it is quite typical for operator
displays to be designed for simplicity, so that critical manual
actions will not be delayed by human limitations related to
viewing and interpreting too much information. As a result,
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physical systems typically include measurement and collection
of information that could conceivably be used, but is not, for
automation override decision making. For example, driving an
automobile involves a driver monitoring a few of the many
available engine state measurements that could be made avail-
able for viewing, but could confuse the driver while offering
little, if any, benefit.

This paper presents an approach for addressing cyber attacks
on physical systems that include purposeful manipulation of
operator displays. The presented approach involves embed-
ding security functions within the physical system being pro-
tected; functions that can be the basis for detection of incon-
sistent system dynamics data derived from measurements
within the system that is being protected. In particular, the use
of dynamic mathematical models of physical systems in com-
bination with state estimation techniques is suggested as the
basis for system architectures that can be employed to detect
situations where information displays for system operators are
being manipulated as part of a cyber attack. One can divide the
states of a physical system into 3 classes: 1) those that are pre-
sented to operators for control purposes, but are considered as
least trusted from a cyber security viewpoint; 2) those that can
be measured and analyzed in segregated equipment from the
equipment being used for measuring, analyzing and displaying
of least trusted states, but are not used for operator assistance
and are considered as more trusted; and 3) those that are not
measured. The paper draws on dynamic state estimation tech-
niques to develop, when feasible, estimates of the least trusted
states values, and the variances of these estimates, from meas-
urements of more trusted states. Systems that satisfy control
system conditions for being observable satisfy the sufficient
conditions for this cyber security solution. The paper shows
how these estimates can provide the basis for detecting attacks
on automatic control systems that include manipulation of data
presented to operators, and how this approach can be used to
manage system restoration. Theoretical results are presented
for a range of physical system models, and a specific system
model for an electrical generator is used to illustrate the per-
formance one can achieve in an actual application, including
calibration of expected performance in terms of missed detec-
tions, false detections and delay time for detections of cyber
attacks.



This material is based upon work supported in part by the
U.S. Department of Defense through the Systems Engineering
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System Aware Cyber Security

Application of Dynamic System Models
and State Estimation Technology to the
Cyber Security of Physical Systems

Barry M. Horowitz, Kate Pierce
University of Virginia

April, 2012

This material is based upon work supported, in whole or in part, by the U.S.
Department of Defense through the Systems Engineering Research Center (SERC)
under Contract H98230-08-D-0171. SERC is a federally funded University
Affiliated Research Center managed by Stevens Institute of Technology

Objectives for System Aware Cyber

Security Research

Increase cyber security by developing new system
engineering-based technology that provides a Point
Defense option for cyber security

* |Inside the system being protected, for the most critical functions

* Complements current defense approaches of network and perimeter

cyber security

Directly address supply chain and insider threats that
perimeter security does not protect against

* Including physical systems as well as information systems

Provide technology design patterns that are reusable and
address the assurance of data integrity and rapid forensics,
as well as denial of service

Develop a systems engineering scoring framework for
evaluating cyber security architectures and what they
protect, to arrive at the most cost-effective integrated
solution
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Publications

Jennifer L. Bayuk and Barry M. Horowitz, An Architectural Systems
Engineering Methodology for Addressing Cyber Security, Systems
Engineering 14 (2011), 294-304.

* Rick A. Jones and Barry M. Horowitz, System-Aware Cyber Security,
ITNG, 2011 Eighth IEEE International Conference on Information
Technology: New Generations, April, 2011, pp. 914-917. (Best
Student Paper Award)

* Rick A. Jones and Barry M. Horowitz, System-Aware Security for
Nuclear Power Systems, 2011 IEEE International Conference on
Technologies for Homeland Security, November, 2011. (Featured
Conference Paper)

* Rick A. Jones and Barry M. Horowitz, A System-Aware Cyber

Security Architecture, Systems Engineering, Volume 15, No. 2,
February, 2012

System-Aware Cyber Security Architecture

* System-Aware Cyber Security Architectures combine design
techniques from 3 communities
— Cyber Security
— Fault-Tolerant Systems
— Automatic Control Systems

* The point defense solution designers need to come from
the communities related to system design, providing a new
orientation to complement the established approaches of
the information assurance community

* New point defense solutions will have independent failure
modes from traditional solutions, thereby minimizing
probabilities of successful attack via greater defense in
depth
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A Set of Techniques Utilized in System-Aware Security

Cyber Security Fault-Tolerance Automatic Control
*Data Provenance *Diverse Redundancy *Physical Control for
*Moving Target (DoS, Automated Restoral) Configuration Hopping

(virtual Control for Hopping) *Redundant ComponentVoting (Moving Target, Restoral)
*Forensics (Data Integrity, Restoral) *State Estimation
(Data Integrity)
*System |dentification

(Tactical Forensics, Restoral)

A Set of Techniques Utilized in System-Aware Security

Cyber Security Fault-Tolerance Automatic Control
*Data Provenance *Diverse Redundancy *Physical Control for
*Moving Target (DoS, Automated Restoral) Configuration Hopping

(virtual Control for Hopping) *RedundantComponentVoting (Moving Target, Restoral)
*Forensics (Data Integrity, Restoral) *State Estimation
(Data Integrity)
*System |dentification

(Tactical Forensics, Restoral)

This combination of solutions requires adversaries to:
* Understand the details of how the targeted systems
actually work
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Cyber Security Fault-Tolerance Automatic Control
*Data Provenance *Diverse Redundancy *Physical Control for
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(virtual Control for Hopping) *Redundant ComponentVoting (Moving Target, Restoral)
*Forensics (Data Integrity, Restoral) *State Estimation
(Data Integrity)
*System |dentification
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This combination of solutions requires adversaries to:
* Understand the details of how the targeted systems
actually work
* Develop synchronized, distributed exploits consistent
with how the attacked system actually works

A Set of Techniques Utilized in System-Aware Security

Cyber Security Fault-Tolerance Automatic Control
*Data Provenance *Diverse Redundancy *Physical Control for
*Moving Target (DoS, Automated Restoral) Configuration Hopping

(Virtual Control for Hopping) *Redundant Component Voting (Moving Target, Restoral)
*Forensics (Data Integrity, Restoral) *State Estimation
(Data Integrity)
*System |dentification

(Tactical Forensics, Restoral)

If implemented properly, this combination of solutions requires
adversaries to:
* Understand the details of how the targeted systems
actually work
* Develop synchronized, distributed exploits consistent
with how the attacked system actually works
* Corrupt multiple supply chains
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Example Design Patterns Under
Development

* Diverse Redundancy for post-attack restoration

* Diverse Redundancy + Verifiable Voting for
trans-attack defense

* Physical Configuration Hopping for moving target
defense

* Virtual Configuration Hopping for moving target
defense

* Physical Confirmations of Digital Data
 Data Consistency Checking

ATTACK 1: OPERATOR DISPLAY ATTACK

ATTACK 2: CONTROL SYSTEM &
OPERATOR DISPLAY ATTACK

ATTACK 3: SENSOR SYSTEM ATTACK

102



NISTIR 7916

ATTACKS 1 & 2
OPERATOR DISPLAY ATTACK/
COORDINATED CONTROL SYSTEM &
OPERATOR DISPLAY ATTACK

The Problem Being Addressed

Highly automated physical system

Operator monitoring function, including criteria
for human over-ride of the automation

Critical system states for both operator
observation and feedback control — consider as
least trusted from cyber security viewpoint

Other measured system states — consider as more
trusted from cyber security viewpoint

CYBER ATTACK: Create a problematic outcome by
disrupting human display data and/or critical
feedback control data.
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Cyber Attack: Damaging Turbine and Hiding its Effects

Main No Operator Control Corrective Action
Control

Room

Sensor Inputs =

Sensors

Incorrect Real Time
Controller Status

Vendor 1 gealth Reactor
Controller ta‘Eus Turbine Trip Control
Station
| Turbine I1&C
é e *Turbine Safety Measurements
>"’< >"’< Damaging Actuation *Speed, Load, and Pressure

Incorrect Real

. ) *¥Controller Status Measurements
Time Turbine

*Hardware and System Health Status
Status *Software Execution Features
*|/0 Status

Simplified Block Diagram for Inference-Based
Data Integrity Detection System
Less Critical/ More Trusted

Measured States (Other Than
Operator & Feedback Control

Protected States
System i

"

Feedback
Control
States

System
Operator
Observed
States

Data Integrity
Alerts | |
< - Estimates of

Operator
Observed States




NISTIR 7916

EXAMPLE

Regulating a Linear Physical System (1)

* Linear physical system represented by
difference equation

* x(k+1)=Ax(k)+Bu(k)+w(k) where

* x(k) is an n vector representing the system state
during discrete time interval k

* Ais the n x n system state transition matrix

* Bis the n x g system control matrix

* u(k) is the g vector control signal

w(k) is system input noise
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Regulating a Linear Physical System (2)

System measurements are represented by:
y (k) = Cx (k) + v (k)

Where y(k) is a m vector of measurements at
time interval k

Cis a mxn measurement matrix

v (k) is an m vector representing
measurement noise

A Simulation Model for Regulating the
States of the System

» To facilitate evaluating the data consistency cyber
security design pattern:

— Simulate a linear system controller to sustain the states of
a system at designated levels

— Optimal Regulator Solution (LQG) utilized for simulation
* White Gaussian noise
* Separation Theorem
* Kalman Filter for state estimation
* Ricatti Equation-based controller for feedback control

— Controller feed back law based upon variances of input
noise, measurement noise and the A,B and C matrices of
the system dynamics model
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Example State Equations and Noise

Assumptions

A=[1, 1. -02 -.01
01 1, -01, O

2, 01
-.01,.02,-.01, 17];
B=[0,1,0,0];

1

K1=0.25; process noise
variances for each of the states

Operator Observed (less

trusted):

C=[11010f0];

K2 =0.25; sensor noise
variances for each of the
measurements

Related States (unobserved by
operator, more trusted):

C2=[{0100;0010;0001]

Simulated System Operation for Regulation of a

Measurement

600

500

400

300

200

100

State Component at 500

] ] | | | ]
0 50 100 150 200 250 300
Time
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Measurement
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REPLAY ATTACK TO CAUSE
ERRONEOUS OPERATOR ACTION

Measurement

Measurement

510

508

Uata Cursor

Simulated Replay Attack

510

' True Monitéred,Stéte

508
------------ i
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502 -
500

Measurement
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Measurement
s
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109



NISTIR 7916

Simulated Replay Attack

Uata Cui
510 510

- True Monltored State i o Operator ObSENE‘d State

506 <ttt '. )

[ .'I LM i T
504 [ | HRE S 3 1 {0
502

500

Measurement
Measurement

498
496
494

Measurement

ATTACK TO ADJUST REGULATOR
OBJECTIVES AND MASK THE PHYSICAL
CHANGE THROUGH REPLAY ATTACK ON
OPERATOR DISPLAYS
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Measurement

Simulated System Output Based Upon
Controller Attack

600

500

400

300

200

100

[ [ ' ' ' '
[ " ' [ [ 0
-------------------------------------------------------------------------
' ' '
" " ' ' " '
. ] ]
' ' ]
" " ' ' " '
. ' "
' ' "
[ " ' ' ' '
1 1 1
15
[ [ ' [ [ '
[ ' ' " i
[ ' [ [ 1
" " ' ' " '
" ' " i
" ' " i
" " . " '
" " ' [ " '
-------------------------------------------------------------------------
" ' ' '
[ [ ' [ '
'
'
[ [ ' [ 5
'
'
" " . ' " '
smsssssssssbssssssssssnbanncsnssncndansssscnnnndacnsnannnnadacscnnnnnnad
B 0
" " ' " '

0 50 100 150 200 250 300

Time

Measurement

Measurement

Simulated Regulator Attack

512

510............:Operamr.obéemedlﬁtate..

{ L
4 _ 504
¢ = 13
b £ s02(h--dh -t
i E
-2 £ 5004
= 8|3
494
i f { 492
i i i i i j
4905 50 100 150 200 250 300
Time
512 - . : . . .
o inferred MonitpredState .\ i _
: : e | : H ! '
: i o H [ E
b= -1
s :
£ :
8 !
@ [
3 |
................................... £ i
; ; i ; ; 5 i i i i i i
4900 50 100 150 200 250 300 0 50 100 150 200 250 300
Time Time

111



NISTIR 7916

Measurement

Measurement
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Metrics

As a practical matter, cyber attack detection/response for mission critical
physical systems will need to be tuned to have virtually no model-
predicable false alarms for initiating significant responses, such as shut
down (for emphasis referred to as “zero” model-based false alarms), while
also promising “zero” missed detections.

Equivalently, sensor accuracy and corresponding detection algorithms
must permit use of attack detection thresholds that are greatly distanced
from both normal system operation and system operation regions that
result in unacceptable consequences

In order to determine detection thresholds and the corresponding false
alarm and missed detection rates, operational data collections would need
to be used to build upon model-based analysis, serving to account for
shortfalls in system models.

Detection algorithms and criteria that cause delays in initiating responses
must account for how long a system can operate in a region of the state
space before an important response is too late
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Sliding Window Detection

*  Forourexample, a slidingwindow detection algorithm is used for integrating over the time series
of the “N” most recent individual point detections, each based on a threshold test

—  Acyber attack is declared upon detecting m threshold violations over N detection opportunities

— Increasing m and N serve to reduce over-reaction to individual estimates resulting in threshold violations,
thereby reducing false alarm rate at the expense of potentially increasing the missed detection rate and
delaying detections

*  More specifically, given a time series of individual pointdetections, determined by comparing a
time series of the most recent state estimates, X, X, X5....Xy to an alarm threshold, th

* If x;> th, increment g by 1, where:

N

g =Z(xi> th)

=1

[

*  Forthe example, within a time series consistingof N state estimates each compared to threshold
criterion th, it g > N/2 acyber attackis declared.

Threshold of Alarm

“Zero” False Alarm Thresholds

150,000 point simulation

“Zero” False Alarm Decision Threshold; “Zero” False Alarm Decision Threshold;
Measured States=[0,1,1,1] Measured States =[0,1,0,0]
12 30
y / . M
L]
8 O 20 —
E
£
o
s
6 s=p==10 PointWindow 2 15 w10 Point Window
O+ 20 Point Window ‘.E 20 Point Window
30 Point Window & 30 Point Window
a 10
3 5
0 o
o 0z 04 06 08 1 12 o o5 1 15
Variance of Input and Measurement Noise Variance of input and Measurement Noise

113



NISTIR 7916

Treshold of Alarm

30

25

20

15

10

“Zero” False Alarm Thresholds

150,000 point simulation

“Zero” False Alarm Threshold; “Zero” False Alarm Threshold;
10 Point Window / Minimum 10 30 Point Window/Minimum 30
Second Delay Second Delay

25

[
un

—p(0,1,1,1] a—pmi0,1,1,1]

=ge=(0,1,0,0]

5 — [0,1,1,0] 5 .
- /‘F_"

=e=[0,1,0,0]
[0,1,1,0]

=
(=]

Threshold of Alarm

02 04 0.6 0.8 1 132 o 02 0.4 0.6 08 1 12

Variance of Input and Measurement Moise Variance of Input and Measurement Moise

Design Sensitivity Analysis

Decision Thresholds vs sensor accuracy — ~20-30% change in
threshold value over sensor accuracies (variances) ranging from
0.25-1

Decision Thresholds vs selection of states used for inferring critical
state(s) values — ~200-300% change in threshold value over state
measurement range of [0,1,1,1] to [0,1,0,0]

Decision Thresholds vs delays in detection (length of sliding
window)-10-20% change in threshold value over a 10 — 30 second
sliding window detector

Design range of threshold values comparing the worst case (lowest
thresholds) and best case designs (highest thresholds) for achieving
“zero” model-based false alarm/missed detection rates — ~400%
change from worst accuracy, least states measured, longest sliding
window detector to best accuracy, most states measured, shortest
sliding window detector
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Real World Example: Gas Turbine

RPM - 3600

Measurement Error —1-2 rpm ¢/

Data Interval - 40msec ¢/

Trip Threshold — ~10% rpm deviation ¢/

First estimate of augmenting sensor-based Trip Threshold -
~1% rpm deviation ¢/

Suitable spacing between attack detection thresholds and
operating in regions with significant adverse consequences,
permitting “zero” model-based false alarms/missed
detections ¢/

Multiple triplex sensors — A/D converters and processor
interfaces on a single board ¥

Relating Detection Thresholds, System
Responses, and Acceptable False Alarm Rates

. T(i)— Detection FA(i) — Acceptable False
A Threshold Values Alarm Rates
REGION 4 - System Shut Down FA(4)

REGION 3 — AutomaticRestorals FA(3)
REGION 2 — Operator Engaged for Conducting Manual Checks FA(Z)
T(l) O —

REGION 1 — System Normal

v
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ATTACK ON CRITICAL SENSORS’

OUTPUTS

Design Pattern Based Upon Cyber Security

Extension of:

T. Kobayashi, D. L. Simon, Application ofa Bank
of Kalman Filters for Aircraft Engine Fault
Diagnostics, Turbo Expo 2003, American

Society of Mechanical Engineers and the
International Gas Turbine Institute, June, 2003

Simplified Block Diagram for Sensor Attack Detection

System
Protected State Measurements ( Other
All Measured Than
System Feedback Control
Protected States _ ; States
S t s’ : . W
yEiEm Distribution

M

Data Integrity
Alerts

H

g P

Sensor

Failure
Eeed balck Detection
ontro Filter

States : Bank

“n” Estimates

of Selected

Feedback

Control

State

Estimate of
Selected State
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Simplified Block Diagram for Sensor Attack Detection

System
Protected State Measurements ( Other
All Measured Than
System Feedback Control
Protected T 1 States M t States
System Sensors easuremen
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¢ Sensor
Feedback [k b =k it i ballute
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Control Verifiable
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System Controller State
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Rapid Post-Attack Sensor Noise Analysis to
Confirm Faulty Sensor Assessment

Measurement
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Isolated ' Analysis
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Analysis Likely Cyber
Attack

Filter Bank
Isolated
Sensor
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Conclusions

Data consistency checking design patterns can potentially make an
important contribution to cyber security of physical systems

Past work in fault-tolerant and automatic control systems provides
a starting point regarding solutions and knowledge to draw upon,
although specific solution designs will need to be implemented in a
manner that is sensitive to the issues surrounding cyber attacks

Development of actual solutions will require system activities in:

System dynamics modeling
State estimation

Security-focused analysis regarding attack scenarios, protection needs, more
trusted and less trusted components, and sensors and measurement
characterization

Distributed security solution designs that serve to complicate, and hopefully
deter, attacks

In-field data collections regarding selection of detection thresholds and
responses to achieve acceptably low false alarm/missed detection rates
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9. Challenges of Cybersecurity Research in a
Multi-user Cyber-Physical Testbed

Thomas Edgar
Pacific Northwest National Laboratory
Richland, Washington 99354
Email: thomas.edgar@pnnl.gov

I. INTRODUCTION

Deployed Cyber-Physical Systems (CPSs)[5] are often
large, complex, and expensive environments that utilize spe-
cialized equipment. The equipment is difficult to configure,
deploy, and maintain and requires much expertise to correctly
instantiate the components into a connected, functional system
[3]. The number of individuals with the necessary skill sets is
small, and they are expensive due to the high demand. These
combined factors have traditionally limited researchers’ access
and their ability to conduct studies. A multi-user remotely-
accessible testbed[6] significantly lowers the barrier of entry
by providing researchers with ready access to CPS environ-
ments, without them individually needing to invest in the
equipment, resources, and expertise to deploy them. Most im-
portantly, users are freed to focus on research and not ancillary
system duties.

A multi-user testbed is a shared resource whose equipment
acquisitions benefit all users. CPSs are in essence a “system of
systems;” a diverse, broad range of equipment is required to
research the many faucets of CPSs. Equipment diversity ena-
bles modeling realistic environments in multiple domains.
Multi-vendor equipment supports interoperability studies and
vulnerability assessments. Finally, equipment diversity assists
investigators in generalizing results.

Robust scientific experimentation demands repeatable re-
sults [4]. When conducted on a testbed, the description of the
system under test is the testbed configuration and normally
includes the equipment, initial configuration, the relationship
between devices, and the communication links. Another re-
searcher can then independently verify the results on the
testbed.

A multi-user CPS testbed provides significant benefits to
cybersecurity research. However, there are notable challenges
to creating such a testbed. These challenges are assessed in
this paper. The next section summarizes the challenges. The
following section discusses avenues for solving these chal-
lenges in the context of the power networking, equipment, and
technology (powerNET) testbed. Finally, a conclusion section
discusses a path forward for the future.

Tom Carroll
Pacific Northwest National Laboratory
Richland, Washington 99354
Email: thomas.carroll@pnnl.gov

David Manz
Pacific Northwest National Laboratory
Richland, Washington 99354
Email: david@pnnl.gov

1. CHALLENGES FOR CYBER-PHYSICAL SECURI-
TY RESEARCH USING TESTBEDS

The unique characteristics of cyber-physical systems and a
multi-user experimental testbed result in unique challenges for
cybersecurity experimentation. Cyber-physical systems have
similar issues to general enterprise cybersecurity experimen-
tation such as data sensitivities, experimental separation, and
testbed fidelity but cyber-physical systems have additional
unique issues. For example, cyber-physical systems add chal-
lenges like system scale, physical process simulation, and di-
versity design. The cybersecurity challenges that have been
encountered during the process of designing and implementing
a multi-user experimental cyber-physical testbed will be dis-
cussed in this section.

Operational IT systems often have data security require-
ments that require protection. This encompasses Personally
Identifiable Information (PII) and Intellectual Property (IP).
Cyber-physical systems can also include these issues, but also
add problems such as the proprietary nature of the module or
architecture of the system and the operational state of their
systems. For example, the state estimation models used by
control room operators of the electrical grid as well as the data
that provides a status of the system can be proprietary. These
models and data could provide competitors or threat actors
with system weaknesses that could be leveraged for financial
gain or exploitation. Due to the data security requirement, a
multi-user experimental cyber-physical testbed has the chal-
lenge of providing adequate security mechanisms to ensure
that only the appropriate users can access data as well as no
data leakage of how an experiment may be architected.

Data is not the only protection challenge that must be ad-
dressed in a multi-user experimental testbed. Resources must
be protected to ensure that one experiment does not impact the
results of another. Multiple experiments could be running on
the testbed at any time. The effects of one must not impact the
others or at a minimum, quantification of the effects of the
testbed on an experiment need to be documented for the other
experimenters. This must be a part of every testbed used and is
necessary for rigorous experimental design. For example, if
one experiment is testing the effects of a DoS attack on a sys-
tem and another experiment is performing a vulnerability as-
sessment of a product it would be incorrect if the second ex-
perimenter believed a loss of connectivity to a device was
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significant to their actions when in reality it was due to the
DoS experiment impacting the shared networking resources
[2]. Since cybersecurity experimentation often tests abnormal
operational cases it is a challenge to protect experiments from
impacting others. Also, it is a challenge to quantify impacts
when they do occur. This last step is crucial for all assump-
tions and qualifications made in a testbed.

Cyber-physical systems run the gamut of scale; from small
self-contained systems like automobiles up to highly complex
systems-of-systems like electrical grids. Providing the
capa-bility to scale a testbed to meet the needs of a broad
range of applications is a challenge. The equipment involved
in cyber-physical systems are often expensive to buy and
configure. The equipment is often hardened for harsh envi-
ronmental conditions and requires compliance with many safe-
ty and reliability standards. Also, the expertise needed to
configure and maintain these systems is highly specialized and
expensive to acquire.

On top of the scalability challenge is the heterogeneous na-
ture across and within cyber-physical industries. Systems de-
signed for cyber-physical systems are derived from the re-
quirements of the physical processes for which they are moni-
toring and/or controlling. Therefore, a system in the manufac-
turing industry is significantly different than one in the trans-
portation industry. This can include different equip-ment,
network architecture, and operational performance and securi-
ty requirements. However, this challenge goes deeper, and
there can be extensive differences even within industries. For
example, due to geography constraints an electric utility in a
plains state can look significantly different than one that oper-
ates over mountainous terrain.

Another issue that can occur due to scaling of experiments is
fidelity of the system. Depending on the experimental design,
simulated equipment may not reach the fidelity requirements
to evaluate the security characteristics of a device. On the oth-
er end, an experiment to evaluate the impact of an event on the
electrical grid does not require the fidelity of having the actual
equipment for the grid. Ensuring a multi-user experimental
testbed has the ability to meet the fidelity needs of a broad
range of experimentation is a challenge.

Integration of the physical process into the testbed is a
closely related challenge intertwined with fidelity. CPS re-
quires a data substrate which is the physical processes they
monitor and control. This substrate interplays with the CPS,
providing input and reacting to output. It is often difficult if
not impossible to replicate these physical processes in a labor-
atory environment. Therefore, a simulation capability is neces-
sary to provide the physical aspect of CPS. Creating a simula-
tion capability with high enough fidelity to model the real
world is challenging.

111. POWERNET: DRIVING SOLUTIONS FORWARD

The power networking, equipment, and technology (pow-
erNET) testbed [1] is an implementation of a multi-user exper-
imental CPS testbed. In this section, powerNET will be intro-
duced and the envisioned path to solve the challenges defined
in the previous section. PowerNET is an effort to build a
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testbed capability that is multi-user, remotely and dynamically
configurable, and user friendly.

In order to provide the necessary data and network sep-
aration between users and experiments, powerNET uses a va-
riety of technologies. Each user and project are provided with
networked shared directories via NFSv4. To provide authenti-
cation and authorization services, Kerberos is utilized. Scripts
built into the testbed OS images, on startup, retrieve user and
project keys to mount the shares and provide access. Virtual
LANSs are utilized to provide separation between experiment
network traffic. Additionally, overprovisioning of shared re-
sources will alleviate cross experimental impacts.

powerNET provides a unique capability to provide scal-
ability and different levels of fidelity. powerNET combines
simulation, virtualization, emulation, and real cyber-physical
equipment in one testbed. This combination enables high fi-
delity small scale experimentation with bare metal equipment.
However, it can also scale up to medium scale and slightly less
fidelity with virtualization and emulation. Lastly, simulations
can be run to enable experimentation at large scales. The com-
bination of all three enable a flexible environment that can
change based on the needs of the experimenters.

Similarly, powerNET was designed modularly and for dy-
namic configuration to enable a broad spectrum of research.
CPS includes a diverse selection of industries and equipment.
While powerNET currently has a focus on a subset of power
transmission and distribution applications, its modular design
enables expansion into other applications within the power
industry and even into other cyber-physical domains (i.e. oil/
natural gas, water/ waste water, transportation, etc.). And due
to the heterogeneous architecture of the industries, powerNET
is dynamically configurable so as to enable the modeling of a
wide range of realistic architectures.

There are multiple avenues to integrate simulation of phys-
ical processes into a multi-user testbed. The simplest but least
accurate option is to perform complete simulation of the pro-
cess and equipment. With a higher fidelity, process simulators
can be leveraged to generate data files that represent the in-
strumentation of the physical world. These data files can then
be used to generate digital and analog 1/O that can be fed into
the CPS equipment. However, this method does not create a
reactive experiment. The highest fidelity would be to dynami-
cally integrate physical processes into a testbed. This can be
done be via a real-time running simulator that can inject digital
and analog 1/O while also be able to respond to com-
munication from the CPS equipment. The Real Time Digital
Simulator, used in the power industry, is an example of such a
capability. All three have their uses and are viable options
depending on the experimental setup. During experimental
design, researchers must be aware of the level of fidelity of-
fered by testbeds with differing configurations and choose the
appropriate setup based on experimental requirements. This
needs to be an explicit part of experimental setup and design
and not an implicit, or perhaps overlooked afterthought.



V. CONCLUSION

While a multi-user (CPS) testbed has many benefits, some op-
erational challenges must be addressed. The set of challenges
defined in this paper are by no means a complete enumeration.
The challenges listed are the most pressing that have been ana-
lyzed in the development of the powerNET testbed. Some of the
challenges discussed are significant and may require research
efforts of their own.

In addition to these challenges, there exists a more fundamental
generalization issue or external validity problem for all of
cybersecurity science. The field still lacks good protocol to quan-
tify how well the demonstration of a security solution in one con-
text would apply to the broader community. Also, the cyber do-
main is quickly evolving and cybersecurity science still lacks a
method to apply research results into predictive quantification of
how a solution will stand up to threat evolution.

The powerNET approaches discussed in this paper provide
a good starting point in tackling the challenges listed. Howev-
er, in most cases they do not provide a complete solution to
the challenge. It is necessary that further work is performed to
enable the full capabilities that are desirable in a multi-user
CPS testbed.
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Chal'lénges of Cybersecurity
Research in a Multi-User Testbed
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Cyber-Physical System are Complex

» CPS are large, complex distributed systems, comprising specialized,
utilitarian equipment

» Heterogeneous equipment manufactured by multiple vendors
» Systems are expensive, difficult to configure, deploy, and maintain

» Requires expertise
B Demand exceeds supply

How to support research in the CPS domain?

MIET Cybasacuwrty for Cyber-Priysical Sysherns 2012
May 4, 2012 ¥ ¥ for Gyber-Fry ¥ 2
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Challenges for CPS Research

NISTIR 7916

Equipment must available and accessible

“Real’ data needs to be available

Researchers shouldn’t be forced to be operational experts
Experiment in a “safe environment”

Support for the scientific method

Enable open science

Multi-user testbeds enable CPS research

MIST Cyibemacurty for Cyber - Primical Syaterns 3012

Testbeds Support CPS Research

> A testbed is platform for experimentation (NSF 2002)
B Proof-of-Concept. Purpose-built for demonstration
B Multi-User. Shared resource pool

» CPS multi-user testbeds should:

B Be dynamic, flexible, and remotely configurable
® Researcher-friendly configuration
@ Libraries of scenarios, templates

B Support concurrent experiments

B Have broad and diverse pool of real world equipment
B Be modular, extensible, and scalable

B Support the research community and open science

MIST Cyibemacurty for Cyber - Primical Syaterns 3012
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Put the Researcher in Control

» World-wide accessibility

» Researcher-friendly interfaces to configure and initialize resources
B GUI are adequate for small scale experiment
B ._inefficient when experiments comprise hundreds of components

» Library of common designs, architecture, and designs

» Activation should be on the order of hours, not days

» Mechanisms to simulate “normal’

» ... and to orchestrate events, processes, etc.

» Default instrumentation and visualization

» ...and other mechanisms to inform and collect system state

W T (i A i i Pt vl 21 -

Concurrent Experiments Demand Isolation

» Goalis to make efficient use of testbed resources
B Concurrently running experiments
» Experiments should be isolated from one another
» Depending on constraints, minimize shared resources
B Separate management from experiment
B Support infrastructure, services duplicated per experiment
B CPS equipment reserved for a single experiment
B Virtual machine monitors per experiment
» Some resources must be shared
B E.g., Network infrastructure
B CPS devices, cannot separate the management from experiment
Effects of sharing must be documented and quantified
Method to reserve testbed for single researcher
Resources returned to initialize state on experiment termination

yvy

Rlay 4, 2012 MIET Cybemecuriy for Cyber-Prmical Syabeme 2012 [}

124



NISTIR 7916

Sensitive Data Must Be Protected

» Organizations demand we protect sensitive data
B Architecture and design are often considered proprietary
B Data often contains system state information

> |f data is released, may harm or embarrass organization

> Testbed must enforce access controls on the data
» Obscure experiment designs

» Anonymize data employing a scientifically valid approach

B Paul Ohm's law: "data can either be useful or perfectly anonymous but
never both."

B Several examples of anonymous data that were re-attributed

. i MIST Cybarsacurty for Cyber-Prysical Systems 3012
Way 4, 2012 ¥ ¥ ¥ ¥

Testbeds Facilitate Reproducibility

» Reproducibility is the condition that allows a skeptic to independently
verify results
From a theory/model the researchers define a system under test
Description of the system is the testbed configuration
B What resources were used
Initial configuration
Connectivity between devices, characteristics of links
Operating system images, device firmware
Logs and serial, network traffic capture
B Parameters for simulated components
Unfortunately, uncertain what this means for physical processes...

» Provide mechanisms for researchers to share experimental designs,
data, and documentation

Yy

¥

. i MIST Cybarsacurty for Cyber-Prysical Systems 3012
Wlay 4, 2012 ¥ ¥ ¥ ¥
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Testbeds Can Enhance External Validity

>
>
>
>
>

While scenarios/template greatly enhance external validity
...fidelity, equipment, and scale are challenges
Real always best, but not always possible
Put the researcher in control of fidelity
Combine the real with emulated and simulated
B Procure broad and diverse set of equipment
B Federate with other testbeds to gain access to additional resources
B Emulate and simulate other components

» Simulation should be scientifically valid and researchers aware of
shortcomings

» Some progress on simulated physical processes
» Bring everything together for experimenting on large-scale systems

. i MIST Cybarsacurty for Cyber-Prysical Systems 3012
Way 4, 2012 ¥ ¥ ¥ ¥

powerNET Features

» Project-/program- based access controls

» Remote configuration/execution of experiments
B Web application
B Configure using GUl/declarative language

» Network emulation/simulation
B DS, SONET, dial-up, wireless

i
i

i
I

» Phasors

B 9 PMUs from multi-vendor/
1 PMU development platform

B 1 Hardware PDC/Many software PDCs possible
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powerNET Features (cont)

» More than 250 virtual nodes pessihle

» Energy management system (in progress)

» Advanced metering infrastructure (in progress)
» Compute Cluster

B 3 nodes with SSDs and Infiniband interconnects
B Scale experiments to thousands of nodes

» 64 TB high-speed shared storage

Use Cases

» Validation and verification

» Technology assessment and prototyping
» Simulation and modeling

» Training and education

» Demonstration
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Logical Description
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Testbed Operation

Testbed Operation
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A
Project A
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Testbed Operation
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Testbed Operation

powerNET: Researcher Driven Control

» Researchers remote connect to facility

» Can configure through a GUI or a descriptive language
B Initial device configuration and impediments
B Provide templates and scenarios

» A subsystem for event orchestration

Rlay 4, 2012 MIET Cybemecuriy for Cyber-Prmical Syabeme 2012
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powerNET: Isolation

» Program/Project access controls
» Resources are reserved by and dedicated to experiments
B ...including virtual machine monitors

» Resources are wiped and re-initialized to a known good state
between uses

» Separate control/management traffic from experiment traffic
B Leverage multiple NICs in devices

Experiments are isolated from one another using VLANs

Authentication/authorization resources are duplicated

» Devices cannot communicate directly with one another on the control
network

» Data access controls mapped to NFSv4 acls and data
confidentiality/integrity provided by NFSv4 and CIFS

Yy

MIST Cybarsacurty for Cybsr-Prysical Systems 20132

Isolation: Reproducibility

» Researchers are free to export their data from the facility
B Try hard to store data in standard formats
B Sometimes restrictions on images/firmware
» Community portal/wiki that assists communication between
researchers
» Provide archive in support of open science
B Storage experimental designs, configurations, and data

MIST Cyibemacurty for Cyber - Primical Syaterns 3012
Rlay 4, 2012
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powerNET: External Validity

» A current focus on PMUs, PDCs

» ...in talks with other equipment vendors

» We are federated with other testbeds within PNNL

» ...and are in the process of federating with DETER and UIUC

MIST Cyibemacurty for Cyber - Primical Syaterns 3012

Conclusion

» Cybersecurity research in CPS has high barrier of entry

» Testbeds can ease the burden by providing access and enhancing
reproducibility and external validity

» Testbeds create new challenges such as isolation and data protection

» As a community, we need

B Scientifically valid approaches for simulating devices and physical
processes, synthesizing normal activity and data

B Access to real data
B . Scientifically valid approach, with acceptable risk, for anonymizing data

MIST Cybarsacurty for Cybsr-Prysical Systems 20132
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10. Security of power grids: a European

perspective
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Industrial control systems (ICS) are rapidly becoming a new
major target of cyber-criminals. This was pointed out in multi-
ple occasions by security experts [1], [2] and was confirmed
by a recent survey carried out by Symantec [3]. In this survey,
53% of the 1580 critical infrastructure companies that were
interviewed admitted to having been targeted by cyber attacks.
On average, the surveyed companies admitted to having been
attacked 10 times in the last 5 years, with each of these attacks
having an average cost of 850k USD. The survey provides a
basis for a quantitative estimate of the extent of the problem
and implies that the incidents reported by the press over the
last several years are nothing but the tip of a considerably
larger problem: the vast majority of incidents have never been
disclosed. Still, the details of the publicly disclosed incidents
give us a better understanding of the underlying issues we
face. For instance, a recently discovered malware variant
called Stuxnet which has been analyzed at length by Symantec
[4] was shown to be part of a highly sophisticated targeted
attack aiming at tampering with devices involved in the con-
trol of high speed engines, and compromise the associated
industrial process [5]. The infection was only uncovered acci-
dentally when an operational anomaly was discovered —
Stuxnet has probably been operating undetected since June of
2009 [6]. Stuxnet, and other related threats discovered recently
[7]1, show that industrial control systems are evolving, bringing
powerful capabilities into the critical infrastructure environ-
ment along with new and yet undiscovered threats.

The power grid infrastructure is a clear example of this evo-
lution. As in other critical infrastructure environments, the
idea of interconnecting industrial control systems with other
networked computing systems came up only in the last decade,
beginning as a method for lowering costs while increasing
system efficiency [8]. This convergence is now moving be-
yond industrial control systems, and the Smart Grid is now
being promoted globally as a way to solve problems with en-
ergy production, distribution and consumption, to enable ener-
gy independence and to combat climate change. Smart Meters,
or more generally, the Advanced Metering Infrastructure
(AMI), have been aggressively adopted by many European
countries. For example ENEL, the Italian utility company, has
already deployed over 30 million meters. Similar trends are
being followed by other European countries such as France
and Netherlands, in which a pilot deployment of 250,000 units
will be enriched in the future years to cover 80% of the na-

tional installations.
1. Power grid infrastructure and IT security

The convergence between ICS environments and standard 1T
practices and technologies has important security implications
[9], implications which have only been marginally explored by
security researchers.

On the one hand, the increasing use of COTS (commercial,
off-the-shelf) operating systems (Windows, Linux, etc...) has
exposed these environments to attacks, incidents and intrusion
techniques characteristic of traditional IT environments.

On the other hand, the employment of standard IT technolo-
gies can be seen as an opportunity to access the extensive ar-
ray of standard IT security techniques (intrusion detection
systems, file scanning, standard hardening techniques) and to
apply it on these networks. Security techniques honed over
many years of practical application can now be used to bear on
security issues new to the critical infrastructures.

We claim the trade-off between benefits and associated
challenges to be currently imalanced: standard IT security
technologies, however robust, cannot protect critical infra-
structure as effectively as it is possible in standard enterprise
IT environments, given the greater amount of variation in ex-
isting control systems and communication protocols as well as
the prevalence of older technologies in operation concurrently
with newer systems. Moreover, no concrete solutions have
been proposed so far for addressing the security concerns as-
sociated with new technologies such as AMI infrastructures,
where the introduction of basic security primitives (e.g. en-
cryption and authentication in network communications) does
not tackle the serious concerns associated to their large scale
deployment [10], [11], [12].

1.1. Specific challenges

In order to understand the reasons at the root of the ineffec-
tiveness of standard IT security techniques, we need to look
more in detail at the characteristics of the threat model and of
the environment being pro-tected. Many of the incidents
which have been publicly disclosed in the last years have in
fact underlying important facts.

The complexity of the environments is often very difficult
to handle. For instance, a nuclear plant in Georgia was shut-
down for 48 hours as a consequence of a software update in-
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stalled on a workstation operating in its business network.
Nobody was aware of the connection between the workstation
in the business netowkr and the control system on the SCADA
network, and of the effects caused by this connection.

Additionally, incidents witnessed in the recent years have
underlined an unprecedented level of sophistication in the
threats targeting ICS environments. A prime example of this
sophistication is the Stuxnet infection, which used four distinct
and previously unknown zero-day exploits, and leveraged mul-
tiple stolen certificates for the injection of its rootkit: when the
certificate used for the installation of the rootkit was reported
stolen, and consequently revoked by the Symantec (Verisign)
Certification Authority, the malware was immediately patched
remotely to utilize a second stolen certificate. Stuxnet was not
an isolated incident: in 2011, a threat sharing similar charac-
teristics to Stuxnet was discovered and was shown to have
been generated by the same authors, or those who have access
to the Stuxnet source code [7].

These examples highlight specific challenges of protecting
critical infrastructure environments, challenges which can be
traced back to how critical infrastructure environments differ
from typical enterprise environments.

Critical infrastructure environments are very heteroge-
neous. They include a mix of traditional desktop computers,
large mainframes, and field devices. These devices are pro-
foundly different in terms of computational power, communi-
cation protocols and even in their ability to be managed and
provisioned (i.e. install new software or upgrades). The man-
ner in which these devices are interconnected can vary
significantly from company to company (even in the same
business branch, such as energy) and automated management
controls are frequently non-existent. Because of this heteroge-
neity in hardware, software and network topology, the security
assessment of these environments is particularly challenging.
Preliminary studies performed on some of these devices have
shown that the security of those systems has been neglected
and that a motivated attacker could easily penetrate those sys-
tems.

Many communication protocols are vendor-specific.
While standards exist for many communications protocols
[13], vendors have added specific extensions to provide addi-
tional functionalities. The lack of publicly available infor-
mation on these extensions and their interactions negatively
impacts standard security mechanisms, including most Intru-
sion Detection Systems, which generally rely on signatures for
the detection of threats, as well as standard vulnerability dis-
covery tools which require knowledge of the protocol
specifications in order to properly assess the robustness of
protocol implementations.

Critical infrastructure environments are very valuable
targets. Because of their strategic importance, critical infra-
structure environments are likely to be targeted by highly mo-
tivated and resourceful attackers. The motivation and re-
sources available to individuals interested in compromising
these systems can be considerably greater than those attacking
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more typical IT environments. Many security practices that
aim at preventing intrusion by raising their cost (e.g. requiring
valid signatures to load kernel drivers) may be ineffective
when dealing with these highly resourceful attackers.

2. The CRISALIS project

The CRISALIS project (Critical Infrastructure Security Anal-
ysis), is a Research Project funded by the European Commis-
sion in the context of the FP7 research framework that aims at
revisiting the convergence between standard IT systems and
industrial control systems typically used in the context of the
power grid from a security standpoint. The project will involve
in a three-year effort a set of key actors in European academic
research (EURECOM, Chalmers University, University of
Twente), in the manufacture of devices (Siemens), in the de-
velopment of security solutions (Symantec) as well as in the
deployment and maintenance of national infrastructures
(ENEL, the Italian energy provider, and Alliander, key actor in
the deployment of Smart Meters in the Netherlands).

The project is articulated over a set of coherent and prag-
matic guidelines:

e Focus the attention on real-world, targeted attacks
carried out by resourceful attackers against critical in-
frastructures.

e Address two specific, yet interlinked, environ—ments,
namely the SCADA systems employed in power gen-
eration and distribution as well as the AMI infrastruc-
ture employed in in the distribution of electricity to
consumers.

e Develop practical solutions and tools, and test these
tools on real systems.

The project research effort spans over three main themes: (i)
securing the systems, by means of novel automated analysis
of CI environments and discovery of new threat vectors; (ii)
detecting the intrusions, by developing new technologies
aiming at coping with the heterogeneity of protocols, interac-
tions and devices typical of these systems; (iii) analyzing suc-
cessful intrusions, by devising techniques to facilitate the
“post-mortem” analysis of the environments and of specific
devices. These three research themes are meant to complement
each other in order to address their respective limitations. Not
all the security problems can be easily discovered and fixed,
therefore the need to improve our capability of detecting
anomalous interactions in these environments. Similarly, not
all the intrusions can be detected with certainty, therefore the
need to develop tools to inspect specific devices and detect
tampering. Key to the uniqueness of the project is a specific
focus on two main challenges that characterize these environ-
ments:

System complexity. An important transversal research
theme consists in the development of tools and techniques for
the automated discovery of the structure and the interactions in
these environments. This will include protocol learning tech-
niques to address the proliferation of vendor-specific protocol



dialects in these networks, as well as new device fingerprinting
approaches able to deal with the diversity in the involved de-
vices.

Validation. In order to guarantee the practicality and the
general applicability of the developed tools and techniques,
the CRISALIS project will setup a set of real-world environ-
ments for their validation and evaluation thanks to the in-
volvement of critical infrastructure maintainers such as ENEL
and Alliander.

The project, set to start on the 1st of March 2012, will ulti-
mately contribute to addressing the current imbalance between
challenges and opportunities associated to the convergence of
IT technologies with Industrial Control Systems. If accepted,
the presentation will present more in depth the research con-
tent, the planned methodology and early results of the project.
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\/Symantec,

Challenges in Critical Infrastructure
Security

Corrado Leita

Symantec Research Labs

Cybersecurity in CPS Warkahop - CRISALE FPT project

Symantec Research Labs

¢ CARD (Collaborative Advanced Research Department) group
— Sophia Antipolis, FR
— Culver City, CA
— Herndon, VA

¢ Relevant recent work:

— SGNET: distributed honeypot deployment for the study of code injection
attacks based on ScriptGen

— HARMUR: dataset providing a historical perspective on client-side threats

— TRIAGE: multi-criteria decision analysis for the study of security datasets
(Olivier Thonnard)

— WINE: Worldwide Intelligence Network Environment
(http://www.symantec.com/WINE)

Cylersacurity in CF5 Workshop - CRISALIS FPT project {Smantec_ .
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Convergence between IT and OT technologies

* Interconnection of standard computer _
systems with industrial control systems E

* An opportunity?

— Lower costs and increased system efficiency

A

— Opportunity to leverage standard IT
techniques (intrusion detection, file scanning,
standard hardening techniques, ...)

— Opportunity to enable OT suppliers to manage
and support OT devices at scale —

* A threat?

— Enable attacks and incidents that are typical of
standard IT environments

— Enable attacks on critical infrastructures and
environments such as energy, gas, medical

— Privacy violations from data being more
widely available

Cybersecurity in CPS Woarkshop - CRISALIS FPT project ‘/S,yma ntec. g

What are the challenges in the protection
of ICS environments?

Cybersecurity in CPS Workshop - CRISALIS FPT project v Symantec n
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a Off-the-shelf
[ suitability to ICS

1t

Challenges

Cybersecurity in CP5 Workshop - CRISALIS FPT project

V/Symantec. g

Smart Grid as a complex ecosystem

—

— .
e

T ?

M — Service
'zimng i W PR w_ Provider -

o

2
Generation . —=um,

L——— y iy
?‘n‘mh‘.nﬂ """ Distribution
— M o Scumom, ST e S e 1 F S 3900

Our

focus

Cybersecurity in CPS Workshop - CRISALIS FPT project

JS}I‘I‘TIGMEC. Q

140



NISTIR 7916

A composition of complex environments

flow datagram generated from the analysis of one
hour of operation of a water pump control system

diverse, often

non-standard protocols

e e e e e | — ':'_'I—-"'
A e =t :
e — - - =

RN
AN

D450

- Servers gateways
- clients in main network - I p work
Cybersecurity in CPS Woarkshop - CRISALIS FPT project gsyma ntec. g
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Cybersecurity in CPS Workshap - CRISALIS FPT project @rSymantec Q
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The Washington Jost

NATIONAL

Corrections  Energy & Environment  Health & Science  Higher Educa

In the News Super Bowl commercials  Madonna  Josh Pe

Checkpoint Washington'

Reporting on diplomacy, intelligence and military affairs

= On Twitter | E-Mail Checkpoint | More national security news | [ RSS Feed

ABOUT THIS BLOG Postad at 12:44 PM ET, 111812011
_ _ Fnrnlgn hackers targatad U.5. wa
Checkpainl Washington i

proguced by the raticnal .mmm m.llt‘.iﬂl.ls wh‘r H“Iﬂk,
sacurky siaff of The By Ellen Nakashima

Washington Post
Foreign hackers caused a pump at an lllinois
et k, according to a preliminary state re;
Fobow us on Twitier: wee g P ry part
@checkpointwash attack, if confirmed, would be the first Known
the systems that supply Americans with wate

SUBSCRIBE essentials of madern life.

Cybersecurity in CPS Workshop - CRISALIS FP7 project

The interesting lesson

Is it possible to burn-out a water pump by solely interfacing with
the SCADA layer? Fail-safe mechanisms exist to prevent physical
damage!

Cybersecurity in CPS Warkshop - CRISALIS FPT project ‘/Syrna ntec. g
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=28  Off-the-shelf
i@ suitability to ICS

Challenges

ITVS OT
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Cybersecurity in CPS Workshap - CRISALIS FP7 project

Threat

"%, economy

Threat economy

* Security mechanisms often aim at

rendering an intrusion “difficult
enough”

* Their effectiveness depends on the
value of the target!

— Requiring a signed certificate to inject a
kernel driver

— Keeping valuable resourcesin a private
network

— Storing a certificate in a secure room

Cybersecurity in CPS Woarkshop - CRISALIS FPT project

cost
revenue

W

®‘5ymantec. Q
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The threats are real

Cybersecurity in CPS Workshop - CRISALIS FPT project szmntec n

What is your experience with each of this type of
attacks? (1580 industries contacted, 2010)

Symantec 2010 Critical Infrastructure Protection Study - http://bit.ly/bka8UF
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Cybersecurity In CP5 Workshop - CRISALIS FPT project J‘Symantec n
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How many times have you suspected or been sure each
of the following has occurred in the last 5 years?

Symantec 2010 Critical Infrastructure Protection Study - http://bit.ly/bka8UF

Allemgpl Lo sleal eecionic infoemalion

Altemgpt to albor of destroy elechionic information on our meivworks

Cybersecurity In CP5 Workshop - CRISALIS FPT project

Cost estimations of all the attacks over the 5 years

Symantec 2010 Critical Infrastructure Protection Study - http://bit.ly/bka8UF
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Stuxnet

» Windows worm discovered in July 2010
 Uses 7 different self-propagation methods

* Uses 4 Microsoft 0-day exploits + 1 known vulnerability
¢ Leverages 2 Siemens security issues

¢ Contains a Windows rootkit

» Used 2 stolen digital certificates (second one introduced
when first one was revoked)

* Modified code on Programmable Logic Controllers (PLCs)
* First known PLC rootkit

Cybersecurity in CPS Workshop - CRISALIS FP7 project \(Syrna ntec.

Stuxnet and the myth
of the private network
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Cybersacurity in CF5 Workshop - CRISALIS FPT project \/Smr‘tec g
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Stuxnet: an isolated incident?

* September 2011: a European company seeks help to
investigate a security incident that happened in their IT system,
and contacts CrySyS labs (Budapest University of Technology

and Economics)

* October 2011: CrySysS labs identifies the infection and shares

information with major security companies

— Dugu: named after the filenames created by the infection, starting with

the string “~DQ"

— A few days later, Symantec releases the first report on Dugu malware
sample with the help of the outcomes of the original CrySyS investigators

Cybersecurity in CPS Workshop - CRISALIS FPT project

v symantec. D)

Extremely stealthy
and targeted infection

» 0-day vulnerability in
TTF font parser

1 —

Infection leaves almost no trace
on hard drive: only the driver file is

stored in stable storage!

» Shellcode ensures s Eplit_|
infection only in an 8 — )
days window in August  E__ 1. Slcode
. deorypts driver
* No self-propagation, but snd sz o p—
spreading can be [ meatwion [
directed to other S Sl
computers through C&C  EXEEER oo
.IE - ain D
— Secondary target do not o wia | Servicesam
communicate with C&C, ki Loadroin
communicate instead e
through P2P ConfigFile
Cybersacurity n CPS Workshop - CRISALLS FP7 project X Symantec. n
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Targets

6 organizations in 8 countries confirmed infected

Cybersecurity in CPS Workshop - CRISALIS FPT project @ Symantec. g

Signed Drivers
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* Some signed (C-Media certificate)
* Revoked immediately after discovery

Cybersecurity in CPS Workshop - CRISALIS FPT project @ Symantec. E
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Command & Control Complexity

e Communication over TCP/80 and TCP/443
— Embeds protocol under HTTP, but not HTTPS
— Includes small blank JPEG in all communications
— Basic proxy support
e Complex protocol
— TCP-like with fragments, sequence and ack. numbers, etc.
— Encryption AES-CBC with fixed Key
— Compression LZO
— Extra custom compression layer

* CnC server hidden behind a long sequence of proxies

Cybersecurity in CP5 Woarkshop - CRISALIS FPY project Jshpmantec_ g

Duqu “strange clues”

e TTF Exploit

— Font name “Dexter Regular”
from “Showtime Inc.”

— Only two characters defined:
L]
1]

* Inside the keylogger
component is a partial
image

— “interacting Galaxy System
NGC 6745

Cybersecurity in CP5 Warkshop - CRISALIS FPT project

V/Symanter..
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Stuxnet and Duqu

* Stuxnet: first publicly known malware to cause public damage

¢ Duqu: shares many similarities, used for cyber espionage (a new
Stuxnet?)

¢ High complexity
— Require resources at the level of a nation-state

— The attackers are not gone: new binary found compiled in February 2012

¢ Cyber warfare is not a myth

Cybersecurity in CPS Workshop - CRISALIS FPT project (Sy'ma ntec. B
CRISALIS
Cybersecurity in CP5 Workshop - CRISALIS FPT project Jsirmntec n
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What have we learned so far?

1. Attacker motivation: no security practice is likely to
make the intrusion difficult enough. New motivations for
attackers (crime, cyber warfare) mean more resources and
incentives to conduct attacks.

2. Myth of the private network: also because of 1.,
relying on network isolation from the Internet as main
security protection is ineffective. Physical security cannot be
enforced in practice, and network isolation renders cloud-
based security technologies impossible to apply (e.g.
reputation, data analysis, signatures, ...).

3. From Intrusion Prevention to Intrusion

Tolerance: a layered approach is required with several
safety nets and managerial procedures to handle fallback
modes.

Cybersecurity in CPS Warkshop - CRISALIS FPT project \/Syma ntec. g

The CRISALIS project

* 3-year collaborative project (funded by FP7-SEC)

» Participants:
— Symantec (Ireland)
— Siemens (Germanyy)
— Security Matters (Netherlands)
— EURECOM (France)
— Chalmers (Sweden)
— University of Twente (Netherlands)
— ENEL (ltaly)
— Alliander (Netherlands)

Cybersacurity in CPS Waorkshop - CRISALIS FP7 project \\"ISymantec_ n
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The CRISALIS approach

0.1 Securing the systems

0.2 Detecting the intrusions

v
3
(1]
3
o
o
(=]
=
"]
2

0.3 Analyzing successful
intrusions

End user support

Cybersecurity in CP5 Workshop - CRISALIS FPT project

SCADA
environments

AMI
environments

\\"’Symantec. B

System discovery: the foundation
of the CRISALIS project

e Understand the environment being monitored
— Devices
— Interconnections among devices
— Semantics of the interactions
* Challenges
— Proprietary devices and protocols

— Lack of protocol parsers

Cybersecurity In CP5 Workshop - CRISALIS FPT project

v symantec. JED)
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0.1 Securing the systems

* Penetration testing

— Globally accepted methodologies in ICT infrastructures

— Methodology needs to be carefully revisited to be applicable to ICS
(dangerous!)

* Vulnerability discovery

— Attention to the automated discovery of vulnerabilities in IC5 devices
= Static analysis of the binary code

* Dynamic analysis

— Drive the vulnerability discovery process through information on the
protocol specification

Cybersecurity In CP5 Workshop - CRISALIS FPT project \f(s?mantec_ n
E—

0.2 Detecting the intrusions 0
[ — ]

» Vulnerability discovery is unlikely to exhaustively identify all the
possible threat vectors. How to identify and block a successful
intrusions?

» Targeted attacks: we need to avoid a-priori assumptions on the
threat vector

— Traditional assumptions on the threat model are likely to not hold
— Signature-based technologies are not appropriate
— Revisit behavior-based detection in ICS environments

— Revisit host-based monitoring techniques

Cybersecurity In CP5 Workshop - CRISALIS FPT project \f(s?mantec_ n
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0.3 Analyzing successful intrusions

» Be ready to fail: provide instruments to detect suspicious
modifications to the devices and analyze their effects

— Forensic analysis of industrial devices: how can we understand if a PLC
device has been compromised? How can we understand the impact of the
modifications?

* Challenges

— Perceived absence of real threats by the industry

— Deployment of proprietary components and protocols

— Lack of persistent storage capabilities

Cybersecurity In CP5 Workshop - CRISALIS FPT project \.“Symantec_ n
[

Validation environment —— IR
I—

* How can we validate the soundness of the obtained results?
What is the performance of an intrusion detection methodology
in real world environments?

¢ \/alidation environments:

— EMNEL Security Lab (Livorno, Italy): replica of a real-world SCADA system
used in power generation

— Alliander Testing deployment (Netherlands): testing AMI deployment

Cybersecurity In CPS Workshop - CRISALES FPT project V’smntﬂ
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An example: CRISALIS and protocol learning

* Can we try to attach semantics to the different edges with no a-
priori knowledge on the protocol structure?

* Can we infer causality...?

Cybersecurity in CPS Waorkshop - CRISALIS FP7 project ‘H{Syma ntec. B

ScriptGen

* Protocol-agnostic algorithm

* Observe conversation samples between a client and a real server
* Infer semantics using bioinformatics algorithms

* Proved good results in handling deterministic exploit scripts

Cybersecurity in CPS Workshop - CRISALIS FFT project Jsmamﬂc_ n
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Region analysis

Multiple alignment
Clustering

Region synthesis

Micro clustering

Cybersecurity In CP5 Workshop - CRISALIS FPT project \/Symantec_ n

‘/Symantec.

Thank you!

Corrado Leita
corrado_leita@symantec.com
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11. Understanding the Role of Automated Re-
sponse Actions to Improve AMI Resiliency

Ahmed Fawaz, Robin Berthier, William H. Sanders
Information Trust Institute and Department of Electrical
& Computer Engineering
University of Illinois at Urbana-Champaign
Urbana, IL, USA
{afawaz2, rgh, whs}@illinois.edu

Abstract—The smart grid promises better services and higher
reliability but is exposed to new security threats. In particular,
deployment of advanced metering infrastructure (AMI) will vast-
ly increase the attack surface because of the smart meters in-
stalled in customer homes. Managing the security of AMI cannot
be done manually because of its size and complexity. Thus, we
propose a three-step plan to bring automated responses to AMI.
Considering the challenges of automated responses, we will de-
velop a taxonomy of response actions in AMI. Then, we will mod-
el the response actions in terms of their impact and cost for the
different actors in the system: customers, administrators, and
attackers. Finally, we will discuss implementation and evaluation
requirements for a practical automated response engine for AMI.

Keywords: AMI, CPS, Response action, Cyber security

The adoption and deployment of the smart grid promise cus-
tomers faster and more reliable service. The smart grid enables
those improvements through its capabilities for remote control,
instant detection of blackouts, and accurate state estimation of
the power grid using phasor measurement units (PMU). Addi-
tionally, the smart grid accommodates more customer ser-
vices, such as real-time pricing, and includes provisions for
future electrical vehicles. A core component of the smart grid
is the advanced metering infrastructure (AMI). An AMI is the
communication solution for smart meters that transmit real-
time meter readings to the administrative network and receive
commands to control service remotely. An AMI enables fine-
grained detection of blackouts and will thus enable faster cus-
tomer service.

A typical AMI will allow remote control of every smart meter,
including the ability to turn service off, and in some scenarios
will allow utility companies to control specific appliances in
individual homes as part of environmental programs that offer
reduced prices at certain hours of the day. Moreover, utility
companies will no longer need to have human meter readers
drive around and obtain monthly readings, because readings
will be sent to the utility company frequently from the meters
through the AMI network. Finally, the introduction of smart
appliances that can communicate with smart meters to get
realtime pricing information means that owners will be able to
control those appliances remotely via the Internet.

AMI presents more security threats than regular cyber-
physical systems (CPS) do, as its architecture and services
allow for a larger attack surface. The attack surface includes 1)

Partha Pal
BBN Technologies
Boston, MA, USA

ppal@bbn.com

the corporate network, 2) the wireless mesh network, 3) the
home area network, and 4) meters that are within the reach of
customers. Possible threats can be classified according to at-
tack scale, ranging from relatively small-scale targeting of
specific houses (in order to turn off service or specific appli-
ances, such as alarm systems) or stealing of energy (through
alteration of meter readings or duplication of meters), up to
large organized crimes that target large geographical regions.
Moreover, attacks could target the control commands sent by a
utility to its AMI. Additional security issues also rise from the
use of the wireless technology for smart meter communica-
tion. Additional attacks will be facilitated by the wireless mesh
network that will be used to connect meters; such networks are
prone to single points of failure, availability problems, jam-
ming, eavesdropping, man-in-the-middle attacks, and worm-
hole and black hole attacks [1,3,5].

Compared to traditional IT systems, AMI has stringent re-
quirements in terms of quality of service and security guaran-
tees. Those requirements include:

1. Availability: Utility companies should be able to get the
latest meter readings and send out control commands
within specific time constraints. Moreover, customers
expect the latest pricing to be available.

2. Resilience: AMI provides a critical service to custom-
ers. It must be able to work under extreme conditions
and provide the core service of measuring energy con-
sumption even under attack.

3. Fast recovery: In the event of an attack, a compromise,
equipment faults, or even blackouts, an AMI should al-
low fast recovery and restoration of service.

4. Size: In the future, a typical AMI could be larger than
any conventional CPS ever built , with millions of
nodes in cities; this massive size imposes scalability is-
sues for traditional security solutions.

5. Privacy: There are also privacy concerns specific to
AMI, since the readings and commands sent between
the meter and the utility company reveal private infor-
mation about customers.

Important efforts (by researchers and by organizations such as
NERC and NIST) have been made to promote security solu-
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tions for AMI networks, such as VPNs, encryption [4], and
remote attestation [8]. Such efforts are important, but cannot
completely secure systems, mainly because vulnerabilities can
always be found in the implementations of protocols and ap-
plications, or in the human operators who can provide access
to restricted resources unintentionally. Moreover, since meters
are left without real physical protection, tampering with devic-
es may leak secret keys stored in internal memory and thus
cause security breaches in the network. Consequently, tradi-
tional attack prevention solutions have to be supplemented
with detection and mitigation approaches. Our present work
focuses on studying the possibility of a framework that can
automatically respond to cyber intrusions given the require-
ments of an AMI.

The importance of intrusion detection for AMI is still critical,
and several approaches have been proposed [2,11]. However,
intrusion detection is prone to inaccuracies, and monitoring
such a large number of nodes will rapidly lead to an unman-
ageable volume of alerts and demands for decisions. The com-
bination of potentially weak detection capabilities and strin-
gent CPS requirements means that to offer strong resiliency
against cyber-attacks, security solutions have to be proactive.
For example, the uncertain identification of a suspicious be-
havior has to trigger the automated deployment of additional
monitoring capabilities to translate inaccurate reports into ac-
tionable information. A variety of automated response solu-
tions have been studied over the past decade [13], but none
have been tailored for the specific requirements of complex
cyber-physical systems such as AMI. Moreover, the practicali-
ty of existing solutions is limited, and for multiple reasons, the
industry has been reluctant to implement sophisticated auto-
mated response actions. First, implemented actions are often
all-or-nothing, meaning that they lack the flexibility to adapt
to various situations and can lead to dramatic consequences in
the case of false positives. Second, there is a poor understand-
ing of the impact of response actions in large and complex
CPS. Third, that lack of understanding can result in vulnerabil-
ities in the response action itself, which could enable attackers
to game the system and cause automation to do more harm
than good.

We gained a better understanding of the limitations of current
automated response solutions by reviewing related work from
the perspective of practicality for the specific requirements of
AMI. As a result, we plan to present the following approach to
bringing efficient and secure automated response to AMI.

The first step, which is in progress, involves development of a
taxonomy of response actions that suits AMI requirements,
such as always preserving the mission of delivering energy
and accurately measuring consumption. The taxonomy will
allow us to construct a set of possible response actions by em-
phasizing the concept of flexibility. Flexible actions can be
tuned to meet a wide variety of requirements and situations.
This will then guide the development of a practical case study
to design flexible actions for an AMI. The taxonomy has two
high-level categories: 1) learning actions, and 2) modifying
actions. Learning actions are either passive or active and are
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designed to gather additional information about security inci-
dents. Learning actions include enabling of additional IDS
sensors with a higher granularity, logging of traffic, or active
sending of probe packets to locate compromised nodes. Modi-
fying actions work to respond to and recover from an attack.
Modifying actions have two subcategories: recovery actions
and limiting actions. Limiting actions reduce privileges of a
given entity, thus reducing its ability to propagate an attack.
Limiting actions include addition of firewall rules to block a
meter’s traffic, changes to access privileges to certain re-
sources within a meter, and changes to routes within the mesh
network to avoid a compromised meter. Recovery actions will
work to stop attacks and return to a previous working state in
the system; such responses include application of update
patches, flashing of a clean OS version, and even sending of
field technicians to change a meter.

The second step after building the taxonomy will be to model
the response actions’ impact and cost. The first task in model-
ing response actions will be to identify the different actors in
our system. Usually, security researchers consider the main
actors to be the attacker and the administrator. However, we
propose to include customers as well, since they can also be
affected by the attacker’s actions and the administrator’s reac-
tions. An action’s impact can be described as good or mali-
cious, where good actions are those that benefit legitimate
entities (administrators and customers) and negatively impact
illegitimate entities (i.e., attackers) by making it harder for
them to achieve their malicious goals. In order to quantify the
impact of an action, it is necessary to define the cost of the
action. Several researchers have proposed methods to compute
the cost of actions [6,7,10]; some use the difference in the val-
ue of a security metric based on dependency graphs between
the system states before and after an action was done. Others
decompose the cost based on the number of unavailable re-
sources, impact on the system, and operation cost. Most re-
search uses a weight matrix for the different confidentiality,
integrity, and availability (CIA) metrics to describe the im-
portance of each security property. Most previous work does
not look into practical ways to compute the cost of an action to
the customer, or consider the time needed to recover as part of
the cost. Moreover, the use of a static matrix to specify the
importance of each security property is highly subjective and
does not provide a method to compute those values based on
the policies of the corporation, or even provide a sense of how
to tweak the values to change the reactions of the system. Ad-
ditionally, cost assessment in the context of a CPS requires a
detailed understanding of the interfaces between the cyber and
the physical mechanisms. Because of those limitations, we
will propose a cost computation method that allows us to con-
sider the cost for customers. It will also allow for flexible cost
for actions with varying intensity (e.g., rate limiting with a
variable threshold rate). Moreover, we will propose clear
methods to generate and tweak the weight coefficients needed
to compute the cost of an action, as well as include the impact
on physical systems in the calculation.



The next step in this project will be to explore solutions for
automatic selection of response actions at runtime during an
attack. We plan to study the game-theoretic response and re-
covery engine (RRE) proposed by Zonouz et al. [12]. RRE
models the system as a Stackelberg game [9] between the at-
tacker and the administrator. RRE uses an attack-response tree
to represent the possible attacker moves and tags each move
with a set of possible responses. Upon an attacker’s move,
RRE then computes an optimal strategy for the current securi-
ty state of the system that maximizes the benefit for the ad-
ministrator while reducing the benefit for the attacker. Several
challenges must be addressed before that type of online auto-
mated decision-makers become “AMI-ready.” First of all, be-
cause of the large size of an AMI, the attack-response tree
representing the system will get much larger than those of
traditional networks, making it difficult for RRE to compute
the optimization. Thus, we need an abstraction to reduce the
search space of RRE for the AMI. The main idea behind the
abstraction is to use the hierarchy within AMI, so we
willdivide the attack goals into several interim goals that can
be solved independently within a neighborhood. Then, we will
form another tree that combines several neighborhoods and
decides on high-level actions (e.g., isolating a complete neigh-
borhood). Moreover, RRE does not have provisions for cus-
tomer costs, and changes are needed to include those costs as
part of computing the optimal response strategy.

The final contribution of this project will be to discuss how to
evaluate the framework in a realistic environment. We will
present a set of experiments that we plan to implement in the
TCIPG/Itron testbed. This testbed emulates hundreds of virtu-
alized meters combined with hardware meters, all clustered
into several neighborhoods (reflecting a realistic AMI). Each
cluster has a collector that sends the readings back to the head
end or sends commands from the head end to the meters.

This paper presents a rigorous research plan to study automat-
ed response within the unique requirements of an AMI. The
proposed solution will help utilities improve on services, oper-
ation costs, and reliability. Automated responses in AMI will
reduce the maintenance cost for utilities, as it improves the
ability to troubleshoot the distribution network by providing
situational awareness. Moreover, automated response has the
potential to significantly reduce the load on human operators
by automatically managing low-level alarms generated by
sensors in the network.
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TCIPG Mission

* Identify and address critica
security and resiliency needs at
the cyber-physical junction in
the evolving power grid

— Meet the challenge of rapid
evolution and mixed legacy
environment

— Address the proliferation of
devices, demand response,
DG integration, HAN...

— Emphasis on trust and
resiliency
* Engage Industry (utility, control
system vendors, technology
providers)
— Ensure relevance of research
— Foster technology transfer
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Research Excellence

— Balance long-range basic
research with the need to
develop practical solutions in
the near term
Publications and conference
presentations
TCIPG is the “go to”
academic center

lucation

Develop university students
who will be experts in the
field
Outreach to K-12 students
and the public
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TCIPG Statistics

3uilds upon $7.5M NSF TCIP CyberTrust Center 2005-2010
VI over 5 years, starting Oct 1, 2009

Funded by Department of Energy, Office of Electricity and

Department of Homeland Security

5 Universities

— University of lllinois at Urbana-Champaign

— Woashington 5tate University

— University of California at Davis

— Dartmouth College
— Cornell University

20 Faculty, 20 Senior Technical Staff, 37 Graduate Students, 5

Undergraduate Students, and 1 Admin
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Industry Interaction: Vendors and Utilities that have
participated in TCIPG Events
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Industry Interaction: Other organizations that have
participated in TCIPG Events
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TCIPG Impacts all aspects of the 2011 Roadmap to Achieve Energy
Delivery Systems Cybersecurity
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* Background on AMI
— System overview
— Security aspects
* Towards Automated Response
— Taxonomy
— Cost model
— Practical deployment
* Future Directions
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AMI Architecture

Utility Network

Field Crew

Collect. Engine WAN
" wiax, PLG

Sateliteor GSM) T

{Wireless mesh network or PLC)

Third Party

Customer

WAN: Wide Area MNet., NAN: Neighborhood Area Met.
PLC: Power Line Carmm.

smart Meter
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Requirements

* Large-scale
— Managing few millions nodes

* Resilient
— Energy delivery mission is critical

* Privacy-preserving
— Protect sensitive customer information

TRUETWORTHY CYBER INFRASTRUCTURE FOR THE POWER GRID
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Constraints

Long term deployment

— Life cycle of 5 to 15 years (vs. 2-3 years in IT)
Meters have low-computational power

Limited network bandwidth

Limited information about attacks

Security solutions should be:

— Non-intrusive

— Low maintenance
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Cyber Security Threats

* Motivations:
— Energy fraud
— Denial of service
* Extortion
— Power Disruption
* Targeted remote disconnect
* Large-scale outages and instability
— Stealing personal information
— Abuse of communication infrastructure
— Loss of customer trust and adoption
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AMI Attack Surfaces

CONCENTRATOR
aless Mesh3lle9\rork_1- o

AIMIR N .
HEAD END Aol O

SERVER V ey
BACK OFFICE —

APPLICATIONS
Physical tampering with meter

MNeighborhood Are
Metwork (NAN
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Smart Meter Vulnerabilities

Password sent clear over optical port
Usage data not integrity protected

Communication protocol vulnerabilities
— Routing
— Configuration
— MName service
Software and firmware vulnerabilities
Hardware vulnerabilities Replaced anti-tampering seal
Read and write access to data storage Password stored in clear in EEPROM
Access to encryption keys Encryption key derived from password
Weak random generator
Lack of replay protection Replayed authentication and spoofed meter

Multi-vendor Penetration Testing in the Advanced Metering Infrastructure (2010), and Energy
Theft in the Advanced Metering Infrastructure (2002) by 5. McLaughlin et al,
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Smart Meter Vulnerabilities (cont.)

Communication protocol vulnerabilities
— Routing
— Configuration

— Name service

q S Local variables promoted to global
Software and firmware vulnerabilities Vulnerable to buffer overflow

Very small stack space, no memory protection
Yulnerable to timing attacks

Read and write access to data storage “rjw" flag often disabled

Hardware vulnerabilities

Access to encryption keys
Weak random generator
Lack of replay protection

Smart meter worm developed and tested by I0Active (BlackHat 2009)
Self-replicating and self-propogating code
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Cyber Security Threats to AMI

Utility Network

s Field Crew
Database
Collect. Engine WAN — E . -~ Self-propagation .
y — (remate explodt -
_ i Relay ‘_-'\___ ':“ ﬂ:;:l::;" nect}
|

o Massive requests

- u

N (denial of service]

© NAN

Authentication

. |mete fing]

Customer

WAN: Wide Area Net,, NAN: Neighborhood Area MNet,
PLC: Power Line Comm.

Smart Meter
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Multi-layered Security Approach

* Prevention N
— Authentication
— Encryption
* Detection
— Meter alarms/logs >Buﬁdmg a resilient architecture
— Intrusion detection requires to implement all three
* Response
— Access control lists

— Credentials/keys update
— Firmware update
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Multi-layered Security Approach

* Prevention
— Authentication
— Encryption
Detection
— Meter alarms/logs
— Intrusion detection
T
— Access control lists

— Credentials/keys update
— Firmware update
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Multi-layered Security Approach

* Prevention
— Authentication
— Encryption
Detection (" Critical need for smart

— Meter alarms/logs automated response
el A * Complexity of large-scale

S ) distributed systems

Efficiency of automated
— Access control lists attacks

— Credentials/keys update Reduction of response cost
— Firmware update and time
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Work Plan

1. Understand possible response actions
-2 Identify a taxonomy of AMI-specific actions

2. Understand safety/cost/benefit tradeoffs of actions
- Define a cost model

3. Test and study practical deployment
- Implement automated responses in TCIPG testbed
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RESPONSE ACTION TAXONOMY
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Response Action Taxonomy

* Comprehensive response classification
— Ensures coverage and completeness

* Customized for AMI
— Cooperative actions among meters
— Tunable response intensity
— Special AMI recovery actions

* Understand characteristics of actions
— Important for cost computation
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Response Actions Taxonomy

Actions aim to collect Actions aim to limit or stop
information about intruders Actions attackers, and then to
and identify compromised recover by returning to a

meters safe state.
3 A A i

Passive Active Blocking Recovery

Generate event logs Study adversary Block intrusion Restore system
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Response Action Tags

* Response rollback
— Reversible
— Irreversible with removable effects
— Irreversible
* QOperation Layer
— System-wide
— Network Layer
— MAC Layer
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Response Action Tags

* Resources Involvement
— Multiple meters
— Single meter
— Cooperative
* Admin Involvement
— Fully automated
— Requires admin input
* Response flexibility

TCIPG.OREG | 27 TRUETWORTHY CYBER INFRASTRUCTURE FOR THE POWER GRID

(Subset of the) Taxonomy

Action Rollback Resources  Admin Involvernent
] Generate reparts ] ] | Mulbiple | Automarted
I Alarm | | | | Aurtomated
I Prafile customers’ power usage to detect anomalles ] ] ] Mulbiple ] Automarted
] Start analysis tools ] ] | Multigle ] Autamated
[ Werily ARP table entries [MAC-device mappings) ] ] ] Multigle ] Autamated
Detect duplicates by probing the network Cooperalive | Automated
Send probe packets 1o test routes Cooperative | Automated

Add decoy nodes Autamated

tsolate neighborhood Multiple Semi-automaned

Firewa® rule at collector Single Auromated

Bhocking connectiens Single Automated

Limitng network access Single Auromated

Rate limiting network traffic Single Auromated

Enabling quasantine / jail environment Multiple Auromated

Merge nelghborhood netwark temporarily Multinle Seml-automated

Distribute attack signature Copperates | Automated

Verify C12.22 routing tables Copperatee | Automated
I Apply patch 1 1 1 Multinle 1 Seml-automated
I Replace meter (physically) 1 1 1 Single 1 Seml-automated
[ Recover meter readings 1 1 1 Multiole 1 Automated

Turn onfoff service (recower attack] Multinle Automated
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COST MODELING OF RESPONSE
ACTIONS
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Why does it matter?

Collection Engine

Action alternatives:
a. Block traffic from relay
b. Block traffic from meter

The number of affected meters impact

the cost !‘.
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Effect of an Action

* Three entities involved

System
Administrator L

\ v,
Y

Affected by service changes

Goal is to compute the cost of a response action using
system model, taxonomy, action tags and attack tree
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Cost for Legitimate Entities

Cost Parameters
— Operation Cost
— Impact on Services (CIA)
— Effectiveness
* Cost of Attack
* Benefits
— Recovery time
— Response deployment period (TTL)
— Action parameters (flexible actions)
— Computation time/cost (real-time deadlines)
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Current Approaches

Current approaches capture a partial image
* Static costs mapped to actions
— Systems dynamics alter the effect of an action

* Parameterized cost

— Operation cost, damage cost, response goodness and
impact (static parameters)

— Ensures better coverage but does not capture system
dynamics

* Resource dependency model

— Capture dynamics but leads to an incomplete cost value
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Computing Effect on CIA

* System modeled using
Dependency graph G=(V,E) . .
— V set of resources

— E set of edges (r, s) .

representing relation . .

* Resources labeled with .
dysfunction rate vector .

Vr[C,I,A] .

* Each edge labeled with a
degree matrix Wirlirlj =(Bhwilriirlj(1,1) &uwirlirdi(1,2) &wilrlirlf
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Comprehensive Cost Approach

Current
State

Response Recovery
Cost

TRUETWORTHY CYBER INFRASTRUCTURE FOR THE POWER GRID

Cost Effectiveness

Taxonomy characterizes two high level type
— Learning: leaves attack running
— Modifying: activity tackles attack

Impact of attack on system
— Model attacker (M6bius ADVISE model)
* Objectively simulates multiple adversary models
— Probabilistic attack costs
* Tag attack trees with costs
— Historic data
* Not enough for complete cost model
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Converting Impact for AMI Services

Realtime pricing
Se

Mvica Cﬂm Mands

Block meter

* Stops all services between user and utility

* Temporarily interruption as routes are generated
Verify route integrity

* Delays “service packets” due to extra traffic
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Attack/Response Action Cost Breakdown

e 5

For each element in the grid the cost is computed
for both the administrator and customer
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Availability for Pricing Information

Customer uses flat rate in

. 4.5
case of unavailable A
Flat rate

pricing information

Flat rate<Maricet rate

A Cents/KWh
— Utility loses revenue

Flat rate>Market rate

— Customer overcharged

12:00 AM
10:00 AM
12:00 PM
10:00 PM

Cost=A(price)xUsage
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Integrity of Pricing Information

* Action increases rate
— Customer dissatisfaction

* Action lowers rate
— Customer over billed (legal action)
— Increase demand for power
* Rate increase
* Generation perturbations
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Impact on Meter Readings

* Availability
— SLA penalty
— Delay in EMS usage profiles

* Integrity

— Energy theft or overbilling customer
— Misleading usage profiles

@ TCIPG.ORG | #1 TRUSTWORTHY CYBER INFRASTRUCTURE FOR THE POWER GRID

Impact on Service Commands

* Availability
— SLA penalty

— Customer dissatisfaction due to delays in utility services
(turning on power, blackouts detection,...)

* Integrity
— Extra labor and operation costs due to false positives
— Cost increase for the customer
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Cost of Confidentiality

* Compromised confidentiality
— Leads to invasion to privacy through load profiling

* Legal action and lost confidence

* Current surveyed SLAs do not contain provisions for
confidentiality
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Provisions for Service Level Agreements

* Availability
Guarantee that usage data, commands and pricing arrive in
a timely manner within regular load

* Integrity
Guarantee that X% of usage data, commands and pricing
are not tampered

* Confidentiality

Guarantee that X% of usage data privacy is not
compromised
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Cost for Attacker

* Stop attack
— Block compromised entities

* Slow down attack
— Rate limiting of compromised entities

* Facilitate attack
— Misdiagnosis or misconfigured response

— Collect information on the attacker and the strategies
used
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IMPLEMENTATION & DEPLOYMENT
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Framework

* Intrusion response systems can be based on:
— Heuristics
— Machine learning
— Game theory
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Recovery and Response Engine (RRE)

Assumes security game between attacker and defender
Uses an Attack-Response tree to model system

Computes the optimal response strategy that minimizes the
cost for an administrator

r(s,asT )=(0lg (s)—dlg (sT ))Tril C(a)Tr!2
— C(a) is the cost function introduced by our cost model
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184

AMI Testbed Architecture

Collection Eﬂgil‘IE Trilliant Table TstBench
ITRON {software meter)

Data Manage ment Trilliant Table TstBench
System (Oracle DB) SRISOR R,

Virtual Machines

Ethernet

&
Cell Relay RF Lan .B
&
Ethernet E
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IDS Management Console

Testbed
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Testbed

TRUSTWORTHY CYBER INFRASTRUCTURE FOR THE POWER GRID

FUTURE WORK AND RESEARCH
QUESTIONS
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Future Work

Automate the assignment of weights in dependency model
using minimum administrator input

Automate the generation of relations between CIA

Complete case study by defining models for the different
security implications

Design a “security inspired” metering SLA
Complete implementation in RRE framework
Initiate testing within testbed using realistic AMI
Optimize performance
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Safety

Attackers can drive automated responses by triggering IDS
sensors

A separate unit to include the admin to the loop in the case
for some specified actions

Actions with safety issues should be semi-automated
— Provide a choice for the admin with alternatives

Define a safety criterion for AMI
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Research Questions

* Design modular response actions and cost model

— Ensures compatibility with different technologies and
implementations

* Automate generation of response actions

* Propose Performance metrics for automated responses
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Conclusion

Formed a response action taxonomy with learning and
modifying categories

Current cost models rely on subjective administrator
parameters or static values

Defined response cost model to include parameters from
the taxonomy

Map response parameters to monetary values using SLAs
and other cost factors

Plan to implement automated response for AMI testbed
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Questions?

Robin Berthier rgb@illinois.edu
Ahmed Fawaz afawaz2@illinois.edu

William H. Sanders whs@illinois.edu
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Alvaro A. Cardenas
Fujitsu Laboratories of America

Email: alvaro.cardenas-mora@us.fujitsu.com

[. INTRODUCTION

The integration of Information
Technology (IT) systems (computations
and communications—the cyber world) with
sensor and actuation data (the physical
world), can introduce new, and fundamentally
different approaches to security research in
the growing field of Cyber-Physical Systems
(CPS), when compared to other purely-cyber
systems. In our earlier work [4, 2, 1, 3], we
have shown that because of the automation
and real-time requirements of many control
actions, traditional security mechanisms are
not enough for protecting CPS, and we require
resilient control and estimation algorithms for
true CPS defense-in-depth.In this abstract we
outline how attacks and resilient mechanisms
can affect and defend power grid operations.

II. ENERGY MANAGEMENT SYSTEMS

To characterize the CPS security of the
power grid, we need to understand how IT is
used in the control centers of the power grid
to collect sensor data, estimate the state of the
power grid, and issue control commands and
pricing signals to the market.

One of the most important components in
a control center is the Energy Management
System (EMS). The EMS is responsible for
many operational tasks. It includes the Network
Topology Processor (NTP), state estimation,
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Ricardo Moreno
Universidad de los Andes, Colombia
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the market process that delivers Locational
Marginal Pricing (LMP), and control actions
for transmission automation, such as remote
tap adjustment for transformers.

The role of NTP, and state estimation is
to collect data from sensors in the field, and
give an accurate view (topology and electric-
ity flows). If the data collected is incorrect,
operators will get an erroneous view of the
system and all management functions of the
control center will be affected, (including mar-
ket computations and control actions). This is
the reason why a lot of recent work has focused
on deception attacks (also known as false-data
injection), where a compromised sensor sends
malicious data back to the EMS).

In this abstract we survey recent work on
CPS security for power systems and present
the work in a unified view by showing how
all previous attacks are part of the EMS. We
find some limitations with previous work and
discuss open problems and new research chal-
lenges of parts of the EMS that have not been
considered in previous work.

A. State Estimation

The state estimation problem in power sys-
tems originates from the need of power engi-
neers to estimate the phase angles = € R from
the measured power flow z € R™ in the trans-
mission grid. It is known that the measured

12. Cyber-Physical Systems Security for the Smart
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power flow z = h(x) + e is a nonlinear noisy
measurement of the state of the system x and
an unknown quantity e called the measurement
error. To estimate = from this set of equations
engineers make usually two simplifications: (1)
e is assumed to be a Gaussian noise vector
with zero mean and covariance matrix W, and
(2) the equation is approximated by the linear
equation
z=Hz+e

(where H is a matrix). Estimating x from these
equations is achieved by computing the Mini-
mum Mean Square Error (MMSE) estimate:

F=(H"WH) 'H"W 2.

Because a typical transmission line system
is composed of thousands of sensors (i.e., z is
a vector of thousands of scalars) and not all
sensors are reliable, power engineers have de-
vised a set of tests to detect bad measurements.
The tests are based on the following test:

|z — HZ|| > 7 (1

that is, if the measurement and the estimated
measurement are greater than a threshold, then
the test decides that there are some faulty
sensors in the transmission line. If the test
has a value lower or equal to 7 then the test
concludes that all measurements are correct.

Liu et.al. [#] introduced attacks against the
integrity of state estimation algorithms in the
power grid by showing that there are attacks
where a compromised sensor can send a false
measurement reading and yet the bad data
detection test will not detect this attack. In par-
ticular, they show how by selecting an attack
signal z, = z + a, where a = Hc (for any
vector ¢) creates a successful attack. Then they
analyzed how attackers can craft these attacks
when they have different resources (limited
access to meters or limited ability to compro-

mise meters) and different objectives (random
attacks or specific errors in the estimate). While
attacks in larger systems are difficult to create
(in an IEEE 3000 bus system the attacker needs
to compromise more than 900 meters) and may
have limited negative effects (the injected error
might not be too large), the fact that attackers
can manipulate the view of one of our critical
infrastructures is a worrisome fact.

Some follow up work has discussed exten-
sions on how to better protect the power grid
to these attacks.

Some preliminary results in this area of
research include the work of Dan and Sand-
berg [5], who consider a defender that can
secure individual measurements by, for exam-
ple, replacing an existing meter to a meter
with better security mechanisms such as tamper
resistance or hardware security support. Their
goal is to protect the system under a limited
budged and to that end they formulate the prob-
lem as identifying the best k¥ measurements to
protect (they assume the attacker cannot com-
promise these sensors) in order to minimize the
impact of attacks. The mathematical problem
they consider is a combinatorial optimization,
so this problem is intractable for large systems.
The main contribution of this work is to exploit
the structure of the power system matrices
to make the optimization problem efficient.
Kosut et.al. [7] also extend the basic false data
injection attack to consider attackers trying to
maximize the error introduced in the estimate,
and defenders with a new detection algorithm
that attempts to detect false data injection at-
tacks. Their new detection algorithm performs
better than the traditional bad data detection al-
gorithms (since these algorithms were designed
for detecting faults, not network attacks). Their
detection algorithm is based on the generalized
likelihood ration test, which is not a tractable
problem to solve.



B. Network Topology Processor

Each breaker in the transmission system has
a sensor reporting if it is open or closed. This
information is sent to the NTP to construct the
topological model of the system. This topo-
logical model is used for the state estimation
of the system. If the topology is wrong, the
state estimation algorithm will also produce
erroneous results.

As far as we know, no previous work has
studied the false-data injection problem against
the NTP.

C. Electricity Markets

The goal of the electricity market process in
the control center is to deliver LMPs. LMPs are
computed at each load and at each generation
point when the transmission system is con-
gested (which is the default state) to determine
how much will utilities pay the system operator
(per Megawatt), and how much will the system
operator pay the generation points. LMPs are
traditionally computed every 5 to 10 minutes,
but there is recent work (e.g., New York power
system) for computing LMPs in real-time.

Quantifying the cost of security incidents is
one of the most difficult problems in computer
security because it is hard to quantify the value
of information. However, by analyzing attacks
against the electricity market, we can quantify
the effects of these attacks by leveraging the
economic metrics used to measure the effi-
ciency of the system.

As we mentioned before, if the state esti-
mation is incorrect, all management functions
of the control center are affected, including
the market operations. Xie et.al. [15] stud-
ied how false data injection attacks can be
used to defraud deregulated electricity markets
by modifying LMPs. They consider the case
where attackers can manipulate prices while
being undetected by the system operator.
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In all other attacks considered in this paper,
the attacker can be implicitly assumed to be
a malicious entity that tries to destabilize the
system or reduce the social welfare. on the
other hand, the work of Xie et.al., considers a
selfish attacker instead of a malicious attacker.
This change in the motivation of the attacker
makes it difficult to understand which party
will have the long-term motivation to launch
these type of attacks. Utilities, generators, and
system operators are large, highly regulated
companies who have higher incentives to re-
main in business than to launch an attack that
can put their company in jeopardy (in case it
is discovered).

So far, all attacks presented in this ab-
stract were based on false-data injection attacks
against the sensor data used for state estima-
tion. Negrete-Pincetic et.al [ 1 ] consider a new
type of attacks by studying the integrity of the
control signals (as opposed to the integrity of
the sensor signals). In particular, they study
how malicious control signals sent to circuit
breakers (directing them to remove transmis-
sion lines from the system) affect the social
welfare metric of the market system.

D. Transmission Automation

In addition to the control signals sent to
circuit breakers, as considered by Negrete-
Pincetic et.al., there are many other control
signals that can be falsified by an attacker,
in particular, given that the smart grid is in-
troducing the capability of more distributed,
automatic control.

The Flexible Alternate Current Transmis-
sion System (FACTS) includes many automatic
electronic devices such as Static Voltage Com-
pensators (SVC), which similar to capacitor
banks, uses reactive power to improve the volt-
age profile of the system. Similarly, the Thyris-
tor Controlled Series Compensator (TCSC) is
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a control devices in series with a transmission
line which can be used to modify its impedance
to control the current going through these lines.
A taxonomy of attacks against FACTS devices
was presented by Phillips et.al. [12] and an im-
plementation of some attacks with false status
reports and control actions showed unnecessary
VAR compensation and unstable operation of
the sytem [14]

Other control signal that can be sent re-
motely include tap adjustments for smart trans-
formers (used to increase or decrease slightly
the voltage on each side of a transformer), and
the Automatic Generator Control (AGC) signal
(which is used to set the voltage of generators).
Robust attack policies have been studied for
AGC signals [9, 6], and attacks have shown
that if you modify the frequency and tie-line
flow measurements, the system can be driven
to abnormal operating values [13].

III. DEFENSE MECHANISMS

In addition to traditional IT security mech-
anisms for prevention (authentication, encryp-
tion, firewalls) and detection (intrusion detec-
tion systems, forensics) we need new CPS
security mechanisms.

There are several CPS planning and defense
mechanisms that can leverage knowledge of the
attacks presented in this abstract. The first is
risk assessment: given a fixed budget, where
should I allocate this budget to minimize my
potential physical damages?

A second mechanism is bad data detec-
tion mechanisms. These mechanisms should
not assume random, independent failures, but
consider detection of sophisticated attackers.
Interestingly enough, most previous work has
focused on attacks and the quantification of
these attacks, but very few have proposed novel
attack-detection mechanisms [7]. One particu-
lar open problem is to propose bad topology

detection mechanisms.

Replacing sensed data with false data (a
deception attack) is a very generic attack that
can be extended to any smart grid application
(as all of them are based on correct sensor mea-
surements). It is important to develop intrusion
detection mechanisms or reputation manage-
ment systems for smart grid applications where
not all received data can be trusted.

The defense third mechanism is to introduce
resiliency (or survivability) of the system to
attacks. A promising direction is to design
the topology of the power distribution network
to withstand malicious commands to circuit
breakers trying to change and disconnect the
network [10].

IV. CONCLUSIONS

CPS security is a growing field critical for
the vision of a survivable power grid that can
withstand attacks and reconfigure or adapt to
mitigate adverse effects.

Work on fault tolerance and reliability of
control systems is not enough, because these
mechanisms generally assume independent and
uncorrelated failures; however, cyber-attacks
will exploit vulnerabilities in a coordinated and
correlated fashion. The most basic example is
the work of of false-data injection attacks [Z],
where it is shown that traditional safety and
fault-detection mechanisms currently available
in the power grid cannot detect incorrect sensor
data when a malicious attacker is the source of
these errors.

Therefore instead of relying solely on fault-
detection algorithms to protect control algo-
rithms in the power grid, we need to develop
new attack-detection algorithms focusing on
identifying malicious data in sensor and actu-
ation devices in the power grid.
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From Sensor Nets to Cyber-Physical Systems

u Control m
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M Interdisciplinary Research!

B Example: Smart Grid
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Attacks & Threats FUjiTSU

W Attacks | W Threats

®Maroochy Shire 00 | ;. Obama Adm Demonstrates
In Feb. 2012 attack to power

Grid

U8 Video Shows Hacker Hit on Power Grid
Aeh Yo e Soppemil Erercrucurs Conae i sy Beicing

oares b [ Ve

mHVAC 12 |

B Stuxnet 10

Securing CPS is Hard Fujirsu

B \/ulnerabilities are increasing

m Sensors/Controllers are now computers (can be
programmed for general purposes)

® Networked (remotely accessible)
W By necessity, billions of low-cost embedded devices
" Physically insecure locations

W Attacks will continue to happen
W Devices deployed for ~ 20-30 years

KrebsonSecurity

FBI: Smart Meter Hacks Likely to Spread

88 | A series of hacks perpeirated agaisst sm-called “smart meber” installations over the
tet

e

pasl several years may Baee cosl & siagle UL, elecnic uldity hundrads of milliess

of dollars annually, the FBI sid in a cpber intelligence Bulletin obtained by
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Three Steps to Improve CPS Security FujiTsu

B Short Term

B Incentives

m Software reliability

® Solve basic vulnerabilities
B Medium Term

B Leverage Big Data for Situational Awareness
B Long Term Research

B Resilient estimation and control algorithms

Security is a Hard Business Case FUjfrsu

B “Making a strong business case for cybersecurity investment is
complicated by the difficulty of quantifying risk in an
environment of rapidly changing, unpredictable threats with
consequences that are hard to demonstrate”

B DoE Roadmap

B Governments are responsible for Homeland Security, and
critical infrastructure security
® Utilities are not (outside their budget/scope?)
¥ Problem:
* Interdependencies (e.g., cascading failures)

+ It doesn't matter if one utility sets an example because this is a weakest
security game

® Nations have much more to lose from an attack than utilities

[Cardenas. CIP Report, GMU, 2012]
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Short-term proposal FujiTsu

B Vendors of equipment for managing control systems have few
incentives for secure development programs because
customers are not requesting them

W Asset owners need to request vendors secure coding
practices, hardened systems, and quick response when new
vulnerabilities and attack vectors are identified

B American Law Institute (ALI)
® Principles of the Law of Software Contracts (2009)
® Vendors liable for knowingly shipping buggy software
® Implied warranty of no material hidden defects (non-disclaimable)
m Software for CIP can be first use case
B Currently congress is debating how to give incentives for asset
owners to invest in security
B Cybersecurity Act 2012 (increase regulation)
B SECURE-IT Act 2012 (increase data sharing)

Three Steps to Improve CPS Security FUjiTsu

B Short Term

B Incentives

m Software reliability

® Solve basic vulnerabilities
B Medium Term

B Leverage Big Data for Situational Awareness
B Long Term Research

B Resilient estimation and control algorithms
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Again, Security is a Hard Business Case FufiTsu
B Push back in prices
® Billions of low-cost embedded devices
B Can't have fancy tamper protection
B Security is hard to see
B Hard to see advantages of hardening devices
B But, Situational Awareness is Fun to see
B Understand the health of the system
* Routing protocol, health of the system
B |dentify anomalies
W Big Data is new in Smart Grid
B Redundancy
B Diversity
B Data Analytics to identify suspicious behavior
Big Data Analytics in Smart Grid FujiTsu
gelecaom === Big Data Offers Big Value for Utilities
Gl WE W AN GAN  GARGESS 8 N o
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CSA Created Working Group on Big Data  rujirsu

B Fujitsu is chairing the working group

B Please consider contributing

ﬂSi-'TG:Sf“”“ Big Data Working Group

alliance
Proposed Charter

April 2012

Case Study: Detection of Electricity Theft  rujirsu

Balance
Meters

Tamper

Hardware: Evident Seals

Detection of Secure
Electricity Theft Hardware

Big Data
Analytics

[Mashima, Cardenas. Submitted to RAID, 2012]

Anomaly
Detection

200



NISTIR 7916

Big Data Analytics to Identify Fraud FUjiTSU

: Advanced Metering Infrastructure.
Smart Meters send consumption data
frequently (e.g., every 15 minutes) to
the utility
|
Electricity Usage |
— Cnnsu:ner 1 o

Meter Data -« | Data Analytics,
Repository |Anomaly Detection

¢ Conmnani ENF ]

Collector Meters

ol =3
=

Fiber-optic network

12313

—— -

Data Center (U5) Substation Houses

Adversary Model Fujirsu

a(t)

Fake Meter Readings Litility

f(t)

Real Consumption

Yla*”:lYn Ylj.. ,Yn 5:11
n
Goal of attacker: Minimize Energy Bill: _Imin E i

Goal of Attacker: Not being detected by classifier "C":

E

C(Yy,... ,Y,) = normal
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Related Work

Supervised

Learning

Trainin
Hurman labels dala a8 “good”

Machine |
M, Idriing
o = £
—

difference
Husan labals data as bad”
Batwaen
o
[ k, And
J——
Testing
Test dala {unknoen class)  Cwitput: Normal or
Abmorrial

" Machine )
I | Leaming
- T
B Problems

® |tis not easy to get "Attack” data

® A classifier trained with attack data
might not be able to generalize to
new "smart’ atiacks

Unsupervised
Learning

| . : . Unlabeled data

Fodr st tee vony
l Qutliers

./ B

Qutlier Detection | —
L Algorithm

4

F————

B Problems
® Easierto attack
® More false positives

® E.g. Local Qutlier Factor (LOF) did poorly
in our tests

New |dea:

® We only have “good” data

H{] ZPD

FUjiTsu

® Do not assume we have access to “attack” data
¥ Train only one class (“good” class)

® We have prior knowledge of attack invariant
® We know attackers want to lower energy consumption
¥ Include this information for the “bad” class

®m Composite Hypothesis Testing formulation:

H,y :}D-}r s.t. E"‘T [Y] < Eg [Y]

Vi1 = i AiYie_i + Zj:o B;(Vi—; +0)
under Hy : 8 = 0 and under Hy : 6 = —v,v > 0.
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Problem: We Do Not Have Positive Examples

Fujfrsu

B Because meters were just deployed, we do not have examples

of “attacks”

Megative Examples

Binary Classifier

{Jl,..

m}

Count
Mumber of
False Positives

I

il

?Kf(r ) e 4

Positive Examples

Binary Classifier

— No Metric
P=10 —rﬁ/}:(fptﬁ- for False
\__ MNegatives?
Our Proposal: FujiTsu

B Find the worst possible undetected attack for each classifier,
and then find the cost (kWh Lost) of these attacks

Megative Examples

o= s

:iﬂm}

Binary Classifier

T /-"Fd__ Count
o f (:L*D: 2  Number of
\___,, False Positives

Positive Examples

Yr; € N find the
worst possible undetected
attack y; = hix;)

Binary Classifier

¥y Add the cost of
—Kf(yb > these undetected
. attacks
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Evaluation FUjiTSU

m \We tried many
anomaly detectors g PR—
CUSL

IAUErage +- EWMA
+ & LOF

B CUSUM e ARMA=GLR
B EWMA 5

mLOF

B ARMA-GLR

B ARMA GLR is the
best detector:

B For the same false
positive rage, it
minimizes the ability
of an attacker to £ ; . . T . . '
c_reate undetected oo o1 o2 n3 04 oS 0E or
aﬁacks False Positive Rale

FAyerage Loss per Attack [Wh]
10000 15000
1 1

+

Preventing Poisoning Attacks Fujirsu

Trma s

B Electricity consumption is a non-
stationary distribution

® We have to “retrain” models j ]

B Attacker might use fake data to
mislead the classifier
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Ongoing Work Fujirsu

B Use in production system, experience and feedback
B Detecting other anomalies.

Normal Consumption Profile Abnormal Consumption Profile

1Al

[ e
[ e

Trrs e

Three Steps to Improve CPS Security FujiTsu

B Short Term

B Incentives

m Software reliability

¥ Solve basic vulnerabilities
B Medium Term

B Leverage Big Data for Situational Awareness
B Long Term Research

B Resilient estimation and control algorithms
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Previous Work in Security:

What can Help in Securing CPS? Fufisu

B Prevention

® Authentication, Access Control, Message Integrity, Software Security,
Sensor Networks

B Detection
B Resiliency
® Separation of duty, least privilege principle

B [ncentives for vendors and asset owners to implement
security best practices

Previous Work In Security:
What is Missing for Secure CPS?

® \What is new and fundamentally different in control systems
security?

B Model interaction with the physical world
B How can the attacker manipulate the physical world?

FUjiTSU

B Attacks to Regulatory Control

B A1 and A3 are deception attacks: k'_‘/ P g
the integrity of the signal is Ad Pyt y
compromised @ '

® A2 and A4 are DoS attacks (@) A3

A2
ond A 2 ¥ ®
A5 is a physical attack to the plant ii
Controller
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Safety Mechanisms do not Work Against Attacks  Fujitsu

B Fault-Detection Algorithms do not Work Against Attackers
® Liu, Ning, Reiter. CCS 09
W Attacks are different than failures!
B Non-correlated, non-independent, etc.
B Their study is missing:
B Impact (risk assessment) of attacks?
B Countermeasures?

Sensor
ra

Estimate Fault Detection

x=(HTWH) “THTWz ||z-Hx||>t

ul u )

CPS security is different from IT and Control FUjiTSU
Systems Safety/Fault Detection

W So security is important; but are there new research
problems, or can the problems be solved with

B Traditional IT security? AC, IDS, AV, Separation of duty, least priv. etc.

B Control Algorithms? Robust control, fault-tolerant control, safety, etc.
® Missing in IT Security

¥ Understanding effects in the physical world

B Attacker strategies

B Attack detection algorithms based on sensor measurements

u Attack-resilient estimation and control algorithms
® Missing in Control

B Realistic attack models

B Failures are different from Attacks!

« Liu et.al. CCS 09, Maroochy, Stuxnet, etc.

B Argument: Robust Control + IT Security => Resilient CPS
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New CPS Research Directions

B Threat assessment:

B How to model attacker and his strategy
® Consequences to the physical system
W Attack-resilient control algorithms
B CPS systems that degrade gracefully under attacks
W Attack-detection by using models of the physical system
B Study stealthy attacks (undetected attacks)

B Big Data Analytics
W Situational awareness
B Privacy

B Privacy-aware CPS algorithms

Papers articulating new research for CPS security

Cardenas, Amin, Sastry, HotSec 08, & ICDCS Workshop (08)

Fujfrsu

GAO Agrees: We Need new Research for
Fujfrsu

CPS Security

MNIST and FERC
should coordinate the
development and
adoption of smart grid
guidelines and
standards )

“Recommendations”

NIST

= SGIP CSWG
= NIST-IR 7628
o000 BOS

FERC
o'E550 @

Bulk Power System
Regulation!

NIST missing
CPS Security
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Requirements for Secure Control FujiTsu
B Step 1: Threat Model/Assessment
B |dentify requirements
B Traditional Security Requirements: CIA (Confidentiality, Integrity, Availability)
B What are the requirements of secure control?
m Safety Constraint:

§ [ ® Pressure < 3000kPa

purge
=+ cantroller ::::{]—r' .
] | 1 m Operational Goal;
p+B+C ~P E Cost

~‘::u::wl‘.:n:ﬁII@:r
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e i
l e |L " Prodfict Flow
controller Cost

[Journal of Critical Infrastructure Protection 2009]

and C in purge,

* Inversely proportional to the
guantity of the final product D

F.
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Fy

- Proportional to the quantity of A

Not all Compromises affect Safety FujiTsu
Production Pressure Ain Purge Feed of A
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Safety can be Compromised at Different Time

Scales Fujfsu

Prioritize protection of control signal for A+B+C feed
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It takes 20 hours to violate Safety by compromising the pressure sensor signal
(prevention vs. detection&response)
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However: A previous "innocuous” integrity attack becomes significant with the help of
DoS attacks
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Attacks to the Operational Cost Involve Devices tha

g FUJITSU
do not Matter in Safety
¥ ¥, Digevaring Cost ks
180 gy 2080 = = = = 180
140 origingl 2900 ns 50
Ewm T e
. = 2m g s ¥
fE 0 2800 ém E "
% . o IT30 ér“\: ?M
3o .
N o .28~ b
% T @™ 2w s g T ] W = W @ o w @ ™
Tirvd v Timee Jerf Tima [h Tima [h]
Attack increases safety but lowers profits
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New Attack-Detection Mechanisms FUjiTsu

W 15t Step: Model the
Physical World

Physical
World

Model

~, System of
" Differential Equations

m3rd Step: Response to
Attacks

# No attack At 1
A
* Llse real plant signal |
Urear | 5
Py
® |DS detects attack )
g :
® Switch to linear model | TR0 el ::I
u
# Detection time | Comoraer|
Linear .
* False alarm e

[Cardenas. Et.al

m2nd Step: Detect Attacks

® Compare received signal
from expected signal

[hsnasaiice
| Adtack
|wiks
wk] b1 & Fik
4 .{".j. Plant (=L
e {aianry) B ey T P
| ADM )| Cantroller [
Linear
ki MWiadel Wk Computlg b

W 4th Step: Security
Analysis
® Missed Detections
B Study stealthy attacks
¥ False Positives
B Ensure safety of automated
response

CAsiaCCs, 2011)
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212

Attacker Strategy: Stealthy Attacks FujiTsu

W Attacker
B Knows our detection model and its parameters
B Wants to be undetected for n time steps

B Wants to maximize the pressure in the tank
{ b if Sk+1 ‘_: T

W Surge attack Uk = dx — |7 +b— Sil if Spoq > 7

W Bias attack Uk = Uk — (T/n + b)

k
n Geometrlc attack Uk = Uk — r&l'ﬂ

Surge A Bias Atftack Geometric Attack

Threshald + Threshold # Theeshald

Impact of Undetected Attacks FUjiTSU

B Even geometric attacks cannot drive the system to an unsafe
state

W |[f an attacker wants to remain undetected, she cannot
damage the system

Pressure

3,000
2950
2900
2,850
B Starsdard Devistio
2 8':"3 . M e an
5150 - -
fb
3 -a & 'i.\
> cﬁq’ = & 06‘\
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Control Resilient to DoS Attacks FUJiTSU
For constrained linear systems
xgr1 = Axy, + Buj + wy. k=1,..., N—-1
X§ = YiXk, Up = ViU, (i, v) € {0,1}2
find causal feedback policies ux = pe(xg. ..., xg), that

minimize J(xo, u, W) = Y01 xJ Q% x¢ + S0} veu] QM ug,
subject to power constraints

-
X H* 0 Xp .
(UE) ( 'D HI-!M) ( k) {: j: I = l_. e |'I_1.

and safety constraints

for all disturbances w € W, OR w ~ N (0, W) and a given set of
I[‘_rg'r_l‘ ng_l} € Apq attack signatures.

[Amin, Cardenas, Sastry. HSCC / CPSWeek 2009]

Privacy-Preserving Control FUjiTSU

B Data Minimization Principle

B How much data do we really need to collect for accurate
estimation/control?

® Quantity: sampling
B Quality: quantization
B Demand Response (DR)

Base st 5 LOAD
Prlc&.&go_;mmt‘ r

= Aran
Fugharmes

$” ¢ H vw;

Select price based on load
(and available supply)

[Cardenas, Amin, Schwartz, HICoNS /| CPSWeek 2012]
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CPS Research for Smart Grid

B DoE 2020 Vision:
® Maintain Smart Grid functions under attack

B Develop resilient algorithms for:

State Estimation * Power flow sensors

+ Flexible Alternate Current Transmission
System (FACTS)
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13. State Estimation and Contingency Analysis of
the Power Grid in a Cyber-Adversarial Envi-

ronment

Robin Berthier', Rakesh Bobba', Matt Davis’, Kate Rogers'"z, and Saman Zonouz®

'Information Trust Institute
University of Tllinois at Urbana-
Champaign
Urbana, IL, USA
{rgb, rbobba}@illinois.edu

Abstract—Contingency analysis is a critical activity in the context
of the power infrastructure, because it provides a guide for
resiliency and enables the grid to continue operating even in the
case of failure. A critical issue with the current evolution of the
power grid into a so-called smart grid is the introduction of
cyber-security threats due to the pervasive deployment of
communication networks and digital devices. In this paper, we
introduce a cyber-physical security evaluation technique to take
into account those threats. The goal of this approeach is to
augment traditional contingency analysis by not only planning
for accidental contingencies but also for malicious compromises.
This solution requires a new unified formalism to model the
whole cyber-physical system including interconnections among
the cyber and physical components. The system model is later
used to assess potential impacts of both cyber and physical
contingencies in order to prioritize prevention and mitigation
efforts.

Keywords-component; formatting; style; styling; insert (key
words)

I. INTRODUCTION

State estimation and contingency analysis are the two most
fundamental tools for monitoring the power system. State
estimation is the process of fitting data coming in from sensors
in the field to a system model and determining an estimate of
the power system state. By its nature, state estimation depends
on the communication infrastructure, commonly called the
SCADA (system control and data acquisition) system. These
systems are currently undergoing many changes as new sensors
and communications infrastructure is being deployed as part of
the smart grid initiative. Indeed, the smart grid becomes the
perfect example of a large and complex cyber-physical system.

This complexity and the inter-connected nature of the
power grid infrastructure introduce critical cyber security
threats that can impact state estimation and contingency
analysis at multiple levels. First, cyber attacks can breach the
integrity of sensor data required for state estimation. Second,
adversaries can initiate incidents that are out of the scope of
traditional reliability analysis, such as cascading failures that
could not be caused by accident.

*PowerWorld Corporation
Champaign, 1L, USA
matt(@powerworld.com,
krogers6@illinois.edu

*Department of Electrical and Computer
Engineering
University of Miami
Miami, USA
s.zonouz(@miami.edu

While the problem of detecting and mitigating cyber
intrusions has been extensively studied over the past two
decades in the context of traditional IT systems, the
requirements and constraints of a cyber-physical system such
as the smart grid are different and usually more stringent. For
example, a lot of power grid components have timing
requirements that prevent traditional security solution from
being deployed. Moreover, the fact that cyber systems and
power grid components are inter-connected creates a new set of
dependencies for which the security community has currently a
poor understanding. Recently, several attempts have been
conducted to model and analyze the cyber-physical threats in
an offline manner [1—4]; however, to the best of our
knowledge, there has been no efficient online solution
proposed for cyber-physical attack detection and contingency
analysis.

In this work, we present a cyber-physical contingency
analysis framework that takes into account cyber- and power-
side network topologies, malicious cyber asset compromises
and power component failures. In particular, during an offline
process, the cyber network topology and global access control
policies is analyzed automatically to generate a network
connectivity map that represents a directed graph encoding
inter-host accessibilities. The resulting connectivity map is then
used to generate a Markovian state-based model of the power-
grid in an online manner. At any time instance, the current
security state can be estimated using the generated model and
the triggered set of cyber-side intrusion detection sensor alerts.
Using a new cyber-physical security index, the criticality level
of any system state is measured and a ranked list of potential
cyber and/or physical contingencies that needs to be taken care
of in priority is produced.

II. EXAMPLE

To illustrate our approach, we present preliminary results on
the case study of a power grid infrastructure that is based on a
real-world power control network. Figure 1 shows the cyber-
side topology, i.e., power control network topology of the
power grid. Figure 2 shows the physical power system
topology. As illustrated in Figure 1, the computer systems
(gray circles identified by IP addresses) are interconnected
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through routers (blue circles) and network firewalls (red
circles). The network topology is an abstract version of a real-
world power control network. It is initially assumed that the
attackers reside on a remote computer system denoted by the
node labeled Internet in Figure 1. Figure 2 shows how the
power system generation and load buses are interconnected
through transmission lines. We use the NetAPT network
analysis tool to parse and analyze the access control policies of
the network and generate automatically the power grid attack
graph that enumerates all possible attack paths against cyber
assets and physical power system components. The attack
graph for this case study is shown in Figure 3. Each node in
the attack graph represents a compromised or damaged cyber
or physical asset within the power grid.

The graph from Figure 3 provides the structure on which we
can run state estimation algorithms to assess, at each time
instant, the current state of the power grid given the past
sequence of measurements from power system sensors (e.g.,
phase measurement units) and the cyber side security sensors
(e.g., intrusion detection systems). In addition, this graph can
be used to empirically evaluate the impact of cyber-physical
contingency by taking into account what the attackers could or
would do from any state of the power grid. This structure
provides the power system operators with an invaluable
knowledge base regarding global impacts of various cyber
network or power system contingencies that can assist the
identification of the parts of the power grid that need to be the
focus of protection and monitoring efforts.

® intemat Mot (28.1.1.1)
Busness User 1 1101.100.3) L]
P Intemer
Perirratoe FW
Corporate SubNW #1°1401.100.0/16)
Corporats- STENW #2,(101.11.00/18)
@ oo |
aagig0zis, | ‘egiees Business User ¥2 (101.11.03)
Boundury FW | Sile GenSite @
4856180240 ® Corporate Supar. Router

PLC Netwark (48.6148,020) [ ]

@ 'miqns @
P 17218204 17246203
Hiskorian Bank (17290200 03] —__ o ® ®
% 126202 gl 16201
» wmets— i Simuistos #1 (172.16.20.028
ruiaors 1 ( v24)
@ 1721810141 T vw o @ oz {2008
17216110011 wae @
| [ ] GenSite 5iMs FW
1202175
1721611012 @ —TEIB10.1
Ganaration. Opémfrers. (172.16.110.0/24)
® L] 172162181
@ s Lo 6
~72.16. 2151
172.90.200:451 b
17246410438 i Simulators #3 (172.162023)
TERAE @ & @ 722150
Historlan Bark 42 (172.90.200.024) GenSadFW s 172162175
® 1rzfB.101027

172.46.104.20

1721620143 DCS - HMI Servérs {1 72:46,101.0/24)

Wonderware HMis (172.16.104.024)
17218101122
@ st Byrk 1 17216.201.02412.18.101.120 @

172.16.201.20 ® 172.16.101.121

1721820145 17216.20144

Figure 1: Control network configuration
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Figure 2: Power system topology

Figure 3: Attack grapﬁ .

III. CONCLUSION

In summary, the main contribution of this work is to introduce
a new framework for cyber-physical contingency analysis that
addresses the challenge of state estimation of a complex and
large-scale cyber-physical system. Next steps on this research
1) include the implementation and the evaluation of efficient
state estimation algorithms that can cope with the large state
space in a timely manner; 2) the introduction of a probabilistic
solution to identify and ignore noisy or maliciously corrupted
measurements among the sensory data; and 3) the capability to
make predictions under high level of uncertainty.
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State Estimation and Contingency

Cyber-Adversarial Environment

* Analysis of the Power Grid in a

Robin Berthier!, Rakesh Bobba', Matt Davis?,
Kate Rogers?, and Saman Zonouz?®

"Information Trust Institute  2PowerWorld Corporation *Department of Electrical

University of lllinois at Champaign, IL, USA and Computer Engineering

Urbana-Champaign {matt, kate}@powerworld.com University of Miami

Urbana, IL, USA Miami, USA

{rgb, rbobbal@illinois.edu s.zonouz@nmiami.edu
Motivation

New technologies and new resources

Extensive data integration
= Sensory data
« Control data

Complex dependencies
Stringent requirements

"
.
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Security vs. Dependability

= Dependability and fault tolerance
« Accidental failures

« Second party is the (unintentional)
nature

» Future action set can (probabilistically) be
predicted

= Traditional probabilistic analysis/modeling

= Security and intrusion tolerance
« Malicious failures

= Second party are (intentional) attackers

» If predicted, they can exploit the prior
information to damage further

« New solutions are needed...

Cyber-Physical System Security

= Systems in which cyber & physical systems are tightly
integrated
= Power systems
= Process control networks

= (Potentially) more catastrophic
security incidents...

Targeting nuclear plants "Power Control Netwerk
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i Outline

= Power Grid Operation

= Cyber-physical relationships

« State estimation
= Cyber-Physical Threat Model

= Step-1: Cyber network exploits

= Step-2: Physical system-aware attacks
= Defense Solutions

=« Cyber network intrusion detection

= System-aware detection and protection
« Measurement protection and bad-data detection

= System contingency analysis

!'_Power Grid Operation

Cyber-physical relationships
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i Power System Structure

= Major components:
= Generators: produce electricity  © |
= Loads: consume electricity 5[

= Lines (T&D): transport energy
from generators to loads k i

= Key Features 81— 18
» Absence of large-scale storage capabilities
« Constraints: power balance, Kirchhoff's laws
« Power flows through paths of “least resistance”

« “Just-in-time” type manufacturing system

iOperation and Control

m Economics and reliability are the key drivers in
power system operations and control

= Economics leads to large optimization problems for
» Resource scheduling via unit commitment
» Least-cost dispatch of available generation

= Reliability requirements typically entail no violations
of physical limits and voltages and frequencies
within prescribed bounds
= Continuous monitoring
« Hierarchical control architecture
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i Monitoring and Control

= Large and complex hardware-software systems
are used for real-time operations and control
= Energy management system (EMS)
« Supervisory control and data acquisition (SCADA)

= Frequency is closely monitored and maintained
around 60 Hz

« Area control error (ACE) is measure for frequency
excursions as well as deviations from scheduled
interchanges — ideally, it should be zero

« Automatic generation control (AGC) implements
proportional-integral-derivative (PID) control to keep
ACE = zero

Power System Operations

Data flow in power system operations

Sensors are becoming faster and
more intelligent (e.g., PMUs)
m SCADA networks that have

traditionally been serial or microwave

i links are becoming network based

{‘/L Metwork Apps include real time

contingency analysis on the state
estimated model
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!l_ Power Grid Operation

State Estimation

i Power Grid Observability

*Analog measurements
*Digital states

Third party such as
market operator

SuB

SuUB

000 5uUB

* Figure source: Anupama Kowli and Anjan Bose
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* State Estimation

= Key process in power system operation and control

= Problem statement: given certain measurements,
find the srates (voltages and angles) of the system

real- ﬁobservahility
state

time = analysis, bad

data coiz sl k \data detection

k4

/=

* Figure source: Anupama Kowli

measure- data
ments acquisition

i State Estimation

= The power flow is the central tool of power system planners
and operators

Inputs: Qutputs:

System fopology Voltage magnitude and angle
Generation output Line flows

Load values

Pij = VI [=Gi;] + ViV;[Gijcos(8; — 8,) + Bjjsin(6; — 8]

‘Qij = \"?[—ij] T \IiVj[Gij Sil][ﬂ,— = B_J;]I + Bjj CDS(B,- — QJJI]

= Fundamentally, the power flow enforces the conservation of
power at every Kirchoff's voltage law node in the system
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* Cyber-Physical Threat Model

Step-1: Cyber network exploits
Step-2: Physical system-aware attacks

;‘ Cyber-Physical Threat

P e— e— — — — E— e— — — —

Power WActuatorsf
Applications Apps/
Operators

f\ Attack Surfaces

>

Control Centerl
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Network Exploits

Firewall Rules

wy Al
iy Forbiddan
s Ruslrictad (VPN anly)
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Py ©

Attack Scenario;

1. Buftar envaeliera Agmina public wah sarar
2. Social engineenng aflack agensl employes
3. Remeofe conftrol backdoaor cn deskion

4, Password brute forpe on deskiop

5, VPN acoR from deskiop (o coninl aysiem
6. Remots PHP atiack against confrel sysiem

—
S - D
‘Web server : EIEI“MEE
- EEEETR
DMZE MNetwork orporate Metwork

1z
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False Data Injection on State Estimation

Bus 2 Bus 7 us B Bus 9 Biss 3
pe, [k 1.02 pu 1.03 pul @
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g.35° 3.79° 5.14"
L aozpu
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222 VoW

1.03 pu :;____ _________
Values -2.22° 0 MW
® V] (pu) 1.04pu < 64 MVA
6 (deg) 000" (&)
® P load (MW)
® O load (MVA

" The reality

Attack design:
Specifically chosen
to satisfy the AC
power flow
solution equations

All states at
non-malicious
buses are
preserved!
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Defense Solutions

Cyber Network Intrusion Detection

Intrusion Detection Techniques

Legitimate Actions/Protocol

Malicious Actions

Specification
\ J \
Y Y
Anomaly-based Signature-based

+ detect unknown attacks + low false positive rate
+ high scalability + attack root cause
- no root cause - require frequent update
- high false positive rate - limited to known attacks

Specification-based
+ detect unknown attacks
+ high accuracy
- poor scalability
- high development cost
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Specification-based Intrusion Detection

= Opportunities:
« Leverage tight control over communication protocols and system
behavior

= Specification-based:
« Little requirements about existing attacks
« Ability to detect unknown attacks
« No frequent update required

= Enable the use of mathematical proof (formal methods)

= Challenges:

= Scalability: stateful protocol analysis is resource intensive
« Development costs: every protocol/application has to be specified

Solution Overview*

: Offline development process:

Protocol Build Mathematically
: specification- prove coverage
N L based of security

Use cases checkers policy

- Online operation process l

Situational Awareness Tune policy to system

€— 0N Sensorsin < i _
the field === e

*Raobin Berthier, William Sanders: Specification-Based Intrusion Detection for
Advanced Metering Infrastructures. FRDC 2011: 184-193
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Formal Verification of C12.22 protocol

= Validation through state machine:

Read, Write, |dentification
(D jRegister, Resolve,
Trace responsa

sessionless pruneasing]

Lirsk control Response code

off-line ]:[ idle Logaft, Tarminate
Disconnecl, Logan Response code
Lik controi,
Power-off Logoft,

Terminate,
.

Read, Write, Security, Identification,
(De)Register, Resolve, Trace service

Formal Verification (cont.)

MrEHE A S SPE O |G T oous
e Fe= R R IE L ST RS- -y A

S ciid presoaline__ |19 mvbook e el

Raidy for dimpul  ACLI: Mode

=

" Subgool *LA1Y

h W IMPLIES [AKD {WOT (DDMSF FLOWLIST))
CFLOMLIETS FLOWLIST)
{PROCESS _FLOWS FLOWLIST})

(WALTOD_PROTOOOL FLOWLIST)).

But simplificotion redeces this be T, uding Ehe :definitions FLOWLISTP,
PROCESS_FLONS ond VALID_PROTOCOL

That comgletes the prosf of *1,
q.E.D.

The skorage of RULE.]1 depends upon bhe :iype-prescription rule
WAL TD_PROTOCOL

Summary
Form: [ DEFTHM RULE_] 3
Rules: ((:DEFINITION EMDF)

DE

BEFTHITION FLOWLTSTRY

BEFINITION MOT)

(:DEFTNITION PROCESS _FLOW)
BEFINITION PROCESS_FLOWS)
DEFINITION WALID_PROTOCOLY}

{ FINITION VALID_PROTOCOL _CHECK)

[-EXECUTABLE-L TERPART EQLAL)

(:EXECUTAELE-COUNTERPART MOT)

C:INCUCTION FLOMLISTR)

[(=INDUCTION PROCESS_FLOWS)

CrINCUCTION WALIC_PROTOCOL)

[=TYFE-PRESCRIFTION FLOW-F)

(=TYPE-PRESCRISPTION VALTO_PEOTOCOLI)

2

Time: @.84 seconds (prove; 8,02, print: 8,01, proof tres: @00, other: 8,088} u
RULE_1 L
ACLE > b
'_ ——————————————————————————— ﬂ LR
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Attack Detection

« Violations at the network level

Type Feature Extracted automatically
Access Origin/Dest.
Data Protocol
Temporal 2que per 1000 meters per da
Resource Session size

- Violations at the application level

Type Feature Extracted automatically
Access C12.19 tables
Data C12.19 values
Temporal Session duration
Resource Services used Logon, Full read, Partial write, Logoff

Defense Solutions (cont.)

System-aware detection and protection

Power-System Measurement Protection
and Bad-data Detection
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Current Bad Data Detection Solutions:
Residual-Based Approaches

Need to account for possibility of bad data

« Bad data definition from (*): "measurements that are grossly in
error”

= Bad data can potentially result in incorrect power-state estimates
= Measurement residuals — typical bad data

detection for state estimation

if ||lz-Hx||=T1 nobad measurements

= Goal of residual approaches: detect corrupted
power measurements

* A, Monticelli, State esimation in electric power systems: a generalized approach. Kluwer
Academic Publishers, 1999,

Bad Data Detection: Residual -Based
i Approaches

« Coordinated attacks can work by creating “interacting bad-
measurements” that satisfy the power flow solution
equations, making them difficult or impossible to detect
using conventional means

» Residual-based approaches may be fundamentally
insufficient against coordinated security compromises

= One obvious approach:
= Protect all measurements from compromises
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System-Aware Measurement Protection

Bus @ Bus 3

Buis &

(b= 2 .r @ N0
163 MW 1.016 pu prl W

7 Muar 1.025 pu 1. ﬂ- T nn pu 1,028 pu 11 Mwar

w 3::::? Bus Eﬁt 013 pu Are some
measurements
Bus 4 — 15 pu 0 MW
sww  better to protect

Measurement  ** ) than others?
G (@) B
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e V

System-Aware Measurement Protection

& & < <% Measurements [ |j
> € P a1
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il Py |54
MEE
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Measurement ot E::: a9
TPPES 41
89
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® V full rank MEE
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Example: Basic

Accomplished by protecting basic measurements
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Cost-Optimal Measurement Protection

= Protect a set of Basic Measurements”

« it is necessary but not sufficient to protect n measurements, to detect
stealthy false data injection attacks

= it is necessary and sufficient to protect a set of basic measurements
(BM) to detect stealthy false data injection attacks

= approaches to identify EM already exist and well-studied
« choices are available - the set of BM is not unigue

= each verifiable state variable (e.g., PMU) reduces number of
measurements to be protected by one

= approach validated on the IEEE 9,14,30,118, and 300 bus test
systems

*R. B. Bobba, K. M Rogers, Q. Wang, H. Khurana, K. Mahrstedt, T. J. Overbye, “Detecting False Data Injection
Attacks on DC State Estimation,” First Workshop on Secure Confrol Systems (SCS 2010), April 2010,

Defense Solutions (cont.)

Integrated Cyber-Physical State Estimation
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Cyber-Physical State Estimation (CPSE)*

Example

= Co-utilize information from cyber and
power network to (more precisely)
determine the state of the cyber-
physical system

“Measurements i
and j may be
compromised”

» Use combined information state to
provide a scalable approach to
detecting bad data caused by a cyber
event

*5. A Zonouz, K. M. Rogers, R. Berthier, R. B. Bobba, W. H. Sanders, T. J. Overbye, "CPIDS: A
Cyber-Physical Intrusion Detection System for Power-Grid Critical Infrastructures,” in review for
IEEE Transactions on Smart Grid.

Algorithm Step 1:
Potentially-bad Data Identification

= From IDS reports, we (probabilistically) ~ Attack Graeh

know attacker’s current privileges
-> From power network’s topology,
we know which measurements
could/might have been modified by
the adversary

= Example:

= network’s topology
« i-th measurement (by PMU,): real power of the bus B2
« |IDS alerts
« PMU, is compromised
- i-th measurement might have been corrupted!

34
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Algorithm Step 2:
iPower State Estimation & Verification

= Throw the potentially-bad data away, and run a
power state estimation using the remaining
power measurements

Pij = Vi[~Gy] + ViVj[Gyjcos(6; —6;) + Byjsin(6; — ;)]
Qij = Viz[—Gij] = Vi\"j [Gi.i sin(B; — 9_;] + Bij cos(8; — HJ.:I]

=« Computellz—H(X) || and identify the corrupted
measurements

= based on how much they differ from their estimates

5

i CPSE Benefits

= Improved Bad-data Detection
= Accuracy and Scalability

= Quick State Estimation Convergence
= Improved State Estimates
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!'_Defense Solutions (cont.)

System Contingency Analysis

:-‘ Contingency Analysis (CA)

= Contingency analysis is a fundamental tool of
power systems analysis

= Typically, a contingency analysis works with a
power system model (power flow case) to
determine potential problems

« Full topology (node breaker) vs. planning models (bus
branch)

= Answers the question: “What happens when X goes
out of service?”
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Contingency Analysis Results

W Contingency Anshsis o =) ] |
Contrgences | Cotions |gmu
[ B b R % | b B, | Records + Ser+ Columns =+ Exe | @0+ B2 F B+ 0 ot - B | Opvors -
Labsl Sip Pm-c::n:‘ Eohed ‘Pm{"r@ telarwded | Istanded |qu Violatiors | Max Brarch % W Min Volt |Ma vait | =
AL Lead | Gen  |Autopiet?
List of contingencies pEarEarss I T T
e L . i |
Bl oooccay et = i : :
8 |L_ 00000 I Tveo 00000 SFneel 1 HO YES YEE DN O £ B
5 vee0000¥GUC! NO  YES  YES ' Violation summary
7 o M YES YES
BL DO 2Tvep OO0 ourC 1 N YES TE: N Lo ]
g YES YEE K a i
n = YEL n
Vil tiarn Contingency Defdnition F
| S related contingences Combined Tables = | | Lirbors
value Limit PerceEnt hrea Mame |Hcv-kl' hzsac _ aprancH ] g CREN
Assnc.
1 306,19 L34 145.37 Top-Top 1360 What happEﬂS
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Load AsaTreert || Swve || Other > Strtfun || Cose || T beip |

236

CA in Power System Operations

= State estimator runs every 2min or so

= After getting the state estimate real time
contingency analysis (RTCA) runs on the estimated

model
« The list of contingencies must be picked carefully before

being added to the RTCA contingency list
« The RTCA list needs to include important contingencies,
but it is time constrained
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:-‘ CA Solution Methods

= There are several ways of solving the contingency
analysis
« Full AC power flow (Slowest, Most accurate)
« DC power flow (Fast, no voltage/var information)
» Linear sensitivities (Fast, less sensitive to topology)

= There is the traditional engineering tradeoff
between accuracy and speed

= All solution methods are used in practice

:-‘ CA Solution Details

= Modeling a contingency accurately can be an
intricate process

= The devil is in the details
= A few of the things that must be accounted for
« Voltage controller and phase shifter response
« AGC response
« Special protection schemes / Breaker actions
»« Contingency modeling (full topology vs planning model)

= There is a lot that happens when a contingency is
solved or even solving a power flow case

237



NISTIR 7916

EMS and Planning Models

EMS Model Planning Model
= Used for real-time operations = Used for off-line analysis

» Call this Full-Topology model = We call this Consolidated
» Has node/breaker detail model

MW
Hitdvar

1w
M v

LBV
Shvlvar

~A0MIW g

"
I . I0lwas

Traditional Contingency Analysis (CA)

= The "N-17 criteria is used to operate the system so
that there will be no violations when any one
element is taken offline

= Future requirements are strengthening the security
criteria (“N-1-1") meaning many more contingencies
need to be solved”

»« Once multiple outages begin to be considered, the size of
the contingency list can grow very large

=« For 1000 lines

= N-1 means solving 1000 line outages
= N-2 means solving 499500 line outages (1000 choose 2)

“Charles Davis, Thomas Overbye: Linear Analysis of Multiple Outage Interaction. HICSS 2009: 1-8

238




NISTIR 7916

Proposed System Contingency Analysis

= Question: “What happens when X goes out of
service?’

»« X could be either a critical power component or cyber
asset.

= Unlike traditional scenarios, cyber asset outages
may be due to cyber adversaries

= Ongoing Research Topic!

Conclusions

= Criticality of cyber-physical infrastructure security:
»« Complex relationship between cyber and physical components

» Importance of accurate state estimation = target of interest for
adversaries:

« Step-1: Cyber network exploits
« Step-2: Physical system-aware attacks
= Requirements for advanced defense solutions:

» Specification-based network intrusion detection tailored for cyber-
physical system characteristics

« System-aware measurement protection and bad-data detection
» System-wide contingency analysis

= Contingency analysis as potential solution for a unified
cyber-physical state estimation
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i Questions?

Robin Berthier rgb@illinois.edu

Saman Zonouz s.zonouz@miami.edu
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14. False Data Injection Attacks in Smart Grid:
Challenges and Solutions

Wei Yu
Department of Computer and Information Sciences
Towson University, Towson, MD 21252.
Email: wyu@towson.edu

Abstract—Smart Grid, as an energy-based Cyber-Physical Sys-
tem (CPS), is a new type of power grid that will provide reliable,
secure, and efficient energy transmission and distribution. As
the quality of assurance of monitoring data is essential to smart
grid, in this talk we will first present two dangerous false data
injection attacks, which target the state estimation and energy
distribution in smart grid, respectively. We then present several
defensive strategies against such attacks.

I. INTRODUCTION

The design of Cyber-Physical System (CPS) tends to in-
tegrate computing and communication capabilities with mon-
itoring and control of entities in the physical world. Unlike
traditional embedded systems, CPS is natural and engineered
physical systems, which are integrated, monitored and con-
trolled by an intelligent computational core [6]. A host of
CPS, including the smart grid, process control systems, and
transportation systems, are expected to be developed using
advanced computing and communication technologies [4]. A
smart grid is a typical energy-based CPS [1], which integrates
a physical power transmission system with the cyber process
of network computing and communication.

The quality of assurance of monitoring data is essential
to smart grid. While most existing techniques for protecting
power grids were designed to ensure system reliability (e.g.,
against random failures), recently there is a growing concern
in smart grid initiatives on the protection against malicious
cyber attacks. It was found that an adversary may launch
attacks by compromising meters, hacking communication net-
works between meters and SCADA systems, breaking into
the SCADA system through a control center office LAN, and
breaking home area network and neighboring area network
to compromise meters. Smart grid may operate in hostile
environments and the sensor nodes lacking tamper-resistance
hardware increases the possibility to be compromised by the
adversary. Hence, the adversary can inject false measurement
reports to disrupt the smart grid operation through the com-
promised meters and sensors. Those attacks are denoted as
false data injection attacks and raise dangerous threats to the
grid. In this following, we will first present two representative
types of false data injection attacks and then discuss possible
countermeasures.

II. FALSE DATA INJECTION ATTACKS

We now present two representative false data injection
attacks, which target the state estimation and energy trans-

mission in smart grid.

(i) False Data Injection Attacks against State Estimation: It
is critical for a smart grid to estimate its operating state based
on meter measurements in the field and the configuration of
grid. Recently, Liu et al. [3] developed a novel false data
injection attack, which bypasses all the existing detection
schemes and is therefore capable of arbitrarily manipulating
power system states, posing dangerous threats to the control
of power system. Differently, we considered the issue of how
an adversary can choose the meters to compromise in order to
cause the most significant deviation of the system state esti-
mation [5]. We developed the least-effort attack model, which
efficiently identifies the optimal set of meters to launch false
data injection attacks for a fixed number of state variables.
We also developed a heuristic algorithm to derive the results
efficiently. The basic idea is listed below: the large power grid
network is divided into a number of overlapping areas; the
brute-force search method is used to identify the optimal set
of meters for individual small areas and derive the optimal
set of meters for the whole network. This heuristic algorithm
was implemented on power system state manipulation using
various IEEE standards buses (e.g., 9-bus, 14-bus, 30-bus,
118-bus, and 300-bus). Our data validated the feasibility and
effectiveness of the developed scheme.

(ii) False Data Injection Attacks against Distributed Energy
Distribution: Smart grid shall integrate the distributed energy
resources and intelligently transmit energy to meet the requests
from users. Hence, how to secure the distributed energy trans-
mission and distribution process that utilizes the distributed
energy resources and minimizes the energy transmission over-
head is critical in smart grid. In our preliminary study, we
studied the vulnerability of distributed energy transmission and
distribution process and investigate novel false data injection
attacks against distributed energy transmission and distribution
process [2]. We considered several types of representative
attacks, in which the adversary may manipulate the quantity
of energy supply, the quantity of energy response, and link
state of energy transmission. The forged data injected by those
attacks will cause imbalanced demand and supply, increase
the cost for energy distribution, disrupt the energy distribution
causing some nodes energy outage in smart grid, and even
manipulating energy price. Using graph and optimization
theory, we formally modeled the attacks and quantitatively
analyze their impact on energy distribution in smart grid. Our
simulation data validated the effectiveness of those attacks

7916
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disrupting the effectiveness of energy distribution process,
which may pose significant supplied energy loss, the increase
of energy transmission cost, the number of outage users, and
manipulation of energy price.

III. COUNTERMEASURES

To address those issues, we shall design the defensive
countermeasures from the following perspectives: attack pre-
vention, detection and response.

(i) Prevention: We shall enhance the network configuration
to improve the resilience of grid to attacks. One way is to
fully protect some of critical sensors and make them hard to
be attacked. From the both attacks describe above, we can
see that the false data injection attacks will become more
difficult when we hide more system topology information.
However, protecting all the sensors are impossible to realize
in real-world practice because of deployment cost. Hence, we
shall investigate the problem: given the limited number of
sensors to be protected due to the cost constraint, how we
can find the set of sensors to protect and make false data
injection attacks difficult to deploy? We shall investigate the
effectiveness of this countermeasure against the attacks when
critical and redundant measurements are provided.

(ii) Detection: We shall develop robust intrusion detec-
tion techniques. Recall that in order to cause damage (e.g.,
manipulating the state estimation and energy transmission),
the adversary needs to manipulate the sensor measurements.
Obviously, if the adversary changes the true measurement
value by a larger margin, he can manipulate smaller number
of sensors, given a number of states to manipulate. In order to
avoid from being detected by the standard anomaly detection,
the adversary may become stealthy and tend to marginally
change the sensor measurements, but still be able to manipu-
late the states to some extent. To address this problem, we shall
analyze the properties of the false data injection attacks and
find that the features with attacks always deviate much more
from their means than measurements with random noises.

(iii) Response: Once an attack is detected, we shall develop
schemes to localize the compromised devices and isolate the
compromised devices from the grid. For example, to achieve
this goal, one of schemes we shall consider is to adopt efficient
watermarking-based forensic traceback scheme, which embeds
secret signal (bits of 1 and 0) into the meter data stream. If
the meter data stream is manipulated by any device during
the transmission path, the receiver can correlate the received
data stream with the secret signal and detect whether the
data stream has been manipulated. By repeating the process
over the transmission path, we can trace the origin which
manipulates the data.

IV. CONCLUSION

In this talk, we first present two types of false data injection
attacks against smart grid operation. One is to disrupt the state
estimation of smart grid and the other is to disrupt the energy
distribution of smart grid. We then present several possible
countermeasures, including attack prevention, detection and
response.
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Traditional Grid

Transmission m-’) 2" E\m
I'E' Lx" E% qf-'{ ug'l

ITRRONT S N .. ... . TN W
Distribution iy «f. '-':', \

......................... \ -..----.----.--- .-----.~-'.,,--- SUUNCSPET

Customers m j!.__

Romdentual Comemancaal Industnial

7 Centralized one way electricity delivery from generation to end-users
71 Over-provision energy generation and load control

7 Limited automation and situational awareness

7 Lack of customer-side management

NIST Cyber Security for CPS Workshop Towson University Wel Yu
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Smart Grid: An Energy-based Internet

Electrical Infrastructure

"Intelligence™ .fffrasrrucwrel; %' j -
sk

3 Smart Grid will comprise a vast array of devices and systems
with two-way communication and control capabilities
O An energy-based Internet

WIST Cyber Security for CPS Workshop Towson University Wel Yu

Smart Grid as an Energy-based Cyber-
Physical System (CPS)

3 Cyber - computation, communication, and control that are discrete,
logical, and switched

3 Physical - natural and human-made systems governed by the laws
of physics and operating in continuous time

7 Cyber-Physical Systems - systems in which the cyber and physical
systems are tightly integrated at all scales and levels

A Smart grid is a typical CPS, which integrates a physical power
transmission system with the cyber process of network computing
and communication

WIST Cyber Security for CPS'W ) Weld Yia
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Key Services in Smart Grid (NIST)

A Energy distribution management: Making the energy distribution
system more intelligent, reliable, self-repairing, and self-optimizing

7 Distributed renewable energy integration: Integrating distributed
renewable-energy generation facilities, including the use of
renewable resources (i.e., wind, solar, thermal power, and others)

7 Distributed energy storage: Enabling new storage capabilities of
energy in a distributed fashion, and mechanisms for feeding energy
back into the energy distribution system

7 Electric vehicles-to-grid: Enabling large-scale integration of plug-in
electric vehicles (PEVs) into the transportation system

7 6rid monitoring and management: Enabling the demand response
and consumer energy efficiency

7 Smart metering infrastructure: Providing customers real-time (or
near real-time) pricing of electricity and can help utilities achieve
necessary load reductions

WIST Cyber Security for CPS Workshop Towson University Wel Yu

Real-World Cyber Attacks in Smart Grid

A Cybercriminals compromise computers anywhere they can
find them (even in smart grid systems)
o January 2003, computers infected by the Slammer worm
shut down safety display systems at power plant in Ohio
1 Disgruntled employees can be the major source of
targeted computer attacks against systems

o Contractor launches an attack on a sewage control system in
Queensland in 2000

> More than 750,000 gallons of untreated sewage released
into parks, rivers, and hotel grounds
A Terrorists, activists, and organized criminal groups

> In 2008, there was evidence of computer intrusions into
some European power utilities

o In 2010, Stuxnet worm provides a blueprint for aggressive
attacks on control systems

NIST Cyber Security for CPS Workshop Towson University Wel Yu
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False Data Injection Attacks

7 Smart grid may operate in hostile environments

7 Meters and sensors lacking tamper-resistance
hardware increases the possibility to be
compromised

7 The adversary may inject false measurement reports
to the disrupt the smart grid operation through the

compromised meters and sensors

7 Those attacks denoted as false data injection
attacks

O It can disrupt the grid system state estimation
O It can disrupt the energy distribution

WIST Cyber Security for CPS Workshop Towson University

Wel Ya

QOutline

0

0 False Data Injection Attack against Grid
System State Estimation
m

0

NIST Cyber Security for CPS Workshop Towson University

Wel Ya
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Objectives

0 Smart grid shall provide reliable, secure, and
efficient energy transmission and distribution

0 State estimation is a very critical component in
power grid system operation

> Used by Energy Management Systems (EMS) at the
control center to ensure that the power grid is in the
desired operation states

1 Objectives of this research

O Modeling the false data injection attacks against
power system state estimation

> Studying countermeasures against such attacks

WIST Cyber Security for CPS Workshop Towson University Wel Yu

Power System Operation

248

7 The operation condition of a power grid over time
can be determined if the network model and voltages
at every system bus are known.

1 State estimator (SE) uses Supervisory Control and
Data Acquisition (SCADA) data and system model
to estimate the system states (e.g., voltages at all
system buses) in real time.

NIST Cyber Security for CPS Workshop Towson University Wel Yu
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State Estimation Process

L OA
—(COPF D —BDDIL | SE
“( SCOPF »—

]

EMS
EMS: Energy management system
RTU: Remote terminal unit
BDDI: Bad data detection and identification
CA: Contingency analysis
OPF: Optimal power flow
SCOPF: Security constrained OPF

WIST Cyber Security for CPS Workshop Towson University

Wel Ya

Algorithm for State Estimation

A The state estimation can be formalized by
z=h(x)+e

z: Measurement vector (bus voltages, bus active an reactive
power flows, and branch active and reactive power flows)

x: Statevector (bus voltage magnitudes & phase angles)
h(x): Nonlinear vector function determined by the system

topology
e: Error vector, cov(e)=R

7 Most existing state estimators use a weighted least
squares (WLS) method to minimize the objective error

function
min: J(x)=[z-h(x)]" R™'[z-h(x)]

NIST Cyber Security for CPS Workshop Towson University

Wel Ya
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Bad Data Detection and Identification

7 What is bad data?

o Random errors can be filtered by the state estimator

o Large measurement errors occur when meters have biases,
drifts or wrong connections

7 How to deal with bad data?

o Detection and identification of bad data are done only after
the estimation process by processing the measurement
residuals

O Largest normalized residual (LNR) test: the presence of
bad data is determined by a hypothesis test if

J(x) = ||z — H&[|3-1 > 7.

WIST Cyber Security for CPS Workshop Towson University Wel Yu

False data Injection Attacks

a3 Liu et al., "False data injection attacks against state
estimation in electric power grids,” in Proceedings of ACM
Computer Communication Security (CCS), November 2009

A By taking advantage of the configuration information of a
power system, the adversary can inject malicious
measurements

O Mislead the state estimation process without being
detected by existing bad data detection techniques.

Za=Z+a,Xboasd =X +C
- Hio| = 2 +2- G +0)
= |z - HX + (a-He))|
= |z - 13|
when a=Hc

NIST Cyber Security for CPS Workshop Towson University Wel Yu
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False data Injection Attacks

o
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T Assumptions
o The adversary has an accurate model of the power system

o The adversary knows the state estimation and bad data
detection methods

> The adversary will compromise as few meters as possible

WIST Cyber Security for CPS Workshop Towson University Wel Yu

QOur Contributions

7 When the attackers are constrained to inject false data
into specific number of state variables, what is the least
number of meters should they compromise?

o We develop a least-effort attack model to identify the
optimal set of meters to launch false data injection
attacks.

o We show that the problem can be reduced to a NP-hard
problem - minimum subadditive join problem.

O We develop a heuristic algorithm to derive the results

efficiently.
o We develop countermeasures to defend against such
attacks.
NIST Cyber Security for CPS Workshop Towson University Wel Yu
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252

Hierarchical Approach

7 We first divide the large-scale power system into N overlapping
areas, find the suboptimal sets of sensor measurements in each
area.

3 We then can obtgin ang iﬂﬂlﬁo{uﬁenﬁugfhe whole system.

P o o mm — —

Example of IEEE 30-bus with Measurements

WIST Cyber Security for CPS Workshop Towson University Wel Yu

Performance of Brute-force Search
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Performance of Hierarchical Search
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Countermeasures

3 System Protection

o Some of the measurement play a critical role in determining a
specific state variable, while others are redundant to improve
the accuracy of state estimation.

o How to select a set of sensors to protect and make attacks
difficult to deploy.

7 Anomaly Detection
O Spatial-based detection

+ Treat all the measurements received at a certain time as a
unity and the accumulated deviation of all compromised
measurements will be significant.

O Temporal-based detection

« Consider the fact that the adversary needs to manipulate
sensor measurements over fime

- Develop the nonparametric cumulative sum (cusum) change
detection technique.

WIST Cyber Security for CPS Workshop Towson University Wel Yu

Preliminary Evaluation Results
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Ongoing Research

1 Attacks in dynamic state estimation
O The dynamic state estimation can obtain complete,
coherent, and real-time dynamic states.
O We investigate attack schemes against dynamic state
estimation and countermeasures.

7 Attacks against control algorithms

o Applications such as contingency analysis, optimal power
flow, and economic dispatch can be the target.

O Attacks will make the control center generate false
control signals.

WIST Cyber Security for CPS Workshop Towson University Wel Yu

QOutline
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0 False Data Injection Attack against Energy
Distribution

0
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Objectives

0 Smart grid shall provide reliable, secure, and
efficient energy transmission and distribution
o Efficiently utilize the distributed energy resources
O Minimize the energy transmission overhead

7 Objectives of this research

o Study the vulnerability of distributed energy routing
process

o Investigate false data injection attacks against the
energy routing process

WIST Cyber Security for CPS Workshop Towson University Wel Yu

Smart Meters

- -a : AMI in HAN

A Smart meter computes consumption and sends the
information to utility for monitoring and billing purpese.

A Smart meter has the ability to disconnect-reconnect
remotely and control the user appliances and device to
manage load and demands.

o Examples: reduce bill for customer & optimize power flow for

uti lr‘l‘z
NIST Cyber Secufity for CPS Workshop Towson University Wel Yu
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Attacks against Smart Meters

7 Smart meter is "computer” and all cyber attacks can be
applied
1 Widespread use of smart meters
7 A potentially large number of opportunities for the
adversary
o Forging the demand request of a smart meter (e.g.,
requesting a large amount of energy).
O Misleading the electric utility into making incorrect
decision about local or regional usage and capacity.
o Nightmare scenario: deployed millions of smart meters
and controlled by adversary

* Interrupt the supply/demand process and cause
disastrous consequences
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Network Model

7 The input energy of demand-nodes should be equal to their
demanded energy.

7 The output energy of supply-nodes should be less than energy
that they could provide to the grid.

7 The energy transmitted on a link should be less than the link
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Distributed Energy Management

1 The formalization of distributed energy
management is

Objective.  Min| Cost = 1 Z Cost, - E,

if
lyeL

v‘i' = ﬁl‘rp Z Er.' = IE:
teN, E ;s the energy transmitted on link L ;
Np is the supply-nodes set;
Np is the demand-nodes set;
e P, is the residual energy of nodev;
VijelL E;=-E; D, is demanded energy of node u.

’ Load,is the link capacity of link L i
Vi,eL |E;|<Load,

VueN, Y E,=-D,
S.t.4 J .l; .
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False data Injection Attacks

O Injecting False Energy Data

O Energy-request Deceiving Attack

+ The adversary compromises demand-nodes and injects
forged quantity of demanded energy.

O Energy-supply Deceiving Attack

* The adversary compromises supply-nodes and injects
forged quantity of energy that the supply-nodes could
provide to the grid.

3 Injecting False Link-state Data
o Claiming invalid energy links as valid
O Claiming valid energy links as invalid

WIST Cyber Security for CPS Workshop Towson University Wel Yu

Metrics

7 Supplied energy loss

O Energy loss due to forged energy data from
energy supply perspective

7 Energy transmission cost

O The increased total energy transmission cost
caused by forged energy data

7 The number of outage users

O Some users could be outage due to the
unbalance energy distribution caused by attacks

NIST Cyber Security for CPS Workshop Towson University Wel Yu
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Energy-request Deceiving Attack

M In this scenario, the formalization of
compromised distributed energy management is

i

ODbjective. Min

. ] §
Cost’ = E—_Z_ Costy - E, |

iYu'eN, Y E.=-D.<T,
JeN .
| | o & - - = &
vi,el E,=-E, u ]Sr the compromised demand-nodes;
i ; D* . is the forged demanded energy:
|71, €L |£.-,- | < Load, T is the threshold
WIST Cyber Security for CPS Workshop Towson University Wel Yu

Enerqy-request Deceiving Attack (cont.)

0 Supplied Energy Loss:

"ﬁD” = Z D: _Du_.

u;eNp.

When the grid has enough energy, the
forged demanded energy will be provided
by supply-nodes, and then the supplied
energy loss would occur.

NIST Cyber Security for CPS Workshop Towson University Wel Yu
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Energy-request Deceiving Attack (cont.)

0 Energy Transmission Cost:

ACost, = Min(Cos.f*) - Min(Cosf)

As the analysis in our paper, with the increase
of forged demanded energy D, , the energy
transmitted on links would be mcr*euse, and we
can always have ACost, >0 . Hence, energy-
request deceiving attack can certainly
increase the energy transmission cost.

WIST Cyber Security for CPS Workshop Towson University Wel Yu

Enerqy-request Deceiving Attack (cont.)

0 The number of outage users:

With the objective of minimize the number
of outage demand-nodes, the problem can
be represented by

Objecfﬁfe, s = M:"H(H N, ||)

ZD}ZD PR

weNp ueN, Np

Ny is the set of outage users.
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Enerqgy-supply Deceiving Attack

@ In this scenarios, the formalization of
compromised distributed energy management is

Objective. .‘I.Iml Cost = E.Z-CG”" -E. |

Vi*c Np. 3 Ea. =P . .
v* 1s the compromised supply-

YueN, > E ,=-D, nodes;

P*.. is the forged energy that
supply-node could provide to
the grid.

vijeL E,=-E,
'?f_._. el |£.;-| E2 Lon’{f:__
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Energy-supply Deceiving Attack

3 Claiming more energy than supply-node can
provide

o Demand-node cannot obtain expected energy

0 Claiming less energy than supply-node can
provide
O Increase energy fransmission cost
o Increase number of outage users

NIST Cyber Security for CPS Workshop Towson University Wel Yu
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Injecting False Link-state Data

3 Claiming invalid energy links as valid

© Demand node cannot obtain enough requested energy

O Disrupt energy transmission in the grid

A Claiming valid energy links as invalid

© Small number of links compromised—total
transmission cost increase

O Large number of links compromised—total
tfransmission cost decrease

WIST Cyber Security for CPS Workshop Towson University Wel Yu

Performance Evaluation

[ Topology: The simplified version of the US smart
grid.

7 Data set: 2009 US Energy Information
Administration State Electricity Profiles.

7 Length of the energy links: Computed using
Google map.

7 Metrics: Increased fransmission cost, User outage
rate, and Supplied energy loss.

NIST Cyber Security for CPS Workshop Towson University Wel Yu

263



NISTIR 7916

Performance Evaluation (cont.)
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Increased Energy Transmission Cost{SMM)
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Fig. 3 Increased Energy Cost vs. Compromised Demand-Node Rate
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Performance Evaluation (cont.)

300
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Fig. 5 Energy Transmission Cost vs. Compromised Energy Link Rate
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Performance Evaluation (cont.)
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Fig. 6 User Outage Ratio vs. Compromised Demand-Node Rate
NIST Cyber Security for CPS Workshop Towson University Wel Yu

265



NISTIR 7916

Performance Evaluation (cont.)
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Fig. 7 User Outage Rate vs. Compromised Supply-Node Rate
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Performance Evaluation (cont.)
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Fig. 9 Supplied Energy Loss vs. Compromised Demand-Node Rate
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Final Remarks

7 False data injection attacks against power system
state estimation
O Modeling attacks
O Developing countermeasures

7 False data injection attacks against energy routing
process

O Exploring the space of attack strategies
O Modeling and analysis
0 Ongoing research

O Explore other attacks (data integrity, timing, and
others)

O Defend against those attacks
* Prevention, detection and response

NIST Cyber Security for CPS Workshop Towson University Wel Yu
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Thank Youl!

Questions?
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15. Conclusion

The goals of the workshop were to look at recent (2 — 3 years) research results and deployment
experiences that have occurred in cyber-physical areas across multiple industries. (e.g.,
healthcare, manufacturing, automotive, electric smart grid), and to determine if there are security
requirements that are unique to CPS as opposed to strictly cyber or physical systems. Through
these presentations on recent CPS cybersecurity research ideas and themes emerged. While
some of these ideas are more critical from a security and safety technical standpoint, those that
are policy and business oriented are equally crucial to implementing adequate security within
CPS.

Attendees heard about the difficulty of detecting attacks on CPS. First, being able to tell the dif-
ference between an attack and a system failure can be difficult. Detecting an attack by analyzing
massive amounts of data is both time consuming and difficult, as well as costly. In addition to
attacks from outsiders, there are threats from inside sources. Finding malicious code inserted by
an insider in over 100 million lines of code can be virtually impossible. All of these things make
detecting cyber attacks challenging in CPS.

Many presenters stressed the need for improved resiliency. While attacks to CPS will happen, a
greater question is how will a system perform during and after an attack? Will the CPS continue
to function at all? What will the consequences be? Without knowing the answers to these ques-
tions, building in layers of security and improving resiliency are critical to the continuing opera-
tions of CPS, especially when lives are dependent upon this continued operation. While a need
for improved resiliency is not unique to CPS, the consequences of a system failure can be greater
(potential loss of life) than in strictly cyber systems.

Enabling robust cryptography in CPS remains a large challenge according to several presenters.
The distribution, updating, and revocation of cryptographic keys presents a particular challenge
as many CPS utilize hardware with certain constraints—such as amount of power, bandwidth,
and processing capabilities—that cyber-only systems do not have.

Likewise, usability needs to be more widely considered and improved in CPS. Without good
usability, security measures may be bypassed or users may become inattentive to systems that
may need immediate attention. While good usability is an important trait in cyber-only systems,
it becomes critical to systems where poor usability can lead to inattention or accidental misuse in
a system with physical impacts.

Virtual models are essential to the design and construction/assembly of reliable CPS, which are
often so complex that testing of prototypes is either prohibitively expensive or impractical. Key
characteristics of the models that are needed are robustness, with accurate representation of the
full suite of properties of a CPS and the complicated environments in which they must operate,
potential for use in verification and validation, and interoperability, allowing the combined use
of multiple models or component modules. One of the unique impacts of not having usable, ro-
bust virtual models of CPS is that many systems rarely get patched as there is no acceptable way
to foretell what the results of a patch may be to the system, and the possibility of the system be-
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ing unavailable for some time has financial and safety/health risks that outweigh the risk of not
patching.

Failures of data integrity in CPS can result in tangible, real-world consequences not commonly
seen in cyber-only systems. For example, in the military, loss of CPS data integrity can result in
inaccurate or erroneous resource deployment, weapons targeting, etc. Likewise, a loss of integri-
ty of data in networked medical devices can cause significant harm to a patient. The possible
physical impacts present a significant, often unique challenge when designing cybersecurity for
CPS.

Finally, some of the most difficult challenges are those that are not only technical in nature, but
include business and policy aspects. For instance, producing a persuasive business case for in-
creased cybersecurity efforts can be difficult. Sometimes the likelihood of an incident can seem
small so small that the cost of the appropriate countermeasures seem too expensive. This points
to the need for research and development of both better measures for verifiable assurance in
components and systems and also cyber-economic tools to help assess the costs associated with
the range of potential cybersecurity incidents.

In addition to the unique cybersecurity requirements for most CPS for cryptography and model-
ing, there is also a requirement to keep systems available despite ongoing security incidents. For
example, turning parts of the Smart Grid off in order to thwart an attack is not possible. In some
CPS, there is a need to be able to detect small amounts of malicious code within a very large
overall amount of code. In the semi-conductor example presented, there was a need to find
1,000 — 2,000 lines of malicious code in 1 to 2 million lines of code, and disposing of “suspect”
semi-conductors would have had an enormous financial impact for the company.

There is also a need with CPS to consider potential impacts of cybersecurity incidents slightly
differently. In every CPS, there is a physical action or reaction that is controlled by a cyber sys-
tem. In many cases, there are many possible physical actions (e.g., modern airplanes have many
physical actions/reactions controlled by cyber systems). This means that virtually every CPS has
a health, safety, and environmental (HSE) impact. This makes potential impacts of cybersecurity
incidents relatively high compared to traditional cyber-only systems. And since many of these
systems have a high availability need, the choices for possible mitigations can be limited. These
HSE impacts can also create a need for additional requirements often not needed for cyber-only
systems, such as the requirement to coordinate with local emergency responders in case of inci-
dents. HSE impacts need to be considered very carefully when identifying cybersecurity re-
quirements for CPS.

The Computer Security Division plans to use the results of this workshop to inform future re-
search, publications, and outreach activities in the area of CPS cybersecurity.

The agenda for the workshop, complete with links to abstracts and slide presentations, may be
found at http://csrc.nist.gov/news events/cps-workshop/cps-workshop-agenda 04-03-2012.pdf.
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