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Disclaimer

Certain commercial entities, equipment, or materials may be identified in this document in order to describe an
experimental procedure or concept adequately. Such identification is not intended to imply recommendation or
endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the entities,
materials, or equipment are necessarily the best available for the purpose.
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Abstract

Under DIVISION FF, Title XV, §1501 of the Consolidated Appropriations Act of 2021 (Public
Law 116-260)—the “American Competitiveness Of a More Productive Emerging Tech Economy
Act” (the “American COMPETE Act”)—the United States Congress directed the Secretary of
Commerce, in coordination with the Federal Trade Commission and other agencies, to prepare
studies on the following technology areas that are expected to be critical to the global
competitiveness, economic growth, and national security of the United States in the coming
decades: Artificial Intelligence, Internet of Things and Internet of Things in Manufacturing,
Quantum Computing, Blockchain Technology, New and Advanced Materials, Unmanned
Delivery Services, and Three-Dimensional Printing (included here as Additive Manufacturing).
This document compiles chapters addressing each technology area.

Keywords

Additive Manufacturing; Artificial Intelligence; Internet of Things and Internet of Things in
Manufacturing; Quantum Computing; Blockchain Technology; New and Advanced Materials;
Unmanned Delivery Services; Additive Manufacturing; Three-Dimensional Printing; Economic
Growth; Global Competitiveness; National Security; Economic Security.
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1. Atrtificial Intelligence

Summary

In the Consolidated Appropriations Act of 2021 (Public Law 116-260, Division FF, Title
XV, §1501), Congress tasked the National Institute of Standards and Technology (NIST)
to prepare a series of reports on critical and emerging technologies and their impact on
the U.S. economy, including artificial intelligence (AI). NIST is the lead author of this
report, and began working on this report before the latest generation of advanced Al
systems were made public. As a result, this report does not necessarily capture the
Administration’s latest views and initiatives on Al. In addition, given the speed with
which advancements and the commercial use of Al is evolving, this report does not
necessarily reflect all of the Federal Trade Commission’s (FTC) recent enforcement
activities and views involving Al. As prescribed in the legislation, this chapter
addresses:!

¢ industry sectors that implement and promote the use of Al,
e public-private partnerships (PPPs) focused on promoting adoption of Al,
¢ industry-based bodies developing and issuing standards for Al,

e the status of mandatory and voluntary Al standards, both Federal and industry-
based,

e Federal agencies with expertise and jurisdiction in industry sectors implementing
Al,

e interagency activities relevant to Al,

e Federal regulations, guidelines, mandatory standards, voluntary standards, and
other policies concerning Al implemented by Federal agencies and industry-based
bodies,

e Federal resources that exist for consumers and small businesses to evaluate the
use of Al

e risks to the Al supply chain and marketplace,

e Al-related risks to the national security, including economic security,? of the
United States, and

e cmerging risks and long-term trends in AL

! AI technologies, uses, markets, and policies are developing at a rapid rate. While this chapter aims to provide complete information,
it is likely that some content will no longer be current and that some recent Administration activities might not be reflected herein by
the time of publication.

2 The Consolidated Appropriations Act of 2021 refers to “economic and national security,” and economic security is understood to be
part of national security for the purposes of authorities such as the Consolidated Appropriations Act of 2021 and Section 232 of the
Trade Expansion Act of 1962 (Public Law 87-794).
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1.1. Overview

Advances in computing hardware and algorithms, along with increasing availability of
large volumes of data, have enabled major progress in the field of artificial intelligence
(AI) over the past few decades. In order to realize the potential benefits of this rapidly
advancing technology area, it is imperative to mitigate both the current and potential risks
posed by Al to individuals, society, and national security.

1.1.1. Definition of “Artificial Intelligence”

The term “artificial intelligence” can refer to a discipline and its sub-disciplines,® the
presence of “intelligent” attributes in an artificial system, Al technologies, or Al systems
(specific information technology systems that use Al technologies for their applications).
NIST’s working definition of “Al system,” adapted from the Organisation for Economic
Co-Operation and Development (OECD), is: “an engineered or machine-based system
that can, for a given set of objectives, generate outputs such as predictions,
recommendations, or decisions influencing real or virtual environments. Al systems are
designed to operate with varying levels of autonomy.”* Statutory definitions of Al have
been codified in the National Al Initiative Act of 2020 and in the FY2023 National
Defense Authorization Act (full definitions are provided in Box 1 in section 1.2.2 of this
chapter).

“AI” does not refer to a single technology; rather, Al systems can comprise or leverage a
range of different tools and technologies, including algorithms, software, hardware,
design patterns, and standards that enable them to carry out tasks that would otherwise
require intelligent human behavior. These tasks can include perceiving real and virtual
environments; abstracting such perceptions into models through analysis in an automated
manner; and using model inference to formulate options for information or action.’ There
is currently no rigid threshold for what is or is not Al, and the term may be used loosely
in practice, but it is generally inferred that Al requires advanced algorithms, software, or
hardware, and typically requires substantial data to develop—especially for ML models,
which “learn” parameters by optimization of model parameters upon application to
representative data.

Al systems and technologies are already having a huge influence on the global and U.S.
economies. Al research, development, and deployment have made major strides
(although phased, rather than continuous ones) since the field emerged in 1956 and
progress has accelerated over the past two decades—largely due to improvements in
computational capacity, the availability of large quantities of data used to develop Al
models, and algorithmic advances. The field continues to progress rapidly such that parts
of this chapter may be outdated by the time it is released. In recent years, the private
sector has played an increasingly dominant role in the R&D that leads to deployed Al

3 E.g., natural language processing, machine learning, deep learning, reinforcement learning, planning, plan recognition, image
understanding, navigation, and more.

4 Adapted from OECD Recommendation on Al 2019 and ISO/IEC 22989:2022. This definition is very similar to that defined in the
National Al Initiative Act, NAIIA Division E, Sec. 5001 - 15 U.S.C. §9401(3).

> NAIIA Division E, Sec. 5001 - 15 U.S.C. §9401(3)
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technologies and systems. While the United States has historically led the world in Al
progress, the global Al technology landscape is highly competitive.

Al systems and technologies have great potential to be applied for use cases with
economic and societal benefit. However, the growing adoption of Al could also have
significant societal harms, including risks to individual privacy, civil rights, and civil
liberties; national security, market consolidation and harms to competition; labor market
shifts; and environmental costs. In particular, the development and deployment of Al can
meaningfully impact the American public's rights, opportunities, and access to critical
resources and services. Focusing on near-term benefits of Al without establishing proper
safeguards for Al or planning for longer-term needs could lead to substantial harms or
limit future benefits. Therefore, maintaining U.S. leadership in Al for the benefit of all
Americans requires ensuring that Al technologies are developed and deployed in a
manner that protects privacy, civil rights, civil liberties, human safety, and the
environment as a clear national priority.

1.1.2. Industry Sectors and Public-Private Partnerships

Use of Al is widespread: every U.S. industry sector contains some firms that implement
or promote the use of Al. Public-private partnerships to accelerate Al research and
development (R&D) and promote the adoption and use of Al include the National Al
Research Institutes, led by the National Science Foundation (NSF). As of December
2022, 18 institutes have been funded in whole or in part by the U.S. Department of
Agriculture (USDA), the Department of Education (ED), the Department of Defense
(DoD), the Department of Homeland Security (DHS), and NSF, with some receiving
private sector support. These institutes are working to advance AI R&D on topics ranging
from the foundations of machine learning (ML) to Al for environmental science. Each
institute is led by an academic or other research organization, typically with multiple
additional partners drawn from several sectors, including companies, Federal or national
labs, nonprofit organizations, educational institutions, research organizations, and non-
Federal government organizations.

1.1.3. Industry-Based Standards

There are numerous Standards Development Organizations (SDOs) active across the
information and communications technology ecosystem that create widely-used voluntary
consensus standards—however, they are not solely industry-based. Many of these SDOs
are engaged with private and public sector stakeholders working on the development of
standards relevant to Al. Because many Al methods are already widely or increasingly
deployed, numerous voluntary standards have been published or are under development
for Al, addressing Al concepts, definitions, and terminology; governance, ethical uses,
and social concerns; security, privacy, and trustworthiness; environmental efficiency,
engineering practices, reference architectures; and testing, evaluation, validation, and
verification (TEVV)—both in general and for specific Al areas and applications. SDOs
have been extremely active in these areas, including the International Organization for
Standardization (ISO), the International Electrotechnical Commission (IEC), and the
Institute of Electrical and Electronics Engineers Standards Association (IEEE SA). The
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American National Standards Institute (ANSI) serves as the U.S. member body to the
ISO, and the U.S. National Committee represents the United States in IEC. Other entities
involved in Al standards include the International Telecommunication Union (ITU) and
the European Telecommunications Institute (ETI). A variety of not-for-profit or sector-
specific groups and trade associations have begun working on voluntary standards,
certifications, common practices, or guidance for specific Al applications or use-cases,
and private sector entities often develop de facto standards that may become more
broadly adopted and subsequently inform formal standards development processes.

1.1.4. Federal Government Standards and Regulations

Today, few Federal regulations explicitly address Al technologies. However, many
Federal agencies have authority to regulate commercial use of Al technologies under
other existing authorities or due to their general jurisdiction, including related to data and
IT use more broadly. While there is no comprehensive regulatory framework governing
the use of Al in the United States, several policy documents have laid out principles for
commercial and government use and stewardship of Al. For example, the Office of
Management and Budget (OMB) Memorandum M-21-06 (“Guidance for Regulation of
Artificial Intelligence Applications™) provides guidance for Federal oversight of public
and private sector Al-related activities, recommending non-regulatory approaches where
possible. Executive Order 14091 (“Further Advancing Racial Equity and Support for
Underserved Communities Through the Federal Government”), released February 16,
2023, calls on agencies to enhance protections for the public against Al bias and
algorithmic discrimination, create and use Al systems to advance equity consistent with
applicable law, and consult with agency civil rights offices in decisions related to Al and
automated systems.

The White House’s 2022 Blueprint for an Al Bill of Rights lays out principles to guide the
design, use, and deployment of Al systems and protect the American public’s civil rights,
civil liberties, privacy, equal opportunities, and access to critical resources or services.
Executive Order 13960 (“Promoting the Use of Trustworthy Artificial Intelligence in the
Federal Government”), the Department of Defense’s Ethical Principles for AI and
Responsible Al Strategy and Implementation Pathway, and the Intelligence Community’s
Principles of Al Ethics and Al Ethics Framework provide principles and frameworks to
guide the Federal use of Al. Many other Federal departments and agencies are also
instituting Al governance, adapted from these higher-level frameworks, to address
specific needs within their organization. As announced in May 2023, OMB will be
releasing draft policy guidance on the use of Al systems by the U.S. Government for
public comment.

Individual Federal agencies are also engaged in establishing regulatory guidance or
frameworks for the use of Al or algorithms. For example, the Food and Drug
Administration (FDA) is working to advance a regulatory and oversight framework for
the use of Al-based software as a medical device, and has released guidance related to
regulation of certain medical devices and software that could leverage Al. The Consumer
Financial Protection Bureau (CFPB) has clarified that a written explanation of why
adverse actions are taken against an applicant must be provided even if the decision was
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made using a complex algorithm. The FTC released an advanced notice of proposed
rulemaking under Section 18 of the FTC Act to examine whether rules addressing
algorithmic decision making are appropriate. The Equal Employment Opportunity
Commission launched an Artificial Intelligence and Algorithmic Fairness initiative to
help ensure that AI, ML, and other emerging technologies comply with EEOC-enforced
laws when used in hiring and other employment decision making, and has issued two
technical assistance publications addressing Al implications under the federal equal
employment opportunity statutes. A variety of other, non-Al-specific Federal standards or
regulations—for example, such as the requirement that technology be accessible to
persons with disabilities in accordance with Section 508 of the Rehabilitation Act—may
apply to Al use cases.

The United States also engages with other nations and international organizations
regarding research, development, deployment, principles, and standards for Al. Key
efforts have been led by the OECD and the U.S.-EU Trade and Technology Council and
are intended to help lay a common foundation for international coordination and national
policies.

1.1.5. Interagency Activities

The U.S. Government coordinates Al-related activities and decision making across
agencies through several entities. As directed by the National Al Initiative Act of 2020,
the National Al Initiative Office (NAIIO) serves as a point of contact for Federal Al
activities. NAIIO collaborates with the Networking and Information Technology R&D
(NITRD) National Coordination Office on Al R&D programs, and supports interagency
coordination efforts. Several committees and subcommittees of the White House National
Science and Technology Council (NSTC) convene agency representatives for strategic
planning and information sharing, including the Select Committee on Artificial
Intelligence, the Subcommittees on Machine Learning and Al (MLAI-SC) and
Networking and Information Technology R&D (NITRD), the NITRD Interagency
Working Group on Al, and the NITRD Video and Image Analytics Team. NSTC,
NAIIO, and NITRD entities have released a variety of Al R&D strategic planning
documents and budget supplements that were coordinated across Federal agencies; these
publications and a larger list of Federal Al R&D and related activities are available via
ai.gov.

The AI Standards Coordination Working Group of the Interagency Committee on
Standards Policy, co-chaired by NIST and DHS, works to promote effective and
consistent Federal Al policies related to Al standards. The General Services
Administration’s (GSA) Al Center of Excellence partners directly with Federal agencies
and industry to support the development of Al-based solutions. GSA’s Al and Robotic
Process Automation Communities of Practice bring together practitioners from across the
Federal Government to develop and share best practices and lessons learned. GSA’s
Digital Worker Identity Playbook is a practical guide to manage digital worker identities.
OMB—including its Office of the Federal Chief Information Officer, the Chief
Information Officer Council, and the Office of Information and Regulatory Affairs—also
facilitates general information sharing and coordination of Federal agency activities
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related to Al. The White House Office of Science and Technology Policy (OSTP)
together with the Domestic Policy Council coordinate across agencies around instituting
safeguards or ensuring compliance with requirements to protect the American public
from the potential harms of Al, with a focus on equity. The Equal Employment
Opportunity Commission (EEOC) and the Department of Labor's (DOL) Office of
Federal Contract Compliance Programs (OFCCP) are collaborating on an initiative to
promote equal employment opportunity for workers and job applicants, including in the
use of automated systems. Finally, many agencies have a Responsible Al Official (RAIO)
to manage requirements around trustworthy Al and serve as an agency's point of contact.
RAIOs regularly communicate with and serve as subject matter experts on trustworthy Al
and other Federal Al initiatives.

1.1.6. Federal Government Resources

NIST has released several documents intended to support individuals and groups working
on or deploying Al systems, including the draft Al Risk Management Framework (final
release anticipated in 2023) and the special publication Towards a Standard for
Identifying and Managing Bias in Artificial Intelligence (NIST SP 1270). In addition,
NIST has published other frameworks that could be leveraged in the context of Al. These
include: The Cybersecurity Framework; the Secure Software Development Framework;
and the NIST Privacy Framework: A Tool for Improving Privacy through Enterprise Risk
Management. The Federal Trade Commission has released a report, business guidance,
and blog posts addressing Al use by businesses, including policy and legal context and
key principles and approaches for responsible Al use. GAO’s Al Accountability
Framework provides principles and practices as recommendations for Federal agencies
and other implementers of Al. The principles and associated practices outlined in the
White House’s Blueprint for an Al Bill of Rights are also a resource for entities
developing or deploying Al systems on protecting the American public from the potential
harms of Al and other automated systems.

NIST and other Federal agencies have also made available several technical tools and
other resources for evaluation of Al algorithms, such as the Face Recognition Vendor
Test for characterizing performance of automated face recognition technologies. A wide
variety of federally funded R&D testbeds could be leveraged to develop or test Al
systems, or to experiment with their application in specific domain areas; a
comprehensive list is available via the Al Researchers Portal at ai.gov. As called for in
the National Al Initiative Act, the National Al Research Resource (NAIRR) Task Force
developed a roadmap and implementation plan for establishing a new national
cyberinfrastructure to broaden access to data, computational, and other resources in order
to strengthen and democratize the U.S. Al innovation ecosystem. Other efforts to
improve access to Federal data for approved R&D purposes include the COVID-19 Open
Research Dataset (CORD-19) and the National Secure Data Service demonstration
program.
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1.1.7. Risks to the Al Supply Chain and Marketplace

The Al innovation ecosystem relies on human talent, specialized or large quantities of
data, software and algorithms, and cloud or on-premise computing capabilities driven by
general-purpose and Al-specific computer hardware. While the hardware used for
developing, training, and deploying Al systems faces traditional supply-chain risks, Al
software and algorithms are inherently information-based rather than physical and thus
belie many traditional notions of supply chain. For example, software and precursor
functions or code segments—while often sourced from different entities—can be shipped
electronically and easily duplicated, unlike physical goods.

The vibrancy of the U.S. Al innovation ecosystem depends on the availability of a robust
pool of technical talent for Al research, development, and deployment in all sectors.
However, today much of the Nation’s talent is drawn to the private sector—especially the
largest technology companies, which can offer higher salaries and more sophisticated Al
R&D resources than other organizations, limiting the concentration of expertise in
academia needed to develop future talent and in smaller companies that might diversify
the landscape. Furthermore, current immigration law makes it difficult for U.S.-trained
foreign talent to stay and work in the United States after completing their degrees.
Finally, failure to nurture, educate, and train the Nation’s full diversity of talent to
contribute to the Al disciplines not only constrains the Al workforce supply but also risks
exclusion of perspectives and knowledge that can help to identify and mitigate bias and
discrimination and other individual or societal harms that could be introduced across the
stages of Al research, development, and deployment.

The Al software supply chain faces risks associated with both open-source and
proprietary software. The wide availability of open-source code, libraries, or other
software elements lowers the barrier to developing Al systems and supports wide vetting
of code, including by effectively crowd-sourcing the identification and correction of
flaws or security vulnerabilities. However, open-source software can introduce security
risks into Al systems if the vulnerabilities are not actively detected and corrected. On the
other end of the spectrum, keeping code or data proprietary can make it challenging to
properly audit the performance of an Al system.

The AI hardware ecosystem also faces several risks. Currently, the United States relies
heavily on microelectronics manufacturers in foreign countries; geopolitical or other
disruptions in those regions would affect the U.S. Al industry. The Nation has limited
manufacturing capacity for microelectronics in general and relies entirely on foreign
manufacture of the most cutting-edge microelectronics systems—though recent or
ongoing Federal initiatives, such as the Creating Helpful Incentives to Produce
Semiconductors (CHIPS) for America Act (passed as part of the FY 2021 National
Defense Authorization Act), aim to bolster this capacity.

Decades of advances in computational power have enabled the development of the large,
powerful ML models available today. Training and using such models can consume a
large amount of energy, which comes with environmental and financial costs—and
current advances in computer hardware capacity are lagging increases in computational
resource demands for further model improvements. Failure to seek alternate pathways for
enhancing Al performance may limit progress in the near or long term. The high demand
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for and cost of computational resources for Al (especially in the case of large Al models)
also raises the barrier to participation among those with limited resources, which could
result in concentrating Al R&D and commercialization among the largest technology
companies. Similarly, high quality data required for Al R&D, which can include
proprietary data, are not equally available to all. In particular, large companies with
resources to gather and curate data for Al, or that collect or have available large
quantities of data as a result of their business functions, have an inherent advantage in
training ML models. At the same time the use of data—especially data about
individuals—present risks to privacy, civil rights and civil liberties. In January 2023, a
Federal Task Force co-chaired by NSF and OSTP released a roadmap and
implementation plan for establishing a National Al Research Resource (NAIRR) to help
strengthen democratize the U.S. Al innovation ecosystem in way that protects privacy,
civil rights, and civil liberties by making resources such as compute, data, software,
training, and testing capabilities broadly available to researchers affiliated with U.S.
academic and nonprofit organizations, and some small- and medium-sized U.S.
businesses that receive Federal R&D funding.

Deployed Al systems may not always prove trustworthy in practice. Major failures could
cause harms to consumers or the public. Such failures or potential public distrust in Al
technologies—warranted or not—could affect demand for and adoption of Al. Ongoing
development of principles and frameworks for ethical, fair, equitable, secure, and
trustworthy Al aim to help Al stakeholders mitigate risks. Some regions of the world and
within the United States have instituted policies to help protect the privacy of individuals
and mitigate risks of widespread data collection and use, such as the General Data
Protection Regulation in the European Union (EU) and similar legislation in States such
as California, Colorado, and Virginia. However, variation in legal or regulatory policies
for data protection can create complicated compliance regimes or uncertainty for the
private sector. Current antitrust law is flexible enough to address many of the issues
presented by the rapid rate of Al adoption, but may face challenges in certain areas where
new forms of tacit collusion are emerging.

1.1.8. Risks to the American Public’s Civil Rights, Civil Liberties, and
Privacy

Al systems have the potential to meaningfully impact the American public's rights,
opportunities, and access to critical resources and services. Decisions made in the
research, design, development, deployment, funding, acquisition, and governance of Al
technologies can have implications for the public’s civil rights, civil liberties, and privacy
in a variety of ways. Following a set of robust safeguards and procedures—such as those
outlined in the NIST A/ Risk Management Framework—can help mitigate or prevent
harms associated with Al systems. The White House’s 2022 Blueprint for an Al Bill of
Rights provides five key principles and associated practices for protecting the privacy,
civil rights, and civil liberties of everyone in America against Al-related risks.

The dependence of common Al methods—in particular, Deep Learning (DL)—on large
amounts of data for training and for TEVV is a particular source of concern. Key risks
span questions of consent to collection, sharing, and use of data for Al R&D and
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deployment, the potential for incomplete, biased, or poorly curated data sets and models
to lead to incorrect or harmful model assumptions or development, and the potential for
Al models to perpetuate or exacerbate historical bias reflected in training or TEVV data.
Biases in data and algorithms can lead to cumulative harm, disparate impacts, or unlawful
discrimination against individuals or groups from protected classes, such as race,
ethnicity, religion, disability status, gender, or age. In addition, the combination of data
from multiple sources to create suitable training sets could uncover confidential
information, data otherwise kept confidential could be “leaked” or reconstructed from
deployed Al models, and Al models could infer sensitive information and cause harm or
lead to unfair or discriminatory practices. These risks are most pronounced with sensitive
data or “fragile” models from which sensitive data may be inferred.

Al systems can be opaque or not easily explainable, which can make oversight
challenging if they are ineffective or cause disparate outcomes. Al deployed for decision-
making—especially for access to critical resources or services—without proper
validation, monitoring, or oversight, risks loss of individual or community agency or
recourse for adverse outcomes. Al models are also vulnerable to discordant or malicious
inputs and other manipulation—either intentional or inadvertent—whose outputs could
lead to harms.

1.1.9. Risks to the National Security, Including Economic Security, of the
United States

Weaknesses within the Al ecosystem pose inherent risks and could be exploited by
foreign governments or third parties in a way that harms U.S. national security, including
economic security. First, the broad applicability and power of Al presents opportunities
for Al to be misused, designed, or altered for malicious purposes—whether at the system,
model, algorithm, or data level. For example, there are substantial concerns about the use
of Al to surveil and discriminate against marginalized or vulnerable groups, promote
misinformation, or advance disinformation campaigns. Incorporation of Al into cyber or
armed conflicts poses risks of escalation. Prevailing Al standards, norms, principles, and
practices will influence the extent to which Al helps to uphold or undermine human
rights and democratic principles around the world.

Al-specific cybersecurity vulnerabilities could be exploited by adversaries to disrupt a
critical function or compromise system safety or security, or to steal sensitive
information, with economic and security implications commensurate with the criticality
of the use case and context. Such vulnerabilities could arise incidentally or be
deliberately created by a bad actor through compromise of some input to the AI’s
development—such as by maliciously altering hardware, data, or code—on top of the
risks associated with unintentional system failure. Al also introduces additional
complexity into systems, which can sometimes make it difficult to diagnose and mitigate
attacks and failures.

In addition to compromising key inputs to the development of an Al system, a foreign
government or third party could also reduce access to AI R&D resources within the
United States—for either economic or adversarial reasons—and limit the competitiveness
or capabilities of U.S. entities in almost any domain because of the widespread
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applicability of Al. Economic or strategic disadvantages could result from decisions by
entities that control key Al resources—such as hardware, software, data, or talent—to
retain them for their own use or limit their availability to others. On the human resources
front, policies that limit or aim to reduce the Al and related talent available within the
United States would similarly affect the Al ecosystem and national security, including
economic security, writ large. In particular, reluctance of Al talent to work for the U.S.
Government could pose additional national security risks. There are multiple barriers to
hiring qualified data scientists, software engineers, and data engineers in the Federal
Government that would have to be overcome.

1.1.10. Other Emerging Risks and Long-term Trends

The history of Al has revealed that periods of excitement and productivity may be
tempered by lulls in progress. Large statistical Al models have recently made stunning
advances—for example, recently released models for natural language (so-called “large
language models”) and image generation may rival human authors and artists in some
ways. These models present new challenges related to authorship, academic integrity,
misinformation, and disinformation; could replace some human intellectual or creative
work; and pose new questions about copyright for creative works. Development of these
models typically requires enormous computer and data resources, limiting competition to
a small number of large technology companies. Many of these models are closely held by
commercial entities and have little oversight from the public.

However, improvements in Al performance might not be sustainable simply by
continuing to increase model size and apply more computing power on larger data sets.
Sustained progress will require advances in hardware, software, algorithms, and data
methods—including to address limitations of relying on historical data for modeling
changing phenomena such as climate change—and possibly even fundamental computer
science. In addition, too heavy a focus on today’s most mature and popular Al models,
techniques, datasets, or benchmarks risks neglecting work that could enable future
development of new commercial products and solutions to societal problems; a broad
R&D portfolio can help to ensure future progress and benefits of Al In parallel, proactive
research, assessment, understanding, and planning related to societal implications of Al
and plans for mitigating Al risks will be necessary for Al benefits to be realized safely
and equitably.

Information technology and Al have become increasingly integrated into daily life and
into major societal functions. Over the long term, this trend is likely to continue—though
the boundaries of what is considered “AI” may change. While there is substantial
uncertainty about when or whether artificial general intelligence—Al that is applicable to
any context and even capable of operating completely autonomously—may be a realistic
possibility, the field may progress in this direction, which could present risks related to
Al alignment with human values and priorities.

The market value of Al has increased the commodification of data derived from
individual experiences—which are often gathered without consent and can be used to
influence future behavior. Al has affected and will continue to affect labor markets and
the nature of work, with the potential to make work more precarious, cause
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unemployment, surveil workers, or increase inequality—including when access to
technology is limited. Alternatively, technology can augment or support humans in their
work functions, or replace humans in carrying out less desirable tasks. Al also has the
potential to concentrate wealth if a small number of entities control most of the key Al
resources.

Al is inherently sociotechnical, and societal norms and technical capabilities will evolve
over time. Al R&D and deployment will influence—and be influenced by—ongoing
societal change. Whether these changes are positive or negative will likely depend on the
pace and nature of these transitions, the extent to which practices and their implications
are transparent and consistent with individual and societal values and democratic norms,
the extent to which lawmakers and developers are willing to balance technological
growth with protection of privacy and civil rights and civil liberties affected by Al
systems, the ability of members of the public to inform Al-related policies, and the extent
to which policy interventions ease any hardships incurred.

1.1.11. Recommendations

The following recommendations address:

e Growing the U.S. economy through the secure and responsible advancement of
Al

e Strengthening the United States’ global position in the adoption of trustworthy
and rights-respecting Al;

e Mitigating current and emerging risks to a competitive Al marketplace and supply
chain for Al;

e Mitigating current and emerging risks to the American public’s privacy, civil
rights and civil liberties, and other potential harms of Al; and

e Advancing societal priorities and addressing societal concerns associated with the
expeditious adoption of Al

Recommendation 1: Congress should take action to establish or strengthen data privacy
and protection laws that safeguard privacy, civil rights, and civil liberties; support a
competitive Al innovation ecosystem; and help advance the responsible adoption of
trustworthy and rights-preserving Al technologies.

Recommendation 2: The U.S. Government should invest in education and research to
support the development of sociotechnical researchers and practitioners necessary to
design and deploy Al systems for positive societal impact, mitigate residual risks to
safety, security, civil rights and civil liberties, and support trustworthy and equitable Al
ecosystems across all sectors of the economy.

Recommendation 3: Congress should reauthorize the National Al Initiative Act of 2020
(NAIIA), 15 U.S.C. §§9401 ef seq., regularly in order to enable the United States to meet
changing needs across sectors as the landscape of Al evolves, and expand it to include
emphasis on the need to protect the American public's civil rights, civil liberties, privacy,
and safety.
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Recommendation 4: Congress should empower the NAIIO to provide strong Federal
coordination and leadership for Al activities in partnership with associated agencies
across the executive branch, such as NIST in its Federal Al standards coordination role.

Recommendation 5: The U.S. Government should establish a formal public-private
forum to support R&D and TEVV coordination across agencies with input from the
private sector and enable U.S. leadership in trustworthy and responsible Al research,
development, and standards.

Recommendation 6: The United States should lead global efforts to develop technically
sound Al standards to enable continued innovation, ensure that global markets are open
and fair, and promote Al development and use in a way that protects privacy, civil rights,
civil liberties, and human rights. These efforts should consider gaps in and the most
effective incentives for participation among U.S. companies and institutions, as well as
R&D aligned to trustworthy Al standards development and principles.

Recommendation 7: The U.S. Government should support more equitable, secure, and
privacy-enhanced access to research data sets—consistent with the original purpose of
collection and while safeguarding privacy, civil rights, and civil liberties in their use—
and computational resources to support Al innovation by research institutions, small- and
medium-sized companies, and the general public. Examples include implementing the
recommendations of the NAIRR Task Force.

Recommendation 8: Any efforts of Congress to modernize copyright, patent subject
matter eligibility, or tech-transfer laws should take into consideration how such
adjustments would best support the commercialization of innovative Al breakthroughs
and a competitive Al innovation ecosystem while protecting the American public’s
privacy, civil rights, and civil liberties.

Recommendation 9: The United States should expand Al-related upskilling, cross-
training and certification programs, and other programs designed to help individuals
apply Al to expand their capabilities and productivity across all education and experience
levels, for example through public-private partnerships and developing new interagency
Al training programs.

Recommendation 10: The United States should expand and ensure accessibility of Al
R&D and education activities across all relevant academic disciplines at Minority-
Serving Institutions including but not limited to at Historically Black Colleges and
Universities, Hispanic Serving Institutions, Women’s colleges, and community colleges
to help ensure a diverse future AI workforce positioned to meet industry, government,
academic, and societal needs.

Recommendation 11: The United States should reform immigration law to make it
easier for non-U.S. citizen Al graduate students and researchers to study and remain and
work in the United States in order to retain the best and most diverse talent, with
appropriate safeguards for security.

Recommendation 12: Fully fund the President’s budget to support Al activities and
programs, such as for: interagency coordination; protecting the American public and
consumers against potential Al-related harms; Al R&D and standards development; R&D
for next-generation computer hardware; increasing availability of Al testing, evaluation,
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verification, and validation resources; developing and operationalizing Al models as
mandated in government; and strengthening U.S.-based manufacturing of leading-edge
microprocessors, including graphics processing units (GPUs), which are an essential part
of the Al infrastructure. This investment would serve as a critical component to develop
safeguards and guardrails to mitigate risks in the Al ecosystem more broadly. Such
guardrails should be embedded in each individual major Al initiative that the U.S.
Government undertakes or funds. This will ensure that consideration of trustworthy and
responsible Al is a part of the development process for all major initiatives, rather than an
afterthought.

1.2. Background

1.2.1. Purpose and Structure of This Chapter

The Consolidated Appropriations Act of 2021 (Public Law 116-260) mandated that the
Secretary of Commerce and Federal Trade Commission prepare a series of studies on
critical and emerging technologies, including Al, and their impact on the U.S. economy.
As prescribed by statute (provided in Appendix B), this chapter highlights the current®
landscape within which Al technologies may be commercially deployed. These
observations are based on a review of reports, laws and policy documents, technical
literature, interviews with Federal employees, and submissions in response to a public
Request for Information (RFI). It also provides several high-level recommendations for
enhancing the Nation’s ability to benefit from Al technologies. The research and writing
for this chapter were first completed in early 2022. Since this time there have been
numerous Al technology, market, and policy developments. While this document has
been updated to reflect many major developments, it is likely that some content will no
longer be current and that some recent Administration activities might not be reflected
herein by the time of publication.

Section 1.2 provides general context about Al technologies and recent Federal efforts
aimed at advancing U.S. competitiveness in these fields. Section 1.3 catalogs the status of
major standards, regulations, guidance, frameworks, and principles governing
commercial Al use, as well as key Federal and private sector authorities, collaborations,
and other activities that support the responsible deployment of Al technologies in
industry. Section 1.4 describes key (1) risks associated with the Al marketplace and
supply chain, (2) risks to national security, including economic security, associated with
the exploitation of the Al supply chain by foreign governments or third parties, and (3)
emerging risks and long-term trends for the Al industry—all based on a survey of Al
market and ecosystem studies. Section 1.5 lays out recommendations to address risks and
harness opportunities for the safe development and deployment of trustworthy Al.

¢ Content was first developed in February 2022, and updated subsequently with new developments as noted in-place throughout the
chapter.
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1.2.2. Context on Artificial Intelligence Technologies

There is no single accepted definition of Al. Al is sometimes described as the quality
associated with an information technology system capable of tasks that, had they been
conducted by a human, would be considered intelligent behavior. The term Al is
sometimes used to refer to an academic discipline and its interrelated subfields, such as
natural language processing, machine learning (including deep learning), reinforcement
learning, planning, plan recognition, and image understanding. It also may refer broadly
to a range of technologies. Al technologies are generally deployed for automation of
processes, in full or in part, or to assist humans in carrying out tasks. Numerous technical
definitions and taxonomies for Al exist.

The most current definition of Al used by NIST [1] is’

an engineered or machine-based system that can, for a given set of objectives,
generate outputs such as predictions, recommendations, or decisions influencing
real or virtual environments. Al systems are designed to operate with varying levels
of autonomy.

This definition aligns with the one codified in the National Artificial Intelligence
Initiative Act of 2020 15 U.S.C. §9401 (3), which is provided in Box 1. These definitions
are very similar to the one adopted by the OECD.® Another definition of Al is codified in
Section 238 of the FY 2019 National Defense Authorization Act. US. Statutory
definitions of Al are provided in Box 1.

The term Al was coined by John McCarthy in 1956 [3]. Over the years, attention to and
excitement about Al has waxed and waned, leading to periods of heavy government and
commercial investment alternating with investment “winters” when Al performance and
capabilities fell short of proponents’ expectations [4-6].

Al is not a single technology or even a set of related technologies. Al systems can
conduct a range of different tasks such as perception (vision, voice recognition, etc.),
learning, natural language processing, and planning [7]. Hence, discussions about
implementing and promoting Al or Al standards are necessarily broad. In general, Al
technologies involve computer software (programs that implement Al algorithms?), and
must be deployed in computer hardware (physical devices with processing power such as
a computer or a smartphone). Often data are also necessary to train and test the Al system
before it is usable. The term “Al model” is often used to refer to the set of algorithms that
describe the complete Al software system.

In recent years there have been numerous successful demonstrations of Al systems that

perform useful or human-like functions, leading to a significant increase in attention and
investment. These demonstrations include GPT-3 (and later versions) [8], Google Search
[9], AlphaGo [9], WATSON Jeopardy! [10], and Facebook image classification. Once an

7 Adapted from the Recommendation of the OECD Council on Al Organisation of Economic Co-operation and Development, “OECD
Al Recommendations 2021” (Organisation of Economic Co-operation and Development (OECD), 2021),
https://legalinstruments.oecd.org/en/instruments/oecd-legal-0449 and ISO/IEC standard 22989:2022.

8 OECD is an intergovernmental economic organization spanning the United States and 27 other nations that have been facilitating
coordination of Al principles development, including through a Global Partnership on AI (GPAI).

% An algorithm is a set of well-defined instructions for performing a computation or solving a problem.
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Al system has been demonstrated and is widely adopted, the public sometimes considers
it as simply another instance of information technology, rather than Al

ML is a prevalent current approach used in Al research, development, and deployment,
involving the use of algorithms that draw inferences from patterns in data as opposed to
Al systems that use explicitly programmed rules for processing information. ML can be
supervised, semi-supervised, or unsupervised.

Box 1. Statutory Definition of Artificial Intelligence: NAIIA Division E, Sec. 5001 -
15 U.S.C. §9401 (3)

The term “artificial intelligence” means a machine-based system that can, for a given set
of human-defined objectives, make predictions, recommendations or decisions
influencing real or virtual environments. Artificial intelligence systems use machine and
human-based inputs to—

(A) perceive real and virtual environments;
(B) abstract such perceptions into models through analysis in an automated manner; and

(C) use model inference to formulate options for information or action.

John S. McCain National Defense Authorization Act for Fiscal Year 2019 (P.L. 115-
232) defines Al as including:

(1) Any artificial system that performs tasks under varying and unpredictable
circumstances without significant human oversight, or that can learn from experience and
improve performance when exposed to data sets.

(2) An artificial system developed in computer software, physical hardware, or other
context that solves tasks requiring human-like perception, cognition, planning, learning,
communication, or physical action.

(3) An artificial system designed to think or act like a human, including cognitive
architectures and neural networks.

(4) A set of techniques, including machine learning, that is designed to approximate a
cognitive task.

(5) An artificial system designed to act rationally, including an intelligent software agent
or embodied robot that achieves goals using perception, planning, reasoning, learning,
communicating, decision making, and acting.

In supervised machine learning (SML), machines are given training examples as inputs
that humans have labeled with an associated output—for example assigning it to a
particular class—from which the SML system “learns” to map previously unseen inputs
to outputs. Artificial “neural networks”—networks of nodes with weighted connections
designed to emulate biological neurons in a brain (and first developed in the 1940s)—are
commonly used as the inference engine, the part of the system that deduces new
information based on input data.'® Successful training of an SML system can require

19 Changing the weights, or “parameters,” in connections within a neural network changes the behavior of the network; learning
processes can tune the neural network to a specific problem.
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large amounts of labeled training data and can have limited application to outputs not
included in the training set. For example, if an SML system is trained to classify lions,
tigers, and bears, it will not be able to accurately classify a Dalmatian.!' The explosion of
available computing power and the ready availability of data from the internet (some of it
already labeled) have enabled the development of SML for many problems. At the same
time, more complex problems require exponentially higher amounts of computing power,
and the availability of labeled training data can be a limiting factor.

Unsupervised machine learning (UML) also requires training data, but rather than relying
on pre-assigned labels, a UML system groups examples based on patterns extracted from
the data set. A human can then label each group appropriately. There are also semi-
supervised techniques that require some of the training data to be labeled, but not all.
Another major ML paradigm is reinforcement machine learning (RML, also known
simply as reinforcement learning) where the system learns and improves by adapting its
parameters in ways that reinforce successful outputs by maximizing a cumulative reward
function. While RML typically requires a large amount of computational power for
simulations and explicit reward functions may be difficult to specify, it does not require
labeled training data.

DL, a powerful approach to implementing ML, uses layers of neural networks for
inference through optimization of large numbers of parameters. Since the late 2000s, the
availability of fast GPUs has enabled DL to be applied to a range of Al tasks with major
improvements in Al performance [11]; DL systems are now widely deployed in
commercial systems. Many large-scale DL models that train on internet-scale data use
self-supervision—somewhere in between UML and SML—in which labels used for
supervised learning are generated by a model rather than by humans. Generative
modeling is an important deep learning paradigm for which methods include generative
adversarial networks (GAN), variational autoencoders (VAE), and diffusion models. In a
GAN, two neural networks compete, with one attempting to generate new data that are
indistinguishable from the training data and the other attempting to distinguish the new
data. In a VAE, a neural network is trained to compress (encode) data such that it can be
decoded accurately. Diffusion models are trained to map how observed variables connect
to so-called “latent” or inferred variables in a way that can enable, for example, adding
and then removing noise from training images to achieve a new image with desired
content.

There are numerous other Al methods and techniques, and a full taxonomy is not
provided here. While much of the enthusiasm about Al today is focused on DL (including
so-called “large language models” such as GPT-4 and other generative language or image
models), this is not the only area of ML, which is in turn not the only area of Al. For
example, expert systems based on explicit instructions is also an important area of the
discipline.

A long-term goal of some individuals in the discipline of Al is to design so-called
artificial general intelligence (AGI) that is applicable to any problem. This technology
has not been realized and is not likely to be realized in the immediate future [12], and
recent predictions for a realistic timeline for AGI have varied widely. All working Al

! Such a system could be fine-tuned to classify Dalmatians with a small number of examples since the classification tasks are similar.
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systems are currently narrow in scope. While this is not problematic when developed for
a narrowly defined problem (e.g., AlphaGo excels at playing Go) the same Al system
may not perform well if retrained for a different problem. Also, if a system is reused
without retraining, it may not perform well even for a similar problem (e.g., an image
recognition algorithm trained to identify cats being used to identify dogs). This inability
to perform well outside of the original training or optimization context is called
brittleness and is a well-known limitation of current Al techniques.

1.3. Observations

This section characterizes the range of industrial uses of Al technologies; industry and
private sector activities to promote the advancement, adoption, and use of Al; current
standards, policies, and guidelines that govern or inform the commercial deployment of
AT and Federal coordination activities and resources for the public. These findings were
identified via literature review and discussions with Federal Government experts.

1.3.1. Industry

1.3.1.1. Industry Sectors That Implement, Develop and Promote the Use
of Artificial Intelligence

Al is currently used to automate or assist a variety of business processes—including data
analysis, customer service, marketing, and hiring—that are common across all sectors. '2
As a result, every sector contains some firms that implement or promote the use of AL "3

However, levels of Al use and the nature of use cases vary by industry. A 2020
McKinsey survey of industry found that Al adoption was highest in the sectors of high
technology and telecommunications, automotive and assembly, and financial services
[13]. More than 70% of interviewed high-tech and telecommunication firms implemented
Al in some fashion, along with 60% of automotive and financial services companies. In
comparison, fewer than 40% of healthcare/pharmaceutical and retail firms reported the
adoption of Al. According to a 2021 update of the McKinsey survey, the automotive
industry most often implemented Al in manufacturing processes, while financial and
high-tech firms most often used Al for risk analysis, marketing, sales, and the
development and operation of products and services [14]. In comparison, the retail,
healthcare, and professional services sectors reported comparatively lower rates of Al
adoption across most business functions. Firms in these sectors still implemented Al,
primarily for marketing, sales, and product and service development.

Sectors produce advances in Al at different rates as well. The U.S. Patent and Trademark
Office (USPTO) found that the majority of the top 30 U.S. Al patent holding companies
are in the information and communication technology sector [15]. These 30 companies,

12 This report uses sector definitions from the North American Industrial Classification System (NAICS). See Appendix C for more
information about NAICS sectors.

13 In this chapter, “promotion” is understood to mean “contributing to the growth of.” In this sense, research, development, and
implementation are all forms of promotion because they contribute to the growth of the Al industry and Al capabilities.
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led by IBM, Microsoft, and Google, were granted 29% of all Al-related patents between
1976 and 2018.

The functions Al systems perform vary across sectors. A 2021 McKinsey survey found
that no one Al capability was employed substantially more often than others [14]. The
most commonly implemented Al capabilities documented by McKinsey were robotic
process automation, natural language text understanding, computer vision, and virtual
agents, which were common across most sectors.

Industries typically reported adopting Al capabilities that correspond to their main
business functions. For instance, sectors that rely on manufacturing and distribution of
physical goods, such as the retail, consumer goods, and automotive industries, tend to
adopt physical robotics and automated driving systems. Sectors that process large
amounts of data and serve many customers—such as financial services,
telecommunications, healthcare, and professional services—often adopt natural language
processing capabilities such as text and speech generation and understanding, with the
quality of the available data a key constraint on use cases. A terse sample of sector-
specific uses of Al is provided in Sec. 1.3.1.7

1.3.1.2. Public-Private Partnerships Focused on Promoting the Adoption
and Use of Artificial Intelligence

There is no universally accepted definition of public-private partnerships, but they can
generally be understood as “cooperative institutional arrangements between public and
private sector actors” [16]. For the purposes of this chapter, a public-private partnership
is defined as any coordinated activity that combines resources (e.g., funding,
infrastructure, or expertise) from both the public (Federal Government) and private
sectors toward a shared goal of accelerating science and technology R&D and
deployment. This definition does not include standard contracting and acquisition
activities.

In 2019, the National Al Research and Development Strategic Plan Update called for expanding
the number of public-private partnerships to accelerate advances in Al R&D [17]. Since then,
large-scale activities that can be considered public-private partnerships have been established for
the purpose of advancing Al research, development, and deployment. The National Al Research
Institutes, established to support R&D in various subfields of Al, are led by NSF with participation
from other Federal agencies for the purpose of enabling longer-term research and U.S.
leadership in Al. These institutes promote research, development, and deployment of Al by
working to expand the utility and capabilities of Al, including in sector-specific applications. The
18 National Al Research Institutes funded as of the time of this writing are listed in Table 1.
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Table 10ther multisector partnerships, listed in Table 2, focus on specific goals related to
Al and intellectual property, international cooperation, cybersecurity, research
advancement, and tools to support Veterans and first responders. These partnerships often
aim to build relationships between different Al stakeholders, including governments and
researchers, producers, implementers, and end-users of Al. For example, the U.S. Patent
and Trademark Office (USPTO) has in recent years undertaken numerous activities
regarding Al and IP through engagement with stakeholders from all sectors [18; 19]
through the Partnership on Al and Emerging Technologies [20]. In 2019, USPTO held a
conference on IP considerations in Al and issued requests for information from the public
on Al and IP, posting the results online and summarizing submitted comments in a 2020
report entitled “Public Views on Artificial Intelligence and Intellectual Property Policy”
[21]. A second report, released around the same time, explores the diffusion of Al into
different areas of discovery via analysis of U.S. patents [22]. USPTO also issued, in
response to a query from four members of Congress, a request for information on the
implications of current legal theory and practice related to patent subject matter eligibility
for innovation, including in Al. The submitted comments, which reflect a variety of
opinions on current doctrine, are summarized in its June 2022 report to Congress, ‘“Patent
eligible subject matter: Public view on the current jurisprudence in the United States”
[22].

Many of the activities listed in this section are primarily funded by the Federal
Government and involve the private sector primarily in a supplemental capacity. The
National Al Research Institutes fall into this category.

While not strictly public-private partnerships, two activities recently announced by the
White House aim to promote the informed and responsible use of Al by increasing
engagement of and transparency for the public related to potential implications of Al.
First, OSTP has released a Request for Information seeking input on “national priorities
for mitigating Al risks and protecting individuals’ rights and safety, and harnessing Al to
improve lives” to help inform ongoing strategic planning [23]. Second, the White House
announced an independent commitment from leading developers of Al technologies to
participate in an independent evaluation of Al system performance in relation to the
elements of the White House Blueprint for an Al Bill of Rights. This exercise, planned for
the 2023 DEFCON conference, is designed to inform researchers and the public about the
impacts of Al models, and enable any issues identified to be fixed [24].

Finally, the Department of Commerce announced on June 22, 2023 plans for a new
Public Working Group on Generative Al. The group is intended to include volunteers
from multiple sectors to inform guidance on how the NIST AI Risk Management
Framework can support development of generative Al technologies. In the longer term,
the group is expected to help inform how generative Al can be deployed for positive
societal benefits [25].'4

!4 Given the rapidly evolving research, technology, market, and policy landscapes for Al, it is possible that this section will be out of
date by the time of publication of this Chapter.
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Table 1. National Al Research Institutes with Public-Private Cooperation.

U.S. Federal Name” Establishment  Lead Partner  Other Partner Organizations Purpose
Department Date Organization
or Agency®
NSF, NIST The TRAILS (Trustworthy AI ~ May 3, 2023 University of 3 academic institutions Bring attention to Al ethics and
in Law and Society) Institute® Maryland human rights and communities
[26] whose voices have been
marginalized into mainstream Al
NSF, DHS Al Institute for Agent-based May 3, 2023 University of 11 academic institutions [28] Develop novel approaches that
S&T Cyber Threat Intelligence and California, Santa leverage Al to perform security
Operation (ACTION)® [27] Barbara tasks that anticipate adversary
actions
USDA Al Institute for Climate-Land ~ May 3, 2023 University of 5 academic institutions and 1 Advance Al and incorporate
Interactions, Mitigation, Minnesota tribal nation consortium [30] knowledge from agriculture and
Adaptation, Tradeoffs and forestry sciences to curb climate
Economy (AI-CLIMATE)® effects
[29]
NSF, DoD Al Institute for Artificialand ~ May 3, 2023 Columbia 7 academic institutions, 4 Connect progress in Al to progress
Natural Intelligence (ARNI)® University industry collaborators, 1 made in understanding the brain
[31] independent research institute,
and | medical institute
NSF Al Institute for Societal May 3,2023  Carnegie Mellon 7 academic institutions, 1 Develop human-centric Al for
Decision Making (AI-SDM)¢ University hospital, and 1 nonprofit [33] decision-making and inter-
[32] disciplinary training
NSF, Al Institute for Inclusive May 3, 2023 University of 7 academic institutions and 2 Promote effective learning by
Department of  Intelligent Technologies for Illinois, Urbana- industry partners [35] developing Al to support student
Education Education (INVITE)® [34] Champaign persistence, academic resilience,
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U.S. Federal Name” Establishment  Lead Partner  Other Partner Organizations Purpose
Department Date Organization
or Agency?®
NSF, Al Institute for Transforming ~ May 3, 2023 University at 8 academic institutions [37] Advance Al technologies to
Department of  Education for Children with Buffalo enhance understanding of children's
Education Speech and Language speech and language development
Processing Challenges
(AI4ExceptionalEd)° [36]
NSF Al Institute for Intelligent November 1, Ohio State 9 academic institutions, 4 Develop intelligent
Cyberinfrastructure with 2021 University industry partners, and 28 other cyberinfrastructure with an
Computational Learning in academic, nonprofit, research, emphasis on transparency and
the Environment (ICICLE) and government organizations resilience.
[38] [39]
NSF Al Institute for Learning- November 1, University of 5 academic institutions and 19 Develop learning-enabled
Enabled Optimization at 2021 California-San industry collaborators [40] optimization technologies.
Scale (TILOS) [38] Diego
NSF Al Institute for Adult November 1, Georgia 7 academic institutions, 1 Develop Al systems and algorithms
Learning and Online 2021 Research nonprofit, and 3 industry to improve adult education and
Education (ALOE) [38] Alliance partners [41] online learning.
NSF, DHS Al Institute for Edge October 1, Duke University 6 academic institutions and 5  Develop Al-driven edge computing
Computing Leveraging Next 2021 industry partners [42] technology.
Generation Networks
(Athena) [38]
NSF Al Institute for Future Edge October 1, Ohio State 10 academic institutions, 3 Develop technologies for
Networks and Distributed 2021 University DoD labs, and 4 industry distributed and networked
Intelligence (AI-EDGE) [38] partners [43] intelligent systems.
NSF Al Institute for Engaged October 1, North Carolina 3 academic institutions, 1 Conduct use-inspired research on
Learning [38] 2021 State University — nonprofit organization, and “a  learning and collaboration in an Al-
national network of K-12 driven narrative learning
schools, museums, and environment.
nonprofit organizations” [44]
NSF Al Institute for Collaborative October 1, Georgia Institute 4 academic institutions and 2 Develop human-Al interaction
Assistance and Responsive 2021

of Technology
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Purpose

Other Partner Organizations

U.S. Federal Name” Establishment  Lead Partner
Department Date Organization
or Agency®
Interaction for Networked communication, and user
Groups (AI-CARING) [38] experience.
NSF Al Institute for Advances in October 1, Georgia Institute 5 academic institutions, 1 Research mathematical
Optimization [38] 2021 of Technology national lab, 1 education optimization problems using Al,
partner, and 5 industry with a focus on algorithms for
partners [46] distributed electric grids and supply
chains.
NSF, DHS Al Institute in Dynamic October 1, University of 8 academic institutions and 1 Enable real-time learning in
Systems [38] 2021 Washington industry partner [47] dynamic systems, with an emphasis
on safety and control.
USDA-NIFA, Al Institute: AIIRA: Al July 15,2021 Iowa State 6 academic institutions, 4 Use Al to increase agriculture
NSF Institute for Resilient University commodity groups, 1 State resiliency through predictive crop
Agriculture? government group, 1 national modeling.
lab, 2 Federal research centers,
2 international groups, 8
startups, 8 industry partners,
and 11 other organizations
(48]
USDA-NIFA, Al Institute: Agricultural Al July 6, 2021 Washington 7 core academic institutions,  Foster partnerships between Al and
NSF for Transforming Workforce State University 23 other academic partners, 11 agriculture communities for
and Decision Support government or nonprofit technology transfer and innovation.
(AgAID)¢ partners, and 16 industry
partners [49]
NSF Al Institute: Al Research November 1, Massachusetts 3 academic institutions, 1 Develop the next generation of Al
Institute for Fundamental 2020 Institute of international lab, 3 national technologies to support new
Interactions [38] Technology labs, 1 scientific collaboration  discoveries in the field of physics,
group and 2 academic labs including knowledge transfer and
[50] workforce development efforts.
USDA-NIFA, Al Institute: Next Generation September 1, University of 5 academic institutions, 1 Develop innovative applications of
NSF Food Systems [51] 2020 California, university system division, 1 Al technologies as well as the next-
Davis Federal agency, 2 academic generation workforce to address

research centers, 19 industry
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U.S. Federal
Department
or Agency?®

Name®

Establishment
Date

Lead Partner
Organization

Other Partner Organizations

Purpose

NSF

NSF

NSF

NSF

USDA-NIFA,
NSF

Molecule Maker Lab Institute
(MMLI): An Al Institute for
Molecular Discovery,
Synthetic Strategy, and
Manufacturing [38]

Al Institute: Institute for
Foundations of Machine
Learning [38]

Al Institute: Institute for
Student-Al Teaming [38]

Al Institute: Artificial
Intelligence for
Environmental Sciences

(AI2ES) [38]

Al Institute: Artificial
Intelligence for Future
Agricultural Resilience,
Management, and
Sustainability (AIFARMS)
[55]

September 1,
2020

September 1,
2020

September 1,
2020

September 1,
2020

August 21,
2020

University of
Illinois at
Urbana-

Champaign

University of
Texas at Austin

University of
Colorado
Boulder

University of
Oklahoma
Norman
Campus

University of
[llinois at
Urbana-

Champaign

partners and 2 foundations
[50]

3 academic organizations, 1
industry partner [50]

1 academic institution, 1 local
government, and 5 industry
partners [52]

8 universities, 3 K-12
education partners, and 3
industry partners [53]

7 academic institutions, 1
federally funded research and
development center, 1 Federal

agency, and 7 industry
partners [54]

4 academic institutions, 1
independent research center, 1
national lab, and 3 industry
partners [56]

challenges across the US food
supply chain.

Create tools powered by Al to
advance research and
manufacturing efforts for small
molecule manufacturing.

Develop mathematical tools and
algorithms for complex machine
perception tasks.

Study Al in education to improve
human-Al interaction and assist
students and educators.

Develop Al for environmental
science data and research, with a
particular focus on trustworthiness.

Advance Al by using it to address
challenges in agriculture. Focuses
on autonomous systems for
sustainability, livestock
management, designing climate-
resilient agricultural systems, and
reducing risk in crop production.

2 This column includes only departments and agencies that provide substantial direct funding for the activities of the institute. Other Federal departments and
agencies may collaborate with institutes on specific work. These departments and agencies are considered “Other Partner Organizations.”; ® Each of these
institutes has received funding on the order of millions of dollars or more; current funding levels may be found by searching for “Al Institute” in the NSF
Award Search web portal (https://www.nsf.gov/awardsearch/) and the USDA NIFA Reporting Portal (https://portal.nifa.usda.gov/lmd4/recent awards); ¢
Updated May 2023; ¢ The USDA NIFA CRIS public-facing database of funded projects does not provide hyperlinks to records for these projects. However,

these project records can be accessed by searching the USDA NIFA Al Institute program code “A7303” in the CRIS database at https:/cris.nifa.usda.gov/;
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Table 2. Other Public-Private Partnerships Focused on Promoting the Adoption and Use of Al.

D[j'sa.rltvl‘:l(l(:;atl)r Name Date Lead Other Partner Purpose
P Established Organization Organizations urp
Agency
Academia, independent Engage the AI/ET community on
inventors, small ongoing and future USPTO AI/ET
Al and Emerging Technology businesses, industry, other  efforts and gather public views on
USPTO (ET) Partnership® [20] June 7, 2022 USPTO government agencies, various IP policy issues that
nonprofits, and civil uniquely affect the AI/ET
society community.
VA National Incentl.v'lze and share data for
Artificial Challenge.gov and competitive teams to create Al-
VA Al Tech Sprints [57] January 4, 2021 Intellicence competitive teams from enabled tools that help address
8 outside government real-world challenges faced by
Institute
Veterans.
DOE, DO.D’ . Use Al to mitigate the impact of
NOAA, First . . . September 18, . 7 industry partners and 3 . .
. First Five Consortium [58; 59] Microsoft i natural disasters by supporting
Net Authority, 2020 academic partners first responders
PNNL P :
Global Partnership on . . .
OSTP, State Artificial Intelligence (GPAI) June 15, 2020 OECD 24 member states and the ~ Foster international cooperation in
[60] EU Al research.
Accelerate the widespread
National Cybersecurity Center February 21 A state government, a local c 1‘125;2?;?2:2%3?&8
NIST of Excellence (NCCoE) [61; Yyl NIST government, and over 21 M urtty cap )
2012 . . Engages in research and has
62] industry partners listed . . .
provided guidance on adversarial
ML.
Spur researchers to develop Al-
. . based tools for data and text
. COVID-19 Open Research . One university and five . ,
NIH, The White Dataset Challenge (CORD-19) March 2020 Allen Institute private sector mining of the world’s largest
House [63: 64] of Al

organizations
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on COVID-19, in order to help the
medical community.



U.S. Federal
Department or
Agency

Name

Date Lead
Established Organization

Other Partner
Organizations

Purpose

Foster collaborations with

DOL/ODEP

NIST

Partnership on Employment
and Accessible Technology
(PEAT)* [65]

Exploring Research Frontiers
by Incorporating Al and ML
(58]

Wheelhouse
Group

NIST

DOL/ODEP and
collaborating technology
stakeholders

Academia, other
government laboratories,
and industrial entities

technology stakeholders to create
inclusive technology policies and
practices.

Incorporate Al in NIST’s research
efforts, including for innovative
measurements, predictive systems,
and autonomous measurement
platforms.

2 Updated December 2022.
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1.3.1.3. Industry-Based Bodies that Develop Technical Standards for
Artificial Intelligence

There are numerous Standards Development Organizations (SDOs) active across the
information and communications technology enterprise that create voluntary standards. Many
of these SDOs are not solely industry-driven, and engage with a variety of private and public
sector stakeholders working on the development of standards relevant to AI. SDOs generally
have a record of engagement, broad buy-in, and expertise that are likely to be influential in
shaping the trajectory of Al technologies. The actual standard development work of an SDO
is typically conducted by a specialized working group where experts convene to discuss and
execute the creation of new standards according to an established process. SDOs gather a
wide range of input to increase the rigor and improve the likelihood of adoption of their
standards [66]. SDOs can play a significant role in shaping the development and
implementation of technical systems worldwide, especially those with a standards
development process involving subject-matter experts and an established history of
technological contributions, and may be referenced in treaties, contracts and other
agreements [67].

Standards developed by SDOs can become market-relevant through the buy-in of the public
and private sectors, and governments often engage substantially with these entities. Under the
U.S. National Technology Transfer and Advancement Act (NTAA), signed into law in 1996,
U.S. Federal agencies and departments are required to use technical standards “developed or
adopted by voluntary standards bodies” and to engage with these standards bodies in the
development of technical standards when consistent with agency responsibilities and in the
public interest. OMB Circular A-119 provides Federal agencies with guidance on
implementation of NTAA requirements, providing flexibility to agencies to decide
individually which standards are the best match for their use. Existing standards may become
mandatory when referenced in regulations [68]. In general, standards benefit from testing
prior to adoption and the work of maintaining and updating standards comes with financial
costs.

Key entities working to develop international Al standards include the Joint Technical
Committee 1 (JTC 1) between the International Organization for Standardization (ISO) and
the International Electrotechnical Commission (IEC), and the Institute of Electrical and
Electronics Engineers Standards Association (IEEE SA). Additional entities developing or
supporting Al standards development include organizations such as the International
Telecommunication Union (ITU) & the European Telecommunications Institute, not-for-
profit organizations like the Consumer Technology Association (CTA), the Object
Management Group and the Association for the Advancement of Medical Instrumentation.
Within the United States, ANSI provides accreditation for standards development processes,
certifying voluntary, consensus-based American National Standards [69].

Individuals who wish to engage in ISO and IEC standards development processes may do so
via their national standards body (NSB) [70]. In part due to the high costs of such
participation, the National Security Commission on Al recommended that Congress establish
a grant program to enable small- and medium-sized U.S. companies to engage in
international standards development activities [71]. While technical standards can influence
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technology deployment, the details of such standards are not necessarily made accessible to
the general public. Many SDOs follow a business model based on the sale of standards which
are copyrighted by the SDOs. Many U.S. SDOs have also taken steps to increase availability,
including through read-only options allowing individuals to preview standards. The details of
published ISO standards must be purchased for use by organizations developing Al and
related technologies. !°

In general, topic-specific working groups of SDOs convene to address specific technical
areas, draft technical specifications, iterate on draft specifications to come to consensus, and
eventually publish the new standards for adoption across industries. These working groups
are not fixed; at any given time, new groups may be formed, others engaged in ongoing
work, and some that may be retired. The following sections describe major SDOs and their
working groups that are currently focusing on Al-related standards development. While some
of these working groups are Al-specific, others may focus on other topics but are nonetheless
working on Al-specific standards. Standards development by these organizations requires
alignment with best antitrust practices to avoid abuses of the process which, for example,
could lead one or more industry participants to gain an unfair competitive advantage over
other participants.

ISO and IEC

ISO is a non-governmental organization founded in 1947 and composed of 164 members
representing their countries and national standards bodies; ISO bridges many stakeholder
groups in order to cooperatively develop standards across technical and industrial sectors
[72]. IEC, founded in 1906, is composed of members and experts from 174 countries who
work to coordinate and publish international standards that facilitate trade and
interoperability in the electrical and electronic goods space [73]. ISO and IEC standards are
widely recognized and adopted for regional and national standards. These standards facilitate
trade worldwide through their reference in contracts and trade agreements as examples of
international standards, due in large part to their compliance with the World Trade
Agreement’s Technical Barriers to Trade (TBT) agreement [74].

ISO/IEC Joint Technical Committee 1 (JTC 1) focuses on developing standards for the
information technology sector. Within JTC 1, there are five subcommittees with working
groups that are developing Al-relevant standards: Subcommittee 27 (SC 27), Subcommittee
32 (SC 32), Subcommittee 37 (SC 37), Subcommittee 38 (SC 38), and Subcommittee 42 (SC
42). ISO/IEC subcommittees may comprise advisory groups (AG), ad-hoc groups (AHG),
joint working groups (JWG), coordination groups (CG) and working groups (WG).

Subcommittee 42 (SC 42) serves as the primary focal point for JTC 1’s standardization
activities for Al and also provides guidance to other groups outside SC 42 concurrently
developing Al-related standards [75]. SC 42 oversees two advisory groups (AG), four ad-hoc
groups (AHGQG), one joint working group (JWG), and five working groups (WG).

Unlike Subcommittee 42, Subcommittees 27, 32, 37, and 38 were created with other
technology areas in mind, but each includes individual working groups that are contributing
standards in support of further progress in the field of AL. SC 27 develops standards in the
area of information security, cybersecurity and privacy protection, and currently oversees

15 Some standards incorporated into Federal regulations are made available as read-only online by ANSI’s Incorporated by Reference (IBR)
portal: https://ibr.ansi.org/Fag/Default.aspx .
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five working groups that are developing Al-related standards [76]. SC 32 advances
standardization for data management and interchange across different information systems
environments, and oversees two working groups that are developing Al-related standards
[77]. SC 37 creates standards for the biometrics technologies field and currently oversees six
working groups that are developing Al-related standards [78]. SC 38 produces standards for
cloud computing and distributed platforms, and oversees one coordination group and two
working groups that are developing Al-related standards [79]. All ISO/IEC working groups
developing Al-related standards are presented in Table 3.

Table 3. Joint Working Groups of ISO/IEC Joint Technical Committee 1 Working on Al-related
Standards (As of February 2022).

ISO/IEC Group

Topical Area

Purpose

SC 27/ WG 1
Information security
management systems

[76]

SC 27/ WG 2
Cryptography and
security mechanisms
[76]

SC27/ WG 3
Security evaluation,
testing and specification
[76]

SC27/ WG 4
Security controls and
services [76]

SC 27/ WG 5
Identity management and
privacy technologies [76]
SC 32/ WG 2
MetaData [77]

SC 32/ WG 3
Database language [77]

SC37/WG 1
Harmonized Biometric
Vocabulary [78]

SC37/WG 2

Biometric Technical
Interfaces [78]

SC37/WG 3

Biometric Data
Interchange Formats [78]

SC37/WG 4

Information communications
technology security
management systems

Cryptography and security
mechanisms

Evaluation, testing and
specification for information
security management systems

Security controls, processes
and services

Identity management and
privacy technologies

Metadata and other
information

Languages and services for
databases

Harmonized Biometric
Vocabulary

Programming interfaces for
biometric applications

Interchange formats for
biometric data

Technical implementation of
biometric systems
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Advance standardization for managing
information and communications technologies,
including security systems, processes and
services.

Specify security techniques, principles, and
protocols relevant to cryptography and other
security mechanisms.

Advance foundational standards critical to
information technology security, including
evaluation criteria and methodology for
security systems.

Guide the development and implementation of
information security controls.

Produce frameworks to address aspects of
identity management and privacy.

Define the languages, methodology and
protocols relevant to metadata and related data
sharing.

Set the languages and guidance around
language use for databases.

Define common terminology and concepts
towards the development of biometric
technologies, standards and policies.

Advance standardization for the interfaces of
biometric applications and the data transfers
between systems.

Produce biometric data interchange formats to
enable harmonization across different
biometric technologies.

Set foundational guidance, requirements and
best practices towards the implementation of
biometric systems.



ISO/IEC Group

Topical Area

Purpose

Technical
Implementation of
Biometric Systems [78]
SC37/WG 5
Biometric Testing and
Reporting [78]

SC 37/WG 6
Cross-Jurisdictional and
Societal Aspects of
Biometrics [78]
SC38/CG 1
Liaison coordination
group for JTC 1/SC 27
[79]

SC 38/ WG 3
Cloud Computing
Fundamentals (CCF)
[79]

SC 38/ WG 5
Data in cloud computing
and related technologies
[79]

SC 42/ AG 1
Al Management Systems
Standard Advisory
Group [75]

SC 42/AG 2

Al Systems Engineering
Advisory Group [75]

SC 42/AHG 1
Dissemination and
Outreach Ad-Hoc Group
[75]

SC 42/AHG 2
Liaison with SC 38[75]

SC 42/AHG 4
Liaison with SC 27 [75]

SC 42/AHG 5

Al standardization
landscape and roadmap
[75]

SC 42/JWG 1

Governance Implications
of Al Joint Working
Group [75]

Performance testing and
reporting for biometric
technologies

Cross-jurisdictional and
societal aspects of biometrics
technologies

Information security,
cybersecurity, and privacy
protection

Fundamentals of cloud
computing technologies,
services, and usage

Data for cloud computing and

distributed platforms

Al management systems

Al systems engineering

practices and opportunities for

standardization

Al standardization activities
across ISO/IEC

Cloud computing and
distributed platforms

Information security,
cybersecurity and privacy
protection

Al standardization landscape
and roadmap

Governance of the use of Al
systems at organizations
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Develop methodologies for testing and
reporting performance of biometric
technologies.

Identify cultural, societal and ethical issues
relevant to biometric technologies.

Together with SC 27, coordinates efforts
around standard development for protections
around information and information and
communications technologies.

Establish the foundational set of definitions,
guidance, frameworks, and relevant
technologies under the umbrella of cloud
computing.

Produce standards and frameworks related to
data policies and practices for cloud
computing, including data handling, data flow,
and data processing.

Review the viability of standards for an Al
Management System.

Advise JTC 1/SC 42 on study items including
gap analysis between current engineering
practices & ISO/IEC standards with Al best
practices.

Develop information on JTC 1/SC 42 activities
for broader dissemination and outreach to
relevant stakeholders and communities.

Together with SC 38, addresses cloud
computing and distributed platforms.

Together with SC 27, addresses information
security, cybersecurity and privacy protection.

Develop information on JTC 1/SC 42 activities
within the Al standardization landscape and
roadmap space.

Together with SC 40, addresses governance
implications of the use of Al by organizations.



ISO/IEC Group

Topical Area

Purpose

SC 42/WG 1

Foundational Standards
Working Group [75]

SC 42/WG 2

Data Working Group
[75]

SC 42/WG 3

Trustworthiness
Working Group [75]

SC42/WG 4

Use Cases and
Application Working
Group [75]

SC42/WG 5

Computational
Approaches and
Computational
Characteristics of Al
Systems Working Group
[75]

Fundamentals of Al systems

and lifecycle

Big Data and Al

Trustworthiness of Al systems

Use cases and applications of

Al

Computational approaches and
computational characteristics

of Al systems

Advance foundational standards in Al,
including concepts & terminology, a
framework for Al systems, and studying the Al
lifecycle.

Advance foundational standards for data in Al,
big data, and data analytics.

Advance standardization in Al trustworthiness,
including bias in Al, risk management, and
ethical & social concerns.

Advance use cases and applications in Al,
including projects in Al system lifecycle
processes and guidelines for Al applications.

Advance computational approaches for Al
systems, including assessments for ML
classification performance and reference
architecture of knowledge engineering.

IEEE SA

IEEE was founded in 1884 with an initial focus on the electrical engineering and related
technologies such as electric power and wired communications. IEEE has since become the
largest professional technical organization worldwide, with more than 400,000 individual
members across 160+ countries, as of December 2021 [80].The IEEE Standards Association
(IEEE SA) is an activity area of IEEE, which creates standards and protocols across
engineering, computing, and technology use cases, and has grown increasingly active in the
Al space [81]. Within IEEE SA, 18 active working groups are developing Al-relevant

standards and protocols; these are listed in Table 4.

Table 4. Working Groups of the IEEE SA Developing Al-related Standards (As of February 2022).

IEEE SA Working Group

Topical Area

Purpose

P2247

Adaptive Instructional
Systems (AIS) Working
Group [82]

P2817

Verification of Autonomous
Systems - Guidelines Working
Group [83]

P2830

Shared Machine Learning
Working Group [84]

Adaptive instructional
systems (AISs)

Verification of
autonomous systems
guidelines

Shared ML
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Investigate gaps in standards for adaptive
instructional systems, with the aim of
generating new projects to address these gaps.

Promote the development of autonomous
systems through proposed verification
processes and other guidance.

Provide a framework for ML models based on
trusted and aggregated data.



IEEE SA Working Group

Topical Area Purpose

P2840
Responsible Al Licensing
Working Group [85]
P2841
Deep Learning Working
Group [86]

P2850
Intelligence Cities Operation
System Working Group [87]

P2863
Organizational Governance of

Artificial Intelligence
Working Group (OGAI WG)
[88]

P2894
Explainable Artificial
Intelligence Working Group
[89]

P2895
Trading Human-Generated
Data Working Group [90]
P2937
Al System and Application
Test Working Group [91]
P2945
Face Recognition Working
Group [92]

P2961
Collaborative Edge
Computing Working Group
[93]

P2986
Security and Privacy for
Federated Machine Learning
Working Group [94]
P3652

Federated Machine Learning
Working Group [95]

P7000

Engineering Methodologies
for Ethical Life-Cycle
Concerns Working Group
(EMELC-WG) [96]

P7006

Personal Data Al Agent
Working Group [97]

Propose considerations around responsible Al,
including standard definitions, and laws
relevant to data and privacy.

Response Al

Establish best practices for the development

Deep learning
and implementation of deep learning systems.

Promote efforts towards intelligent cities by
advancing interoperability of technical
infrastructure and data.

Operation systems for
intelligent cities

Organizational Provide recommendations for responsible,

governance of Al transparent, and effective development and
systems implementation of Al systems in organizations.

Explainable Al (XAI) Advance standardization and adoption for

explainable Al techniques and systems.

Establish rules and parameters around data
contracts, including data collection, use and
trading.

Human-generated data

Specify the performance-testing methodology

Testing for Al systems
for Al systems and infrastructures.

and applications

Advance technical and architectural
requirements for the development of facial
recognition systems.

Facial recognition
technologies

Set guidelines and a framework towards
collaborative edge computing, including shared
definitions, categories and a method for
performance evaluation.

Collaborative edge
computing

Promote security and privacy

Privacy and security for
recommendations for federated ML systems.

federated ML

Facilitate the application of federated ML
systems, especially for organizations in the
industrial sector.

Federated ML

Produce standards and recommendations to
enable the integration of ethics-oriented
considerations throughout the product and
systems lifecycles (development through
disposal).

Addressing ethical risks
for the systems and
software lifecycles

Set the requisite technical elements related to
personalized Al systems

Personalized Al
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IEEE SA Working Group

Topical Area Purpose

P7007
Ontologies for Ethically

Ethically-driven robotics ~ Advance ethically-driven robots and automated

Driven Robotics and
Automation Working Group

P7008
Ethically Driven Nudging for
Robotic, Intelligent and

and automated systems
ontologies containing definitions and concepts related to

systems through the creation of ontologies

Al

Ethically-driven nudging Promote the development of ethically-driven

Autonomous Systems
Working Group [99]

for robotic, intelligent
and autonomous systems

robotic, intelligent and autonomous systems
through the establishment of common
definitions, concepts and guidelines.

ITU-T

The ITU was founded as a United Nations specialized agency for information and
communications technologies in 1865; since then, communications technologies have
evolved from the telegraph to radio to the internet. Currently, ITU is composed of more than
20,000 members representing 193 nations and coming from across the public and private
sectors. The ITU Telecommunication Standardization Sector (ITU-T) convenes study groups
of international experts to develop ITU-T recommendations that serve as standards for global
information and communication technology infrastructure [100]. ITU-T has begun to
advance Al standardization efforts. Both Al WGs and non-Al WGs of the ITU-T are engaged
in development of Al-related standards; these entities are listed in Table 5 [101].

Table 5. Working Groups of the ITU Developing Al-Related Standards (As of February 2022).

ITU-T
Group

Topical Area

Purpose

Focus Group
FG-AI4Ad
[102]

Focus Group
FG-AI4EE
[103]

Focus Group
FG-AI4H
[104]

Focus Group
FG-
AI4ANDM
[105]
Focus Group
FG-AN
[106]

Al for Autonomous and
Assisted Driving

Environmental Efficiency for
Al and other Emerging

Technologies

Al for Health (AI4H)

Al for Natural Disaster
Management (AI4NDM)

Autonomous Networks

Produce standards and deliverables in the area of Al for

autonomous and assisted driving, with the aim of enabling

an open environment and broad harmonization for Al-
enabled driving.

Develop standards and reports related to assessing
environmental performance for Al technologies, with the
aim of establishing a collaborative environment for all
interested stakeholders.

Partner with the World Health Organization to establish a
common standard for evaluating Al-enabled solutions for

healthcare applications.

Partner with the World Meteorological Organization and

UN Environment Programme to develop a community of

stakeholders and experts addressing Al applications for
natural disaster management.

Draft specifications and reports in the area of autonomous

networks, with the aim of establishing a collaborative
environment within ITU for all related pre-standards
activities.
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ITU-T

Group Topical Area Purpose
Focus Group ML for Future Networks Establish standards and frameworks specific to the
FG-ML5G including 5G application of ML for future networks, including
[107] algorithms, architectures and data formats.

Study Group Signaling requirements, Develop specifications, protocols and testing parameters for
11 (SG11) protocols, test specifications telephone network signaling, with the aim of enabling the
[108] interoperability of information and communications

technology components & applications.
Study Group Performance, quality of Produce standards targeting the performance, quality of
12 (SG12) service (QoS), and quality of service, and quality of experience for networks and
[109] experience (QoE) services.

Study Group Future networks, with focus Produce standards and technical requirements that cover
13 (SG13) on IMT-2020, cloud next-generation networks, including aspects to enable the
[110] computing and trusted Internet of Things (IoT), cloud computing, and other

network infrastructures aspects of mobile telecommunications.
Study Group  Multimedia coding, systems Lead ITU standardization efforts for multimedia, including
16 (SG16 and applications areas such as media coding, videoconferencing, and e-
[111] health.
Study Group Information and Coordinate standardization and guidance efforts related to
17 (SG17) communications technologies ICT security across ITU and cooperates with additional
[112] (ICTs) security SDOs and consortia. Their aim is to build confidence and
trust in the applications and services that use ICTs.
Study Group  Operational aspects of service Serve as the home for several foundational standards for
2 (SG2) provisions and telecom services, networks, and equipment, with the aim to
[113] telecommunications define the next generation of telecommunications networks.
management
Study Group IoT and Smart Cities and Provide standards for [oT technologies, with an emphasis
20 (SG20) Communities (SC&C) on enabling the coordination of technology development,
[114] promoting interoperability of loT applications, and
providing the technological foundation for concepts such as
Smart Cities.
Study Group  Broadband cable and TV Work to study and provide recommendations in the area of
9 (8G9) cable and hybrid television/telecommunication systems,
[115] with the aim of harmonizing next-generation technologies
and interactive services.
Study Group Tariff and accounting Study the intersection of telecommunications services &
3 (SG3) principles including related networks with the economic and financial sphere, with
[116] telecommunication economic particular interest in newer concepts such as big data and
and policy issue digital identity.
ANSI

ANSI is a private, non-profit organization that oversees and provides a framework for U.S.
voluntary standards development for numerous industries and technology areas. While not an
SDO itself, ANSI is the official member body representing the United States in ISO and in
IEC through the U.S. National Committee to the IEC. [68]. Within the United States, ANSI
represents the U.S. national committees (USNC). Each U.S. TAG/USNC directly correlates
to an ISO and IEC technical committee, and each will contribute to standards development
by communicating their positions via ANSI [117]. ANSI oversees the International
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Committee for Information Technology Standards (INCITS) as the U.S. TAG corresponding
to the ISO/IEC JTC 1, which focuses on information technology standards.

European Telecommunications Standards Institute

The European Telecommunications Standards Institute (ETSI), founded in 1988, creates
standards in the information and communications technologies space and has lines of effort
focused on Al. ETSI—along with the European Committee for Standardization and the
European Committee for Electrotechnical Standardization—form the European system for
technical standards development [118]. ETSI’s membership and impact extends beyond
Europe, there are over 900-member organizations from over 60 countries, 68 of which are
based in the United States. ETSI has an operational coordination group (OCG Al) for all the
Al standardization activities across the ETSI community. OCG Al does not develop
standards directly, but instead serves to identify common activities and facilitate cooperation
between the ETSI groups that can contribute to Al-related standards. ETSI is composed of
two major categories of technical groups: (1) Technical Committees and ETSI Projects and
(2) Industry Specification Groups, as well as ETSI Partnership Projects. While participation
in the first category of technical groups is reserved to ETSI members, in the second category

standards work can include members and non-members [119]. Table 6 presents the ETSI
groups—two partnership projects, four technical committees/centers, and eight industry
specification groups—that are or have been developing Al-related standards, regardless of

whether the groups are focused exclusively on Al.

Table 6. ETSI Groups Developing Al-Related Standards (As of February 2022).2

ETSI Group

Topical Area

Purpose

3rd Generation
Partnership Project
(3GPP) [120]

Context Information
Management (CIM)
Industry Specification
Group [121]

eHealth Technical
Committee [122]

Core Network and

Interoperability Testing

(INT) Technical
Committee [123]

Network Functions
Virtualisation (NFV)
Industry Specification

Group [124]

3t generation Mobile and

Cellular
Telecommunications

Interoperable Software for

Context Information
Management

Information and
Communications
Technologies for Health

Test Specifications to
Enable Interoperability
Testing of Core Network

Network Functions
Virtualisation
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Create standards covering cellular
telecommunications technologies, networks, and
systems. This includes the planning, deployment,

maintenance, and optimization of 5G networks.

Produce specifications that enable easier
information exchange between vertical
applications. CIM has an emphasis on promoting
interoperability, especially for use cases including
Smart Cities.

Provide standards, deliverables, and coordination
across ETSI and other SDOs in the electronic
health space. Key areas within the eHealth
technical committee are (1) systems & data
security, (2) service quality, (3) interoperability &
validation-by-testing, and (4) usability.

Produce test specifications (purposes, descriptions,
and cases) necessary to test core networks for
interoperability.

Provide reports and specifications for the
virtualization of network functions, including
architectural frameworks, deployment templates,
and studies on NFV performance. These
specifications also support deployment for 5G.



ETSI Group Topical Area Purpose
Permissioned Permissioned Distributed Publish foundational standards and reports for
Distributed Ledger Ledgers permissioned distributed ledgers (PDL), in order

(PDL) Industry
Specification Group
[125]

Smart Machine-to-
Machine (SmartM2M)
Technical Committee
[126]

Augmented Reality
Framework (ARF)
Industry Specification
Group [127]

Cyber Security
(CYBER) Centre of
Excellence [128]

Experiential Network
Intelligence (ENI)
Industry Specification
Group [129]

Multi-access Edge
Computing (MEC)
Industry Specification
Group [130]

One Machine-to-
Machine (OneM2M)
Partnership Project
[131]

Securing Al (SAI)
Industry Specification
Group [132]

Zero-touch Network &
Service Management
(ZSM) Industry
Specification Group
[133]

Machine-to-Machine
Services/Internet of Things
(IoT)

Interoperability of AR
Components, Applications
and Systems

Cyber Security
Standardization

Networking Orchestration
of Autonomous Networks

Multi-Access Edge
Computing

M2M and IoT

Using Al to Enhance
Security, Attack Mitigation
using Al, Securing Al from

Attack

End-to-End Automation of
Network and Service
Management

to enable an open, trusted, PDL ecosystem for
future use cases.

Develop standards for the advancement of
machine-to-machine (M2M) technologies,
services, and applications. SmartM2M has
published requirements towards the Smart Cities
and Smart Agriculture use cases.

Focus on developing a framework for
interoperable augmented reality (AR) components,
with the aim of enabling an AR ecosystem that is
more transparent, reliable, and open.

Create standards addressing cybersecurity
challenges, with the aim of enabling a common
cybersecurity ecosystem, as well as protecting
personal data and communications.

Focus on developing a Cognitive Network
Management architecture, as well as related use-
case requirements and proof-of-concepts.

Define standards and platforms for multi-access
edge computing (MEC), in order to enable an open
environment that integrates applications from
multiple entities across the value chain.

Bring together several SDOs, consortia, and
numerous organizations around developing
specifications to support oneM2M technology,
applications, and services.

Develop technical standards and reports to
advance the security of Al technologies, including
attack prevention, mitigation, and enhanced
system protections.

Produce reports and specifications to promote the
adoption of zero-touch network & service
management (ZSM) architecture. The ultimate aim
is to enable end-to-end automation for
organizations.

2Content drawn from [119].

Object Management Group
The Object Management Group (OMG) is an international nonprofit founded in 1989 with
the mission of developing technological standards across numerous industries (such as
finance, government, and healthcare). OMG standards are created with the participation of
members, who are subject-matter experts from across government, academia, and industry
[134]. Many of the standards that OMG has published have been submitted and ratified as
ISO standards The OMG Artificial Intelligence Platform Task Force was consolidated in
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2019, with the broad mission to advance foundational standards in Al. Since then, OMG has
developed Al-relevant standards in the areas of knowledge representation and reasoning and
non-interface-oriented robotics [135].

Table 7 presents the working group at OMG developing Al-relevant standards or documents.

Table 7. OMG Group Developing Al-Related Standards (As of February 2022).

OMG Group Topical Area Purpose
Artificial Foundational Al Enable interoperability between users and technology
Intelligence capabilities, including ML,  suppliers in the Al space, through the development of
Platform Task deep learning, AR, VR, specifications publication of use-case documents or
Force [136] NLP, etc. other collaborative efforts.

Responsible Al Institute (RAI)

The RAI (formerly called Al Global), is a nonprofit organization developing and
administering an accredited industrial certification program to support the development of
recognizably responsible and trusted Al systems across industries. RAI has developed the
Responsible Artificial Intelligence certification, which aims to provide a common method for
characterizing the bias, fairness, and explainability of a given Al system. RAI has identified
five key areas for initial focus, (1) fair lending, (2) fraud detection, (3) automated diagnosis
and treatment, (4) health recommendation systems, and (5) automated hiring [137]. The
institute also provides other resources and programs, such as the RAI Community Portal that
provides a library of Al standards, models, datasets and other resources for responsible Al
[138].

1.3.1.4. Sector Specific Industry Entities Pursuing Standards for Al
Development

In addition to the SDOs described above, there are other standards or trade organizations
working toward Al standards specific to an industrial sector. These groups may have a role in
establishing common practices or contributing to Al standards development within their
sector. Several examples are described in the following sub-sections. !¢

Consumer Technology Association

The Consumer Technology Association (CTA) is a U.S.-based standards and trade
organization that represents consumer technology companies. Since its founding in 1924,
CTA has published 135 standards in the computing and technology space through the work
of over 70 committees, subcommittees, and working groups. The trade association has
formed an Artificial Intelligence Committee to publish voluntary standards to be adopted by
industry. CTA’s Artificial Intelligence Committee focuses on standards, best practices, and
technical reports for Al technologies [139]. There is one working group within this
committee, the Artificial Intelligence in Health Care group (focusing on areas such as
consumer health and fitness technology). Table 8 presents the working groups at CTA
developing Al-relevant standards or documents.

16 Many of these examples relate to medical and healthcare-related uses of Al, consistent with the fact that the medical device industry is a
highly-regulated sector.
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Table 8. CTA Group Working on Al-Related Standards (As of February 2022).

CTA Group Topical Area Purpose
Artificial Al applications for healthcare Develop technical standards, produce best
Intelligence in technologies, such as consumer practices and share other documents to
Health Care [140] health and fitness technology support the application of Al for healthcare.

SAE International

SAE International is an association of professional engineers and technical experts from
transportation-related industries, including automotive, commercial vehicles, and aerospace
[141]. In 2014, the organization introduced a taxonomy describing six levels of driving
automation for use as a voluntary standard for on-road motor vehicles, and updated it in 2021
[142].

Health Al Partnership

A partnership between Duke Health, the Mayo Clinic, the University of California, Berkeley,
DLA Piper, and the Gordon and Betty Moore Foundation was established to help standardize
best practices for medical Al (Al software used in the medical and healthcare industries). In
December 2021, the group initiated in a 12-month project to gather information about
medical Al from different care delivery systems and collect information from stakeholders,
including users, regulators, policy experts, and health payers. It plans to develop and release
an open source, publicly available, online education curriculum to support the incorporation
of medical Al into care delivery systems, to include practices for procurement, integration,
and lifecycle management [143].

The Association for the Advancement of Medical Instrumentation-British Standards
Institution (AAMI-BSI) Initiative on Artificial Intelligence

The Association for the Advancement of Medical Instrumentation (AAMI) is a nonprofit
organization committed to advancing the safety and efficacy of health technology. AAMI
creates standards for the medical device industry, and has a standards committee focused on
Al The British Standards Institution (BSI) is the United Kingdom’s national standard body.
BSI creates standards across every economic sector, including the aerospace, healthcare, and
information & communications technology sectors.

Together, AAMI and BSI have formed the AAMI/BSI Initiative on Artificial Intelligence, a
collaborative effort to address existing challenges at the intersection of the healthcare
technology space and the application of Al & ML. In 2020, the Initiative released a white
paper based on stakeholder workshops, Machine Learning Al in Medical Devices: Adapting
Regulatory Frameworks and Standards to Ensure Safety and Performance. This paper
provides recommendations on the development and deployment of new standards, regulation,
and common approaches to ML for medical device applications [144].

The International Medical Device Regulators Forum (IMDRF)

The International Medical Device Regulators Forum (IMDRF) was established in 2011, with
the convening of medical device regulators from around the world. IMDRF works towards
advancing medical device harmonization on an international scale, building off the efforts of
its predecessor organization, the Global Harmonization Task Force on Medical Devices
[145]. As of February 2022, there are seven IMDRF working groups, each tasked with
developing technical documents for a particular area of the medical device ecosystem [146].
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The Artificial Intelligence Medical Devices working group focuses on accelerating alignment
in the management of Al-based medical devices. Thus far, this working group has published
a document establishing key terminology for ML-enabled medical devices [147]. IMDRF
groups working on Al-relevant standards or documents are listed in Table 9.

Table 9. IMDRF Groups Working on Al-Related Standards (As of February 2022).

IMDRF Group Topical Area Purpose
Artificial Al and ML- Advancing technological alignment and harmonization for Al-
Intelligence Medical  enabled medical enabled medical devices, through the cooperation of medical
Devices devices device regulators from across the world.

Private Companies

Private companies also create de facto standards important for their operations in the absence
of formal standards; SDO processes can be slow, may not be fully open, and may require
funding to support individual or organizational participation. Such standards can take the
form of adopted processes, tools such as open-source software, or frameworks, and can
influence industry practices and the subsequent establishment of formal standards or
guidelines—for example, because they have already been tested or adopted in the originating
company. Examples include Microsoft’s data sheets or adversarial ML threat taxonomy, the
SHapley Additive exPlanations (SHAP) package for model explanation, OpenAl’s Gym, Al
“model cards” deployed at Facebook and Google, and frameworks for machine learning such
as TensorFlow and PyTorch.

1.3.1.5. Nonprofit Industry Entities and Coalitions Supporting Development
of Standards and Practices for Al Deployment

Beyond the work of SDOs, numerous non-profit private sector entities and coalitions are
working to address pressing issues related to the deployment of Al, especially those with
broader societal implications. Examples include the AAMI-BSI Initiative on Artificial
Intelligence, the Center for Democracy and Technology, the Center on Privacy and
Technology at Georgetown Law, Data & Society, the Data & Trust Alliance, the Electronic
Frontier Foundation, the Electronic Privacy Information Center, EqualAl, the Institute for
Human-Centered Al at Stanford University, The One Hundred Year Study on Artificial
Intelligence, and the Partnership on AI (PAI). For additional examples, see the entities that
provided input to the Office of Science and Technology Policy to inform the development of
its Blueprint for an Al Bill of Rights [148] and that provided input to the NAIRR Task Force
[149].

1.3.1.6. Status of SDO Standards Focused on Al

As Al techniques and capabilities continue to mature and be deployed in applications, work
to develop standards has been growing. Numerous standards are under development, and
activities are evolving rapidly. The EU Observatory for ICT Standardization maintains a
database of technical standards that includes those related to AI [150]. This section provides
an overview of SDO Al standards published or currently under development at the time of
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this writing. In addition, the Federal Government has produced a variety of resources to
support individuals, small businesses and other organizations that may use Al; these are
discussed in Sec. 1.3.6 of this Chapter. As Al techniques and capabilities continue to mature
and be deployed in applications, work to develop standards has been growing. Numerous
standards are under development, and activities are evolving rapidly. The EU Observatory
for ICT Standardization maintains a database of technical standards that includes those
related to AI [150]. This section provides an overview of SDO Al standards published or
currently under development at the time of this writing. In addition, the Federal Government
has produced a variety of resources to support individuals, small businesses and other
organizations that may use Al; these are discussed in Sec. 1.3.6 of this Chapter.

ISO/IEC Standards

There are six main stages of ISO/IEC standard development: (1) proposal, (2) preparatory
(working draft, WD), (3) committee (committee draft ballot, CD), (4) enquiry (draft
international standard ballot, DIS), (5) approval (final draft international standard ballot,
FDIS), and (6) publication. In the proposal stage, a new work item proposal (NWIP) is
submitted for voting at the technical committee or subcommittee level. In the preparatory
stage, the working group assigned to the item will work on drafts until expert consensus is
reached. In the committee stage, the first committee draft is distributed to relevant technical
committees or subcommittees for comment and votes; this process of drafting, commenting
and voting is repeated until consensus is reached. In the enquiry stage, a draft international
standard is distributed for wider ISO member comment and votes. In the approval stage, the
final draft international standard is submitted for a final vote to ISO members. The final
stage, publication, is reached when the final draft has been approved as an International
Standard [151].

As of February 2022, ISO/IEC working groups had engaged on 52 Al-relevant standards in
various stages of the development process, including 31 under development and 21 published
in final form. Of these Al-relevant standards, 9 are affiliated with SC 27 (information
security, cybersecurity and privacy protection), 1 is affiliated with SC 32 (data management
and interchange), 10 are affiliated with SC 38 (cloud computing and distributed platforms),
and 32 are affiliated with SC 42 (artificial intelligence). These 52 listed Al-relevant
standards, along with their objectives and statuses, are described in Table 10 below.
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Table 10. Status of ISO/IEC Al-Related Standards.

ISO/IEC Standard

Main Objective

Status as of

December
2022®
22123-2.4 Advance fundamental concepts for the development of Under
Cloud computing, part 2: cloud computing technologies and other distributed Development
concepts [152] platforms.
23894 Provide guidelines and processes around risk Under
Risk management [153] management for organizations working with Al. Development
24029-2 Provide guidelines and methods for the assessment of Under
Methodology for the use of neural network robustness. Development
formal methods [153]
25059 Provide a model for measuring and evaluating the Under
Square: quality model for Al quality of an Al system. Development
systems [153]
27046.4 Offer guidelines to address challenges in big data Under
Big data security and privacy, security and privacy. Development
implementation guidelines
[154]
42001 Describe the requirements and guidance around a Under
Al management system [153] proposed Al management system. Development
5140 Provide common definitions and concepts for the Under
Concepts for multi-cloud and development of cloud services. Development
other interoperation of multiple
cloud services [155]
5259-1 Establish foundational concepts around data quality for Under
Data qualify for analytics and analytics and ML. Development
ML: part 1 [153]
5259-2 Provide a data quality model and guidance for Under
Data quality for analytics and analytics. Development
ML: part 2 [153]
5259-3 Describe the requirements and guidance around data Under
Data quality for analytics and quality for analytics and ML. Development
ML: part 3 [153]
5259-4 Lay out common organizational approaches for high Under
Data quality for analytics and quality training and evaluation data. Development
ML: part 4 [153]
5338 Support the definition, maintenance of Al system Under
Al system lifecycle processes lifecycle processes used at organizations. Development
[153]
5339 Provide guidelines for the development and use of Al Under
Guidelines for Al applications applications. Development
[156]
5392 Describe a reference architecture of knowledge Under
Reference architecture of engineering in Al, including roles, components, and Development

knowledge engineering [157]

activities.
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ISO/IEC Standard

Main Objective

Status as of
December
2022°

5469
Functional safety and Al
systems [153]
5471
Quality evaluation guidelines
for Al systems [158]
5928
Taxonomy for digital platforms
[159]
6254
Objectives and approaches for
explainability of ML models
and Al systems [160]
8200
Controllability of automated
artificial intelligence systems
[161]
24668:2022
Process management
framework for big data
analytics [162]
27559:2022
Privacy enhancing data de-
identification framework [163]
4213:2022
Assessment of machine learning
classification performance [164]
27556:2022
User-centric privacy
preferences management
framework [165]
24368:2022
Overview of ethical and societal
concerns[166]
22989:2022
Artificial intelligence concepts
and terminology [167]
23053:2022
Framework for Artificial
Intelligence Systems Using
Machine Learning [168]
3445:2022
Audit of cloud services [169]

Provide an overview of information and methods
around the application of Al in safety-relevant
functions.

Provide quality evaluation guidelines for Al systems.

Advance the technical specifications for various types
of digital platforms.

Describe approaches and guidance towards achieving
Al and ML explainability.

b}

Describe a framework for automated Al systems
controllability, including relevant principles, and
approaches.

Establish a process reference model for big data
analytics.

Advance a framework around the process of de-
identifying data, including common definitions and
guidance.

Provide methodologies for measuring classification

performance for ML models, systems, and algorithms.

Address the handling of personally identifiable
information through a user-centered framework.

Address ethical and societal concerns around Al.

Establish terminology for Al & Al-related concepts;
can be used for all types of organizations and in
development of future Al standards.

Describe a framework for a generic Al system using
ML technology.

Advance standardization efforts around the practice of

auditing cloud services.
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ISO/IEC Standard

Main Objective

Status as of

December
2022
38507:2022 Provide a broad guidance for organizations using Al in ~ Published April
Governance implications of the tools or systems. 8,2022
use of artificial intelligence by
organizations [170]
19944-2:2022 Establish technical guidelines around data Published April
Data flow, data categories and  identification, processing and sharing, applicable to use 1,2022
date use, part 2: guidance on cases such as facial recognition and the IoT.
application and extensibility
[171]
23751:2022 Establish the foundational concepts and definitions for Published
Data sharing agreement (DSA) the creation of data sharing agreements (DSAs). February 15,
framework [172] 2022
24745:2022 Update the 24745:2011 standard that set protection Published
Biometric information guidance for biometric information. February 8,
protection [173] 2022
24372:2021 Review cutting-edge computation approaches for Al Published
Information technology — systems, including: main computational characteristics, =~ December 7,
Artificial intelligence (AT) — algorithms/approaches used, and reference cases. 2021
Overview of computational
approaches for Al systems
[174]
21838-2:2021 Offer foundational definitions, concepts, and Published
Information technology — Top- specifications for the coordinated development of November 30,
level ontologies (TLO) — Part future domain-specific ontologies and the data systems 2021
2: Basic Formal Ontology that rely on those ontologies.
(BFO) [175]
24027:2021 Provide guidance around bias in Al systems, including Published
Information technology — methods to assess bias. November 5,
Artificial Intelligence (Al) — 2021
Bias in Al systems and Al aided
decision making [153]
24030:2021 Review use cases of Al applied across different sectors ~ Published May
Information technology — and domains. 11,2021
Artificial Intelligence (Al) —
Use Cases [176]
24029-1:2021 Detail existing methods for assessing neural network Published

Artificial Intelligence (Al) —
Assessment of the robustness of
neural networks — Part 1:
Overview [153]

22123-1:2021
Information technology —

Cloud computing — Part 1:
Vocabulary [177]

robustness.

Define the common terminology and vocabulary
within the cloud computing field.
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ISO/IEC Standard

Main Objective

Status as of

December
2022
27570:2021 Provide guidance for the privacy-oriented development Published
Privacy protection — Privacy of technologies, processes, and policies within the January 28,
guidelines for smart cities [178] smart cities field. 2021
19944-1:2020 Describe the ecosystem and interactions related to Published
Cloud computing and cloud services, along with a proposed structuring October 26,
distributed platforms — Data system for data use statements to improve user privacy 2020
flow, data categories and data and overall transparency.
use — Part 1: Fundamentals
[179]

20547-4:2020. Specify big data reference architecture considerations Published
Information technology — Big and guidance around security and privacy. September 23,
data reference architecture Part 2020

4: Security and privacy [180]
20547-1:2020 Describe the framework of the big data reference Published
Information technology — Big architecture and provide a process for a user to apply August 20,
data reference architecture — the framework for their own area. 2020
Part 1: Framework and
application process [181]
24028:2020 Review topics around Al trustworthiness, such as Published May
Information technology — approaches to transparency, threats & risks to Al 28,2020
Artificial Intelligence (AI) — systems.
Overview of trustworthiness in
artificial intelligence [153]
20547-3:2020. Provide specifics around the big data reference Published

Information technology — Big
data reference architecture Part
3: Reference Architecture [182]

23167:2020

Information technology —
Cloud computing — Common
technologies and techniques
[183]
20546:2019.
Information technology — Big

data — Overview and
vocabulary [184]

22678:2019

Information technology —
Cloud computing — Guidance
for policy development [185]

20889:2018

Privacy enhancing data de-
identification terminology and
classification of techniques
[186]

architecture for the purpose of a common
understanding around the language, existing standards
to build on, and technical components, processes, and
systems around big data.

Review the most common technologies and techniques
that are used in cloud computing applications.

Provide foundational terminology and definitions
around big data.

Produce guidance for the development of governance
documents or regulations around cloud service
providers and cloud services.

Set the common terminology and techniques specific to
the practice of data de-identification for any type of
organization.
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ISO/IEC Standard Main Objective

Status as of

December
2022

20547-5:2018. Review existing and developing standards around big Published
Information technology — Big data. February 9,
data reference architecture Part 2018

5: Standards roadmap [187]

20547-2:2018 Provide uses cases for big data from across different Published
Information technology — Big domains, including technical considerations. January 10,
data reference architecture Part 2018

2: Use cases and derived
requirements [188]

29134:2017 Produce guidelines for the application of internal Published June

Information technology — privacy impact assessments across numerous types of 28,2017
Security techniques — organizations.
Guidelines for privacy impact
assessment [189]

29190:2015 Advance a standardized methodology for organizations Published

Information technology — conducting internal assessments of privacy capability. August 10,
2015

Security techniques — Privacy
capability assessment model
[190]

2 Standards identified in February 2022; status updated December 2022.

IEEE SA Standards Focused on Al
IEEE SA also has several standards under development, as described in
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Table 11. There are six primary steps in the IEEE SA standards development lifecycle: (1)
initiating the project, (2) mobilizing the working group, (3) drafting the standard, (4)
balloting the standard, (5) gaining final approval, (6) maintaining the standard [191]. The
public can only view the active Project Authorization Requests (PARs) for standards that are
currently in the development pipeline, prior to the balloting stage; PARs provide key
information for the project including the purpose, need for project, and stakeholders [192].
Creating a PAR is the initiating step of a new IEEE SA standards project; PARs must include
which working groups are responsible for the effort. The precise status of an IEEE standard
is not publicly displayed, but a PAR will include the expected date for submitting the draft
for ballot and a final expiration date the project must meet. As of April 2022, there were 65
Al-related standards in development (53) or published (12) by IEEE SA.
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Table 11. Status of Al-Related Standards in Development or Published by IEEE SA (As of February

2022).
IEEE SA Standard Main Objective Status as of
December
20222
P2049.1 Establish the common definitions and Under
Standard for Human Augmentation: taxonomy related to human augmentation Development
Taxonomy and Definitions [193] technologies.
P2049.2 Set the technical requirements and methods Under
Standard for Human Augmentation: related to privacy and security-conscious use of ~ Development
Privacy and Security [194] human augmentation technologies.
P2049.3 Provide the technical requirements and Under
Standard for Human Augmentation: methods related to identity verification by Development
Identity [195] human augmented technologies.
P2049.4 Offer methodologies for developing ethically- Under
Standard for Human Augmentation: driven human augmented technologies. Development
Methodologies and Processes for
Ethical Considerations [196]

P2247.1 Classify adaptive instructional systems through Under

Draft Standard for the Classification of defined parameters and components. Development
Adaptive Instructional Systems [197]

P2247.2 Define the interactions of AIS components and Under

Interoperability Standards for Adaptive ~ t0 provide guidance around the use of data and ~ Development
Instructional Systems (AIS) [198] data structures.

P2247.3 Define methods for the evaluation of AIS and Under
Recommended Practices for Evaluation provide guidance for their use. Development
of Adaptive Instructional Systems [199]

P2247.4 Offer recommendations around the design of Under

Recommended Practice for Ethically Al as used by AIS. Development
Aligned Design of Artificial
Intelligence (Al) in Adaptive
Instructional Systems [200]
P2671 Set general requirements for machine vision- Under
Standard for General Requirements of based online detection, such as data format, Development
Online Detection Based on Machine data transmission processes, and performance
Vision in Intelligent Manufacturing metrics.
[201]
P2672 Set common definitions, technical requirements Under
Guide for General Requirements of and applications for user-oriented mass Development
Mass Customization [202] customization.

P2751 Build on the 1873-2015 standard, in order to Under
3D Map Data Representation for provide 3D map data for robotics and Development
Robotics and Automation [203] automated systems.

P2802 Establish definitions and methodologies for the Under

Standard for the Performance and development of Al-based medical devices, Development

Safety Evaluation of Artificial
Intelligence Based Medical Device:
Terminology [204]

including areas of safety and performance.
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IEEE SA Standard

Main Objective

Status as of

December
20222
P2807 Provide a framework of knowledge graphs, Under
Framework of Knowledge Graphs [205] including technical requirements and Al-related  Development
applications.
P2807.1 Define the technical requirements and Under
Standard for Technical Requirements evaluation criteria for financial knowledge Development
and Evaluation of Knowledge Graphs graphs.
[206]
P2807.2 Offer guidelines and technical requirements Under
Guide for Application of Knowledge related to financial knowledge graphs. Development
Graphs for Financial Services [207]
P2807.4 Provide guidelines and technical requirements Under
Guide for Scientific Knowledge Graphs related to scientific knowledge graphs. Development
[208]
P2817 Review best practices around verification Under
Guide for Verification of Autonomous processes for autonomous systems. Development
Systems [209]
P2840 Provide definitions, specifications, and policies Under
Standard for Responsible Al Licensing relevant to the development of a responsible Al ~ Development
[210] license.
P2841 Provide a framework for the evaluation of Under
Framework and Process for Deep deep-learning systems and algorithms. Development
Learning Evaluation [211]
P2850 Define a framework for computational Under
Standard for an Architectural operation systems, specifically applied to Development
Framework for Intelligent Cities intelligent cities.
Operation System [212]
P2863 Provide governance criteria for the Under
Recommended Practice for development and use of Al, including specifics =~ Development
Organizational Governance of Artificial on areas like transparency, safety and
Intelligence [88] accountability.
P2874 Enable key features around the 10T, including Under
Standard for Spatial Web Protocol, support for access, permissions and rights Development
Architecture and Governance [213] management.
P2888.6 Define formats relevant to holographic Under
IEEE Draft Standard for Holographic interfaces, such as holographic printing file Development
Visualization for Interfacing Cyber and formats, encoding formats and representation
Physical Worlds [214] schemes.
P2894 Specify an architectural framework and Under
Guide for an Architectural Framework guidelines towards the area of explainable Al, Development
for Explainable Artificial Intelligence including definitions, application scenarios and
[215] performance evaluations.
P2895 Provide the taxonomy and definitions for the Under
Standard Taxonomy for Responsible field of human augmentation technologies, Development

Trading of Human-Generated Data
[216]

including wearables and implants.
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IEEE SA Standard Main Objective Status as of
December
20222
P2937 Provide a methodology for performance testing Under
Standard for Performance different types of Al server systems. Development
Benchmarking for Al Server Systems
[91]
P2941 Establish the technical requirements and Under
Draft Standard for Artificial formats for the representation, compression, Development
Intelligence (AI) Model Representation, distribution and management of AI models.
Compression, Distribution and
Management [217]
P2945 Detail the technical requirements for facial Under
Standard for Technical Requirements recognition systems. Development
for Face Recognition Systems [92]
P2961 Introduce a new ML framework, with the Under
Guide for an Architectural Framework emphasis on cloud and edge computing. Development
and Application for Collaborative Edge
Computing [218]
P2975 Provide common definitions for the area of Under
Standard for Industrial Artificial industrial Al data, along with key data Development
Intelligence (AI) Data Attributes [219] attributes.
P2986 Offer best-practices for implementing privacy Under
Recommended Practice for Privacy and and security for federated ML systems. Development
Security for Federated Machine
Learning [220]
P2995 Set a standardized method to the design of Under
IEEE Draft Trial-Use Standard for a quantum algorithms. Development
Quantum Algorithm Design and
Development [221]
P3110 Establish the technical and functional Under
IEEE Draft Standard for Computer requirements for an application programming Development
Vision - Algorithms, Application interfaces (API) model of computer vision
Programming Interfaces, and Technical systems.
Requirements for Deep Learning
Framework [222]
P3119 Define a new process model tailored to Under
IEEE Draft Standard for the government entities’ procurement of Al and Development
Procurement of Artificial Intelligence Automated Decision Systems (ADS).
and Automated Decision Systems [223]
P3135 Set requirement specifications around the Under
IEEE Draft Standard for Specifying development and design of neurofeedback Development
Requirements for Neurofeedback systems.
Systems Design [224]
P3141 Provide a quality assessment framework for 3D Under
IEEE Draft Trial-Use Standard for 3D body processing technology, including Development
Body Processing [225] assessment metrics, tools and workflows.
P7003 Offer protocols to develop algorithms that Under
Algorithmic Bias Considerations [226] minimize bias. Development
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IEEE SA Standard

Main Objective

Status as of

December
20222
P7004 Provide methodologies and best-practices Under
Standard for Child and Student Data related to the collection, storage and use of Development
Governance [227] child and student data.
P7004.1 Provide best practices for child and student data Under
Recommended Practices for Virtual governance, in accordance to IEEE P7004, Development
Classroom Security, Privacy and Data including guidelines for compliance
Governance [228] assessment.
P7008 Set the concepts and functions for the Under
Standard for Ethically Driven Nudging development of ethically-driven robotic, Development
for Robotic, Intelligent and intelligent and autonomous systems.
Autonomous Systems [229]
P7009 Provide the methodologies and technological Under
Standard for Fail-Safe Design of foundation for the design of autonomous and Development
Autonomous and Semi-Autonomous semi-autonomous systems.
Systems [230]
P7010.1 Provide best practices for environmental social Under
Recommended Practice for governance and social development goal Development
Environmental Social Governance implementation, in accordance to IEEE 7010,
(ESG) and Social Development Goal including recommendations for common
(SDG) Action Implementation and processes, data collection, and policy
Advancing Corporate Social development.
Responsibility [231]
P7011 Advance the use of standards to rate and review Under
Standard for the Process of Identifying the accuracy of news stories and news Development
and Rating the Trustworthiness of News purveyors.
Sources [232]
P7012 Address the application of personal privacy Under
Standard for Machine Readable terms for machine use. Development
Personal Privacy Terms [233]
P7014 Create a model for implementing ethical-driven Under
Standard for Ethical considerations in design in developing autonomous and Development
Emulated Empathy in Autonomous and intelligent systems.
Intelligent Systems [234]
P7015 Provide an operational framework for the Under
Standard for Data and Artificial design, progress-tracking and outcome Development
Intelligence (Al) Literacy, Skills, and evaluation of Al-literacy policy interventions.
Readiness [235]
P7030 Establish conceptual and technical definitions Under
Draft Recommended Practice for around extended reality (XR) technologies, as Development
Ethical Assessment of Extended Reality well as an ethical assessment methodology
(XR) Technologies [236] tailored to studying XR systems.
P7130 Define terminology for common use in the Under
IEEE Draft Standard for Quantum quantum technologies space. Development

Technologies Definitions [237]
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IEEE SA Standard Main Objective Status as of
December
20222
2801-2022 Review best practices around the use of quality ~ Published July
Recommended Practice for the Quality ~ Management systems of datasets applied to the 5,2022
Management of Datasets for Medical field of medical AL
Artificial Intelligence [238]
3333.1.3-2022 Set deep learning-based assessments for Published May
Draft Standard for the Deep Learning content analysis and quality-of-experience. 27,2022
Based Assessment of Visual Experience
Based on Human Factors [239]
1872.2-2021 Build on standard 1872-2015 to create more Published May
Draft Standard for Autonomous ontologies for autonomous robotics. 12,2022
Robotics (AuR) Ontology [240]
Advance measures for assessing the Published

7001-2002
Draft Standard for Transparency of
Autonomous Systems [241]
7002-2022
Draft Standard for Data Privacy Process
[242]
2089-2021
IEEE Standard for an Age Appropriate
Digital Services Framework Based on
the SRights Principles for Children
[243]
7005-2021
IEEE Standard for Transparent
Employer Data Governance [244]
7007-2021
IEEE Ontological Standard for
Ethically Driven Robotics and
Automation Systems [245]
2842-2021
IEEE Recommended Practice for
Secure Multi-party Computation [246]
2830-2021

IEEE Standard for Technical
Framework and Requirements of
Trusted Execution Environment based
Shared Machine Learning [247]

7000-2021

IEEE Standard Model Process for
Addressing Ethical Concerns During
System Design [248]

transparency of autonomous systems.

Set policy requirements for collection of
personal data.

Offer a framework for implementing age-
appropriate and children-conscious measures
for digital services.

Set methodologies to promote the transparent
collection, storage and utilization of employee
data.

Provide standardized ontologies towards the
ethically-driven development of robotics and
automated systems.

Establish technical requirements for secure
multi-party computation.

Create a framework for ML training using

encrypted data collected from multiple sources.

Describe a systematic approach for identifying
and addressing ethical considerations across
each stage of Al development.
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3652.1-2020
IEEE Guide for Architectural
Framework and Application of
Federated Machine Learning [249]
2660.1-2020
Recommended Practices on Industrial
Agents: Integration of Software
Agents and Low Level Automation
Functions [250]
7010-2020

IEEE Recommended Practice for
Assessing the Impact of Autonomous
and Intelligent Systems on Human
Well-being [251]
1855-2016
IEEE Standard for Fuzzy Markup
Language [252]
1873-2015
IEEE Standard for Robot Map Data
Representation [253]
1232.3-2014

Guide for The Use of Artificial
Intelligence Exchange and Service Tie
to All Test Environments (2014) [254]

Set common practices for data use and
model-building for federated ML systems.

Offer a recommended practice around the
application of industrial agents to the
interface of cyber-physical systems.

Offer a method for assessing the impact of
autonomous and intelligent (A/IS) systems
on human well-being.

Introduce a specification language for
modeling a fuzzy logic system in human- and
computer-readable formats.

Provide environmental map data for mobile
robots that perform navigational tasks.

Provide specific guidance for developers
working with the Artificial Intelligence
Exchange and Service Tie to All Test
Environments (AI-ESTATE).

Published
March 19,
2021

Published
January 29,
2021

Published May
1,2020

Published May
27,2016

Published
October 26,
2015

Published
October 10,
2014

2 Standards identified in February 2022; status updated December 2022.

Consumer Technology Association Standards Focused on Al
CTA has worked on several standards related to AI. CTA’s Artificial Intelligence Committee
serves as the activity area dedicated to developing standards, recommendations and
publications related to Al [140]. “ANSI/CTA” standards are created through CTA’s
convening of subject matter experts and published with the accreditation of ANSI. Outside
this arrangement, CTA has also independently published one standard, and ANSI has
accredited one additional standard along with NIST. These standards are presented in Table

12.

Table 12. Al-Related Standards in Development or Published by ANSI or CTA (As of February 2022).

. s o Date
Standard Number Main Objective/Standard Description Published
CTA-2096 Provide guidelines for Al developers working ~ November
Guidelines for Developing Trustworthy to create trustworthy systems. 5,2021
Artificial Intelligence Systems [255]
ANSI/CTA-2090 Set foundational requirements for the February 2,
application of Al in health care. 2021

The Use of Artificial Intelligence in Health
Care: Trustworthiness [256]
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Main Objective/Standard Description Date

Standard Number Published
ANSI/CTA-2089.1 Define terminology relevant to Al and Al- February
Definitions/Characteristics of Artificial related technologies/applications specific to 25,2020
Intelligence in Health Care [257] the health care field.
Special Publication (NIST SP) - 500-290e3 Establish data formats for the exchange of August 22,
fingerprint, facial and other types of biometric 2016

[ANSI/NIST]

Data Format for the Interchange of

information.

Fingerprint, Facial & Other Biometric

Information [258]

Object Management Group Standards under Development or Published

OMG is a nonprofit technology standards consortium, with a dedicated Artificial Intelligence
Platform Task Force to advance standardization efforts in AI. OMG has published several
voluntary standards relevant to Al systems, in the areas of general knowledge representation
and reasoning and non-interface-oriented robotics standards, as indicated in Table 13.

Table 13. Al-Related Standards Published by OMG (As of February 2022).

. Lo . Date
OMG Document Number Main Objective/ Standard Description Published
ptc/2021-04-02 Addresses the development and application of knowledge  April 2021
Application Programming platforms for organizations.
Interfaces for Knowledge
Platforms (API4KP) [135]
Formal/2021-01-01 Provides a shared modeling language and notation around ~ March 2021
Decision Modeling and business decisions and business rules.
Notation (DMN) [259]
Formal/2019-10-02 [SMSC/19- Provides the semantics of business vocabulary and October
10-02] business rules for exchange among organizations or 2019
Semantics of Business development of ontologies.
Vocabularies and Rules
(SBVR) [260]
Formal/18-09-02 Addresses the integration and interoperability of October
Distributed Ontology, ontologies, models and specifications. 2018
Modeling, and Specification
Language (DOL?) [261]
Formal/2018-05-05 Provides a framework for message and data exchange July 2018
Robotic Interaction Service within human-robot interactions.
Framework (RolS) [262]
Formal/2016-04-01 Defines further specifications for the Robotic Technology ~ April 2016
Finite State Machine Component.
Component for RTC
(FSM4RTC) [263]
Formal/2014-09-02 Defines the metamodels, profiles and mappings September
2014

Ontology Definition Metamodel
(ODM) [264]

corresponding to international standards, in order to aid the
development of ontologies applicable to many potential
users.
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Date

OMG Document Number Main Objective/ Standard Description Published
Robotic Technology Defines the component model for robotics software September
Component (RTC) [265] development. 2012

2Here, “DOL” is the abbreviation for the name of the standard, and does not indicate the Department of Labor.

SAE International

SAE International first released SAE J3016™, Recommended Practice: Taxonomy and
Definitions for Terms Related to Driving Automation Systems for On-Road Motor Vehicles,
in 2014, and updated it in 2021. The Practice describes six levels of driving automation, from
0 to 5, along three dimensions: (1) what the human in the driver’s seat must do, (2) what the
driver support or automated driving features do, and (3) examples of these features. [142]

1.3.1.7. Description of Ways that Entities or Industry Sectors Develop,
Implement, and Promote the Use of Artificial Intelligence

Many business practices common across all sectors—such as data analysis, customer service,
advertising, and hiring—can be automated or augmented through the implementation of Al
Outside of those applications, Al is used for different business or product functions in each
sector. Table 14 provides examples of sector-specific implementations of Al. These
examples are illustrative, not exhaustive, and reflect only a handful of currently deployed Al
applications.

Table 14. Examples of Ways that Industry Sectors Implement and Promote the Use of Al.

Né)l (&S Sector Examples of Al Implementation and Promeotion in This Sector
11 Agriculture, Forestry, Computer vision for livestock monitoring [71]; prediction and
Fishing and Hunting forecasting for precision agriculture [71]; targeted crop watering and
soil management [266]
22 Utilities Service optimization [14]; demand prediction [267]; consumption
monitoring and reduction [267]
23 Construction Monitoring of construction sites [268]; augmented planning [268]
31-33 Manufacturing Process automation [268]; quality control [268]; throughput
optimization [14]; predictive maintenance [14]; supply chain
management [14]
42 Wholesale Trade Inventory and delivery management [267]; customer relationships
management [268]; demand forecasting [268]
44-45 Retail Trade Inventory and delivery management [267]; marketing [268]; lead
generation [268]; customer relationship management [268]; automated
recommendation [268]; visual search [14]
48-49 Transportation and Automated vehicles in warehouses and on roads [268]; unmanned
Warehousing aircraft systems and mobile robots [268]; avionics and other
measurement systems [268]; adaptive traffic management [268]
51 Information Content recommendation [268]; biometric analysis [268]; speech and
facial recognition [268]; human-computer interaction [14]; machine
translation [14]
52 Finance and Insurance Autonomous or augmented decision processes for lending and

insurance [268]; credit rating [268]; investment algorithms and
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NAICS

Code Sector Examples of AI Implementation and Promotion in This Sector
recommendations [268]; personal finance [268]; fraud detection and
prevention [266]; risk management [14]
54 Professional, Molecular and drug discovery in scientific research [14]; automated
Scientific, and case history analysis in law [266]
Technical Services
56 Waste Management Automation of waste recycling [269]
61 Educational Services Augmented instruction and assessment [268]; digital tutors [266]
62 Health Care and Augmented imaging and diagnostics [268]; targeted treatment [266];
Social Assistance smart scheduling [267]; insurance processing [267]; physiological
monitoring [268]; public health [268]
71 Arts, Entertainment, Automated recommendations [268]
and Recreation
72 Food Services Forecasting inventory and demand; tracking staffing and sales; kiosk

ordering; recommendations [270]

1.3.2. Federal Agencies with Jurisdiction

Today, there is no framework of mandatory industry regulations that explicitly targets non-
government development and use of Al technologies. However, many Federal agencies have
authority to regulate industrial activities that leverage Al technologies, depending on how
existing authorities are applied. In addition, many agencies have missions that strongly
overlap with different industrial sectors.

Table 15 lists Federal entities that have been specifically charged with providing oversight or
guidance over the use of Al, the industry sectors they are responsible for, and the charging
authority.
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Table 15. Federal Entities Charged with Providing Oversight or Guidance over the Use of Al in

Specific Sectors.

Department/ Sector (NAICS) Authority Description
Agency
EOP-OMB Public EO 13859 The President directed OMB to develop guidance
Administration (92) §6 for the regulation of Al in the private Sector.
EOP-OMB Public EO 13960 The President directed OMB to provide policy
Administration (92) §4 guidance to support better use of Al in government.

Table 16 lists agencies that have been directed to conduct a specific Al-related activity, for
example, establish a Federal advisory committee or research program, along with the
authority under which the agency was tasked.

Table 16. Federal Entities Required by Law or Directed by Executive Order to Conduct a Specific

Activity Regarding Al.

U.S. Federal

Department or

Agency

Activities

Authority

Description

All agencies

GSA

OMB, OSTP

OPM

DOC, NOAA

DOC

Advance equity in Al

Al Center of
Excellence

Guidance for agency
use of Al

Update of Job Series

Center for Artificial
Intelligence

National Artificial
Intelligence Advisory
Committee (NATAC)

EO 14091 §4(b)

Al in Government
Act 2020 §103

Al in Government
Act 2020 §104

Al in Government
Act 2020 §105

15 U.S.C.§9442

15 U.S.C. §9414

75

“When designing, developing, acquiring,
and using artificial intelligence and
automated systems in the Federal
Government, agencies shall do so,
consistent with applicable law, in a
manner that advances equity.”

Create a program within GSA to
facilitate and improve the adoption of Al
in Federal Government.

Issue memorandum to inform agencies
on development of policies regarding
acquisition and use of Al technologies;
recommended approaches to remove
barriers to using Al; and identify best
practices for identifying, assessing, and
mitigating any discriminatory impact or
bias from use of Al.

Identify key skills and competencies for
Al related positions.

Coordinate and facilitate Al research
across NOAA and expand external
partners.

Convene a Federal Advisory Committee

to advise the President and the National

Al Initiative Office on matters related to
the Initiative.



U.S. Federal

Authority

Description

Department or Activities
Agency
DOC NAIAC
Subcommittee on Law
Enforcement
DOC, NIST Risk Management
Framework for Al
DOE Al Research Program
EOP-NSTC Select Committee on
Artificial Intelligence
EOP-OSTP National Artificial
Intelligence Initiative
Office
GSA Presidential
Innovation Fellows
program
NSF NASEM Attificial
Intelligence Impact
Study
NSF, OSTP National Al Research

Resource Task Force

National Al Research
Institutes

NSF and other
participating
agencies

15 U.S.C. §9414(e)
15 U.S.C.§278 h-
1(c)

15 U.S.C. 9461

EO 13859 §3
15 U.S.C. §9413

15 U.S.C. §9412

EO 13960 §7

NAIIA 2020 §5105

15 U.S.C. §9415

15 U.S.C. §9431

Convene a Federal Advisory Committee
to advise the President on matters
relating to Al use in law enforcement.

Engage the public and private sector to
develop a voluntary risk management
framework for trustworthy Al systems.

Advance cross-cutting R&D to advance
Al relevant to DOE.

Coordinate activities in Al by
implementing agencies. Serves as
Interagency Committee named in the
NAIIA.

Serve as point of contact for Federal Al
activities. Promote access to and early
adoption of technological innovations in
Al

Establish an Al track to attract experts
from industry and academia to undertake
a period of work at an agency.

Commission a study on workforce
impacts, needs, and opportunities caused
by adoption of Al

Develop a coordinated roadmap and
implementation plan for creating and
sustaining a National Artificial
Intelligence Research Resource.

Establish research institutes that focus
on cross-cutting challenges in Al or
applications to specific sectors.

Several recent Federal efforts address key areas related to Al and international trade. First,
the International Trade Administration in the Department of Commerce issued in August of
2022 a Request for Comments “to gain insight on the current global AI market and
stakeholder concerns regarding international Al policies, regulations, and other measures
which may impact U.S. exports of Al technologies” [271]. In addition, new export controls
have been issued for semiconductor technologies (the basis for computer hardware) by the
Department of Commerce’s Bureau of Industry and Security [272]."7

Table 17 provides a list of agencies that have general regulatory or non-regulatory
jurisdiction over industry sectors with significant Al activity. In some cases, the agencies
listed here are already involved in working with their sector(s) regarding Al In other cases,
they have not yet done so but are believed to have the jurisdiction to do so. This table
excludes agencies that have been charged with providing oversight over the use of Al (listed

17 Updated December 2022.
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in Table 15) and agencies that have been ordered to conduct a specific Al-related activity
(listed in Table 16). It also excludes agencies that have a primarily or exclusively foreign
mandate and hence do not have jurisdiction over a U.S. industry sector.
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Table 17. Agencies with General Jurisdiction or Oversight Functions for a Sector That Has Al Activity.

U.S. Federal
Department or Sector (NAICS)
Agency
CFPB Finance and Insurance (52)
CFTC Finance and Insurance (52)
CPSC Retail Trade (44-45)
DHS Utilities (22), Manufacturing (31-33), Wholesale Trade (42), Transportation and
Warehousing (48—49), Information (51), Public Administration (92)
DOC-BIS All Sectors
DOC-NIST All Sectors
DOC-USPTO All Sectors
DoD Manufacturing (31-33), Wholesale Trade (42), Public Administration (92)
DoD-DARPA Public Administration (92)
DOE Mining, Quarrying, and Oil and Gas Extraction (21), Utilities (22)
DOJ All Sectors
DOJ-ATF Manufacturing (31-33)
DOL All Sectors
DOT Transportation and Warehousing (48—49)
ED Educational Services (61)
EEOC All Sectors®
EPA Administrative and Support and Waste Management and Remediation Services (56);
Mining, Quarrying, and Oil and Gas Extraction (21); Construction (23);
Transportation and Warehousing (48—49); Utilities (22)
FCC Information (51)
FDIC Finance and Insurance (52)
FFIEC Finance and Insurance (52)
FRB Finance and Insurance (52)
FTC All Sectors
GSA Public Administration (92)
HHS Agriculture, Forestry, Fishing and Hunting (11), Health Care and Social Assistance
(62)
HHS-FDA Manufacturing (31-33)
HHS-ONC Health Care and Social Assistance (62)
NASA Public Administration (92)
ODNI-IARPA Public Administration (92)
OPM Public Administration (92)
SEC Finance and Insurance (52)
Treasury Finance and Insurance (52)

Treasury-OCC
Treasury-OFAC

Finance and Insurance (52)

Finance and Insurance (52)

78



U.S. Federal
Department or
Agency

Sector (NAICS)

Treasury-OIS
U.S. Access Board

USDA
VA

Public Administration (92)
All Sectors

Agriculture, Forestry, Fishing and Hunting (11)
Health Care and Social Assistance (62)

2 The Federal Trade Commission has broad authority to protect consumers, workers, and honest businesses
across almost all industry sectors with limited exceptions. Additionally, the Department of Justice’s Antitrust
Division and the Federal Trade Commission enforce laws that prevent firms from creating or exploiting market
power that would distort or reduce innovation. This mandate applies broadly across industries including those

associated with Al

1.3.3.

Interaction of Federal Agencies with Industry Sectors

Table 18 lists the agencies that have significant interactions with each industry sector that
uses Al (a reorganization of the information in Table 16—Table 17). In many cases, this is
because the agency has general jurisdiction over that sector.

Table 18. Agencies That Have Significant Interactions with Industry Sectors That Use Al.

Sector Name U.S. Federal Department or Agency
11 Agriculture, Forestry, Fishing and DOC-BIS, DOC-NIST, DOC-USPTO, HHS, USDA,
Hunting EPA, FTC
21 Mining, Quarrying, and Oil and Gas DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO DOE,
Extraction EPA, FTC, DOI
22 Utilities DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO DHS,
DOE, FTC
23 Construction DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO, FTC
31-33 Manufacturing DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO, DHS,
DoD, DOJ-ATF, FTC, HHS-FDA
42 Wholesale Trade DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO, DHS,
DoD, FTC
44-45 Retail Trade CPSC, DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO,
FTC
48-49 Transportation and Warehousing DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO, DHS,
DOT, FTC
51 Information DOC-BIS, DOC- ITA, DOC-NIST, DOC-USPTO, DHS,
FCC, FTC
52 Finance and Insurance CFPB, CFTC, DOC-BIS, DOC-ITA, DOC-NIST, DOC-
USPTO, FDIC, FFIEC, FRB, FTC, SEC, Treasury-OCC,
Treasury-OFAC, Treasury
53 Real Estate and Rental and Leasing DOC-BIS, DOC-NIST, DOC-USPTO, FTC
54 Professional, Scientific, and Technical DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO, FTC
Services
55 Management of Companies and DOC-BIS, DOC-NIST, DOC-USPTO, FTC

Enterprises
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Sector Name U.S. Federal Department or Agency
56 Administrative and Support and Waste ~ DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO, EPA,

Management and Remediation FTC
Services
61 Educational Services DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO, ED,
FTC
62 Health Care and Social Assistance DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO, FTC,
HHS, VA

71 Arts, Entertainment, and Recreation DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO, FTC
72 Accommodation and Food Services DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO, FTC

81 Other Services (except Public DOC-BIS, DOC-ITA, DOC-NIST, DOC-USPTO, FTC
Administration)
92 Public Administration DOC-BIS, DOC-NIST, DOC-USPTO, DoD, DoD-

DARPA, DHS, EOP-OMB, FTC, GSA, NASA, ODNI-
IARPA, OPM, Treasury-OIS

1.3.4. U.S. Federal Government Interagency Activities

1.3.4.1. National Science and Technology Council (NSTC) Groups

The White House National Science and Technology Council (NSTC) helps to coordinate the
process of science and technology policymaking across the Federal Government in alignment
with the President’s priorities and policy agenda. The NSTC aims to ensure that science and
technology are taken into consideration in development of Federal policies and programs,
and to advance international cooperation in science and technology. NSTC participants
include senior (including several cabinet-level) officials from Federal science and technology
agencies organized into six main committees (S&T Enterprise, Environment, Homeland and
National Security, Science, STEM Education, and Technology), along with numerous
subcommittees and a few select committees.

Three NSTC entities contribute to coordination and planning of Federal Al R&D efforts: The
Select Committee on Artificial Intelligence (SCAL a special NSTC committee including
members at the cabinet level), the Subcommittee on Machine Learning and AI (MLAI-SC),
and the Al R&D Interagency Working Group (IWG) of the Subcommittee on Networking
and Information Technology R&D (NITRD), as indicated in Table 19. The NITRD and
MLALI subcommittees fall under the NSTC Committee on Technology.
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Table 19. NSTC Groups Focused on Al.

Activity/Entity Participating U.S. Federal Description
Departments or Agencies
NSTC Select DOC, NSF, DOE, USDA, DOC, Established in 2018 by White House Charter;

Committee on DoD, ED, DHS, DOI, DOJ, rechartered in 2021. Also serves as the

Artificial State, DOT, Treasury, VA, FDA, Interagency Coordination Committee identified
Intelligence (SCAI)  NIH, NSA, NASA, NSF, ODNI, in the NAII A. “[A]dvises the White House on
[273; 274] EOP-NSC, EOP-OMB, EOP- interagency Al R&D priorities and improving the
OSTP (co-chair) coordination of Federal Al efforts to ensure

continued U.S. Leadership in this Field.” Focuses
on Al R&D, competitiveness, education,
workforce, and societal implications; additional
co-chairs rotate between DOC, NSF, and DOE.

NSTC DOC (co-chair), DoD, ED, DOE Carries out tasks from the SCAI; “updates and
Subcommittee on (co-chair), HHS, DHS, DOJ, maintains the National AI R&D Strategic Plan;
Machine Learning DOL, State, DOT, VA, USAID, and identifies and contributes to important policy

and Al (MLAI-SC) CIA, GSA, NSF (co-chair), NSA, issues for Al R&D, datasets, computational

[275] ODNI, SSA, EOP-CEA, EOP- infrastructure, testing, standards, benchmarks,
DPC, EOP-OMB, EOP-OSTP education, outreach, and related areas.”
(co-chair), EOP-OVP, EOP-
NEC, EOP-NSC.

Al Interagency Multiple agencies; no official ~ Supports activities of the SCAI and MLAI-SC
Working Group list and gathers information to help inform Federal

(IWG) of the NSTC strategy and investment.
Subcommittee on

Networking and
Information
Technology

Research and
Development
(NITRD) [276]

NITRD Video and Multiple agencies; no official Reports to the NITRD Al R&D IWG.
Analytics (VIA) list
Team [276]

1.3.4.2. Other Interagency Coordination Mechanisms through the Executive
Office of the President

Several additional efforts to coordinate Federal activities related to Al research,
development, and deployment are underway in the Executive Office of the President (EOP),
as listed in Table 20. In particular, the National Al Initiative Office (NAIIO), established
under 15 U.S.C §9412, provides a central office for coordinating the initiative.
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Table 20. Other U.S. EOP-led Entities That Participate in Coordination of Al Activities.

Activity/Entity Participating U.S. Description
Federal Entities
National Al Initiative EOP, NSTC Officially launched with the passage of the NAIIA, to

Office (NAIIO) [277]

EOP-OMB Office of
Information and
Regulatory Affairs
(OIRA) [278]

OMB Chief
Information Officer
(CIO) Council [279;

280]

EOP Interagency Policy
Committees (IPC) [281]

NSTC Subcommittee
on Open Science [282]

agencies, U.S.
Government writ
large

EOP-OMB-OIRA
and all affected
agencies

OMB and 28 other
executive branch
agencies

EOP and Federal
departments and
agencies

OSTP and Federal
departments and
agencies that fund
R&D

oversee interagency coordination of the National Artificial
Intelligence Initiative, provide support to the relevant
NSTC committees, conduct public outreach, and promote
access to outcomes of Initiative activities throughout the
Federal Government.

In the event of development of any draft agency
regulations related to Al deemed “significant” per EO
12866, OIRA will ensure that all interested or potentially
impacted agencies will have an opportunity to provide
nput.

A Forum of Chief Federal Information Officers focused
on improving Federal IT practices. Addresses issues
related to Federal IT workforce, data, cybersecurity,

technology business management, and cloud services.

IPCs are the main day-to-day fora for interagency
coordination of all-of-government policy and are
established as needed. This mechanism can be used to
coordinate on Al-related issues if needed.

Coordinates agency efforts to improve access to machine
readable scholarly publications and data resulting from
federally funded research.

1.3.4.3.

Other Interagency Coordination Activities

Other interagency coordination efforts led by executive branch agencies are listed in Table 21. This
list does not include co-funding of activities such as the National Al Research Institutes listed in

. Beyond the formal mechanisms listed here, many agencies also have a Responsible Al
Official (RAIO) to manage requirements around trustworthy Al and often serve as an
agency's point of contact on such issues. RAIOs regularly communicate with each other,
enabling communication and planning across agencies, and serve as subject matter experts on
trustworthy Al and other Federal Al initiatives.

Table 21. Other U.S. Federal Interagency Coordination Activities or Entities for Al.

Activity or Entity Participating U.S.
Federal
Departments or

Agencies

Description

Al Standards
Coordination Working
Group (AISCWG) of
the Interagency
Committee on Standards
Policy (ICSP)

NIST, DHS, NSF
(co-chairs); other
ICSP agencies

Facilitates the coordination of Federal Government
agency activities related to the development and use of
Al standards, develops recommendations relating to Al

standards to the ICSP, as appropriate, and supports

NIST’s role as Federal Coordinator for Al Standards
[283].
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Activity or Entity

Participating U.S.
Federal
Departments or
Agencies

Description

Agency Inventories of
Al Use Cases®

U.S. Leadership in Al:
A Plan for Federal
Engagement in
Developing Technical
Standards and Related
Tools

Hiring Initiative to
Reimagine Equity®

Interagency Health Al
Community®

GSA AI Center of
Excellence (CoE) and
Community of Practice

GSA Robotic Process
Automation Community
of Practice?®

Request for Information
and Comment on
Financial Institutions’
Use of Artificial
Intelligence, Including
Machine Learning®

All Services Personnel
and Institutional
Readiness Engine
(ASPIRE)®

EOP-OMB, EOP-
OSTP, CIO Council,
Federal agencies

NIST, other agencies

EEOC and DOL-
OFCCP

VA and staff at any
Federal agency

GSA, any Federal
entity

GSA, any Federal
entity

Treasury-OCC,
Board of Governors
of the Federal
Reserve System,
FDIC, BCFP, NCUA

VA, NASA, Navy,
Air Force, DOL

Coordinated across Federal agencies to publish
inventories of non-classified and non-sensitive Al use-
cases of the Federal Government [284].

NIST’s plan for coordinating Federal agency
engagement and prioritization of Al standards
development [285].

A multi-year, collaborative initiative that engages
stakeholders to help reimagine hiring practices, including
those that leverage Al [286].

A professional interest group for any Federal staff
engaged in health and medicine and AI [287].

“The Artificial Intelligence (AI) CoE incorporates
machine learning, neural networks, intelligent process
design and Robotic Process Automation (RPA) to
develop Al solutions that address unique business
challenges agency-wide. The team provides strategic
tools and infrastructure support to rapidly discover use
cases, identify applicable artificial intelligence methods,
and deploy scalable solutions across the enterprise”
[288].

Engages Federal agencies and staff to develop effective
and high-impact programs for robotic process
automation and facilitates information sharing and
dissemination of best practices [289].

A collaborative effort to gather stakeholder input on the
use of AI/ML by financial institutions, including whether
clarifications from agencies would be helpful (86 FR
16837).

Cross-agency program for Al knowledge assessment as
well as training/upskilling coordination and collaboration

2 Updated December 2022.
®Updated February 2023.
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1.3.5. Regulations, Guidelines, and Other Policies Implemented by Federal
Agencies

1.3.5.1. Non-Federal Use of Al

At the national level, there is no comprehensive regulatory framework specifically for private
sector use of Al technologies. The U.S. Government approach to regulation of private sector
use of Al has been largely based on the OMB Memorandum (M-21-06) “Guidance for
Regulation of Artificial Intelligence Applications.” This memorandum provides policy
context for decisions about oversight of non-Federal use of Al technologies and calls for
Federal agencies to avoid “regulatory and non-regulatory actions that needlessly hamper Al
innovation and growth.” The FDA has been working toward a framework for regulating Al-
based software as a Medical Device, as described in its 2021 Artificial Intelligence/Machine
Learning (AI/ML)-Based Software as a Medical Device (SaMD) Action Plan, and released in
September 2022 guidance documents related to regulatory requirements and oversight for
certain categories of medical software and devices (see Table 22). There are currently only
two sections of the Code of Federal Regulations that focus on Al explicitly,'® though
regulations that target data practices, use of information technology in general, or specific
application areas or industrial sectors may be applicable to research, development, or uses of
Al systems. Several agencies have released guidance indicating how Al or algorithm-based
actions are covered by existing policies and regulatory frameworks.

Recent Al-specific regulatory policies, guidelines, or related activities are listed in Table 22,
including for governance of Al use to protect privacy, civil rights, and civil liberties. Many of
these activities were highlighted in White House fact sheets from October 2022 (at the time
of the White House’s release of the Blueprint for an Al Bill of Rights) and May 2023. For
example, EEOC’s Atrtificial Intelligence and Algorithmic Fairness Initiative has resulted in
issuance of two technical assistance publications, Assessing Adverse Impact in Software,
Algorithms, and Artificial Intelligence Used in Employment Selection Procedures Under
Title VII of the Civil Rights Act of 1964, and The Americans with Disabilities Act and the Use
of Software, Algorithms, and Artificial Intelligence to Assess Job Applicants and Employees.
Several pending agency activities, not listed in Table 22, include plans for future release of a
vision for Advancing Health Equity by Design (HHS) and guidance related to use of
algorithms for tenant screening that might violate the Fair Housing Act (HUD) [290; 24;
23]1.7

815 C.F.R. § 917.21 (2022) and 15 C.F.R. § 7.3 (2022).
19 This section was last updated in June 2023, but is likely not to be comprehensive and might no longer be current as of the time of release
of this report, given the pace of technology and policy developments in this area.
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Table 22.

Policies or Activities Related to Regulation of Al.

Originating Title Category Date Description
Federal Entity
OSTP Request for Information: National Request for May 2023 Requests public comments to help update U.S. national priorities
Priorities for Artificial Information and future actions on Al.
Intelligence® [23]
EEOC Assessing Adverse Impact in Technical May 2023 Provides information to assist employers in monitoring whether
Software, Algorithms, and Assistance algorithmic decision-making tools have adverse impacts in hiring.
Artificial Intelligence Used in Document Includes background information, such as definitions of Al and
Employment Selection Procedures related terms and contexts and an overview of Title VII, and
Under Title VII of the Civil Rights questions and answers for employers. Part of EEOC’s Artificial
Act of 1964* [291] Intelligence and Algorithmic Fairness Initiative.
Department of Artificial Intelligence and the Report with May 2023 Insights and recommendations related to Al policy action for
Education Future of Teaching and Learning: Insights and teachers, educational leaders, policy makers, researchers, and
Insights and Recommendations Recommend- educational technology innovators.
(2023)° [292] ations
CFPB, DOJ Civil Joint Statement on Enforcement Joint April 2023 Joint informational statement affirming that these agencies’
Rights Division,  Efforts Against Discrimination and Statement enforcement authorities apply to automated systems and that they
EEOC, FTC Bias in Automated Systems [293] will continue to monitor the development and use of automated
systems and use their collective authorities to protect individuals’
rights whether or not advanced technologies are involved.
EOP-OSTP Blueprint for an Al Bill of Rights Report with October Describes five principles and practices to help guide the design,
(2022)° [294] Principles and 2022 use, and deployment of automated systems to help protect public
Framework civil rights, civil liberties, and privacy. These principles can provide
guidance where existing law or policy guidance is absent or
unclear.
DOC-BIS Export Controls on Advanced Rules October 7, Updates export control rules to restrict the People’s Republic of
Computing and Semiconductor 2022 China’s ability to purchase and manufacture advanced
Manufacturing Items to the microelectronics of use in military applications, including Al-
People’s Republic of China® [272] enabled applications.
FDA Medical Device Data Systems Guidance September Guidance for industry and FDA staff on the agency’s intended
(MDDS), Medical Image Storage Document 2022 approach to regulatory oversight of device- and non-device MDDS.

Devices, and Medical Image
Communications Devices® [295]
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Originating Title Category Date Description
Federal Entity
FDA Computer Software Assurance for Draft September Draft guidance, for public comment, on methods and testing
Production and Quality System Guidance 2022 approaches for medical device production and quality system
Software® [296] computer software assurance that fulfill regulatory requirements.
DOC-ITA Request for Comments on Notice on August 2022 Request for public comments on questions relating to international
Artificial Intelligence Export Request for trade, standards, export policies, and U.S. international
Competitiveness® [271] Comments competitiveness in Al.
VA Final Rule: Principle-Based Ethics Final Rule July 2022 Amends VA regulations to implement a principles-based ethics
Framework for Access to and Use framework to be applied by anyone accessing, sharing, or using
of Veteran Data® [297] veteran data or conducting associated oversight.
HHS-CMS Comment Solicitation on Payment  Proposed Rule July 2022 Proposed rule spanning a variety of issues that includes request for
Policy for SaaS Procedures (and with Request public comment on how to “encourage software developers and
other provisions)® [298] for Public other vendors to prevent and mitigate bias in their algorithms and
Comment predictive modeling.”
HHS-CMS, HHS- Nondiscrimination in Health Proposed Rule  August 2022 Proposed revisions to interpretation of Section 1557 of the
OCR Programs and Activities® [299] Affordable Care Act, including explicit prohibition of
discrimination by covered entities when using clinical algorithms
for decision making.
EEOC The Americans with Disabilities Technical May 2022  Provides background information with definitions of Al and related
Act and the Use of Software, Assistance terms and questions and answers for employers, job applicants, and
Algorithms, and Artificial Document employees related to how the Americans with Disabilities Act
Intelligence to Assess Job applies in the context of algorithms. Part of EEOC’s Artificial
Applicants and Employee [300] Intelligence and Algorithmic Fairness Initiative.
CFPB Consumer Financial Protection Circular May 2022 Clarifies that the Equal Credit Opportunity Act and Regulation B
Circular 2022-03: Adverse Action require that creditors provide written statements to applicants
Notification Requirements in explaining why adverse actions were taken against them even if
Connection with Credit Decisions decisions were based on complex algorithms.
Based on Complex Algorithms®
[301]
FTC Trade Regulation Rule on Advance February Advance notice of proposed rulemaking under section 18 of the
Commercial Surveillance® [302] Notice of 2022 FTC Act to examine whether rules addressing lax security
Proposed practices, privacy abuses, and algorithmic decision making are
Rulemaking appropriate. [302]
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Originating Title Category Date Description
Federal Entity
HHS-AHRQ Impact of Healthcare Algorithms Research January A research protocol for examining ways in which healthcare
on Racial and Ethnic Disparities in Protocol 2022 algorithms and algorithm-informed tools contribute to health and
Health and Healthcare® [303] healthcare disparities by race or ethnicity. To be released as a report
for public comment.
EEOC Artificial Intelligence and Agency October 28,  An initiative to gather information and examine how technology is
Algorithmic Fairness Initiative Initiative 2021 changing how employment decisions are made, provide technical
[304] assistance, and identify promising practices to provide guidance on
ensuring that technologies are used fairly and consistently with
Federal equal employment opportunity laws.
Treasury-OCC, Request for Information and Notice with March 31, Requests stakeholder input on the use of AI/ML by financial
Board of Comment on Financial Request for 2021 institutions, including whether clarifications from agencies about
Governors of the Institutions’ Use of Artificial Information compliance with law and regulations would be helpful.
Federal Reserve Intelligence, Including Machine and Comment
System, FDIC, Learning® [305]
BCFP, NCUA
FDA Artificial Intelligence/ Machine Plan January Provides a series of actions for the FDA to advance oversight of
Learning-Based Software as a 2021 AI/ML-based software as a medical device, including advancement
Medical Device Action Plan [306] of a regulatory framework.
DOC Securing the Information and Regulation January Provides authority to the Secretary of Commerce to review and
Communications Technology and 2021 prohibit ICTS transactions for security reasons, explicitly including
Services (ICTS) Supply Chain (15 ICTS integral to AI (15 CFR §7.3 2022), in alignment with
CFR §7 2022; 86 FR 4923) EO13875.
2 Updated June 2023.
® Updated May 2023.
¢ Updated December 2022.
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1.3.5.2. Federal Use of and Efforts in Al

The principles set out in Executive Order 13960, “Promoting the Use of Trustworthy
Artificial Intelligence in the Federal Government,” guide Federal Government uses of Al,
and may affect contractors who work directly with Federal agencies. Action by the EOP and
the work of individual Federal agencies will shape the use of Al for government operations,
including in what ways these Al systems adhere to principles outlined in Section 3 of the
Executive Order 13960. The White House has announced that OMB plans to release Draft
Guidance on Al systems used by the Federal government for public comment [24].

At the agency level, there are often plans, guidelines, frameworks, or initiatives in place that
address specific concerns and areas of Al implementation unique to the agency. Several
Federal agencies have each published Al strategies, plans, or policies governing Federal
efforts to advance or deploy Al technologies.?’ Executive Order 14091 "Further Advancing
Racial Equity and Support for Underserved Communities Through the Federal Government,"
released on February 16, 2023, enhances requirements for Federal agencies in advancing
equity, explicitly including rooting out bias in the design of artificial intelligence; designing,
developing, acquiring, and using Al and automated systems, consistent with applicable law,
in a manner that advances equity; ensuring that their respective civil rights offices are
consulted on decisions regarding the design, development, acquisition, and use of artificial
intelligence and automated systems; and protecting the public against algorithmic
discrimination [307].2' The Administrative Conference of the United States has released two
recommendations and several ongoing efforts relating to use of Al systems in the Federal
government [308]. A list of policies governing Al-related Federal activities is provided in
Table 23.

20 A current list of Federal agency and interagency strategic documents is maintained online at https://www.ai.gov/strategy-documents/.A
fact sheet listing of recent executive branch activities related to Al governance, published at the time of release of the Blueprint for an Al
Bill of Rights, is available at: https://www.whitehouse.gov/ostp/news-updates/2022/10/04/fact-sheet-biden-harris-administration-
announces-key-actions-to-advance-tech-accountability-and-protect-the-rights-of-the-american-public/.

2! Updated April, 2023.
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Table 23. Current Policies Governing Al-related Federal Activities.”

Originating Federal Entity Category Al-relevant Policy Description
Federal Entity Governed
OMB OMB Draft Policy OMB Draft Guidance on Al Planned release of draft OMB policy guidance on the use
Guidance systems used by the Federal of Al systems by the U.S. government. The policy will
government (anticipated guide the development, procurement, and use of Al
Summer 2023)? [24] systems in Federal agencies and departments.
NSTC Federal S&T Strategic Plan The National Artificial The 2023 update to the National Artificial Intelligence
agencies Intelligence Research and R&D Strategic Plan reaffirms eight strategies from the
Development Strategic Plan: 2016 and 2019 plans and adds a ninth goal to establish a
2023 Update® (May 2023) coordinated approach to international collaboration on Al
[309] R&D.
NIST NIST Resource Center Trustworthy and Responsible ~ Supports the development and deployment of trustworthy
Artificial Intelligence and responsible Al technologies, operationalizes the NIST
Resource Center (AIRC) Al RMF and AI RMF Playbook, and provides resources
(March 2023) [310] related to Al
EOP Federal agencies Executive Order Further Advancing Racial Enhances equity-advancing requirements for agencies,
Equity and Support for including to “root out bias in the design of new
Underserved Communities technologies, such as artificial intelligence;” design,
Through the Federal develop, acquire, and use Al and automated systems,
Government (EO 14091) “consistent with applicable law, in a manner that advances
(February 2023)° [307] equity;” “ensure that their respective civil rights offices
are consulted on decisions regarding the design,
development, acquisition, and use of artificial intelligence
and automated systems;” and “prevent and remedy
discrimination, including by protecting the public from
algorithmic discrimination.”

U.S. Equal EEOC Draft Plan EEOC's FY2023-2027 Released for public comment in 2023. The plan aims to
Employment Strategic Enforcement Plan  eliminate barriers in recruiting and hiring related to the use
Opportunity (January 2023)° [311] of automated systems, including Al, as recruitment or
Commission screening tools that may disproportionally impact workers

(EEOC) based on their protected status.
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Originating Federal Entity Category Al-relevant Policy Description
Federal Entity Governed
NIST NIST Conference Trustworthy AI Conference Conference to Identify risks and harms posed by Al
(TRUC) (October 2022)° technologies and guidance on managing those risks.
[312]
EOP-OSTP Federal agencies Principles/ Blueprint for an Al Bill of Describes five principles and practices to help guide the
Framework Rights (October 2022)° [294]  design, use, and deployment of automated systems to help
protect public civil rights, civil liberties, and privacy.
These principles provide guidance where existing law or
policy guidance is insufficient for protections.
VA VA Final Rule Final Rule: Principle-Based Amends VA regulations to implement a principles-based
Ethics Framework for Access ethics framework to be applied by anyone accessing,
to and Use of Veteran Data sharing, or using veteran data or conducting associated
(July 2022) [297] oversight.
DoD DoD Strategy and Responsible Al (RAI) Provides a strategy and identifies lines of effort for DoD
Implementation Strategy and Implementation  implementation of RAI in accordance with six tenants: (1)
Pathway Pathway (June 2022)° [313] RAI governance, (2) Warfighter trust, (3) Al product and
acquisition lifecycle, (4) Requirements validation, (5) RAI
ecosystem, and (6) Al workforce.
U.S. Nuclear NRC Strategic Plan Artificial Intelligence A plan to help ensure NRC’s readiness to review and
Regulatory Strategic Plan Fiscal Years evaluate uses of a broad spectrum of Al technologies
Commission 2023-2027 (June 2022)° [314]
(NRC)
EEOC Federal agencies Technical The Americans with Provides background information with definitions of Al
Assistance Disabilities Act and the Use and related terms and questions and answers for
Document of Software, Algorithms, and  employers, job applications, and employees related to how
Artificial Intelligence to the Americans with Disabilities Act applies in the context
Assess Job Applicants and of algorithms. Part of EEOC’s Artificial Intelligence and
Employees [300] Algorithmic Fairness Initiative.
USAID USAID Action Plan

Artificial Intelligence Action
Plan: Charting the Course for
Responsible Al in USAID
Programming (May 2022)
[315]
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Describes the agency’s approach to Al, including (1)
committing to responsible Al in USAID programming, (2)
strengthening digital ecosystems to support responsible Al

use, and (3) partnering to shape a global responsible Al
agenda.



Originating Federal Entity Category Al-relevant Policy Description
Federal Entity Governed
DOT National Highway Final Rule Occupant Protection for Amends the Federal Motor Vehicle Safety Standards to
Traffic Safety Vehicles With Automated include protections for occupants with automated driving
Administration Driving Systems (March systems.
(NHTSA) 2022)° [316]
NGA NGA Strategy NGA Data Strategy (October Sets a vision around the role of data in the NGA and
2021) [317] provides 4 key goals: (1) manage data as a strategic asset,
(2) deliver shared data services, (3) scale data and
analytics capabilities, and (4) bolster data literacy in the
workforce.
State State Strategy Enterprise Data Strategy Establishes an enterprise approach to the use and
(September 2021) [318] application of data across the Department, along with
strategic goals dealing with data analytics, management
and governance.
DoD DoD Strategy Department of the Navy Sets new goals and an execution plan around building the
Science & Technology capabilities, processes and partnerships related to the use
Strategy for Intelligent of intelligent autonomous systems for the Navy.
Autonomous Systems (July
2021) [319]
DHS DHS Strategic Plan S&T Artificial Intelligence & Sets the approach around the implementation of Al and
Machine Learning Strategic ML technologies within DHS, including specific goals
Plan (July 2021) [320] around building technical capabilities and developing a
workforce trained in Al
VA VA Strategy U.S. Department of Veterans Defines strategic goals and priorities around the use,
Affairs Artificial Intelligence  development and deployment of Al technologies in order
(Al) Strategy (July 2021) to improve veteran outcomes, build trust, and enhance
[321] capabilities within the VA.
DoD DoD Plan Artificial Intelligence Clarifies the Al governance structures within the DoD, and
Governance Plan (June 2021) demonstrates how the DoD can integrate Al in line with
[322] the National Defense Strategy and DoD Digital
Modernization Strategy.
GAO Federal agencies Framework An Accountability Guidance to help ensure accountability and responsible

Framework for Federal
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Originating Federal Entity

Category

Al-relevant Policy

Description

Federal Entity Governed
Congress U.S. Government-
wide
HHS HHS
Administrative Federal agencies

Conference of the
United States

EOP Federal agencies
EOP-OMB Federal agencies
ODNI IC agencies
NOAA NOAA
DoD DoD

Initiative

Strategy

Statement

Executive Order

Memorandum
with Guidance and
Principles

Framework

Strategy

Principles

Agencies and Other Entities
(June 2021) [322]

National Artificial
Intelligence Initiative
(January 2021) [323]

U.S. Department of Health
and Human Services
Artificial Intelligence (Al)
Strategy (January 2021) [324]

Agency Use of Artificial
Intelligence (December 2020)
[325]

Promoting the Use of
Trustworthy Al in the Federal
Government (EO 13960)
(December 2020) [327]

Guidance for Regulation of
Artificial Intelligence
Applications (M-21-06,
November 2020) [278]
Artificial Intelligence Ethics
Framework for the

Intelligence Community (June
2020) [328]

NOAA Artificial Intelligence
Strategy (February 2020)
[329]

Ethical Principles for

Artificial Intelligence
(February 2020) [330; 331]
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Initiative to coordinate and aim Federal Government
resources toward accelerating Al research, development,
demonstration, and education.

Outlines foundational priorities, steps and goals towards
advancing Al applications and governance for HHS.

Identifies issues that “agencies should consider when
adopting or modifying Al systems and developing
practices and
procedures for their use and regular

monitoring,” informed by two commissioned reports and
input from Al experts drawn from all sectors.

Principles to ensure Al design, development, and use by
Federal agencies is done to promote trustworthiness.
Directs OMB to develop guidance for implementation.

Provides policy context and principles to Federal agencies
for governance and stewardship of non-Federal uses of Al.

Framework to guide Al and data procurement, design,
development, use, and management for the intelligence
community.

Defines five strategic goals and detailed objectives for
augmenting the development and use of Al across NOAA.

Defines DoD-specific principles around ethical Al,
centered around five major principles for Al attributes: (1)



Originating Federal Entity Category Al-relevant Policy Description
Federal Entity Governed
Responsible, (2) Equitable, (3) Traceable, (4) Reliable,
and (5) Governable.

DoD DoD Framework The United States Air Force Framework to describe concepts and objectives related to
Artificial Intelligence Annex  algorithms, data, information technology and partnerships
to the Department of Defense for the Air Force.

Artificial Intelligence
Strategy (September 2019)
[332]
NIST Federal agencies Plan U.S. Leadership in Al: A Plan Provides specific recommendations for Federal
for Federal Engagement in Government around developing Al standards, researching
Developing Technical and incorporating trustworthiness into standards,
Standards and Related Tools  supporting public-private partnerships, and engaging with
(August 2019) [285] international parties.
NSTC Federal S&T Strategic Plan The National Artificial The 2019 update to the National Artificial Intelligence
agencies Intelligence Research and R&D Strategic Plan with eight strategies for advancing
Development Strategic Plan: U.S. ATR&D [333].
2019 Update® (June 2019)
DoD DARPA Investment “Al Next” Campaign A multi-year, $2 billion investment in over 50 new and
(September 2018)° [334] existing Al programs within DARPA
DoD DoD Strategy 2018 Department of Defense Defines the strategic approach for DoD activities in Al,
Artificial Intelligence including both near-term priorities and broader strategic

Strategy: Harnessing Al to focus areas for continued efforts.

Advance Our Security and
Prosperity (January 2018)
[335]

* A current list of Federal publications related to Al is available at: https://www.ai.gov/publications/ . * Updated May 2023. ® Updated May 2023. ¢ Updated

December 2022.
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1.3.5.3.

International Coordination, Guidance, and Policies on Al

The United States engages with other nations to coordinate on research, development,
deployment, principles, and standards for AI. One major channel for this coordination is through
OECD, which serves as the executive secretary for the Global Partnership on Al of which the
United States is a founding member, to help advance and incorporate those shared principles for
the sake of advancing Al research, trustworthiness, and responsible use, as well as the OECD
Network of Experts on AI (ONE Al), an international group of experts that advises the OECD on
Al policy. At the intersection of artificial intelligence and IP policy, the World Intellectual
Property Organization (WIPO) has hosted a series of conversations on the impact of Al on IP
policy, while the IP5 forum launched a NET/AI task force along with a roadmap for international
cooperation [336; 337]. In addition, the U.S.-EU Trade and Technology Council has identified
several key areas for collaboration. Additional details are provided in Table 24.

Table 24. Multi-nation Coordination Efforts for the Advancement of Responsible Al.

Coordination
Effort

Lead Entity

Participating Nations

Purpose and Role

Global Partnership
on Artificial
Intelligence
(GPAI) [60]

OECD

OECD Network of
Experts on Al
(ONE AI) [338]

OECD

The WIPO
Conversation on
Intellectual
Property and
Artificial
Intelligence [337]

IP5 NET/AI Task
Force [336]

World
Intellectual
Property
Organization
(WIPO)

IP5 Forum

Quad Critical and
Emerging
Technologies
Working Group
(CETWG) [339]

Quad

U.S.-EU Trade and
Technology
Council (TTC)
[340]

U.S. and EU

46 nations that support
the OECD
Recommendations on
Al including the U.S.

30 nations

Registered participants
have represented 133
nations

U.S., EU, Japan, Korea
and China

U.S., Australia, India,
and Japan

U.S. and EU nations

Multisector, multigovernmental, international
partnership that aims to “bridge the gap
between theory and practice on AI”
international partners to advance (1)
Responsible Al (2) Data governance, (3)
Future of work, and (4) Innovation and
commercialization.

Brings together experts in Al policy, Al
technology and other legal & ethical experts
to provide Al policy advice for the OECD
Committee on Digital Economy Policy and
the OECD Policy Observatory on Al

Convenes intellectual property experts on an
international level to discuss pressing issues
and questions at the intersection of IP and Al

Coordinates activities across the 5 nations’ IP
offices exploring the impact of Al on patent
systems.

Since the launch of the CETWG in March
2021, U.S. has been leading the Standards
Sub-group. The Al Contact Group established
under the Sub-group has been coordinating
with Quad partners on participation in
standards-development activities across SDOs
and foundational pre-standardization research.

After the TTC’s inaugural meeting in
September 2021, the U.S. and EU issued a
joint statement on Al, naming four areas for
cooperation: (1) principles for trustworthy and
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Coordination Lead Entity Participating Nations Purpose and Role
Effort

responsible Al; (2) measurement and
evaluation tools; (3) collaboration for
trustworthy and responsible Al; (4) a joint
study on Al and the future of work (released
in January 2023).

In 2019, OECD member countries signed and agreed to adhere to the OECD Al Principles for
promoting trustworthy and innovative Al that is respectful to democratic values and human
rights, which provide a starting framework for countries to shape their national strategies on Al.
In addition, ONE AI has published a Framework for Classifying AI Systems and a Framework of
Tools for Trustworthy Al Details of these guidance documents are provided in Table 25.

Table 25. Coordinated Intergovernmental Guidance on Al Deployment.

Entity Al-relevant Policy Category Date Issued Description
OECD ONE AI OECD Framework of Draft June 28, 2021 This framework helps
[341] Tools for Trustworthy ~ Framework identify and analyze the
Al potential tools for

developing, issuing, and
deploying trustworthy Al
across many different

contexts.
OECD ONE AI OECD Framework for Draft February 2, This framework assists
[342; 341] the Classification of Framework 2021 policy makers, regulators
Al Systems and others to classify Al

systems in order to
compare unique
opportunities and risks.

UNESCO [343] Recommendation on Framework  November 25, A global normative
Ethics 2020 framework for Al ethics.

OECD [341; 344] OECD Al Principles Principles May 22,2019 These principles and
recommendations present
a framework for OECD
members and other
national governments to
coordinate efforts towards
trustworthy, transparent,
and safe Al

1.3.6. Federal Government Resources for Consumers and Small Businesses to
Evaluate the Use of Artificial Intelligence

The Federal Government has provided a variety of resources that could help small businesses
and consumers evaluate the use of Al including in relation to issues such as privacy and ethical
use of Al. Federal reports, frameworks, and other documents aimed at assisting non-
governmental entities in evaluating or implementing Al systems are listed in Table 26.
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Table 26. Federal Government Publications and Activities That Help Inform Non-Governmental Entities’

Evaluation of Al Use

Originating . Resource Publication or Description
Federal Resource Title Type Launch Date
Entity
GAO Science & Tech Report June 13, 2023 Provides an overview of
Spotlight: technologies, opportunities,
Generative AI* [345] challenges, and policy context
and questions associated with
generative Al
EEOC Assessing Adverse Technical May 23, 2023 Provides information to assist
Impact in Software, Assistance employers in monitoring
Algorithms, and Document whether algorithmic decision-
Artificial Intelligence making tools have adverse
Used in Employment impacts in hiring. Includes
Selection Procedures background information, such
Under Title VII of as definitions of Al and related
the Civil Rights Act terms and contexts and an
of 1964° [291] overview of Title VII, and
questions and answers for
employers.
Department of  Artificial Intelligence Report May 23,2023  Insights and recommendations
Education and the Future of related to Al policy action for
Teaching and teachers, educational leaders,
Learning: Insights policy makers, researchers, and
and educational technology
Recommendations innovators.
(2023)° [292]
FTC The Luring Test: Al Blog Post May 1, 2023 Business guidance warning
and the engineering against the use of generative Al
of consumer trust® to manipulate consumers.
FTC Chatbots, deepfakes, Blog Post March 20, Business guidance discussing
and voice clones: Al 2023 the use of generative Al for
deception for sale® fraud.
FTC Keep your Al claims Blog Post February 27, Business guidance warning
in check® 2023 marketers not to make
exaggerated or unsubstantiated
claims about Al products or
services.
NIST NIST AI Risk Framework January 2023 A voluntary framework for
Management individuals and organizations to
Framework (Al RMF manage risk associated with Al
1.0)°[1] more effectively. Includes
online. companion resources:
an AI RMF Playbook, RMF
Explainer Video, Al RMF
Roadmap, and an AI RMF
Crosswalk.
NAIIO Al Researchers Portal ~ Website with 2022 Portal providing links to

Links
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Originating
Federal
Entity

Resource Title

Resource
Type

Publication or

Launch Date

Description

FDA

EOP-OSTP

VA

DOL

DOE

EOP and
Federal
agencies

FTC

Artificial Intelligence
and Machine
Learning (AI/ML)-
Enabled Medical
Devices® [346]

Blueprint for an Al
Bill of Rights

AI@VAS [287]

What the Blueprint
for an Al Bill of
Rights Means for
Workers® [347]

Al Risk Management
Playbook® [348]

Agency Inventories
of Al Use Cases*
[284]

Combatting Online
Harms Through
Innovation® [349]

List of
AI/ML-
enabled
Devices

Report with
Framework
and
Principles

Email Group

Blog Post

Online
Playbook

Website

Report
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October 5,
2022

October 4,
2022

October 4,
2022

2022

June 2022 (and
subsequent
updates)

June 2022

processes, (2) Data resources,
(3) Computing resources, (4)
Repository of Al research
programs, and (5) Inventory of
Al R&D testbeds.

Online and downloadable list of
AI/ML-enabled medical
devices marketed in the United
States. Compiled from publicly
available information as a
resource for the public to be
updated periodically.

Describes five principles and
practices to help guide the
design, use, and deployment of
automated systems to help
protect public civil rights, civil
liberties, and privacy. These
principles provide guidance
where existing law or policy
guidance is insufficient for
protections.

Provides a monthly newsletter
with highlights of VA work and
relevant Federal activities
related to Al, collaboration
opportunities, and invitations to
informational events.

Provides context on the
implications of Al and the
Blueprint for workers, and

information about related DOL
efforts being explored or
underway.

Searchable guidance on
managing different kinds of Al
risks across the development
lifecycle.

Website linking to agency

inventories of Al use cases

disclosed in response to EO
13960.

A study directed by Congress to
assess whether and how Al
“may be used to identify,
remove, or take any other
appropriate action necessary to
address” various specified
“online harms.” [350]



Originating
Federal
Entity

Resource Title

Resource
Type

Publication or
Launch Date

Description

EEOC

DOJ

CPSC

NIST

USPTO

USPTO

FTC

The Americans with
Disabilities Act and
the Use of Software,
Algorithms, and Al
to Assess Job
Applicants and
Employees® [351]

Algorithms, Artificial
Intelligence, and
Disability
Discrimination in
Hiring® [352]
CPSC Artificial
Intelligence and
Machine Learning
Test and Evaluation
Forum® [353]

Toward a Standard
for Identifying and
Managing Bias in
Artificial
Intelligence® [354]

Artificial Intelligence
Patent Dataset® [355]

Al-related Patent
Resources® [356]

Aiming for truth,
fairness, and equity
in your company’s

use of Al [357]

Technical
Assistance
Document

Guidance
Document

Forum

Special
Publication

Dataset

Online
Resource List

Blog Post
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May 12, 2022

May 12, 2022

March 31,
2022

March 15,
2022

Updated
August 2,
2021

March 18,
2020

April 19, 2021

Technical assistance that
explains how employers’ use of
software that relies on
algorithmic decisions may
violate Title I of the Americans
with Disabilities Act, along
with promising practices for job
applicants and employees.

Guidance explaining how
algorithms and Al can lead to
disability discrimination in
hiring.

Public information- gathering
forum on existing testing and
evaluation capabilities for Al
and ML-enabled consumer
products and determining
potential for risk to consumers.

Provides voluntary practical
guidance for individuals and
groups who play a role in the
creation or use of Al systems,
describing key aspects of
potential harms or inequities
due to bias in Al systems along
with recommended practices.

Includes two publicly available
online documents: (1) An ML-
generated list of U.S. patents
issued from 1976-2020
containing one or more Al
technology components.

(2) Patent documents on which
the ML model was trained.

Online list of USPTO Al-
related patent resources,
including on patent
examination and legal decisions
and compliance.

A business blog post providing
advice for business to consider
when using Al. Provides
recommendations for
businesses and examples of
laws that might govern business
Al usage and fall under FTC
jurisdiction.



Originating . Resource Publication or Description
Federal Resource Title Tvpe Launch Date
Entity yp
GAO GAO Al Report June 1,2020 A report outlining a framework
Accountability with principles and practices
Framework [322] for accountability in use of Al.
Aimed at Federal agencies and
other implementers of Al
FTC Using Artificial Blog Post April 1,2020 A business blog post written by
Intelligence and Andrew Smith, Director of the
Algorithms [358] FTC Bureau of Consumer
Protection. Provides advice for
business to consider when
using Al Includes informal
recommendations encouraging
transparency and fairness.
USPTO Al-related Patent Online March 18, Online list of USPTO AI-
Resources® [356] Resource List 2020 related patent resources,
including on patent
examination and legal decisions
and compliance.
NIST Privacy Framework: Framework January 16, A “voluntary tool developed in
A Tool for Improving 2020 collaboration with stakeholders
Privacy through intended to help organizations
Enterprise Risk identify and manage privacy
Management [359] risk to build
innovative products and
services while protecting
individuals’ privacy.”
FTC Big Data: A Tool for Report January 1, A report on “Big Data” and Al
Inclusion or 2016 usage in business contexts.
Exclusion? Contains an analysis of the
Understanding the benefits and risks of using these
Issues [360] technologies as well as policy
and legal considerations for
their use by businesses.
2 Updated June 2023.
® Updated May 2023.
¢ Updated December 2022.

The government has also created and made available several technical testing and evaluation
tools for developers or members of the public to characterize the performance of Al. For

example, individuals with an institutional affiliation may submit facial recognition software to be

evaluated via NIST’s Facial Recognition Vendor Test as frequently as once every four months.
NIST’s Open Speech Analytic Technology Evaluation Series provides a variety of evaluation
and development tools for human speech recognition and related tasks. More broadly, the
Federal Government has developed or sponsored numerous (40 as of June 2023) physical and

virtual testbeds—some Al-specific, others focused on a particular use-case or research domain—

that “provide environments to support development of real-world applications of Al that are
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robust and trustworthy” [361]; a current list of these testbeds is maintained at
https://www.nitrd.gov/apps/ai-rd-testbed-inventory/.

Other resources, including Federal data that might support development or TEVV of Al models,
are available via the Al Researchers Portal at https://www.ai.gov/ai-researchers-portal. The
NAIRR Task Force established by the National Al Initiative Act released in January 2023 a
roadmap and implementation plan for a new national cyberinfrastructure to broaden access to
Federal and non-Federal data, computational, and other resources in order to strengthen and
democratize the U.S. Al innovation ecosystem [362]. Several other efforts to improve access to
data for approved R&D purposes have been established or are underway. The COVID-19 Open
Research Dataset (CORD-19) and CORD-19 Challenge, established through a public-private
partnership in 2020, provided the largest collection of COVID-19-related research publications
and incentivized researchers to develop Al-based tools for extracting key information to inform
medical researchers and practitioners [63; 64]. In July 2022, the CHIPS Act authorized the
National Secure Data Service demonstration program, a pilot for improving access to Federal
data for approved research activities; these data could potentially support Al R&D. A Standard
Application Process is now available for requesting access to confidential data for approved
R&D purposes [363]. A full inventory of unclassified and non-sensitive Federal Government Al
use cases is available at: https://www.ai.gov/ai-use-case-inventories/.>?

Beyond these government-generated resources, the Federal Government funds a variety of third-
party entities to conduct R&D or for contracting services or partnerships that may create
resources of value for consumers and small businesses to evaluate the use of Al. For example,
the Partnership on Employment & Accessible Technology (PEAT)—funded by DOL’s Office of
Disability Employment Policy—developed several resources in collaboration with DOL staff,
which have been made available online. These resources include the Al & Disability Inclusion
Toolkit and the Equitable Al Playbook, designed to help organizations navigate the potential
risks of implementing Al technologies (specifically for people with disabilities), to outline
practices for making Al implementations more equitable, and to define the business case for
equitable Al to organizational leaders [364; 365]. A comprehensive list of third-party resources
is outside the scope of this chapter.

1.4. Marketplace and Supply Chain

Because Al has potential applications across all industrial sectors, leadership in Al is important
for innovation and national competitiveness. This section provides an overview of risks to the Al
innovation ecosystem, and how exploitation of the Al supply chain and marketplace could
threaten U.S. economic or national security.

1.4.1. Risks Posed to the Supply Chain and Marketplace

1.4.1.1. Supply Chain Risks

NIST defines a supply chain as the “[1]inked set of resources and processes between multiple
tiers of developers that begins with the sourcing of products and services and extends through the

22 Text updated December 2022.
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design, development, manufacturing, processing, handling, and delivery of products and services
to the acquirer” [366]. Al is neither a material product nor a single technology, but a category of
advanced knowledge-based technologies. Here, we define an Al supply chain as inclusive of any
resource—human, material, software, or informational—required to develop, deploy, and sustain
an Al solution with commercial or other potential societal value. Broadly, this includes people
capable of developing, supporting, and deploying Al solutions; algorithms, code, and other
software elements that may be leveraged or adapted for a given application; computer hardware
on which to develop or deploy Al models; and data resources with which to train or test models
(especially in the case of ML, DL, and other data-intensive Al areas). Key risks associated with
the Al innovation ecosystem are summarized in the following.

The U.S. Al ecosystem will not excel without a robust pool of technical talent for Al research,
development, and deployment

The Al workforce spans a range of roles and functions, from entry-level engineers to experts in
developing and implementing Al techniques to project managers. The Al workforce includes
individuals with a range of educational experience, including different degree levels and fields.
In industry, computing- and Al-related degrees (especially PhDs and master’s) are highly valued.
In 2019, U.S. academic institutions granted approximately 2,236 PhDs, 45,921 new master’s
degrees, and 89,524 bachelor’s degrees in computer science and support services [367]. The
2020 CRA Taulbee survey of North American Institutions with information, computer science,
and computer engineering PhD-granting departments reported that, of 2020 PhDs recipients in
computing for which their specialty was known, AI/ML was the most popular area, at 19 percent
[368].

There have been reports of a surge in demand for Al skills over the past 5 to 10 years, especially
in the area of deep learning, data science, and other ML-related techniques [369]. These trends
correlate with strong growth in wages for computer and information science researchers in recent
years, and with large private sector salaries reported for individuals with Al skills [369].
Movement of Al researchers between firms could potentially be inhibited by firm non-compete
agreements; FTC has sought to ban non-compete clauses in a January 2023 rulemaking [370].

More than half of the U.S. computer and mathematical sciences workers with graduate degrees
were foreign born as of 2019 [371]. Estimates based on the 2021 CRA Taulbee survey suggest
that approximately 64 percent of new North American Al PhDs were international students and
more than 80 percent of international AI PhD graduates in 2019 remained in the United States
for employment [13], suggesting that the U.S. relies heavily on foreign talent as a source of
highly skilled AI workers. However, international students face hurdles in the U.S. immigration
system, including long visa and green card wait times, visa restrictions, proposed changes
associated with the Optional Practical Training program,® and the lack of an appropriate visa for
individuals who wish to stay in the United States to create startup companies [373; 374]. These
challenges also impact the small businesses that rely on a continuing influx of Al talent.

In academia, both difficulties in hiring qualified Al researchers and educators and a “brain drain”
of Al faculty to industrial positions have been reported. The total number of North American Al

2 The Optional Practical Training program enables F-1 visa holding students to receive up to 12 months of temporary employment authorization
for work directly related to their field of study. National Institute of Standards and Technology, “Al Risk Management Framework: Second Draft
- August 18, 2022” (2022), https://www.nist.gov/system/files/documents/2022/08/18/A1 RMF 2nd_draft.pdf.
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faculty departures rose from 4 individuals in 2009 to 42 in 2018, dropping slightly to 33 in
2019—though the number of faculty whose research focused primarily on Al also appears to
have increased over this time.?* For these academics, the private sector can offer cutting-edge
computing resources, extensive datasets, and financial support that go beyond the resources of
academic institutions. Some believe that the loss of Al expert faculty from academia to industry
will reduce capacity for training the next generation of Al experts, reduce the quality of training,
or reduce the propensity for students to become entrepreneurs [13]. From 2010 to 2019 the share
of new PhDs from Al-related fields employed by industry increased by 48 percent, while the
share that entered academia fell by 44 percent [375; 13].

In one 2019 survey of Al researchers and university administrators, 89 percent of respondents
reported that hiring and retaining Al experts was “difficult” or “very difficult.” Firms also report
a “skills gap” and an “inability to attract specialized talent” as leading barriers to adopting new
technologies (especially for emerging job roles in Al and ML) [66]. The Federal Government
also faces significant challenges in attracting Al talent [66]. Efforts to map and address skills
gaps within and across the Federal Government are underway, including programs such as the
All Services Personnel and Institutional Readiness Engine (ASPIRE) Al Tech Sprint [57] and the
Al training work required by the Al Training Act (Public Law 117-207). As with STEM fields
more generally, efforts to support diversity and inclusion of underrepresented segments of the
U.S. population in Al and computing could help to strengthen and broaden the U.S. Al talent
pool.

A lack of diversity in the AI workforce may contribute to the incidence of discrimination,
perpetuation of bias, and other harms resulting from the development and use of Al
algorithms

Women and Black or African American or Hispanic workers have been historically
underrepresented in the United States computing workforce. As of 2019, Women comprised only
26 percent of individuals in computer sciences and mathematics occupations, a broad category
that includes Al workers [376]. As of 2017, only 13 percent of all workers in these occupations
were Black, Hispanic, or American Indian or Alaska Native, with an estimated 17 percent of the
college-educated workforce [377] compared to 33.2 percent of the U.S. population (18.5 percent
Hispanic, 13.4 percent Black or African American, and 1.3 percent American Indian or Alaska
Native) as of 2019 [378]. It has been found that a smaller share of scientists and engineers with
disabilities are working in science and engineering occupations than are scientists and engineers
without disabilities; however, publicly available data were not found for computer sciences and
mathematics occupations or for Al occupations in particular [379].

Similar diversity trends are observed throughout higher education in computer science generally,
including in AIL. The Computing Research Association’s 2021 Taulbee survey results suggest
that among tenured or tenure-track computer science faculty, fewer than 21 percent were female,
1 percent were Black or African American, and 2 percent were Hispanic (any race) [368]. Only
18 percent of North American PhD recipients in Al were female [13]. Of all U.S. AI Ph.D.
recipients who were U.S. citizens or permanent residents, 2.4 percent were Black or African
American and 3.2 percent were Hispanic—similar statistics to those for PhDs in all areas of
computing [13]. According to the National Center for Science and Engineering Statistics Survey

2% According to the 2021 Al Index Report, the number of faculty whose research focused primarily on Al increased from 105 to 167 between
academic years 2016-17 and 2019-20; data are not available for earlier years.
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of Earned Doctorates, approximately 6.1 percent of all computer and information science PhD
recipients in 2019 reported having a disability, compared to 8.6 percent of all science and
engineering PhD recipients and 10.8 percent of all non-science and engineering PhD recipients
[379].

It is generally accepted that underrepresentation of demographic groups in the research,
development, design, and implementation of IT can result in commercialization and deployment
of IT products that do not serve all segments of a population equally well. Numerous examples
exist of instances where deployed ML algorithms have discriminated against individuals based
on gender, race, ethnicity, disability, or skin tone—for example, in the context of hiring
decisions, healthcare recommendations, recidivism predictions or criminal sentencing, and facial
recognition [380; 381].% There is some evidence that a lack of diversity of perspectives and
experiences among Al developers has contributed to such harms, and may in general perpetuate
historical inequities, bias, and discrimination [381]. Harms due to algorithmic bias and
discrimination have implications for privacy, equity, civil rights, and civil liberties—and also
decrease justified trust in commercially deployed Al systems, with potential ramifications for
industry.

While many high technology companies have recently engaged in efforts to improve the
diversity or their workforce, there is little evidence of change over the past decade or so [315].
Beyond merely increasing diversity in the Al workforce, integration of diverse voices into
decision making about high technology development and deployment will be needed to improve
fairness of Al systems [382]. Furthermore, there is skepticism about whether these efforts are
intended to bring about real change, or simply improve these companies’ images or enable them
to capture a broader market share. On the other hand, relying on representatives of groups most
likely to experience harm to identify and mitigate such effects is a neither fair nor complete
solution—though increasing representation of these groups will have the effect of distributing the
burden [381]; without building rigorous consideration of social dimensions of Al (such as
fairness, accountability, and transparency) into Al education, training, and system design, these
issues are likely to persist or worsen.

In addition to race, ethnicity, gender, disability, age, and life experience, disciplinary expertise is
an important aspect of diversity in the Al workforce. While Al is inherently related to computing
and information and communication technologies, deployed Al tools are fundamentally
sociotechnical systems that interact with and affect humans and society. Public misconceptions
about what Al is, how it works, and its limitations can adversely affect the ability to gain
advantage from its use and related technologies. Inclusion of sociology, human factors,
psychology, technology, law, and other fields into Al education and training and as a key
dimension of the Al ecosystem is important for understanding the implications of technologies,
optimizing their design and deployment for positive societal impact, mitigating risk, and
supporting an ecosystem of more secure, trustworthy, and equitable Al systems that protect
privacy, civil rights, and civil liberties.

Open source code, libraries, and other software elements support development of Al systems
and wide vetting of code, but can pose risks to system security and integrity

% Such ML-based discrimination can occur as a result of relying on historical data that reflect systemic inequities, are not representative, or are
otherwise of poor quality; bias or error in the process of labeling training data; bias in parameter optimization in the model training process itself;
or biased, inappropriate, or unconsidered application of a particular model for a given use case.
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Open source Al software is an integral part of Al development and implementation. Open-source
software (OSS) grants users the freedom to run the software for any purpose, to modify the
program, and to freely redistribute original or modified programs. In comparison with
proprietary software—programs and systems that are not available for examination,
modification, and redistribution—OSS provides several advantages.

Al OSS provides building blocks for development of Al systems by a wider range of users, with
a lower barrier to entry, and can distribute development costs and labor across multiple
individuals or organizations. The most advanced and widely used ML tools and architectures are
freely available and open source. Google’s TensorFlow and Facebook’s PyTorch are among the
most popular deep learning libraries and are both open source, as are other popular ML tools
such as Scikit-learn in Python and tidymodels in R [383]. Although machine learning
frameworks are often open-source, large foundation models are not. Accessing these models may
be prohibitively expensive to researchers and small businesses.

Openly available source code can be examined before it is adopted or incorporated into an Al
program or system. This allows users to understand how the code works, to adapt it if desired,
and to inspect it to determine whether it meets their security needs. Furthermore, the openness
and wide availability of OSS enables it to be evaluated by many users, creating a system of mass
peer review that essentially crowdsources the efficient identification of and fixes for security or
other flaws. Benefits like these have made OSS extremely popular for Al development.

However, the openness of OSS code for inspection does not necessarily guarantee a rigorous
review for bugs or security vulnerabilities, or that such bugs will be corrected rather than
exploited. In addition, OSS can be poorly maintained or abandoned—there is no guarantee that it
will have longevity[384].2% While proprietary software also faces these risks, the incentives for
maintaining and patching proprietary software and OSS may be different. Whether the risks are
greater for an instance of OSS than for similar proprietary software will vary from case to case.
The availability of software elements that are well vetted, maintained, and documented for Al
development will affect the shape of the Al innovation ecosystem, including who may
contribute.

The United States currently has limited manufacturing capacity for microelectronics, and
manufacturing capacity for leading-edge microelectronics is concentrated entirely outside of
the United States

Al algorithms must be implemented on computer hardware, which is today based on
semiconductor microelectronics (or, simply “semiconductor’) technologies, also known as
computer chips or microchips. Semiconductor production can be generally divided into two
stages: device circuit design and device fabrication. These two processes can be performed by
the same company—called an Integrated Device Manufacturer (IDM)—or distinct companies, in
a process known as the foundry model. In the foundry model, circuits are designed by a “fabless
firm” before being fabricated by a “foundry” which manufactures chips [385]. While U.S.-based
companies have long led the world in semiconductor device design, over the past 30 years, the
United States has ceased to be the leader in semiconductor manufacturing; as of 2021,
approximately 75 percent of the world’s semiconductor manufacturing capacity was located in

26 For example, the Caffe library is still available on GitHub but it was last released in 2017.
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East Asia [386]. The world’s microelectronics supply chain could be disrupted by geopolitical
strife or natural hazards such as seismic activity in these regions, or from shipping disruptions.

The overall success of the semiconductor industry has been grounded in the approximate
doubling every 18 months of the number of transistors (microchips’ fundamental electronic
components) that can be economically fabricated on a chip of a given size—a phenomenon
referred to as Moore’s law. These regular improvements have created new applications and
demand for semiconductors, from which profits are reinvested to support R&D and capital
equipment required to sustain further improvements and new products in a virtuous cycle.
However, in recent years, the pace of improvements has slowed while costs of improvements
have increased [387].

Today, leading-edge logic microprocessors involve chip features of less than 10 or even 5
nanometers in size; the only photolithography tool capable of fabricating devices at this leading
edge is made by the Dutch company ASML. ASML’s extreme ultraviolet lithography (EUV)
machines are so expensive—on the order of several hundred million dollars for each of the 9 to
18 machines required in a production fab—that many semiconductor manufacturing companies
have abandoned leading edge fabrication resulting in industry consolidation at the leading edge.
Currently, mass production of leading edge logic nodes utilizing EUV technology is occurring
only at two companies: TSMC in Taiwan, and Samsung in South Korea [388].

The Creating Helpful Incentives to Produce Semiconductors (CHIPS) Act of 2022 (passed as
Section A of the CHIPS and Science Act of 2022)—appropriated funds for and expanded
provisions of the CHIPS for America Act (passed as part of Fiscal Year 2021 National Defense
Authorization Act). This legislation included several landmark mechanisms and more than $278
billion for strengthening U.S. domestic semiconductor manufacturing and R&D capacity,
securing the U.S. semiconductor supply chain, and developing the U.S. semiconductor workforce

[389].7

Improvements in computational capacity are being outpaced by the growth rate of
requirements for developing the most resource-intensive AI models

Since around 2012, the rapid rise of practically deployable Al models—especially those driven
by deep neural networks—has been enabled by rapid growth in the volume of data and capacity
of computational resources with which to train these models. However, over this time,
computational requirements for training a leading-edge Al model, such as GPT-3 and later
versions, have risen exponentially—by one estimate, doubling every 3.4 months—while the
capacity of new microprocessors is no longer expected to double every 18 to 24 months [12].
While some innovative Al models require only moderate levels of computing power, training
some leading-edge models can be extremely compute-intensive, and even the dominant financial
cost involved in model development.

In the 2010s, GPUs—highly parallel microprocessors originally used for processing images—
were widely adopted because their parallel design increased efficiency for Al tasks (for example,
model training) compared to central processing units. To enable cost-effective performance and
continued improvement in Al models, specialized processors whose design has been optimized
for a specific Al application (rather than relying on general-purpose microprocessor designs) are
increasingly employed—including those that are optimized for the efficient training or

2" Updated in December 2022.
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implementation of specific Al algorithms. Categories of Al-specific chips include specialized
field-programmable gate arrays (FPGAs, typically used for inference, that is, making predictions
from real-world data), and application-specific integrated circuits (ASICs, used for training or
inference) implemented as systems on a chip (SoCs). Numerous chips may be leveraged in
parallel or even co-located on the same, large, silicon wafer. Today, a variety of commercial
processors are available that were designed for Al applications, and the leading Al chips
leverage “leading node” (ASML) fabrication technologies; combining Al-specific chip designs
with leading-edge fabrication techniques has enabled increased speed with efficiency
improvements. In practice, numerous Al-specific processors or “accelerators” may be used for a
single job, which are managed by CPUs; these can be purchased and managed by the user or
“rented” via commercial cloud service providers [390].

In general, financial costs (excluding labor costs) of Al model training and deployment depend
on the cost of the hardware (which increases with processing speed) and the cost of the energy
required to run the associated computations—the consumption of which also has substantial
environmental consequences. While smaller-feature (Ieading node) devices are more expensive
than larger-feature (or “trailing node”) devices, over time the savings due to increased efficiency
outweigh the extra capital cost [388].

The market for Al chips has been projected to grow faster than the general market for
microprocessors. U.S. companies generally lead the market for Al chip design and for the tools
used to design Al chips, which are leveraged by companies in other nations, and hold a
competitive advantage in these areas—however, the United States does not have domestic
manufacturing capacity for leading-edge Al chips [388], and the supply of Al chips is limited
[390]. It has been projected that the current exponential rate of growth in computational power
required to train the largest Al models will not be sustainable, as the cost to train the largest
model would surpass U.S. gross domestic product (GDP) within the next few years [390]. Speed
and efficiency improvements can also be achieved through improvements in algorithm, software,
and network design [388], or possibly as a result of breakthroughs in new hardware or computing
paradigms such as neuromorphic chips or quantum computing—though the latter remains in
R&D stages of maturity [390].

The high demand for and cost of computational resources for compute-intensive AI R&D
limits participation among those who lack the financial resources to compete

With the rise of deep learning, participation in the Al innovation ecosystem has shifted. A recent
bibliometric and text analysis-based evaluation of Al conference papers found that the greatest
increases in number of publications between 2012 and 2020 were among large technology firms
and elite (top-50-ranked) universities. Evidence suggests that the increases in technology firms’
conference papers were due largely to a rise in firm-only research or that conducted with elite
universities. The share of accepted conference papers from non-elite (below top-50-ranked)
universities decreased during this window [391]. Other researchers have similarly identified a
trend of concentration of leading-edge Al R&D in a few large technology firms [392]. These
gaps have been attributed to a disparity in access to the resources, namely compute and data, that
are available to large firms with the income (and top-tier universities with the funding,
infrastructure, and experience) necessary to obtain or gain access to them [71].

This disparity is one likely reason that the share of AI PhD-holders taking jobs in industry has
increased relative to the share taking jobs in academia: higher salaries and greater access to data
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in industry may be more attractive than academic opportunities in general. It has also been
associated with challenges faced by university departments in hiring leading Al researchers to
faculty positions. These disparities in access could pose a risk to the U.S. Al innovation
ecosystem by putting small businesses and academic institutions at a disadvantage for both Al
R&D and commercialization [391; 393]. They could also make it more difficult to nurture Al
talent at a diverse range of institutions, presenting further challenges to broadening and
diversifying the U.S. Al workforce. The National Artificial Intelligence Research Resource Task
Force’s January 2023 roadmap outlines a plan for building research cyberinfrastructure that
provides U.S. researchers with access to compute, data, testing, and training resources with an
explicit goal of democratizing access to Al R&D resources [394].

High quality data required for Al research and development are not equally available to all

Development of AI models requires access to data of high quality, volume, variety, and
accuracy—which often require substantial labor-intensive cleaning and curation prior to use—
and a talented workforce equipped to use them. Furthermore, data about individuals raise
individual and collective privacy risks. Use of such data requires technical, policy, and practical
controls for protecting privacy, civil rights, and civil liberties associated with data access and
use, and with the use of models developed using these data across all aspects of the Al pipeline.

However, similar to computational resources, not all companies or research institutions have
ready access to data sets that can be used to develop high-performing and trustworthy Al models
or the capacity to manage privacy risks. Large companies whose business models generate or
readily enable the collection of such data have an inherent advantage, in that their business data
(e.g., on transactions or customers) can be used for Al model development. Similarly, high-profit
companies may be able to afford the purchase, collection, and curation of data that can be used to
train Al models. The increased reliance on ML for various business processes could mean that
data-rich firms could raise the barrier to competition for less resourced firms—or potentially
even yield “monopoly profits” or “data monopolies™ [12]. In particular, a few companies
currently control orders of magnitude more data than any other entity. This imbalance poses risks
to market balance, R&D competitiveness of different types of companies and institutions, and
potential concentration of talent in a small number of private sector entities as a result of seeking
out leading-edge data resources [395].

1.4.1.2. Marketplace Risks

It has been estimated that Al will contribute $15.7 trillion to the global GDP by 2030 due to
productivity gains from process automation and business process augmentation, and from
increased consumer demand for Al-enabled products and services [267]. As indicated in Sec. 1.3
of this chapter, Al technologies have current and potential future applications across all industrial
sectors. Al methods can be used to optimize processes; automate, augment, or assist otherwise
human-conducted tasks; and extract new insights from data—and for predictive analytics and
decision making. According to recent surveys, leading business functions that leverage Al
include marketing and sales activities, security, finance, human resources and law [396], service
operations such as customer care, and product service development [13]. The industry sectors
within which companies were most likely to adopt Al technologies according to a 2020 survey
include high-tech and telecommunications, financial services, and automotive and assembly [13].
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U.S. companies have a strong position in the global Al market, but the field is highly
competitive. As of 2021, the United States had the largest number of granted Al patents at 39.59
percent of the world’s total, though China has had the largest share of new patent filings since
2016. The level of U.S. private sector investment in Al R&D in 2021 was estimated at $52.87
billion, compared to China’s $17.21 billion and the EU’s $6.42 billion [14]. In 2021, China had
the largest share of peer-reviewed journal publications in Al (at 31.0 percent) followed by the
EU and the United Kingdom combined (19.1 percent) and the United States (13.7 percent).
Among international collaborators on Al R&D, the United States and China have the most co-
publications [14].

Factors that affect the Al market include the availability and distribution of resources to support
market competition (described in the preceding section), the performance and trustworthiness of
deployed Al systems, public and consumer attitudes about Al, and legal and regulatory
requirements. Key risks to the Al marketplace are described in the following.

Deployed Al systems may not always prove trustworthy in practice

While many forms of Al are actively deployed in industry, many Al methods face practical
deployment challenges related to privacy, efficacy, reliability, safety, security, resilience, and
fairness—features included in the general concept of Al trustworthiness. As noted in Sec. 1.2, Al
models remain both narrow and brittle; even if a given model performs well in specific contexts,
namely those for which it was specifically designed or in which it was trained, they may function
other than as intended when deployed in new or real-world contexts. In addition, Al models are
subject to the biases of their creators or, in the case of ML models, the data used to train them.
These weaknesses present significant risks of “accident” associated with Al deployment: the
potential for a model to fail at its intended task due to a lack of robustness; for the model to work
“correctly” according to the system’s specifications but with unintended consequences (such as
perpetuation of bias, inequality, or other adverse societal conditions reflected in the model or the
data used to train it); and an inability to properly monitor the system during deployment. Such
failures of robustness, specification, and assurance could have adverse safety, fairness, security,
privacy, confidentiality, or other societal impacts. The harms associated with such failures could
be especially dire if the Al is deployed for critical functions, or if the Al elements are relied upon
exclusively. Such outcomes could also reduce consumer confidence and create negative public
perceptions of Al, and potentially disrupt the market for Al technologies.

Approaches to addressing these risks aim to build justified trust in Al systems by (1) developing
testing, evaluation, verification, and validation methods to support rigorous model development
and deployment; (2) improving Al accuracy through R&D to advance the state of the art and
understanding of failure modes, along with methods for auditing and explaining such failures,
preventing them, reducing their occurrence, and mitigating associated harms; and (3)
establishing benchmarks and standards to provide common points of reference with which to
measure different aspects of Al trustworthiness, or other technical or policy guardrails. Many of
the international standards development activities, partnerships, and U.S. agency coordination,
guidance, and R&D activities are working to address these risks. Efforts include developing clear
definitions of different types of Al systems, developing principles and standards for trustworthy
Al, and advancing R&D to improve understanding and mitigations of these risks in Al
technology development and among the workforce. NIST’s work in collaboration with the Al
community to develop an Al Risk Management Framework is a start at addressing these risks.
OSTP’s Blueprint for an Al Bill of Rights establishes a set of principles for protecting the
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public’s privacy, civil rights, and civil liberties that can inform risk management of Al across its
full life cycle.

Potential public distrust in Al technologies could be a barrier to adoption

Whether or not an Al system is robust and reliable at its intended task, public perception of these
technologies and the entities that deploy them will influence the ways in which they are adopted
and the evolution of associated oversight regimes. Individuals may be concerned not only with
the value that Al provides to the economy or the goods and services that Al can improve or make
available to them, but about the implications of Al for individual privacy, autonomy, equity, civil
rights, and civil liberties, as well as the intentions of those that control and profit from Al. Al can
cause real harms, and any early failures to protect societal interests, democratic values,
individual rights, or public safety could lead to lasting damage in the public eye, even if these
failures are subsequently mitigated.

Variation in legal or regulatory regimes for data protection and use of algorithms for
automated decision making create complicated compliance regimes and uncertainty for the
private sector

As development and adoption of Al technologies advance, their deployment across industries
and sectors enters new legal terrains where application of existing laws and regulations may not
always be clear; legal protections and guidelines generally lag technological progress. As a
result, companies may face uncertain current compliance regimes and legal precedents and
ambiguity about their potential liability in the event of harm caused by an Al model used in their
business (for example, the reconstruction/leaking of sensitive data from a deployed model, or
inadvertent discrimination against a protected group in an offered service due to lack of
transparency or understanding of biases present in training data).

In addition, legal requirements associated with aspects of Al deployment may vary by
jurisdiction—from State to State domestically (consider the California Consumer Privacy Act
(CCPA), and that the District of Columbia has recently introduced an initiative to ban
algorithmic discrimination) or across non-U.S. market regions. Today, the collection and use of
data on individuals or organizations in the United States by the government and the private
sector are governed by wide a range of different laws, regulations, and other policies, depending
on the nature of the data and the use case. Examples include the Privacy Act of 1974, the Health
Insurance Portability and Accessibility Act (HIPAA), the Americans with Disabilities Act
(ADA), the Rehabilitation Act, the Civil Rights Acts of 1964 and 1968, and State laws on
Security Breach Notification—to name a few.

The EU General Data Protection Regulation (GDPR) was adopted in 2016 to enhance the control
of individuals in the European Economic Area and the EU over their personal data. This law
applies to U.S. businesses that hold data of EU persons, regardless of where the data are held. In
recent years, several States have established similar laws, beginning with the California
Consumer Privacy Act (CCPA), the Colorado Privacy Act of 2021, and the Virginia Consumer
Data Protection Act of 2021. These State laws offer similar protections to those of the GDPR.
Also of note, Illinois’s Biometric Information Privacy Act sets requirements for collection, use,
notification, and sale or purchase of biometric data, and limits the ability of companies to profit
from such information [397].
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These trends both indicate a landscape in flux and could signal a pending shift in the paradigm
for data regulation. For companies operating within multiple regulatory regimes, this flux could
pose compliance challenges, as could a lack of appropriate guidance or uncertainty about
interpretation or application of existing laws and regulations to uses of data for Al This
uncertainty, along with uncertainty about liability for harms, could present barriers to adoption or
deployment of Al in industry. [398]

Widespread Al adoption may present challenges for current antitrust enforcement; it may
be possible to adapt existing law to meet those challenges

Widespread implementation of AI by companies may give rise to market dynamics that
complicate antitrust analysis and enforcement. In particular, Al-driven demand for data may
exacerbate antitrust issues in some markets that rely on the collection and analysis of large
amounts of data. These markets are often multi-sided and provide some free services,
complicating efforts to apply standard antitrust analysis, which focuses on assessment of
consumer welfare measured through price or other terms and conditions that adversely affect
customers [399]. Multi-sided markets provide two or more sets of services to different groups of
customers. For example, ad-supported publications provide news to readers and advertising to
businesses. While precedent exists, antitrust doctrine governing multi-sided markets is less
established than that of single-sided markets, particularly in cases where one of the services
offered is free [399]. The proliferation of this model, typified by social media companies that
collect data from free users to sell targeted advertisements, has led to debate over the best way to
understand and regulate non-price areas of competition, such as data privacy [400]. As Al
continues to be more widely adopted, the presence of network effects in many of these sectors
may further concentrate or extend the market power of firms that have access to or control large
amounts of data or computational resources.

European and international organizations have also asked whether current antitrust law is
equipped to handle novel forms of tacit or explicit collusion facilitated by Al—especially for
ML. A recent study contemplated three scenarios of potential concern [401]. In the first, firms
implement Al systems built to facilitate explicit agreements to collude, for example, by
automatically setting prices at a certain level. Antitrust violations of this kind can be dealt with
using traditional antitrust tools [402] and have been prosecuted under American law [403]. In the
second scenario, a third party provides many firms with similar or identical Al systems, such as a
pricing algorithm. These systems could appear to act in a coordinated fashion because they
respond similarly to external stimuli. Depending on the circumstances, American antitrust law
might prohibit this coordination as a hub-and-spoke conspiracy in which the third party
intermediated an illegal agreement among the firms [404; 405]. In a third scenario, the
interaction of many different Al pricing systems could give rise to emergent strategies that
resemble tacit or explicit coordination. It has been suggested that EU antitrust law is likely
flexible enough to accommodate the current effects of Al, but may need to be updated as systems
advance [399; 401], and that legislative changes may be necessary to account for new forms of
tacit collusion made possible by Al [402]. The same is likely true for American law, which
currently may have to address such advanced forms of Al collusion through civil remedies
focused on the net anticompetitive effect of the use of such Al or merger control that prevents
the market concentration necessary for the collusion to be successful.

Use of Al to automate trading may lead to increased volatility and instability in markets
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Algorithmic trading has been increasingly used in financial and currency markets [406] and it is
not unreasonable to expect other markets to become more automated. The speed at which
automated algorithms can pursue trades forces markets to fluctuate faster and increases their
volatility. In addition, it is unknown if the different Al driving these trades will counteract or
align with one another, and whether the end result will be stability or instability. Since the Al
systems are effectively black boxes, there is additional systematic risk for which it is difficult to
account [407].

Al-induced market instability is a concrete example of the general concern that reliance on Al
may risk diminished economic or societal resilience [392]. If Al systems operating in markets
were as well understood as human traders, there would be less risk.

1.4.2. Risks to the American Public’s Privacy, Civil Rights, and Civil Liberties

While Al presents great potential for economic and societal benefit, research, design,
development, deployment, and governance of Al technologies also pose risks to privacy, safety,
confidentiality, fairness, civil rights, and civil liberties—with the nature of potential harms
dependent on context and use. For example, Al systems used to inform healthcare decisions
could lead to adverse health outcomes if they do not work as intended, or to inequitable health
outcomes if they do not work well for everyone. Al algorithms used to make decisions about
home loans or hiring could unfairly discriminate against individuals on the basis of race, color,
gender, religion, disability status, age, or other protected classes if the model is biased or used in
a biased manner. Data used to power Al could be collected about individuals without their
knowledge and enable surveillance of individual digital or real-world activities or otherwise
compromise their privacy. Al can be used to profile and target individuals (as in advertising) or
predict future behavior to inform decision making (as with predicting recidivism rates in parole
decisions), potentially without their knowledge or consent or in violation of their civil rights or
civil liberties. Finally, increasing reliance on automated systems presents a risk that individuals
have no choice but to use Al-based systems for critical services without alternatives, or could
lack recourse in the event of adverse impacts. Numerous studies have explored bias in Al and
identified past or potential harms associated with the development and use of Al systems (see,
for example, [408; 409; 380; 410; 411; 392; 412-414]).

While Federal agencies have begun to clarify how some existing laws and regulations apply to
Al systems and uses (see Table 22 and Table 23), it is likely that not all of these risks are
appropriately addressed through current regulatory frameworks, and additional guardrails could
be needed. In October 2022, OSTP released a Blueprint for an Al Bill of Rights, which provided
nonbinding principles and practices that can be applied in the event of gaps in current policies for
the design, use, and deployment of automated systems that have the potential to meaningfully
affect civil rights, civil liberties, privacy, and equal opportunities and access to critical resources
or services. Namely, it identifies five core protections to which everyone in America should be
entitled: (1) Safe and effective automated systems, (2) Protection against algorithmic
discrimination, (3) Data privacy, (4) Notice and explanation, and (5) Human alternatives,
consideration, and fallback [294].2

28 Updated December 2022.
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Many of the risks to privacy, civil rights, and civil liberties are associated with data collection
and use. The financial value of Al incentivizes the collection, aggregation, and repurposing of
data to power it—including data about individuals. Such data may be collected from public
records or in the course of day-to-day activities, such as routine transactions and social activity,
mediated by the integration of digital technologies into nearly every aspect of daily life. The
widespread collection of data on individuals, and its use in Al models, poses ethical and legal
concerns. For example, individuals may be unaware of the extent of data collection, the range of
possible uses of data or the potential for data to be used for purposes other than the original
purpose of collection, or how the data will ultimately be used; even when notice-and-consent
banners are used, the information provided may be too lengthy and complicated—or else too
oversimplified—for informed decisions to be made. In some cases, the use of particular digital
services may be so integral to daily life that the choice to opt out of using them in order to avoid
associated data collection may not be a practical option.

Even seemingly harmless data can yield sensitive information about individuals or groups when
aggregated with data from other sources. In general, data-intensive technologies require both
technical and policy controls to protect against breach of privacy or confidentiality and other
harms. In the case of Al, models trained on potentially sensitive information can in some cases
be reverse-engineered or caused to “leak’ aspects of the data on which they were trained.
Furthermore, Al systems trained using sensitive data could become capable of inferring sensitive
information from non-sensitive data, facilitating the identification, profiling, or targeting of
individuals based on protected features or in an otherwise discriminatory or even predatory
manner [415; 416]. The potential for harm associated with the use of data for Al and deployment
of Al across a variety of use cases could also present financial, liability, and reputational risks to
entities developing or commercially deploying it [380], and could also have market ramifications
for companies or for the industry writ large.

There are several ways in which data can result in model bias and associated harms. First, the
data themselves may be biased, for example by being non-representative of an actual population,
potentially due to data availability and accessibility issues. For example, a face recognition
model—or some other model that considers physical attributes such as hair texture—trained on a
collection of images that includes only light-skinned people may not perform well for images of
individuals with darker skin. Even if a data set is demographically representative, it could be
“sparse”—that is, there could be too few examples of minority groups, or of a characteristic of
interest within a minority group, for the model to be properly trained. Second, even if a data set
is accurate and representative, it may reflect historical societal biases, including discrimination
and inequities, and could project them into current decision making. Third, the knowledge,
experience, and views of the individuals that curate and label data used to develop Al (as well as
those that develop the Al models themselves) can influence their work and the way in which data
shape an Al model. The associated risks are perhaps most acute in the case of supervised
machine learning, which requires human-labeled data as inputs; inaccurate labels, or those that
reflect prejudice, will affect model performance.

All of these potential vectors for bias present risks to the trustworthiness of Al systems.?° Failure
to recognize and mitigate this bias poses the potential for Al-based products to propagate societal

2 “Trustworthy” Al is defined as Al that reflects “characteristics such as accuracy, explainability and interpretability, privacy, reliability,
robustness, safety, and security or resilience to attacks,” mitigates bias, and appropriately considers fairess and transparency National Artificial
Intelligence Initiative, “Advancing Trustworthy AL” NAII, accessed May 9, 2022, https://www.ai.gov/strategic-pillars/advancing-trustworthy-ai/.
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harms, including potential violations of privacy, civil rights, or civil liberties. These risks
underscore that Al is inherently sociotechnical, and that expertise in a range of disciplines is
necessary for developing trustworthy Al. NIST is currently in the process of developing formal
guidance for assessing and managing risks of bias in Al. The March 2022 NIST publication,
Towards a Standard for Identifying and Managing Bias in Artificial Intelligence, describes
categories of bias, what is at stake, and approaches to mitigating bias in Al It also provides
preliminary guidance for addressing these challenges as they relate to datasets, model testing and
evaluation, and human factors [354].%

NIST’s Privacy Framework and associated resources provide voluntary guidance for identifying
and managing privacy risks in the development of products and services [359]. In March 2022,
NIST released an initial draft A/ Risk Management Framework describing technical and
sociotechnical Al risks, and key functions necessary for identifying and managing these risks for
multiple Al stakeholders. In January 2023, NIST released the final version of the NIST A7 Risk
Management Framework, along with an A1 RMF Playbook, RMF Explainer Video, Al RMF
Roadmap, and an A RMF Crosswalk [418; 419; 372]. DOE has released an online Al Risk
Management Playbook to support responsible and trustworthy Al use and development,
including methodologies incorporating ethical and equity governance and suggested practices for
Al [348].

Al systems can be opaque—that is, they may lack transparency about how they were developed
and how exactly they work. Outputs of Al systems, DL systems in particular, are also often not
easily explainable. This poses complications for justified trust in Al systems and can make
oversight challenging. Reliance on Al systems—especially for critical resources or services—
can conflict with principles of individual agency and cause harms when proper validation,
monitoring, oversight, or alternatives are lacking. AI models are also vulnerable to discordant or
malicious inputs and other manipulation—either intentional or inadvertent—whose outputs could
lead to harms. Additional relevant Federal government policies and resources for ethical and
trustworthy Al can be found in Table 19-Table 26.

1.4.3. Risks to the National Security, Including Economic Security, of the United
States

Due to its broad utility across a variety of applications, Al has direct implications for U.S.
national security, including economic security. Al can enable increases in productivity across
industrial sectors and lead to new products, processes, and services. Al can also be employed in
critical infrastructure or in support of national security and defense, with the potential to alter the
cost-benefit ratio for cyber and kinetic conflict and to increase the volume of information and the
speed with which security decisions are made. In addition, the use of Al by foreign governments
or third parties, and potential for such entities to influence or exploit any aspect of the Al
innovation ecosystem, poses additional national security, including economic security, risks. Key
examples of these risks are highlighted in the following.

Al-specific security vulnerabilities can be exploited by adversaries

30 “Trustworthy” Al is defined as Al that reflects “characteristics such as accuracy, explainability and interpretability, privacy, reliability,
robustness, safety, and security or resilience to attacks,” mitigates bias, and appropriately considers faimess and transparency National Artificial
Intelligence Initiative, “Advancing Trustworthy AI”.
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Al especially ML, is susceptible to several well-known exploits that risk making Al not useful
or not trustable. As Al becomes increasingly integral to the economy, these risks and the threat
of these risks also become more important to the national security of the United States. If a
nuclear power plant or the electric grid depends on Al for monitoring and adjusting the system,
then incorrect inferences can have catastrophic effects. These effects will occur at speeds that are
beyond human ability to detect and correct in real time. Even systems such as food distribution
and package delivery are becoming dependent on Al [420].

If the adversary understands an Al system well enough, it is possible for them to construct noise-
like data that can be added to the operational data to push the Al into making incorrect inferences
[421]. This noise can be at a low enough level to be undetectable by humans, but sufficient to
convince the Al to make high-confidence classifications that are incorrect. Similarly, researchers
have been able to add visual content to a real-world scene (in the form of a sticker designed to
trick an ML algorithm) to force high-confidence, incorrect classification by an ML system [422].
As with other cybersecurity risks, attribution of such attacks may be challenging. In addition, Al
introduces complexity into systems that can sometimes make it difficult to diagnose and mitigate
attacks and failures.

If the adversary has or obtains access to a system’s training data, it would be theoretically
possible for the adversary to alter them in such a way that models trained using them are
effectively useless. Other so-called “data poisoning” attacks can have more subtle effects—such
as only yielding incorrect outputs in specific contexts—that are harder to recognize and can be
inflicted on a pre-trained system by a sufficiently knowledgeable adversary with sufficient access
to the model and training data.

As such, it is necessary for all entities developing and deploying sensitive Al systems to protect
their Al model and training data from exfiltration and exploitation—though a balance may be
needed here, as open access to data and code allows market-enabling reuse and auditing of
resources. When U.S.-based companies have leading-edge Al systems, there is an additional risk
that a potential adversary could steal IP for the purpose of their own use. This could dilute or
eliminate any competitive advantage that the United States has in AL

Limited availability of secure, cutting-edge, or mission-critical Al tools can constrain
national security, including economic security

Al is becoming increasingly critical to the national security, including economic security, of the
United States. Countries such as China and Russia have publicly declared that Al is a national
strategic technology and have made large investments in Al and Al research [423; 424]. The
increasing international competition in Al leads to several risks to the United States:

e Non-U.S. entities may be unwilling to share cutting edge Al or Al tools, putting United
States entities at a technological disadvantage;

e Foreign governments may ration critical hardware, for which the U.S. has limited
manufacturing capacity, to prioritize their own needs or strategically to keep the United
States disadvantaged; and

e Foreign governments or third parties could build “back doors” or other vulnerabilities
into Al systems at any point of the value chain to leverage subsequently for cyber
exploitation of the entities that deploy them; such risks could limit the Al tools that are
appropriate for sensitive applications.
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Several recent Federal policies have implications for computer hardware important for Al
CHIPS Act provisions aim to enhance U.S. access to and manufacturing capacity for advanced
semiconductor technologies [389]. In October 2022, the Department of Commerce’s Bureau of
Industry and Security announced new rules for export controls on advanced computing and
semiconductor manufacturing items designed to restrict the ability of the People’s Republic of
China to purchase or manufacture certain high-end microprocessors of use in military
applications, including Al-enabled applications [425; 426; 327].3!

In addition to international competition around Al tools and components, domestic providers of
Al systems may not be willing to make their cutting-edge data, software, and hardware available
to the U.S. Government for defense purposes [427; 428]. In some cases, this has to do with trade
secrets and data rights, and in others it has been due to disagreements over the morality of how
the technology may be used. In addition, many companies at the leading edge of Al research are
multi-national corporations that must consider the ramifications of their decisions in a global
marketplace. Even if the corporation is headquartered in the United States, it may choose to act
in a way that does not support U.S. national security objectives.

Reluctance or insufficient supply of Al talent to work for the U.S. Government may
negatively affect national security

The lack of sufficient Al talent in the United States, described in Sec 1.4, has particular national
security implications in that it is difficult for the U.S. Government to hire workers with relevant
expertise. Because Al skills and knowledge can garner high salaries in the private sector,
government jobs with limited salary potential may be less appealing to top Al talent [429].
Furthermore, many of the top Al researchers and graduate students are foreign citizens and not
qualified to work on sensitive government projects, or to work for the U.S. Government at all.
Federal agencies often need special hiring authorities to bring in needed Al talent [430]. Finally,
perceived moral and ethical issues associated with some defense and national security work
[431] may further reduce the Al talent pool willing to work for the government.

Al surveillance capabilities can be used to facilitate state repression of human rights and
strengthen authoritarian regimes in opposition to democratic principles

As Al becomes increasingly available, advanced, and prevalent in institutions and everyday life,
it is likely that some foreign governments will use Al to push back against U.S. notions of
human rights, societal norms, and democratic principles in their country and across the world.
The prevailing international Al standards and practices will have a strong influence on what Al
systems and Al uses will be considered acceptable across the world, with potential implications
for human rights, societal norms, and democratic principles around the world.

There has been much reporting on biases that can exist in Al systems in a variety of disciplines
[432; 433; 392] and how these can lead to discrimination. Potential solutions include further
clarifying how existing laws prohibit such discrimination, establishing non-discrimination laws
for Al systems [434; 432; 433; 392], or banning certain uses of Al through national law or
international treaty.

As an example, there have been public reports of foreign governments using Al for widespread
surveillance of their population. Also, there have been public reports of Al being used to detect
ethnic minorities so that they can be discriminated against. Whether such uses of Al fit into the

31 Updated December 2022.
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prevailing international standards and practices will have great human rights implications—a
major security interest for the United States.

This example should be sharply contrasted from other widely reported cases [435] where Al
systems misidentified people in a discriminatory way due to biases in the training data. These
failures are unintended consequences and could be remedied by better testing, evaluation,
verification, and validation. Diversification of the Al talent pool may also help avoid or at least
detect these types of issues early in the process or Al development.

Al-driven technologies can be used to promote misinformation and advance disinformation
campaigns

Propaganda campaigns using mis-, dis- and mal-information (errors, lies and innuendo) are long
established techniques dating back at least to World War II [436]. Digital and Al-driven
technologies have made these campaigns easier, quicker, and less costly to implement, have
more extensive coverage and give propagators the ability to quickly pivot to align with current
thinking®? [437; 438]. If the aim of the campaign is to disrupt the economy, they do not even
need to have a clear, unified message. Instead, sowing confusion and lack of trust can be enough
to reduce the efficiency of the U.S. markets and economy and cause significant disruptions
[439].

1.4.4. Emerging Risks and Long-Term Trends in the Marketplace and Supply
Chain

Al presents additional economic and societal risks beyond those described in the National
Security context in section 1.4.3 that continue to evolve over time. The Al innovation ecosystem
is developing rapidly, with new advances, societal implications, and policy>* questions emerging
at a rapid cadence—and the boundaries of what is considered “AI” may change over time. In
addition to the issues raised in previous sections, this section describes other emerging risks and
long-term trends.

Safety, security, and societal risks of AI will expand as AI becomes more complex and is
increasingly adopted for critical functions

It is expected that Al will continue to present important opportunities to address challenges
whose solutions yield substantial economic and societal benefit. It is unclear whether or on what
timeline artificial general intelligence might be achieved, but would bring with it additional
ethics, safety, and governance concerns, including potential for misalignment with human
priorities or values. While the long-term future of Al cannot be predicted, the current technology
landscape and the history of Al and information technology writ large can help to inform an
understanding of emerging risks and long-term trends. Increasing reliance on Al over time
without redundancy or a non-Al alternative, the increasing complexity of Al systems, and the
acceleration of the pace and adoption of Al-supported decision making could all increase the
stakes of an Al system failure or exploit, including with real harms for human health, safety,
privacy, civil rights, and civil liberties.

32 In military terms, a “force multiplier.”
33 Intellectual property-related issues are also important and evolving, and are thus not addressed in detail in this report. See section 1.3.1.2 for a
description of recent USPTO activities related to Al and IP and the discussion of generative Al in this section for additional context.
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Focusing on near-term benefits of AI without planning for longer-term needs could limit
future benefits or lead to widespread harm

Recent applications of Al have led to great enthusiasm for the potential of Al and ML to solve
pressing real-world problems, improve business processes, provide desirable consumer products
and services, and yield economic benefits. However, a rush to adopt Al to realize enhanced
profits and other benefits rather than deliberate planning for longer-term adoption could result in
otherwise foreseeable societal harms—for example, if there is a failure to plan for system
resilience to protect against catastrophic failures or misalignment with societal priorities, or if
insufficient attention is given to protecting the public’s safety, security, privacy, civil rights, or
civil liberties. Such harms could also cause backlash that might have market ramifications, or
potentially indicate that Al market norms conflict with democratic principles.

Similarly, a failure of current technologies to live up to near-term expectations could reduce
support for deployment of Al systems. This could result in a decrease in research or venture
capital funding for Al technologies—as has happened in the past in the so-called “Al winters”
that occurred in the 1970s and around the turn of the millennium [4]. Long-term benefits for any
technology are generally underpinned by near-term R&D. Enthusiasm for near-term benefits of
Al and currently dominant areas, such as large, DL models, could draw focus from other areas of
Al that are less mature or prominent, but that could lead to important benefits in the longer term
[440].

New models and implementations for computation are being pursued to sustain advances
in Al

Because current computer hardware implementations are approaching scaling limits, new
approaches to computing are being pursued to enable further advances in computational capacity
and capabilities and to address the energy efficiency of computing. These include new
architectures, hardware implementations, and fabrication methods, as well as new models for
computing—such as neuromorphic computing or quantum computing, which could potentially
offer advantages for certain types of computations, though it is not yet clear how.

Adoption of Al will continue to contribute to labor market shifts, with the potential to
make work more precarious, cause unemployment, or increase inequality

While Al technologies present potential economic benefits, the precise nature of their
implications for the U.S. and global labor force are not fully clear, nor is their time frame for
impact—and this is likely to vary across industrial sectors and occupational fields. Technological
change has historically led to shifts in the nature of work, including instances of technological
unemployment. While automation technologies have historically displaced routine or low-skill
tasks, it is becoming increasingly feasible for Al to automate nonroutine, cognitive tasks [441].
Concurrently with the surge in Al development and deployment in recent years, concerns have
risen about the potential for Al to lead to widespread technological unemployment, exacerbate
inequality, or result in privacy, civil rights or civil liberties violations—for example, as a result
of worker or workplace surveillance.

It is generally expected that Al will further affect the labor market in at least three ways that can
have positive or negative ramifications:

1. AI will automate some work tasks currently conducted by humans, reducing the need for
labor or shifting the nature of tasks conducted by workers in certain occupational fields;
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2. Al will be used to augment human functions or assist or monitor human workers in
carrying out work tasks to enhance performance, productivity, or worker safety or
accessibility; and

3. Deployment of Al technologies will lead to new products, services, or industries, creating
new types of jobs with different skills requirements, benefits, and rights—for example,
demand for Al developers or data curators.

A key example of Al-driven shifts in the labor market is the growth in Al development jobs in
the private sector. There have also been rises in “gig” work—service activities scheduled or
otherwise facilitated by Al systems—and “ghost work”—the labor-intensive human-conducted
tasks necessary to develop and sustain Al systems, such as data labeling or sorting or content
moderation. This work often offers the ability to work on-demand or remotely (for digital tasks),
but is often overlooked or invisible, low-wage, and menial [442]. Recent advances in cutting-
edge natural language and image generation models suggest that some Al systems could rival
humans in text-based and visual content generation. These capabilities could have significant
implications for the nature or availability of work in associated occupational fields [443].

While the nature of work is continuously shifting, abrupt changes can have substantial societal
impacts in the absence of mitigating policies. In December, 2022, the U.S.-EU Trade and
Technology Council released a study on The Impact of Artificial Intelligence on the Future of
Workforces in the European Union and The United States of America [444]. The study provides
an overview of Al and its current state of adoption, highlights themes related to impact of Al on
work, including intellectual work, and provides case studies on the use of Al in human resources
and hiring and in warehousing operations. In addition, as required by the National Al Initiative
Act of 2020, NSF has commissioned a study from the National Academies of Sciences,
Engineering, and Medicine (NASEM) on implications of Al for the workforce, to be delivered to
Congress by January of 2023 in the form of an update to a 2017 NASEM report [445].

Market adoption of Al has continued to further incentivize the collection and
commodification of personal data

Private sector collection of data created by anyone with a digital presence is heavily incentivized
for targeted advertising and for use (or sale) to power data-intensive Al. This commodification of
data has allowed private sector companies to benefit economically from information about an
individual’s experience without their explicit knowledge or consent, counter to globally
recognized Fair Information Practice Principles [446]. These data can be used for targeted
advertising (by the private sector) or messaging (by any number of actors) to influence an
individual’s subsequent actions. This ongoing and long-term trend raises issues of privacy,
fairness, and individual autonomy that could harm individuals or society or damage public trust
(e.g., in companies or technologies) and may persist without deliberate policy action [447] or
advancing rights-preserving technologies.

The societal and geopolitical importance of Al is likely to increase

As Al tools and systems become more powerful and widely adopted, their capacity to influence
individuals, society, and institutions will likely increase, with potential geopolitical
ramifications. Depending on how Al governance evolves worldwide, the risk that Al could be
used to undermine democratic principles could expand. In addition, leveraging Al for
cybersecurity applications could lead to a security dilemma. Namely, while the use of certain
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ML-based methods could advance cyber defenses, successful defenses against the vulnerabilities
introduced by ML could require increased knowledge of an adversary’s system, blurring
boundaries between cyber offense and defense and presenting a risk of conflict escalation [448;
449].

Recent advances in generative Al point to emerging opportunities, challenges, and risks

Recent advances in generative Al have become highly visible due to availability of user
interfaces for generation of natural language, image, and computer code content in response to
user inputs. These models have been trained on very large amounts of data using substantial
computational resources, meaning that only well-resourced companies have the capability of
competing in development of foundational models for generative Al, and the details of the
models themselves and how the model inputs from the public are used are generally not visible
to the public. These advances and their social and policy implications are unfolding rapidly, and
have already raised several key risks in the public domain.

While generative Al tools may have significant benefits, they can also be a low-cost means to
create large quantities of text, images, and video that often seem very realistic and believable,
with substantial potential for deliberate or inadvertent misuse. For example, realistic videos
could be used to portray events that never occurred and propagate disinformation used to harm
reputations, create political unrest, or challenge shared notions of reality. Reliance on a
generative model’s outputs in a search engine presents risk of biased>* or inaccurate results being
interpreted as correct or complete truths, and improperly informing members of the public. The
potential for students to use generative Al models to generate content such as essays or computer
code for their assignments instead of completing original work has been frequently highlighted.
These concerns have spurred calls to provide notice when Al is used to generate content. They
have also stimulated research into methods for detection of Al-generated content and approaches
for verifying original content—for example, through built-in “watermarking” (cryptographic
signing) of images generated by an actual camera (potentially itself enabled by AI) [450] or of
images created by a generative Al model.

Generative Al outputs may exacerbate or present new risks to equity, civil rights, and equal
opportunity. These systems compound already well-documented patterns of algorithmic bias and
do so seemingly more authoritatively, more quickly, and while being made available for more
people to use. With generative Al, these impacts could be subtler and more difficult for human
cognition to detect. Generative Al engines have been manipulated to produce unusual, abusive,
or offensive outputs, even when technical controls to protect against such outputs have been
implemented—and, in some instances, entered regimes where they have performed in an unusual
manner (e.g., producing inaccurate, offensive, or otherwise problematic outputs) in the absence
of deliberate manipulation [451]. Generative Al tools also may replace workers>> in creative jobs
(for example, artists or writers) that have been considered safe from automation—and their
works may have been used to train the model that replaced them, without consent and
remuneration. Open questions remain about how copyright, authorship, and fair use policies will
apply to content created by or used to train generative Al models [345]. The scale and speed with
which content can be created—and the great reduction in the level of human effort required to
yield new content—could magnify the potential for adverse impacts.*® The Department of

34 See section 1.4.2 for additional discussion.
3 As discussed earlier in this section.
36 This section was updated in June 2023.
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Commerce announced in June 2023 plans for a Public Working Group on Generative Al to
address opportunities and challenges associated with these technologies, including to inform
guidance on how to manage risks [25].

1.5. Recommendations

Through the course of preparing this chapter, many sources—academic articles, market reviews,
government-sponsored studies, blog posts, and conversations with Federal subject matter
experts—revealed various challenges facing the Al industry in the United States. The pace of
progress in Al R&D and deployment is rapid, and a large number of Federal efforts are
underway to address evolving needs. The following recommendations for congressional,
executive branch, or nationwide actions address additional opportunities to help:

e Grow the U.S. economy through the secure and responsible advancement of Al;

e Strengthen the United States’ global position in the adoption of trustworthy and rights-
respecting Al

e Mitigate current and emerging risks to a competitive Al marketplace and supply chain for
Al

e Mitigate current and emerging risks to the American public’s privacy, civil rights and
civil liberties, and other potential harms of Al; and

e Advance societal priorities and address societal concerns associated with the expeditious
adoption of AL

Each recommendation below responds to a challenge identified in the development of this
chapter. Recommendations have been intentionally kept at a high level, without specifying how
they should be undertaken or by whom.

Challenge 1: Al systems present risks to privacy, civil rights, and civil liberties that can be
introduced at any stage of development or the Al supply chain.

Recommendation 1: Congress should take action to establish or strengthen data privacy and
protection laws that safeguard privacy, civil rights, and civil liberties; support a competitive Al
innovation ecosystem; and help advance the responsible adoption of trustworthy and rights-
preserving Al technologies.

Recommendation 2: The U.S. Government should invest in education and research to support
the development of sociotechnical researchers and practitioners necessary to design and deploy
Al systems for positive societal impact, mitigate residual risks to safety, security, civil rights and
civil liberties, and support trustworthy and equitable Al ecosystems across all sectors of the
economy.

Challenge 2: There is some concern about whether Federal coordination of national strategy on
Al—including the foundation of the Al R&D innovation ecosystem—is sufficiently robust to
meet opportunities for and mitigate risks associated with Al

Recommendation 3: Congress should reauthorize the National Al Initiative Act of 2020
(NAIIA), 15 U.S.C. §§9401 et seq., regularly in order to enable the United States to meet
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changing needs across sectors as the landscape of Al evolves, and expand it to include emphasis
on the need to protect the American public's civil rights, civil liberties, privacy, and safety.

Recommendation 4: Congress should empower the NAIIO to provide strong Federal
coordination and leadership for Al activities in partnership with associated agencies across the
executive branch, such as NIST in its Federal Al standards coordination role.

Challenge 3: The extent to which the Al standards, policies, or regulations emerging across the
globe uphold democratic values and support the ability of U.S. companies to compete will
depend upon the nature of U.S. international engagement in their development.

Recommendation 5: The U.S. Government should establish a formal public-private forum to
support R&D and TEVV coordination across agencies with input from the private sector and
enable U.S. leadership in trustworthy and responsible Al research, development, and standards.

Recommendation 6: The United States should lead global efforts to develop technically sound
Al standards to enable continued innovation, ensure that global markets are open and fair, and
promote Al development and use in a way that protects privacy, civil rights, civil liberties, and
human rights. These efforts should consider gaps in and the most effective incentives for
participation among U.S. companies and institutions, as well as R&D aligned to trustworthy Al
standards development and principles.

Challenge 4: A1 R&D and deployment is concentrated in large, well-resourced companies and
institutions such that smaller organizations face difficulty competing in the marketplace and
injecting new ideas into the Al innovation ecosystem.

Recommendation 7: The U.S. Government should support more equitable, secure, and privacy-
enhanced access to research data sets—consistent with the original purpose of collection and
while safeguarding privacy, civil rights, and civil liberties in their use—and computational
resources to support Al innovation by research institutions, small- and medium-sized companies,
and the general public. Examples include implementing the recommendations of the NAIRR
Task Force.

Recommendation 8: Any efforts of Congress to modernize copyright, patent subject matter
eligibility, or tech-transfer laws should take into consideration how such adjustments would best
support the commercialization of innovative Al breakthroughs and a competitive Al innovation
ecosystem while protecting the American public’s privacy, civil rights, and civil liberties.

Challenge 5: There is concern that the United States is not drawing on the full range and
diversity of available talent required to sustain long-term advances and competitiveness in Al.

Recommendation 9: The United States should expand Al-related upskilling, cross-training and
certification programs, and other programs designed to help individuals apply Al to expand their
capabilities and productivity across all education and experience levels, for example through
public-private partnerships and developing new interagency Al training programs.

Recommendation 10: The United States should expand and ensure accessibility of Al R&D and
education activities across all relevant academic disciplines at Minority-Serving Institutions
including but not limited to at Historically Black Colleges and Universities, Hispanic Serving
Institutions, Women’s colleges, and community colleges to help ensure a diverse future Al
workforce positioned to meet industry, government, academic, and societal needs.
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Recommendation 11: The United States should reform immigration law to make it easier for
non-U.S. citizen Al graduate students and researchers to study and remain and work in the
United States in order to retain the best and most diverse talent, with appropriate safeguards for
security.

Challenge 6: Insufficient or inconsistent effort or availability of resources for Al R&D,
deployment, and safeguards could stifle the ability of the U.S. Al marketplace to thrive.

Recommendation 12: Fully fund the President’s budget to support Al activities and programs,
such as for interagency coordination; protecting the American public and consumers against
potential Al-related harms; Al R&D and standards development; R&D for next-generation
computer hardware; increasing availability of Al testing, evaluation, verification, and validation
resources; developing and operationalizing Al models as mandated in government; and
strengthening U.S.-based manufacturing of leading-edge microprocessors, including graphics
processing units (GPUs), which are an essential part of the Al infrastructure. This investment
would serve as a critical component to develop safeguards and guardrails to mitigate risks in the
Al ecosystem more broadly. Such guardrails should be embedded in each individual major Al
initiative that the U.S. Government undertakes or funds (such as a specific section in each
solicitation for funding opportunities for a major Al initiative that requires that developers of Al
tools test for adverse impacts and other concepts related to trustworthy and responsible AI). This
will ensure that consideration of trustworthy and responsible Al is a part of the development
process for all major initiatives, rather than an afterthought.
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Appendix B. ACA Specifications for This Study

STUDY TO ADVANCE ARTIFICIAL INTELLIGENCE.—
(1) IN GENERAL.—
(A) STUDY REQUIRED.—Not later than 1 year after the date of enactment of this Act, the
Secretary of Commerce and the Federal Trade Commission shall complete a study on the
state of the artificial intelligence industry and the impact of such industry on the United
States economy.
(B) REQUIREMENTS FOR STUDY.—In conducting the study, the Secretary and the
Commission shall—
(1) develop and conduct a survey of the artificial intelligence industry through
outreach to participating entities as appropriate to—
(I) establish a list of industry sectors that implement and promote the use
of artificial intelligence;
(IT) establish a list of public-private partnerships focused on promoting the
adoption and use of artificial intelligence, as well as industry-based
bodies, including international bodies, which have developed, or are
developing, mandatory or voluntary standards for artificial intelligence;
(IIT) the status of such industry-based mandatory or voluntary standards;
and
(IV) provide a description of the ways entities or industry sectors
implement and promote the use of artificial intelligence;
(i1) develop a comprehensive list of Federal agencies with jurisdiction over the
entities and industry sectors identified under clause (1);
(i11) identify which Federal agency or agencies listed under clause (ii) each entity
or industry sector interacts with;
(iv) identify all interagency activities that are taking place among the Federal
agencies listed under clause (ii), such as working groups or other coordinated
efforts;
(v) develop a brief description of the jurisdiction and expertise of the Federal
agencies listed under clause (i1) with regard to such entities and industry sectors;
(vi) identify all regulations, guidelines, mandatory standards, voluntary standards,
and other policies implemented by each of the Federal agencies identified under
clause (i), as well as all guidelines, mandatory standards, voluntary standards,
and other policies implemented by industry-based bodies;
(vii) identify Federal Government resources that exist for consumers and small
businesses to evaluate the use of artificial intelligence; and
(viii) consult with the Office of Science and Technology Policy and interagency
efforts on artificial intelligence to minimize duplication of activities among the
Federal agencies identified under clause (ii).
(2) MARKETPLACE AND SUPPLY CHAIN SURVEY.—The Secretary and Commission shall conduct a
survey of the marketplace and supply chain of artificial intelligence to—
(A) identify and assess risks posed to such marketplace and supply chain;
(B) review the ability of foreign governments or third parties to exploit the supply chain
in a manner that raises risks to the economic and national security of the United States;
and
(C) identify emerging risks and long-term trends in such marketplace and supply chain.
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(3) REPORT TO CONGRESS.—Not later than 6 months after the completion of the study required
under paragraph (1), the Secretary and the Commission shall submit to the Committee on Energy
and Commerce and the Committee on Science, Space, and Technology of the House of
Representatives, and the Committee on Commerce, Science, and Transportation of the Senate,
and make publicly available on their respective websites, a report that contains—
(A) the results of the study conducted pursuant to paragraph (1) and the survey conducted
pursuant to paragraph (2); and
(B) recommendations to—
(1) grow the United States economy through the secure advancement of artificial
intelligence;
(i1) develop a national strategy to advance the United States business sectors’
position in the world on the adoption of artificial intelligence;
(ii1) develop strategies to mitigate current and emerging risks to the marketplace
and supply chain of artificial intelligence; and
(iv) develop legislation that—
(D) advances the expeditious adoption of artificial intelligence applications
in interstate commerce that takes into account findings from available
Federal advisory committees that produce recommendations on artificial
intelligence to the extent possible; and
(IT) addresses societal priorities related to the expeditious adoption of
artificial intelligence applications in interstate commerce, including but
not limited to maintaining ethics, reducing bias, and protecting privacy
and security.
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Appendix C. North American Industrial Classification Systems (NAICS) Sectors

NAICS
Code

Sector

Description

11

21

22

23

31-33

42

44-45

48-49

51

52

53

54

55

56

Agriculture, Forestry,
Fishing and Hunting

Mining, Quarrying, and

Oil and Gas Extraction

Utilities

Construction

Manufacturing

Wholesale Trade

Retail Trade

Transportation and
Warehousing

Information

Finance and Insurance

Real Estate and Rental
and Leasing

Professional, Scientific,
and Technical Services

Management of
Companies and
Enterprises

Administrative and
Support and Waste

Activities of this sector are growing crops, raising animals, harvesting
timber, and harvesting fish and other animals from farms, ranches, or the
animals' natural habitats.

Activities of this sector are extracting naturally occurring mineral solids,

such as coal and ore; liquid minerals, such as crude petroleum; and gases,

such as natural gas; and beneficiating (e.g., crushing, screening, washing,

and flotation) and other preparation at the mine site, or as part of mining
activity.

Activities of this sector are generating, transmitting, and/or distributing
electricity, gas, steam, and water and removing sewage through a
permanent infrastructure of lines, mains, and pipe.

Activities of this sector are erecting buildings and other structures
(including additions); heavy construction other than buildings; and
alterations, reconstruction, installation, and maintenance and repairs.

Activities of this sector are the mechanical, physical, or chemical
transformation of materials, substances, or components into new
products.

Activities of this sector are selling or arranging for the purchase or sale of
goods for resale; capital or durable non-consumer goods; and raw and
intermediate materials and supplies used in production, and providing

services incidental to the sale of the merchandise.

Activities of this sector are retailing merchandise generally in small
quantities to the general public and providing services incidental to the
sale of the merchandise.

Activities of this sector are providing transportation of passengers and
cargo, warehousing and storing goods, scenic and sightseeing
transportation, and supporting these activities.

Activities of this sector are distributing information and cultural products,
providing the means to transmit or distribute these products as data or
communications, and processing data.

Activities of this sector involve the creation, liquidation, or change in
ownership of financial assets (financial transactions) and/or facilitating
financial transactions.

Activities of this sector are renting, leasing, or otherwise allowing the use
of tangible or intangible assets (except copyrighted works), and providing
related services.

Activities of this sector are performing professional, scientific, and
technical services for the operations of other organizations.

Activities of this sector are the holding of securities of companies and
enterprises, for the purpose of owning controlling interest or influencing
their management decisions, or administering, overseeing, and managing

other establishments of the same company or enterprise and normally
undertaking the strategic or organizational planning and decision-making

role of the company or enterprise.

Activities of this sector are performing routine support activities for the
day-to-day operations of other organizations.
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NAICS
Code

Sector

Description

61

62

71

72

81

92

Management and
Remediation Services

Educational Services

Health Care and Social
Assistance

Arts, Entertainment, and
Recreation

Accommodation and
Food Services

Other Services (except
Public Administration)

Public Administration

Activities of this sector are providing instruction and training in a wide
variety of subjects.

Activities of this sector are providing health care and social assistance for
individuals.

Activities of this sector are operating or providing services to meet varied
cultural, entertainment, and recreational interests of their patrons.

Activities of this sector are providing customers with lodging and/or
preparing meals, snacks, and beverages for immediate consumption.

Activities of this sector are providing services not elsewhere specified,
including repairs, religious activities, grantmaking, advocacy, laundry,
personal care, death care, and other personal services.

Activities of this sector are administration, management, and oversight of
public programs by Federal, State, and local governments.
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2. Internet of Things

Summary

In the Consolidated Appropriations Act of 2021 (Public Law 116-260, Division FF, Title
XV, §1501), Congress tasked the National Institute of Standards and Technology (NIST) to
prepare a series of reports on critical and emerging technologies and their impact on the U.S.
economy. This chapter focuses on the Internet of Things (IoT) and IoT in manufacturing as
one of its sectors, and addresses the following topics:

e industry sectors that develop and promote IoT,

e public-private partnerships (PPPs) and interagency activities related to IoT,
¢ industry bodies that develop IoT standards,

e Federal agencies with [oT jurisdiction,

e laws and regulations developed by the Federal Government,

e Federal resources for consumers,

e market trends for IoT in manufacturing,

e risks to supply chains and marketplace,

e JoT-related risks to the national security, including economic security,?’ of the
United States, and

e recommendations for the safe and effective use of IoT.

Recommendations

IoT offers potentially large benefits to society, such as higher productivity, reduced costs,
and improved customer experience. However, the rapid expansion of these technologies also
poses significant risks to cybersecurity, privacy and personal freedom, and national security,
including economic security. The Federal Government can play an important role in
promoting the development and uptake of IoT, while mitigating these serious risks. Indeed,
the Federal Government only acquires IoT devices that comply with NIST guidelines for IoT.
Based on the results of the study, the following actions are proposed:

Recommendation 1: The Federal Government should encourage manufacturers and service
providers to anticipate and address potential risks to safety and rights of users during early
stages of product development, rather than as add-ons or modifications to a near-final
product or as post-market fixes.

37 The Consolidated Appropriations Act of 2021 refers to “economic and national security,” and economic security is understood to be part
of national security for the purposes of authorities such as the Consolidated Appropriations Act of 2021 and Section 232 of the Trade
Expansion Act of 1962 (Public Law 87-794).
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Recommendation 2: The Federal Government should continue to play a role in educating
consumers and businesses about the risks and benefits of [oT; how to safely use IoT devices;
and what choices customers have in accepting or rejecting [oT technologies and services.

Recommendation 3: The Federal Government should promote the development of
technologies and other innovations that would enable customers to easily and effectively
control collection, use, access, transfer, and deletion of their data.

Recommendation 4: The Federal Government should continue to develop and disseminate
flexible frameworks and guidance, so that manufacturers can implement protections for
safety and rights that are commensurate with risks posed by their products or services.

Recommendation 5: The Federal Government should continue to encourage the transition to
smart manufacturing and other IoT systems in areas that have no ownership, are too risky for
commercial investment, have been resistant to solutions, or require coordination across
multiple stakeholders.

Recommendation 6: The Federal Government should continue to engage with industry
consortia, non-profit organizations, and academic institutions to obtain input on its standards
development activities and promote awareness among stakeholders.

Recommendation 7: The Federal Government should continue to advance work to develop
international standards on IoT.

Recommendation 8: The Federal Government should support IoT research and development
projects, innovation hubs, centers of excellence, and testing facilities to ensure that the
United States maintains intellectual leadership in this space.

Recommendation 9: The Federal Government should analyze potential impacts of
incentives, such as tax credits, to help small- and medium-sized manufacturers invest in
secure but potentially costly IoT technologies.

Recommendation 10: The Federal Government should collaborate with industry to define
required skills and sponsor programs to help businesses train and retrain workers.

2.1. Overview

2.1.1. Definition of the “Internet of Things”

The internet of things (I0T) is a technology that adds a device to an inert object (for example:
vehicles, plant electronic systems, roofs, lighting, etc.) that can measure environmental
parameters, generate associated data and transmit them through a communications network.
As noted by NIST and other sources, one of the challenges of 10T is the lack of a consistent
and agreed-upon definition. NIST highlights two “essential concepts” of IoT: “the capacity to
support ... networked relationships between components” and “the presence of sensors
and/or actuators that allow the components to interact with the physical world.” [1]. For
purposes of this chapter, the IoT is “the network of physical objects — “Things’ — that are
embedded with sensors, software, and other technologies for the purpose of connecting and
exchanging data with other devices and systems over the internet” [2]. This is just one of
many definitions of the term: a recent study by the National Institute of Standards and
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Technology (NIST) listed 30 options [3]. Various definitions are largely in agreement about
several key properties of [oT, which include identifiable Things; connection of these Things
to the internet and each other; ubiquity of Things; sensing and interoperable communication
capabilities; embedded intelligence; self-configurability; and programmability [3].

In the past 10 years, [oT has penetrated all market sectors, from healthcare to agriculture to
energy. loT in manufacturing, also referred to in the literature as Industrial IoT (IloT),
Industry 4.0, smart factories, and smart manufacturing, is an emerging form of production
that integrates manufacturing assets with sensors, computing platforms, communication
technology, simulation, data intensive modeling, and predictive engineering. While the
concept of IoT in manufacturing has been increasingly embraced by businesses, this market
sector also lacks an agreed-upon definition of the term. One of the frequently cited
descriptions was suggested by NIST as a “fully integrated, collaborative manufacturing
system that responds in real time to meet changing demands and conditions in the factory, in
the supply networks, and in customer needs” [4].

2.1.2. loT and loT in Manufacturing

IoT in manufacturing is one of the market sectors in the sprawling landscape of devices,
systems, and applications under the broad umbrella of IoT. To the extent possible, this
chapter highlights the regulatory landscape, industry and Federal activities, partnerships,
risks, and market conditions in manufacturing and industrial IoT. However, for some of these
topics it is impossible to isolate manufacturing from other market sectors, due to the lack of
consistent definitions, the complexity of the manufacturing industry, and the overlap in
technology and risks across applications. All available information specific to manufacturing
is clearly identified in the chapter.

2.1.3. Brief History of loT

The concept of IoT emerged in the 1970s with a shift toward smaller and eventually personal
computers [5]. In the 1980s, the Chief Technologist at Xerox coined the phrase “ubiquitous
computing,” which anticipated the future where these types of devices are widely present and
available to everyone. The first true loT device—a Coke machine that enabled users to
remotely track whether it was stacked with drinks—was invented by a graduate student in
Carnegie Mellon University David Nichols in the early 1980s [6]. The term “internet of
things” was proposed a decade later by Massachusetts Institute of Technology (MIT)
scientist Kevin Ashton while he was working on the idea of using radio-frequency
identification to tag and track objects automatically [7].

Many important developments in IoT followed in quick succession. In 2000, the South
Korean firm LG tried to market the first internet-connected refrigerator, but the product was
too expensive for the added functionality and ultimately failed. Other early devices included
a mechanical rabbit and a webcam to monitor the amount of coffee in a coffee pot, with loT
increasingly appearing in books and popular media [7; 8]. In a testament to its growing
importance, the United Nations published a report on IoT in 2005 and the U.S. National
Intelligence Council announced IoT as one of the six potentially disruptive technologies in
2008 [9]. Cisco’s Internet Business Solutions Group has declared that the number of devices
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connected to the internet surpassed the number of people between 2008 and 2009 [10]—
some scholars consider this moment the birthday of [oT [7].

The number and range of devices rapidly proliferated after 2010 (Figure 1), and IoT has
made its way to virtually every industry. Thermostats and home lighting using sensors to
probe the surrounding environment entered the market in 2013—-2014, and Dublin, Ireland,
became the first “smart city” by installing sensors to monitor carbon, flood water, and noise
levels. In 2017, the U.S. Army established an alliance to advance the use of 10T in military
operations, and in 2018, IoT became more common in healthcare with improved quality of
wearable monitoring devices. The number of Things continues to expand rapidly, with some
experts estimating that 75 billion devices will be connected to the internet by 2025, nearly 10
times the projected world population [11; 12].

World

Population 6.3 Billion 6.8 Billion 7.2 Billion 7.6 Billion

E“;gﬁ::_z 500 Million 12.5 Billicn 25 Billion 50 Billion
I | connecied

Connected devices

Devices 0.08 than 1.84 347 B.58
Per Person peoge -
— — L &

2003 "li 2010 2015 2020

Figure 1. Trends in the Number of People and Devices over Time

2.1.4. Organization of the Chapter

In addition to the main body that describes the landscape of [oT/IoT in manufacturing and
offers recommendations for the secure development and use of these devices, the chapter
contains several appendices. Appendix D presents a list of common abbreviations used in this
chapter. Appendix E presents a World of [oT map showing nine sectors of [oT technology
and associated applications. Appendix F includes additional industry consortia and
associations, standards development organizations, and cybersecurity organizations that were
too numerous to include in the main body of the chapter, where a few examples are
highlighted. Appendix G describes design considerations for mandatory or voluntary
standards.

2.2. Background

2.21. Objectives and Scope

In the Consolidated Appropriations Act of 2021 (Public Law 116-260, Division FF, Title
XV, §1501), Congress tasked the National Institute of Standards and Technology (NIST) to
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prepare a series of reports on critical and emerging technologies and their impact on the U.S.
economy. This chapter focuses on the Internet of Things (IoT) and IoT in manufacturing as
one of its sectors, and addresses the following topics:

e Industry sectors that develop and promote IoT

e Public-private partnerships (PPPs) and interagency activities related to [oT
¢ Industry bodies that develop IoT standards

e Federal agencies with [oT jurisdiction

e Laws and regulations developed by the Federal Government

e Federal resources for consumers

e Market trends for IoT in manufacturing

e Risks to supply chains, marketplace, U.S. national security (including economic
security)

e Recommendations for the safe and effective use of IoT

As noted by NIST and other sources, one of the challenges of 10T is the lack of a consistent
and agreed-upon definition. NIST highlights two “essential concepts” of IoT: “the capacity to
support ... networked relationships between components” and “the presence of sensors
and/or actuators that allow the components to interact with the physical world.” [1]. For
purposes of this report, IoT is defined as “the network of physical objects — “Things’ — that
are embedded with sensors, actuators, software, and other technologies for the purpose of
connecting and exchanging data with other devices and systems over the internet” [2]. [oT in
manufacturing, also called “Industrial IoT (IloT), Industry 4.0, smart factories, and smart
manufacturing,” is an emerging form of production that integrates manufacturing assets with
sensors, computing platforms, communication technology, networks, simulation, data
intensive modeling, and predictive engineering. It is one of several sectors within IoT.

This chapter draws on peer-reviewed publications, reports, websites, interviews with several
experts, comments submitted in response to NIST’s Request for Information (RFI), and
observations at the S4x22 IoT security conference [13]. Given the enormous scope of [oT,
the chapter does not attempt to apply the topics listed above to each market sector. Rather, it
describes the general state of the IoT landscape using manufacturing as a case study (the
Consolidated Appropriations Act of 2021 directs NIST to focus on IoT in Manufacturing as
one of the emerging technologies).

2.2.2. loT Industry Sectors

As 10T products and services have penetrated every market sector, various classification
schemes have been proposed to impose order on this complex landscape. While
acknowledging other options, this study used the “World of IoT Sector Map” introduced by
Beecham Research in 2008 [14], which divided IoT into nine sectors. IoT in manufacturing is
a sub-sector of IIoT in the Beecham scheme, along with mining and agriculture. IoT
applications within manufacturing span the entire product lifecycle, including product design,
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remote production control, predictive maintenance, management of assets, and targeted
delivery.

2.2.3. Non-Government Entities That Support loT Adoption

Many organizations have been established in the past 10-20 years to remove obstacles to the
development and seamless use of [oT. These organizations include industry consortia,
associations, standards development organizations (SDO), open-source foundations, and
alliances. Well-known examples of these entities that are involved in IoT are the
International Organization for Standardization (ISO), the European Telecommunications
Standards Institute (ETSI), Clean Energy Smart Manufacturing Innovation Institute
(CESMII), Cybersecurity Manufacturing Innovation Institute (CyManll), Institute of
Electrical and Electronics Engineers (IEEE) Standards Association, Open Manufacturing
Platform, the Consumer Technology Association (CTA), Connectivity Standards Alliance,
The International Telecommunication Union (ITU), and Internet Engineering Task Force
(IETF). These organizations play in some cases multiple roles in issuing standards, as well as
standards verification, dissemination, and advocacy.

2.2.4. U.S. Federal Government Support for loT

The Federal Government participates in the promotion and safe and secure adoption of IoT
by engaging with commercial and non-commercial stakeholders to establish an appropriate
legal and regulatory framework and baseline requirements; creating laws, standards, and
guidance; and funding research and development projects. No single agency has exclusive
jurisdiction over IoT, and interagency work in this area has until recently been limited (a
recently formed Interagency Working Group was established in January 2022 to address IoT
applications). One example of early interagency work was a collaboration between NIST, the
Department of Defense (DOD), the U.S. Food and Drug Administration (FDA), and several
other agencies to establish IoT core capability baselines in 2020. Another example is the
Interagency International Cybersecurity Standardization Working Group (IICSWGQG)
established in December 2015 by the National Security Council’s Cyber Interagency Policy
Committee to coordinate major issues in international cybersecurity standardization, which
produced NIST IR 8200 [15; 16]. Yet another example of interagency work is the
Networking and Information Technology Research and Development program's Computing-
Enabled Networked Physical Systems Interagency Working Group — co-chaired by the
National Science Foundation and the National Security Agency — which coordinates Federal
R&D to advance and assure integrated IT-enabled cyber, physical, and human systems —
spanning complex, high-reliability, safety- /security-critical, real-time computing and
engineered systems with varying degrees of autonomy and human-system interaction.

Over the past five years, Congress has passed several relevant laws, and the executive branch
has issued several Executive orders relevant to IoT. These efforts are expected to raise
awareness of the risks of 10T technology and establish baseline cybersecurity requirements,
which should incentivize manufacturers to develop safer products. Key examples of these
legislative and executive efforts include:
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o Executive Order 13800, Strengthening the Cybersecurity of Federal Networks and
Critical Infrastructure, issued in 2017, which instructed the Department of
Commerce and the Department of Homeland Security (DHS) to investigate the
threat of botnets and recommend actions to mitigate risks.

o The IoT Cybersecurity Improvement Act 2020, which required Federal agencies to
acquire only devices that meet minimum cybersecurity requirements and charged
NIST with developing and regularly updating the necessary guidance.

e The National Defense Authorization Act 2020, which instructed the Secretary of
Defense to establish secure wireless network components and capabilities, including
IoT devices.

e The National Defense Authorization Act 2021, which directed the Department of
Commerce to establish an interagency working group of Federal agencies and an
advisory committee to advise the Federal working group. These bodies will deliver
report to Congress on barriers to IoT adoption.

o Executive Order 14028, Improving the Nation's Cybersecurity, issued in 2021,
which charged the Federal Government to initiate programs to educate the public
about IoT and identify criteria for consumer labeling of IoT products.

NIST has been involved in many efforts to promote safe and secure use of [oT. As a result of
Executive Order (E.O.) 13800, the Report delivered to the White House identified IoT
devices as a specific risk to the internet. In the Roadmap accepted by the White House, NIST
was directed to develop a core baseline that would identify the common security capabilities
that all IoT devices should provide. This resulted in the NIST IR 8259 series (8259, 8259A,
8259B, and 8259C). To comply with the mandate in the loT Cybersecurity Improvement Act
2020, NIST released a compendium of publications to ensure that the Federal Government
and designers of IoT devices have a shared understanding of cybersecurity requirements for
IoT products used by the agencies. These include NIST Special Publications (SP) 800-213
and 800-213A, which built on the 8259 series. As instructed by E.O. 14028, Improving the
Nation's Cybersecurity, NIST also issued a white paper that recommended consumer label
criteria for IoT products and software, along with considerations for label design, consumer
education, and conformity assessment. NIST also developed a report that summarized the
process used to arrive at labeling recommendations.

2.2.5. U.S. Federal Government Engagement with Industry

The Federal Government uses multiple strategies to interact with industry on the
development and safe adoption of loT. Importantly, in October 2022, the White House
brought together companies, associations, and government partners to discuss the
development of a label for IoT devices so that Americans can easily recognize which devices
meet the highest cybersecurity standards to protect against hacking and other cyber
vulnerabilities. In addition, Federal agencies seek input on frameworks, guidance,
regulations, criteria, and policies from a broad range of stakeholders by sponsoring
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workshops, holding public hearings, posting notices in the Federal Register, and soliciting
comments to draft documents. Industry firms coalesce into groups that, in some cases,
include Federal agencies; the Industry IoT Consortium is an example of this collaboration.
Finally, the Federal Government interacts with industry by funding research, development,
and deployment projects, both through ad hoc programs, such as the Silicon Valley
Innovation Program launched by the DHS, the government-wide, long-standing Small
Business Innovation Research (SBIR) program, and the Manufacturing Extension Partnership
(MEP).

2.2.6. Market Trends in loT Use in Manufacturing

The literature yielded several estimates of the market size for IoT in manufacturing, which
varied by nearly tenfold, from approximately $28 billion in a 2018 estimate to $238 billion in
a 2021 estimate [17]. Despite these large discrepancies, all studies agreed that the loT market
was large and rapidly growing, and one source also suggested that manufacturing represented
the largest market share [18-20; 17; 21]. Within the manufacturing sector, predictive
maintenance comprises the largest share, followed by real-time workforce tracking and
emergency/incident management. Recent research from McKinsey & Company revealed that
IoT in manufacturing can unlock $1.43 billion to $3.32 billion in economic value [22],
exceeding other sectors. Factors that facilitate the adoption of IoT include perception of
benefits resulting from these technologies; recent important technological developments in
sensors, hardware, digital storage, battery power, and machine learning tools; and better,
cheaper, and increasingly accessible digital communication and connectivity.

2.2.7. Risks Posed by loT Technologies

Given the ubiquity of IoT in our society, it is critical to understand and mitigate the multiple
risks posed by these technologies. One of these is the risk to the entire supply chain, which
encompasses protection of proprietary information and data, reliability and resilience of
delivery mechanisms, quality and durability of component parts and final products, and
potentially the viability of the vendor. Rapidly evolving and poorly regulated, IoT systems
are attractive targets for malicious actors, posing risks to national security, including
economic security. For example, an attack in October 2016 by loT malware called Mirai
brought down websites for several major news and other organizations in the United States
and Europe. This “distributed denial-of-service” (DDoS) attack, which made the sites
inaccessible for much of the day, is considered to be the largest of its kind at that time [23].
More recent DDoS attacks include Méris v. Google, 2022-06 [24]; Mantis v. CloudFlare,
2022-06 [25], and Undisclosed v. CloudFlare, 2022-04 [26]. IoT in the energy sector
represent especially appealing targets for hostile governments and individuals because they
are integrated with the most sensitive infrastructure in the United States, have high
commercial value, and yet are still developing cybersecurity protections [27]. The generally
slow transition from legacy systems to connected machines, sensors, industrial control
systems, and IT networks generates a number of difficult-to-resolve cybersecurity issues.
Industrial IoT devices are sourced in different countries and contain many components, each
with its own supply chain that can be compromised at multiple points. Once the industrial
IoT environment is breached, it puts all control and production systems at risk. Furthermore,
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it may take weeks or months before the effects become apparent, and additional time to
respond when a vulnerability is localized.

Users of [oT are also at serious risk for loss of privacy. IoT devices aggregate information
from multiple sources over time, which provides not only data that are directly collected, but
also potentially sensitive information that can be inferred or derived from these data. Without
guardrails in place, the public will increasingly lose control of information about their
movements, habits, preferences, and daily occupations. And an increasing use of biometric
authentication combined with IoT technology poses additional risks to individual privacy and
freedom.

Finally, while IoT devices generate and collect a wealth of personal data, legal and ethical
questions about data ownership and retention remain unresolved. For example, companies
that collect data at “smart cities” may be able to privatize this information—including
personal data—without obtaining consent from the subjects. The rights of consumers
enshrined in future laws and regulations will play an essential role in how and to what extent
these data can be monetized.

2.3. Observations

2.3.1. Industry Sectors That Develop, Implement, and Promote the Use of the
Internet of Things

All industry sectors are increasingly using IoT devices, and various attempts have been made
to organize this complex landscape. Recent systematic review of the literature identified two
types of taxonomies: one based on the quality of the IoT system (e.g., as security, privacy,
trust, interoperability, scalability, and reliability) and the other on the elements of the system
(i.e., the nature of devices, mode of communication, type of software and data, mode of
deployment, and user) [28]. No consensus classification is available at this time, and rapid
development and adoption of IoT technology across industries makes such classification
difficult.

While acknowledging other taxonomies, this study used the World of loT Sector Map
introduced in 2008 by Beecham Research and regularly updated to reflect changing market
conditions [29]. The map contains nine market sectors that use IoT, the types of application
within each sector, and the Things connected through the internet. The map itself is very
complex (Appendix E), but Table 1 shows the brief summary of market sectors with example
applications.

IIoT is one of the sectors on the map, which is further divided into three application groups:
agriculture and mining, distribution, and manufacturing. Table 2 describes several use cases
that span the manufacturing lifecycle. For example, manufacturers can collect information on
the production outcomes to ensure they meet expectations (i.e., remote production control).
Built-in sensors can detect equipment malfunction and alert staff to quickly address the
problem and contain damage (i.e., predictive maintenance). Production managers can obtain
real-time information about the state of inventory to order needed parts (i.e., asset
management). A combination of IoT and other tools, such as artificial intelligence (Al), can
computationally model the process of production or equipment performance to avoid
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physical damage (i.e., digital twins). In general, IoT potentially enables more accurate
tracking of the flow of goods and strengthen supply chains. These are just some examples of
many potentially powerful IoT applications that can transform manufacturing [29; 30]:

Table 1. Example Applications of loT in Different Sectors

Sector Examples
Building and Heating, ventilation, and air conditioning (HVAC), lighting,
construction elevators, security, tool management, security, worker safety,

energy efficiency

Energy Generation, extraction, storage, grid connection, energy
monitoring

Consumer and home Energy management, security alerts, climate control, fire and
environmental safety, appliances, entertainment, home health
care

Health and life sciences ~ Treatment, patient management, remote monitoring, drug
development, laboratories

Industrial Manufacturing: assembly, material handling, asset and supply
chain management, packaging and distribution, digital twins,
equipment monitoring

Mining: automation of underground ventilation, atmospheric
monitoring of underground environment, equipment
monitoring

Agriculture: environmental and plant health monitoring;
automation of planting, irrigation, harvesting; cattle
management and monitoring

Transport and logistics Tracking movement of goods through the supply chain,
traffic, and route management, operational monitoring of train
systems and airports, cargo storage, connected motor vehicles

Retail Automated checkout in hotels and supermarkets, smart
shelves, vending machines, security cameras, banking

Security and public Water treatment and environmental monitoring, radar and
safety satellite surveillance, communication, emergency response
Information and Data storage, wireless network management, computing,
communication sensor input monitoring

technology
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Table 2. Example Applications of loT to Manufacturing

Domain Application
Remote Production Manufacturers can collect information on the production
Control processes and outcomes to ensure they meet specific

requirements. In addition, devices can be configured,
adjusted, and repaired remotely, saving time and effort and
streamlining management of equipment. Finally, managers
can monitor location of movable assets.

Predictive Maintenance IoT sensors can detect operational malfunction (e.g.,
temperature, pressure, voltage) and alert staff about the
deterioration of equipment. Advanced analytics software can
be integrated with IoT devices to anticipate the need for
technical support service.

Industrial Asset Manufacturers can obtain and monitor real-time information

Management on all their assets, such as delivery vehicles, items in
warehouses, and resources during the production process.
This allows tracking and optimization of assets from supply
chain to delivery.

Digital Twins This technology is based on IoT, artificial intelligence,
machine learning, and cloud computing. Digital twins are
virtual copies of equipment and spare parts, and can be used
to simulate numerous processes, conduct experiments, and
discover problems without damaging physical assets.

2.3.2. Public-Private Partnerships Focused on Promoting the Adoption and
Use of the Internet of Things

According to the Government Accountability Office (GAO), public-private partnerships
(PPP) “typically involve a government agency contracting with a private partner to renovate,
construct, operate, maintain, and/or manage a facility or system, in part or in whole, that
provides a public service” [31]. In some cases of PPPs, the cost of a service is funded
through fees paid by users of the public service, rather than by tax revenues; in other cases,
the private sector is contracted to provide the service directly, with the cost partially or
completely borne by the government. The government may also support a project by
subsidizing revenue through tax breaks or by guaranteeing annual payments for a specified
period of time. For projects aimed at sectors that provide durable capabilities like
infrastructure, single capital subsidies, such as one-time grants or loans that enable a project
to be economically viable, may be provided. Through these types of mechanisms, PPPs
enable the sharing of risk between the government and the private sector.

The following are examples of PPPs related to IoT. The Department of the Homeland
Security (DHS) is the executive agent for the Public-Private Analytic Exchange Program
(AEP) [32]. U.S. Government analysts and private sector partners work through AEP across

175



their different but interlocking areas of responsibility to safeguard the national infrastructure,
financial technology, biotechnology, information technology and social media, physical
trade, and supply chain integrity. Participants create joint analytic products of interest to both
the private sector and the U.S. Government.

Manufacturing USA [33] (previously known as the National Network for Manufacturing
Innovation) is a network of 16 research institutes in the United States that focus on
developing manufacturing technologies through PPPs among the Federal agencies, industry,
and universities. The institutes in the network collaborate to develop solutions for current and
future industrial challenges through manufacturing innovation, workforce education, and
supply chain development. Several Manufacturing USA institutes work in IoT space,
including the Clean Energy Smart Manufacturing Innovation Institute (CESMII), which was
created in 2016 with $70 million from the Department of Energy (DOE) to “drive smart
manufacturing” through education and workforce development, industry networking, and
funding of research projects [34]. Toward these goals, CESMII launched a Smart
Manufacturing Innovation Platform as a pilot interoperability solution that could be used by
different products. In 2020, DOE launched the Cybersecurity Manufacturing Innovation
Institute (CyManll) to address the rising cybersecurity challenges around secure automation
and supply chain of manufacturing in the USA [35]. CyManll focuses on early-stage research
projects, industry collaborations, and workforce development with particular emphasis on
small- and medium-sized manufacturers that may not have cybersecurity expertise.

The Council on Competitiveness [36] includes a diverse and nonpartisan membership of
chief executive officers (CEOs), university presidents, labor leaders, and national lab
directors representing the major sectors of the economy to shape policies and create
programs to jump-start productivity and promote America's economic growth. Among their
focus areas is leveraging advanced computing to lead in emerging technology areas like Al
and the IoT.

NIST’s Manufacturing Extension Partnership (MEP) is a network of centers in all 50 States
and Puerto Rico [37]. The network includes partners from State and local governments;
Federal agencies (DOE, DOC, and DOD); academic institutions; trade associations;
professional societies; think tanks; economic development organizations; and the private
sector, including manufacturers and consulting firms. It offers a broad range of funding
opportunities, services, educational resources, and other supports to strengthen
competitiveness and promote growth of the manufacturing sector. While MEP’s mission is
much broader than development and safe adoption of IoT, it is actively involved in this
space. For example, the MEP website lists many resources on cybersecurity for
manufacturers, including guidance for IoT devices in two areas: (1) for manufacturers
building secure IoT products and (2) for manufacturers moving to IOT production lines
(Industry 4.0). To increase small- and medium-sized manufacturers’ awareness and adoption
of [oT, recently MEP awarded five Advanced Manufacturing Technology Service awards to
help manufacturers increase process and product efficiency and grow capacity.

Additional examples of relationships between the government and the private sector are
included in 1.2.7, Interaction of Federal Agencies with Industry Sectors.
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2.3.3. Industry-Based Bodies That Develop Mandatory or Voluntary
Standards for the Internet of Things

This section describes the array of U.S. and international Standards Development
Organizations (SDOs), industry consortia, and associations that are responsible for—or
influence—the development, maintenance, and adoption of standards in IoT and IoT in
manufacturing. These entities' methodologies vary widely, but they have a common interest
in enabling the uptake of particular manufacturing processes, strategies, or technologies,
while reducing use risks. The research identified numerous organizations involved in IoT
standardization (Appendix F), one of which pointedly noted that “dialogue and collaboration
among loT-related SDOs at European and international levels, is more than necessary to
foster convergence towards globally interoperable solutions for the IoT across domains.” [38]
A small subset of key organizations involved at various stages of the standardization
lifecycle is described below.

2.3.3.1. Industry Consortia and Associations

These entities play a role in the early stages of product lifecycle. A consortium may identify
the need for a standard and initiate the process of its development with an appropriate SDO.
The consortium members will then provide the subject matter expertise to help the SDO
define the requirements for the standard, test it once it is developed, and advocate for its use
in their community. For example, the Industry IoT Consortium (IIC) is an international team
of connectivity experts who aim to define the minimum expectations required to build next
generation capabilities [39]. In a recently issued foundational document, “The Industrial
Internet of Things Connectivity Framework,” IIC offers guidance for how to determine the
most appropriate core connectivity standard [40]. Consumer Technology Association (CTA)
[41], Connectivity Standards Alliance (CSA), and [oXT Alliance are other examples of
industry associations that advance loT standards, especially in cybersecurity [42; 43].
Additional examples of international consortia and associations that focus on the digital
ecosystem are included in Appendix F.

2.3.3.2. Standards Development Organizations

A standard is “a repeatable, harmonized, agreed, and documented way of doing something.
Standards contain technical specifications or other precise criteria designed to be used
consistently as a rule, guideline, or definition” [44]. Standards are designed to make
production simpler and increase the reliability, effectiveness, interoperability, safety,
security, and trustworthiness of goods and services. This section describes several main
SDOs; the IoT standards that they have issued are included in section 2.3.10.

The International Organization for Standardization (ISO) is one of the best-known examples
of non-governmental entities that develop standards. ISO is an umbrella for 167 national
standards bodies, which come together to develop “voluntary, consensus-based, market-
relevant international standards that support innovation.” [45].

The European Telecommunications Standards Institute (ETSI) [46] is a standards
organization established by the European Conference of Postal and Telecommunications
Administrations. ETSI is the regional standards body handling telecommunications,
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broadcasting, and other electronic communications networks and services. ETSI is one of
three European Standards Organizations, along with the European Committee for
Standardization (CEN) and the European Committee for Electrotechnical Standardization
(CENELEC) [47], that are recognized by the European Union.

The American National Standards Institute (ANSI) [48] is private, non-profit organization
that oversees the development of voluntary standards and conformity assessment systems for
products, services, systems, and personnel in the United States [49]. ANSI represents
270,000 companies worldwide and collaborates with stakeholders from industry and
government to develop solutions to global priorities. ANSI does not issue its own standards,
but oversees their development by accrediting the procedures of standards-making
organizations. ANSI is also responsible for coordinating U.S. and international standards.

Finally, the Institute of Electrical and Electronics Engineers (IEEE) Standards Association
[50] develops standards by bringing together a broad stakeholder community. IEEE
standards, specifications, and best practices—which are based on the latest scientific and
technological knowledge—cover multiple areas, such as wired and wireless connectivity,
encryption, data security, and others. IEEE maintains an active portfolio of 1,076 standards,
including several that are directly relevant to IoT.

Additional standards development organizations are included in Appendix F.

2.3.3.3. Open-Source Foundations (OSF)

OSFs are non-profit organizations whose mission is to provide support for open and
collaborative software by developing programming languages, definitions, frameworks,
coding practices, and other technical efforts [51]. OSFs also provide non-technical support,
including advocacy, legal and financial aid, and governance for free and open-source
software projects.

At least 89 OSFs [51] focus on various open-source software development, language, and
coding projects, of which the Linux [52], Apache [53], and Eclipse foundations [54] are most
relevant to IoT. The Linux Foundation, for example, is a non-profit technology consortium
founded in 2000 to develop the operating system that bears its name and to support its growth
and commercial adoption [52]. As a neutral home for code and collaboration, the foundation
works to democratize coding by providing open-source software technology and supporting
programs for developer enablement. The Linux Foundation is one of the predominant
operating systems in industrial IoT devices and the embedded systems that control these
devices, and it has developed the body of technical knowledge to deliver smart connected
products and solutions that take advantage of the rapid evolution of IoT technologies [55].
SOM Research Labs [56] maintains a comprehensive database of OSFs that includes
information on their roles in developing, maintaining, and promoting standards.

2.3.3.4. Industry Alliances

Industry alliances are consumers of standards. These organizations become involved in the
product development cycle after the standards are published by participating in advocacy,
verification, and dissemination. One industry alliance that focuses on IoT in manufacturing is
the Open Manufacturing Platform (OMP) [57] under the Linux Foundation. The association
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between these two entities illustrates the overlap between organizations involved in
standardization. Founded in 2019, OMP is an international alliance of companies that
promote cross-industry collaboration, knowledge and data sharing, and access to new
technologies to accelerate innovation in manufacturing.

2.3.3.5. Cybersecurity Guidance Organizations

These organizations aim to promote good security practices, increase adopter knowledge, and
raise user confidence in IoT. Examples of contributions these organizations have made
include a comprehensive [oT Security Assurance Framework with recommended steps for
creating loT products and services [58] as well as a variety of other publications on different
aspects of [oT security for a range of applications, from health care to smart buildings. The
IoT Security Foundation (IoTSF) [59], an international, vendor-neutral, collaborative non-
profit initiative, is one example of this type of organization. Additional cybersecurity
guidance organizations that are directly addressing IoT are included in Appendix F.

2.3.4. Status of Industry-Based Mandatory or Voluntary Standards

IoT in manufacturing (also known as IIoT) is a domain that spans technologies ranging from
sensor communication to machine learning (ML). Consequently, the list of potentially
relevant standards is long, including dozens of items issued by various SDOs [60], some of
which are legacy protocols while others are emerging protocols borrowed from other
domains.*® 1IC advised manufacturers to use this “shopping list” when considering their own
technology areas. Examples of industry standards that had been implemented are listed in
Section 2.3.10 Guidelines, Mandatory Standards, Voluntary Standards, and Other Policies
Implemented by Industry-Based Bodies.

2.3.5. Description of the Ways Entities of Industry Sectors Develop,
Implement, and Promote the Use of the Internet of Things

The adoption of IoT devices has been more rapid than expected due to the proliferation of
smart home products. Additionally, the shortage in manpower, increased reliance on delivery
services, and remote operation of equipment due to social distancing stemming from the
COVID-19 pandemic further spurred investment and innovation in IoT, including in the
manufacturing sector [61]. Appropriate industry standards—especially those governing
cybersecurity and privacy of devices—remain the true enablers for secure and privacy
preserving uptake of IoT across industry sectors [62]. In addition to standards, industry
alliances and consortia, foundations, and similar bodies are working to remove technical
obstacles related to the seamless use of [oT, such as interoperability of IoT products and data
management protocols.

The previous sections mention various efforts by industry players and other entities to
develop, implement, and promote IoT and IoT in manufacturing. For example, Beecham
Research maintains an [oT World Map [29] branching out from nine industry sectors,
through 28 application groups (technology categories by industry), to 104 application types

3 Comment on FR Doc # 211116-0234 available at https://www.regulations.gov/comment/NIST-2021-0007-0032
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(industry use cases with information on key market influences), to 92 discrete “things”
(controllers, sensors, and other edge devices). Each sector contains information on leading
suppliers, which can be drilled down further to applications and “things” within that sector.
By navigating the map, a user can identify potential partners and engage with the industry
sector in multiple ways.

Section 2.3.10 Guidelines, Mandatory Standards, Voluntary Standards, and Other Policies
Implemented by Industry-Based Bodies describes efforts by existing industry groups and
SDOs to influence and promote adoption of technologies, practices, and processes applicable
to different IoT domains and market sectors. Among these efforts is the creation of new
subordinate or associated organizations, such as focused OSFs, to spur development of
software languages with the necessary attributes for controlling and operating IoT devices.
IoT consortia have formed within several industry segments to help with the transition to new
technology. Similarly, the SDOs have launched working groups specifically dedicated to
developing and promulgating standards for the technologies that comprise the IoT, with
strong drivers by the manufacturing sector to harness the economic benefits of automated
processes enabled by the [oT. Section 2.3.10 Guidelines, Mandatory Standards, Voluntary
Standards, and Other Policies Implemented by Industry-Based Bodies discusses ongoing
efforts to develop these IoT standards and gives specific examples.

Section 2.3.4, Status of Industry-Based Mandatory or Voluntary Standards describes the
basic technology categories where common standards that have been previously developed
are evolving, or new standards are being generated to address the IoT. These technology
standards are organized around operating systems, data management, information exchange,
systems modeling and interoperability, cloud development and deployment technologies,
security, and Al and ML. Standards across these technology categories are essential for the
advancement and widespread adoption of the IoT and associated devices. For the
manufacturing sector in particular, these standards provide incentives by reducing the
economic barriers and business risks associated with adoption.

PPPs as well as industry-led efforts have already emerged in all of these areas, but loT and
IoT in manufacturing can nevertheless benefit from Federal oversight to continue to drive the
regulatory and legal process and help establish clear boundaries for accountability within
market segments. Examples of incentives that could be employed through legislation and
serve as strong drivers in the manufacturing industry, where profit margins directly affect
competitiveness.

Given the potentially catastrophic loss due to IoT-based attacks,*® the manufacturing industry
has begun to take steps to address IoT security challenges, despite large capital investment
required for retooling. The number of industry conferences to share, promote, and coordinate
approaches to addressing the cybersecurity risks that [oT introduces into manufacturing
infrastructure has grown over the past decade [63]. These conferences have created
momentum for developing new risk reduction strategies, such as cybersecurity insurance, and
adopting best practices for incident response and recovery.

3 A report presented at S4x22 by Waterfall Security Solutions of IIoT security incidents over the last 2 years indicated that the number of
successful attacks had increased 150% from 2020 to 2021, and is expected to grow exponentially.
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2.3.6. Federal Agencies with Jurisdiction

This section identifies Federal agencies with (a) broad, cross-sector jurisdiction over various
aspects of [oT, (b) key responsibilities assigned in two recent Executive Orders (E.O.) on
software and hardware supply chains, and (¢) jurisdiction over applications in selected
sectors of IoT.

2.3.6.1. Federal Agencies with Cross-Sector Jurisdiction over loT

Several Federal agencies have jurisdiction over various aspects of IoT. Those jurisdictional
limits are not defined according to the nine market sectors in the World of IoT map. Instead,
jurisdiction is tied to topic areas—cybersecurity, spectrum, electronics stewardship, worker
safety, and consumer protection—which apply to many or all market sectors. Table 3
provides examples of agency responsibilities specifically targeting loT. Federal agencies
with jurisdiction over worker safety are particularly relevant to IoT in the manufacturing
sector, although they also cover sectors such as building, construction, and energy.

Table 3. Federal Agencies with Cross-Sector Jurisdiction over loT

Topic Area Agency Responsibilities or Activities of Agency

Accessibility Access Board The Access Board, created in 1973, is an
independent federal agency that promotes equality
for people with disabilities through leadership in
accessible design and the development of
accessibility guidelines and standards. Relevant
for this chapter on the IoT, the Access Board
develops and maintains design criteria for the built
environment, transit vehicles, information and
communication technology, and medical
diagnostic equipment. Recently, the Access Board
published an ANPRM on self-service transaction
machines (SSTMs) [64].

Cybersecurity —  National Institute of =~ NIST, founded in 1901, is part of the Department

Standards, Standards and of Commerce. “NIST develops cybersecurity
guidelines, best ~ Technology (NIST)  standards, guidelines, best practices, and other
practices resources to meet the needs of U.S. industry,

Federal agencies and the broader public.” [65].

FISMA (the Federal Information Security
Modernization Act of 2014) assigned NIST
responsibilities to develop “standards to be used
by Federal agencies to categorize information and
systems based on the objectives of providing
appropriate levels of information security
according to a range of risk levels; guidelines
recommending the types of information and
systems to be included in each category; and
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Topic Area

Agency

Responsibilities or Activities of Agency

Cybersecurity —
Federal civilian
networks and
critical
infrastructure

Cybersecurity —
Policy and
oversight

Cybersecurity —
Encryption

Cybersecurity and
Infrastructure
Security Agency
(CISA)

Office of
Management and
Budget (OMB)

Office of the
National Cyber
Director (ONCD)

National Security
Agency (NSA)

minimum information security requirements
(management, operational, and technical security
controls) for information and systems in each such
category.” [66].

NIST has a robust Cybersecurity for IoT Program
“to cultivate trust in the IoT and foster an
environment that enables innovation on a global
scale through standards, guidance, and related
tools.” [67]. Notably, the IoT Cybersecurity
Improvement Act of 2020 tasked NIST with
developing security standards and guidelines for
the appropriate use and management of all [oT
devices owned or controlled by the Federal
Government and connected to its information
systems [68]. See Section 2.3.9.2 of this chapter
for further details.

CISA, established in 2018, is a Federal agency
under oversight of DHS. CISA is the operational
lead for Federal cybersecurity, protecting and
defending Federal civilian government networks;
it coordinates the execution of national cyber
defense. CISA is also the National Coordinator for
Critical Infrastructure Security and Resilience
[69].

OMB, an office in the Executive Office of the
President, “mandates that all Federal agencies
implement NIST’s cybersecurity standards and

guidance for non-national security systems.”
[65].4

OMB also works in close partnership with CISA
in Federal cybersecurity [69]. OMB is the home of
the Federal Chief Information Officer (CIO), who
leads the interagency CIO Council [70].

ONCD is the principal advisor to the President on
cybersecurity policy and strategy. See 6 U.S.C.
1500.

NSA develops cryptographic algorithms and
“produces, certifies, and supports” cryptographic
systems. NSA is working on post-quantum
cryptography [71]. CNSS Policy 15 lists the NSA-

40 The 10T Cybersecurity Improvement Act of 2020 further codifies responsibilities for OMB in IoT.

182



Topic Area Agency Responsibilities or Activities of Agency
approved Commercial National Security
Algorithm (CNSA) Suite [72].
Cybersecurity —  Committee on CNSS is an intergovernmental organization
National National Security established in 2001 but with roots going back to

Security Systems

Cybersecurity —
DOD

Cybersecurity —
Cloud Services —
General Services
Administration

Cybersecurity —
Cloud Services —
DOD

Systems (CNSS)

U.S. Cyber
Command
(USCYBERCOM)

FedRAMP

Defense Information

Systems Agency
(DISA)

1953. It sets cybersecurity policies, directives,
instructions, operational procedures, guidance, and
advisories for Federal departments and agencies
for the security of National Security Systems
(NSS) [73].

USCYBERCOM, formed in May 2010, “unifies
the direction of cyberspace operations, strengthens
DOD cyberspace capabilities, and integrates and
bolsters DOD's cyber expertise.” [74].
USCYBERCOM included IoT Defense as one of
the problems in its 2020 set of technical challenge
problems, saying it “needs a means to exploit [oT
vulnerabilities in order to protect its networks, and
gain access to adversary networks in order to
move laterally, pivot, and achieve dominance.”
[75]

FedRAMP, established in 2011, is a Federal
program residing within the General Services
Administration (GSA) and governed by a Joint
Authorization Board consisting of the CIOs of
DOD, DHS, and GSA. It “promotes the adoption
of secure cloud services across the Federal
Government by providing a standardized approach
to security and risk assessment for cloud
technologies and Federal agencies.” [76]

DOD Instruction 8500.01 directs that DISA
“develops and maintains control correlation
identifiers (CClIs), security requirements guides
(SRGs), security technical implementation guides
(STIGs), and mobile code risk categories and
usage guides that implement and are consistent
with DOD cybersecurity policies, standards,
architectures, security controls, and validation
procedures, with the support of the NSA/CSS,
using input from stakeholders.” [73] DISA
released the Cloud Computing Security
Requirements Guide (SRG) Version 1, Release 4,
on January 14, 2022 [77].
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Topic Area Agency Responsibilities or Activities of Agency

Spectrum Federal The FCC was created by the Communications Act
Communications of 1934 to control spectrum access by non-Federal
Commission (FCC)  users. The National Defense Authorization Act for

FY 2021 required the FCC to issue a Notice of
Inquiry (NOI) seeking comment on current and
future spectrum needs to enable better connectivity
for IoT. The FCC issued the NOI on September
30, 2021 [78].

Spectrum National NTIA, part of the Department of Commerce, was
Telecommunications created in 1992 to manage spectrum in Federal
and Information bands. Congress has authorized NTIA to allow for
Administration sharing of Federal spectrum with non-Federal
(NTIA) licensees for the purposes of “facilitating the

prompt implementation of new technologies or
services....” [79].

Electronics Environmental EPA, formed in 1970, is a regulatory agency

stewardship Protection Agency charged with protecting the environment and
(EPA) public health; it maintains and enforces

environmental laws. One of its many focus areas is
electronics stewardship, which considers
environmental impacts across all phases of a
product’s lifecycle [80]. An example initiative is
the Electronic Product Environmental Assessment
Tool (EPEAT), a global ecolabel for the
information technology sector [81].

Worker Safety —  Occupational Safety OSHA, part of the Department of Labor, was

General and Health created by the Occupational Safety and Health
Administration (OSH) Act of 1970 “to ensure safe and healthful
(OSHA) working conditions for workers by setting and

enforcing standards....” [82].

Worker Safety —  National Institute for NIOSH, part of the Centers for Disease Control

General Occupational Safety and Prevention, was created by the OSH Act of
and Health (NIOSH) 1970 as a “research agency focused on the study of

worker safety and health....” [83].
Worker Safety — NIOSH Center for NCDRST, created in 2014, coordinates research

IoT-empowered

Direct Reading and
Sensor Technologies
(NCDRST)

on direct-reading methods and sensor
technologies, used in mining, oil and gas,
manufacturing, construction, etc. These
technologies can detect and monitor hazardous
conditions, assess intervention strategies, and
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Topic Area Agency Responsibilities or Activities of Agency

trigger alarms in the event of unsafe conditions
[84].

Worker Safety —  Bureau of ILAB maintains a list of goods and their source

Supply Chains International Labor  countries which it has reason to believe are

Affairs (ILAB) produced by child labor or forced labor in

violation of international standards, as required
under the Trafficking Victims Protection
Reauthorization Act (TVPRA) of 2005 and
subsequent reauthorizations. Relevant to [oT
supply chains with critical minerals and rare earths
inputs [85].

Consumer Federal Trade FTC, founded in 1914, regulates truth in

Protection — Commission (FTC)  advertising [86]. It also enforces Federal laws

Fraud, privacy, relating to consumers’ privacy and security [87].

security

Consumer Consumer Product CPSC, founded in 1972, protects consumers from

Protection — Safety Commission  unreasonable risk of injury or death from

Safety (CPSC) consumer products [88]. CPSC is exploring how to

define consumer product safety in terms of the IoT
[89].

2.3.6.2. Federal Agencies with Cross-Sector Responsibilities under Recent
Executive Orders

This section focuses on agencies with responsibilities under two recent EOs:

o E.O. 14028, Improving the Nation’s Cybersecurity, May 12, 2021 [90]. Table 4 lists
agencies responsible for ensuring that the Federal Government acquires software

produced using a secure software development framework designed to mitigate the
risks of software vulnerabilities. Section 2.3.9.2 of this chapter covers product

labeling programs proposed in EO 14028 to inform consumers about the security
capabilities of IoT devices. The Secretary of Commerce, acting through NIST and
the FTC are directed to take actions in support of these programs.

e E.O. 14017, America’s Supply Chains, February 24, 2021 [91]. This E.O. directs
reviews of supply chain risks of a number of specific critical goods, some of which
are vital to the production of IoT devices and microelectronics in general. The E.O.

also directs a number of supply chain assessments for a variety of industrial bases
(Energy, Agriculture, Defense, etc.) that include digital elements related to [oT
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devices relevant to these sectors. Table 5 lists key agencies taking actions under the

EO.

Table 4. Federal Agencies with Responsibilities under E.O. 14028

Topic Area

Agency

Responsibilities or Activities of Agency

Software
Supply Chain

Software
Supply Chain

Software
Supply Chain

NIST

NTIA

OMB

E.O. 14028 4(e): NIST issued guidance, Special
Publication (SP) 800-218, identifying software producer
practices that enhance the software supply chain [92].

E.O. 14028 4(e): NIST published a white paper,
“Software Supply Chain Guidance Under Executive
Order (EO) 14028 Section 4(¢),” [93] which addresses
Section 4(e) from a software purchaser viewpoint.

E.O. 14028 4(f): NTIA published a list of the minimum
elements required for a software bill of materials
(SBOM) [94].

E.O. 140284(k): OMB is to “take steps to require
agencies to comply with Section 4e guidance” (in
progress).

As NIST clarified in an October 13, 2021 white paper,
“The requirements in [E.O. 14028] 4e and 4k related to
acquisition apply to all software, not just to critical
software.” [95]. Thus, they apply to software embedded
in [oT devices. EO 14028 4(e) states that NIST “shall
issue guidance identifying practices that enhance the
security of the software supply chain.” E.O. 14028 4(k)
states that “the Director of OMB ... shall take
appropriate steps to require that agencies comply with
such guidelines with respect to software procured after
the date of this order.”

Table 5. Federal Agencies with Responsibilities under E.O. 14017

Topic Area

Agency Responsibilities or Activities of Agency

Hardware Supply
Chain — Critical
Minerals

Hardware Supply
Chain — Critical
Minerals

DOD

“DOD awarded $35 million to support separation
and processing of rare earth elements at the
nation’s only operation[al] rare earth mine in
Mountain Pass, California.” [96].

Department of DOI published USGS's updated list of critical

the Interior
(DOI)

minerals [96]. Regarding the Mining Law of 1872,
which governs mining of most critical minerals on
Federal lands: DOI established an Interagency
Working Group (IWG) that is reviewing potential
legislative and regulatory reform of mine
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Topic Area Agency Responsibilities or Activities of Agency
permitting and oversight. The IWG will deliver
recommendations to Congress [96].
Hardware Supply DOE DOE released a Funding Opportunity
Chain — Critical Announcement (FOA) for a demonstration project
Minerals to extract rare earths from mine waste material
[97].
Hardware Supply U.S. USGS will launch a mapping initiative to support
Chain — Critical Geological recovery of minerals from mine waste [96].
Minerals Survey
(USGS)
Hardware Supply Department of  “DOC and DHS assessed the supply chains of
Chain — ICT Commerce critical sectors and subsectors of the ICT industrial
(DOC) base. As the global semiconductor shortage
demonstrates, the U.S. economy is vulnerable to
disruptions in this critical supply chain. These
vulnerabilities have grown over the past several
decades, due to a combination of increased
reliance on ICT devices and decreased U.S. share
of global electronics manufacturing, from 30
percent to five percent over the past 25 years. To
develop a resilient ICT industrial base, DOC and
DHS issued eight recommendations” [96].
Hardware Supply DHS See DOC.
Chain — ICT
Hardware Supply DOD “Reliance on single-source and foreign sources
Chain — ICT presents risks to the U.S. defense industrial

base.... DOD prioritized four supply chains with
critical vulnerabilities that pose pressing threats to
national security: kinetic capabilities; energy
storage and batteries; castings and forgings; and
microelectronics...To continue building long-term
resilience, DOD recommends focusing efforts on
four areas: (1) internal practices; (2) working with
the interagency to better coordinate across
economic sectors and develop whole-of-
government solutions where DOD does not drive
demand; (3) international efforts like increasing
opportunities for co-development and
coproduction; and (4) working with industry,
including to explore greater standardization of
requirements” [96].
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2.3.6.3.

Federal Agencies with Sector-Specific Jurisdiction over loT

Table 6 lists Federal agencies with jurisdiction over sample applications from the following
sectors: health and life sciences, buildings and construction, transportation and logistics,
industrial, and energy. No Federal agencies with specific jurisdiction over [oT in
manufacturing were identified.

Table 6. Federal Agencies with Sector-Specific Jurisdiction over loT

Application Agency Responsibilities or Activities of Agency
Medical Food and Drug FDA’s Center for Devices and Radiological Health
Devices Administration (CDRH) is responsible for regulating firms that

(FDA) Center for ~manufacture, repackage, relabel, and/or import
Devices and medical devices sold in the United States [98]. In a
Radiological recent plan, the FDA describes key actions it will
Health (CDRH) take in several areas, including medical device
cybersecurity [99].
Smart General Services  Starting around 2005, GSA’s Smart Building (SB)
Buildings Administration program focused on advanced metering and fault
(GSA) detection and diagnostics (FDD) technology in
Federal buildings. Advancements in operational
technology and broader implementation of IoT has
prompted the SB community to formulate a directive
“to support consistency within the program and to
achieve alignment on the implementation approach as
technology offerings continue to be adopted within
the Public Buildings Service (PBS) portfolio [100].
Connected National NHTSA is one of several modal operating
Motor Highway Traffic ~ administrations in the Department of Transportation
Vehicles Safety (DOT), and it is the operating administration
Administration responsible for overseeing motor vehicle safety.
(NHTSA)
Unmanned Federal Aviation = FAA, another operating administration in DOT,
Aircraft Administration emulates UASs (drones), registers UASs, and
Systems (FAA) certifies remote pilots [101].
(UASs)
Transportation Non-Traditional =~ The NETT Council is a new DOT body established
— Non- and Emerging under the Infrastructure Investment and Jobs Act. It is
traditional and  Transportation tasked with identifying and resolving jurisdictional
emerging Technology and regulatory gaps—resulting from DOT’s siloed
(NETT) Council  regulatory structure—that may impede the

deployment of new technology [102].
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Application Agency Responsibilities or Activities of Agency
Smart farms U.S. Department ~ FarmBeats is a digital agriculture platform that
of Agriculture facilitates data management and analysis from
(USDA) sensing technologies deployed in farm fields. The
system improves sparse communications in rural
areas through use of television white space
technology. The idea is to provide actionable data to
farmers. USDA is exploring standardization [103].
Smart grids Federal Energy FERC is an independent agency that regulates the
Regulatory interstate transmission of natural gas, oil, and
Commission electricity. FERC, along with NIST, has
(FERC) responsibilities for smart grid guidelines and
standards [104].
Smart grids North American The North American Electric Reliability Corporation
Electric (NERC), which FERC certified as the Nation’s
Reliability Electric Reliability Organization, develops Critical
Corporation Infrastructure Protection (CIP) cybersecurity
(NERC) reliability standards [104].
2.3.7. Interaction of Federal Agencies with Industry Sectors

Within the [oT ecosystem, Federal agencies interact with industry bodies in multiple ways,
which differ in the formality of engagement. First, agencies such as NIST and the Consumer
Product Safety Commission (CPSC) seek input from various stakeholders, including industry
firms and consortia, by sponsoring workshops, holding public hearings, posting notices in the
Federal Register, and soliciting comments to draft reports, policy, and guidance. For
example, in May 2018, CPSC held a public hearing on the Internet of Things and Consumer
Product Hazards, which had been announced in the Federal Register, and 13 organizations
provided testimony [89]. The National Cybersecurity Center of Excellence (NCCoE), a
group within NIST, “is a collaborative hub where industry organizations, government
agencies, and academic institutions work together to address industries’ most pressing
cybersecurity challenges.” [105] NCCoE lists IoT as one of its technologies of interest.
Another initiative is the NIST National Online Informative Reference Program (OLIR), a
NIST effort to facilitate subject matter experts (SMEs) in defining standardized online
informative references (OLIRs) between elements of their documents, products, and services
and elements of NIST documents like the Cybersecurity Framework Version 1.1, Privacy
Framework Version 1.0, NISTIR 8259A, or NIST SP 800-53 Revision 5 [106].

Second, industry firms organize into consortia, which in some cases include Federal
agencies. For example, IIC was established in 2014 to “deliver transformative business value
to industry, organizations, and society by accelerating adoption of a trustworthy Internet of
Things” [107]. IIC membership includes representatives from key industries that leverage
IoT (such as healthcare, information technology, manufacturing, transportation, and finance),
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domestic and international academic institutions (e.g., Princeton University, Vanderbilt
University, University of Bologna, and Tomsk State University), and government
organizations (NIST and Pacific Northwest National Laboratory).

The IIC website contains dozens of IoT-related technical and policy publications on best
practices, guidance, and assistance to develop and deploy enabling technologies and
technical reports. For example, in 2016, a group of members including Intel Corporation,
AT&T, the University of Pennsylvania, and several other industry and academic
organizations issued “The Industrial Internet Security Framework (IISF)”—a nearly 200-
page document intended to establish a broad consensus on how to secure [oT systems [108].
The Consortium also organizes loT technology pilots, hosts a repository of use cases for loT
applications for its priority industry sectors, and even publishes its own journal several times
a year.

Another example of a large consortium is Cloud Security Alliance (CSA), which focuses on
raising awareness of best practices to enable a secure cloud environment [109]. CSA hosts
various working groups that develop best practices, perform research, and create tools for
cloud security. CSA hosts the IoT Working Group (WG), which “is dedicated to
understanding relevant use cases for [oT deployments and defining actionable guidance for
security practitioners to secure their [oT ecosystem” [110]. Its partners include IIC, several
IoT-focused non-profits, and the FCC. A search of CSA publications produced 25 hits,
including recently released Cybersecurity Best Practices for the Manufacturing Industry
[111]. Connectivity Standards Alliance creates standards to build the foundation and the
future of the 10T, by creating, managing, and promoting standards, and assisting members
with product and platform certification [42]. These are just three of many examples of
consortia that include Federal members.

A third way for Federal agencies to interact with industry is by funding adaptations of
commercially available technology. For example, in 2015, DHS launched a funding
mechanism called the “Silicon Valley Innovation Program.” The program leverages DHS’s
Other Transaction Authority, which operates outside the boundaries of the Federal
Acquisition Regulation, thus facilitating DHS engagements with start-ups and other small
businesses. The first solicitation was focused on IoT security solutions. Several companies
received funding for IoT projects, such as lonic Security Inc., which proposed to develop
capabilities for securing video streams from smart cameras. A more recent solicitation, issued
in May 2021, listed IoT security and unmanned aerial systems security as topic areas.

In addition to such ad hoc opportunities, the Federal Government supports commercial
entities through the Small Business Innovation Research (SBIR) and Small Business
Technology Transfer (STTR) programs. A query of award data available on the sbir.gov
website [112] using “internet of things” identified 292 grants to 221 small businesses, with
the top three funders being the National Science Foundation (129 grants), the Department of
Defense (DOD) (80), and the DOE (37).

2.3.8. Interagency Activities

The Interagency International Cybersecurity Standardization WG issued an interagency
report explicitly covering IoT in November 2018 [16]. The WG included representatives
from NIST, DOD, Department of Veterans Affairs (VA), National Telecommunications and
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Information Administration (NTIA), Food and Drug Administration (FDA), National
Security Agency (NSA), and DHS. The report described the state of cybersecurity
standardization for five IoT technology application areas (connected vehicles, wearables and
mobile devices, health data, smart buildings, and smart manufacturing) and analyzed
cybersecurity objectives, risks, and threats for these examples and for IoT more broadly.
More recently, the Department of Commerce has established the Internet Policy Task Force,
which is conducting a review of the benefits, challenges, and potential roles for the
government in fostering the advancement of loT [113]. The White House held an [oT
Labeling Summit on October 19, 2022 “to discuss what is needed to foster an effective loT
security labeling ecosystem.” [114]

Additional relevant interagency activities are taking place across the Federal Government but
are more difficult to identify as they do not include “IoT” in the title. For example, CPSC
organized and led an Interagency WG on Consumer Product Safety of Internet-Connected
Products, with NIST, the FDA, the FTC, the FCC, DOE, and DHS participating [89]. The
purpose of the WG is to understand each agency’s role, identify gaps, create collaborative
opportunities, and promote the development of standards and guidance. Other working
groups have been established in related areas, such as 5G wireless technology [115].

The FY21 NDAA (Public Law 116-283) [116] instructed the Department of Commerce to
convene a WG of Federal stakeholders to “(1) identify Federal laws and regulations, grant
practices, budgetary or jurisdictional challenges, and other sector-specific policies that inhibit
IoT development; (2) consider policies or programs that encourage and improve coordination
among Federal agencies with relevant responsibilities; (3) consider implementing
recommendations from the steering committee; and (4) examine how Federal agencies can
benefit from, use, prepare for, and secure the IoT.” The law further stipulated that the WG
will receive recommendations from an IoT advisory board composed of non-Federal
stakeholders; NIST is currently in the process of identifying 16 candidates for this board
[117]. The IoT Federal WG has been meeting monthly since it was established in January
20224

Finally, NICE is a government-wide effort that began in 2010 to identify knowledge and
skills necessary for cybersecurity work. The NICE Framework described in NIST Special
Publication 800-181 is the result of these efforts [118]. The Framework is intended for
employers to evaluate their cybersecurity workforce needs; for workers to understand what
knowledge and skills are in demand in the industry; and for training and education providers
to be used as a reference for curriculum development, launching of new programs, and other
workforce building activities.

2.3.9. Regulations, Guidelines, Mandatory Standards, Voluntary Standards,
and Other Policies Implemented by Federal Agencies

As IoT enters all sectors of society, industry, and economy, it becomes subject to general
law, including public law, business law, insurance law, tax law, civil liability law, consumer
protection law, and privacy/data protection law [119]. Like the internet, IoT also may require
legislation to address specific situations that might occur in its operations and applications

4 https://www.federalregister.gov/documents/2022/01/13/2022-00419/establishment-and-call-for-nominations-to-serve-on-the-internet-of-
things-advisory-board
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but that may be outside of the bounds of general law. Some groups argue that for sustainable
development of IoT and its fair and equitable use in society, proper legal and ethical
frameworks—which includes legislation, regulation, ethics principles, standards, and
guidelines—should be established collaboratively with industry and consumers.

The legal and regulatory landscape for 10T is rapidly changing, with numerous bills,
resolutions, and amendments being introduced. In addition, some states, such as California
[120] and Oregon [121], have passed local IoT laws. Both laws require manufacturers of
connected devices to equip the device with “reasonable security feature or features”
appropriate for its function and the information they collect.

Finally, general U.S. legislation that protects civil rights, such as the Electronic
Communication Privacy Act (1986) [122] and the Privacy Act (1974) [123], also applies to
IoT activities. Given the size and complexity of this landscape, this chapter focuses only on
legal, guidance, and policy documents that explicitly reference IoT and were issued in the
past five years, starting in 2017.

2.3.9.1. Federal loT Laws
Several recent laws and EOs explicitly address IoT (Table 7):

o FE. 0. 13800 2017), Strengthening the Cybersecurity of Federal Networks and
Critical Infrastructure focused Federal efforts on modernizing Federal information
technology infrastructure, working with state and local government and private
sector partners to more fully secure critical infrastructure, and collaborating with
foreign allies.

o [oT Cybersecurity Improvement Act of 2020 (first introduced in 2017) required
Federal agencies to increase cybersecurity of their IoT devices and charged NIST
with developing and regularly updating the necessary guidance.

e The National Defense Authorization Act 2020 instructed the Secretary of Defense to
establish secure 5G wireless network components and capabilities, including loT
devices.

o [Infrastructure Investment and Jobs Act of 2021 charged the Secretary of
Transportation to submit a report that assesses the use of digital tools and platforms,
including IoT, as climate solutions.

o William M. (Mac) Thornberry National Defense Authorization Act of 2021
instructed the Secretary of Commerce to convene a WG of Federal stakeholders and
a nongovernmental Steering Committee and provide two reports to Congress about
the benefits and challenges to development, deployment, and adoption of [oT by the
Federal Government and the private sector and reduce barriers to adoption.

o FE.O. 14028 (2021), Improving the Nation's Cybersecurity charged the Federal
Government to initiate programs to educate the public about IoT and identify
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criteria for labeling of consumer IoT products, and authorized NIST to develop

appropriate standards, guidance, and resources.

o FEO. 14017 (2021), America’s Supply Chains required a variety of actions and

studies to address manufacturing capabilities.

These early efforts are expected to have far-reaching consequences by creating better
awareness of 1oT risks among customers and establishing baseline cybersecurity

requirements for Federal agencies, which should incentivize manufacturers to develop safer

products.
Table 7. Federal Laws, Executive Orders, and Standards Relevant to loT
Title Became Law Provision Relevant to IoT

Strengthening the 2017 Focused Federal efforts on modernizing Federal

Cybersecurity of information technology infrastructure [124].

Federal Networks

and Critical

Infrastructure, E.O.

13800

Internet of Things 2020 Established minimum security standards for IoT

(IoT) Cybersecurity devices owned or controlled by the Federal

Improvement Act Government. Required agencies to increase

(HR 1668) PL 116- cybersecurity for IoT devices owned or controlled

501 by the Federal Government by applying relevant
guidance, for NIST to provide this guidance and
update it every five years, and for OMB to review
information security policies and principles at
Federal agencies on the basis of the NIST standards
and guidelines [68].

National Defense 2020 Instructed the Secretary of Defense to establish

Authorization Act secure fifth-generation wireless network

for Fiscal Year 2020 components and capabilities, which includes IoT

(S 1790) PL 116-92 devices [125].

Infrastructure 2021 Instructed the Secretary of Transportation to submit

Investment and Jobs a report that assesses using digital tools and

Act (HR 3684) PL platforms as climate solutions, including IoT [126].

117-58

William M. (Mac) 2021 Instructed FCC to convene a Working Group on [oT

Thornberry National and establish a private sector Steering Committee to

Defense examine regulatory, budgetary, practice, and other

Authorization Act challenges to development and deployment of 10T,

for Fiscal Year 2021 to facilitate coordination among Federal agencies

(HR 6395) PL 116-
283

with jurisdiction, and to examine how Federal
agencies might benefit from IoT [116].
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Title Became Law Provision Relevant to IoT

Improving the 2021 Instructed the Secretary of Commerce in
Nation's coordination with other agencies to initiate pilot
Cybersecurity, E.O. programs to educate the public on the security
14028 capabilities of IoT devices and software

development practices, and to consider ways to
incentivize manufacturers and developers to
participate in these programs. Also, required the
Secretary of Commerce to identify cybersecurity
criteria for a consumer labeling program and to
consider whether it may be operated in conjunction
with or modeled after similar existing government
programs [90].

America’s Supply 2021 Required a variety of actions and studies to address
Chains, Executive manufacturing capabilities [91].
Order 14017

2.3.9.2. NIST Guidance

The loT Cybersecurity Improvement Act of 2020 charged NIST with developing guidance to
help the Federal Government increase cybersecurity of IoT devices in its use. However,
NIST had already issued several relevant documents that preceded the Act, including NIST
Interagency Report (NISTIR) 8228, illustrating the range of unique concerns for managing
cybersecurity and privacy risks presented by the adoption of [oT (Table 9). To comply with
the mandate in the Act, NIST released a compendium of interrelated publications intended to
ensure that the Federal Government and IoT device designers have a shared understanding of
cybersecurity requirements for devices used by Federal agencies (Table 8).

NISTIR 8259 series

In response to E.O. 13800 and the Botnet Report and Roadmap delivered to the White House,
NIST developed the NISTIR 8259 series that offered general voluntary guidance to help loT
device manufacturers identify the appropriate cybersecurity capabilities for their IoT
products as well as a baseline (NIST IR 8259A and NIST IR 8259B) starting point intended
to be tailored as needed.

NIST 8259 enumerates cybersecurity-related activities that manufacturers could consider
performing pre-market, before their IoT devices are sold to customers, and post-market
[127]. NISTIRs 8259A and 8259B provided a baseline of specific technical capabilities and
non-technical supporting activities, respectively, and suggested ways for manufacturers to
ensure that they are addressing cybersecurity needs and goals of customers. These documents
represent a common set of core baseline capabilities that apply across a range of IoT
applications. Given the complexity of the IoT landscape, NIST anticipated that
manufacturers would adapt this guidance to their unique needs [128].
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NISTIR 8259C (Draft) described a process that can be used by any organization to apply
core baseline guidance provided in 8259A and 8259B and explained how to integrate these
guidelines with industry standards to develop a cybersecurity profile appropriate for specific
IoT customers or applications. Finally, 8259D (draft, obsoleted) was a “worked example” of
applying the 8259C process. Katerina Megas, program manager for NIST’s Cybersecurity for
IoT Program, explained: “We help a manufacturer start with a baseline set of capabilities and
then tailor it to their market needs. Whoever they are, we want to help them improve their
security in a world where things are still developing” [129].

SP 800-213 and SP 800-213A4

SP 800-213 was the NIST response to the IoT Cybersecurity Improvement Act of 2020 and
provided specific guidelines related to IoT security requirements to Federal agencies. It
included background and recommendations to help Federal agencies determine what
minimum security capabilities are needed for an IoT device to be compatible with their
Federal information systems. SP 800-213A is an accompanying catalog of [oT device
cybersecurity capabilities to further help establish device cybersecurity requirements for
Federal agencies and manufacturers as they use SP 800-213. It also provides an example of
the set of minimum-security capabilities for an IoT device to support the minimum
cybersecurity baseline requirements in NIST SP 800-53.

Consumer IoT Product Labeling

The Executive Order on Improving the Nation’s Cybersecurity 2021 (E.O. 14028) instructed
NIST to launch an initiative to develop a strategy for labeling of consumer IoT products.
Specifically, NIST was required to identify [oT cybersecurity criteria and best practices for
consumer labeling [130]. Following an extensive stakeholder engagement process that
included issuing draft papers proposing labeling criteria, holding workshops and other venues
for public comment, and incorporating this feedback in subsequent drafts, in February 2022
NIST issued two documents that recommended criteria for cybersecurity labeling of IoT
products and software. In accordance with the E.O., NIST also published a summary report
describing the input from the public on the drafts of these documents [130].

NIST has launched several programs to examine all aspects of IoT, which are likely to yield
additional guidance and standards in the near future. Numerous events and publications are
listed on the NIST Cybersecurity for [oT Program website [67].

Table 8. NIST Guidance

Title Year Issued Description
Interagency Report on the 2018 Intended to help Federal agencies with
Status of International standards planning and coordination
Cybersecurity Standardization [16].
for the Internet of Things
(NISTIR 8200)
Considerations for Managing 2019 Intended to help Federal agencies and
Internet of Things (IoT) other organizations better understand
Cybersecurity and Privacy and manage the cybersecurity and
Risks (NISTIR 8228) privacy risks associated with their [oT
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Title Year Issued

Description

Cyber-Physical Systems and 2019
the Internet of Things (SP

1900-202)

Foundational Cybersecurity 2020
Activities for IoT Device

Manufacturers (NISTIR 8259)

IoT Device Cybersecurity 2020
Capability Baseline (NISTIR

8259A)

IoT Device Cybersecurity 2021
Guidance for the Federal

Government: Establishing [oT

Device Cybersecurity

Requirements (SP 800-213)

IoT Device Cybersecurity 2021
Requirements Catalog (SP

800-213A)
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devices. Provided the foundation for a
planned series of publications on IoT to
help Federal agencies and other
organizations better understand and
manage the cybersecurity and privacy
risks [131].

Described the origins of the terms
"Cyber-Physical Systems" and "IoT,"
examined definitions and how these
change over time, and clarified the
relationship between these terms [3].

Defined a set of activities for [oT
manufacturers to follow as they develop
and support a wide range of [oT devices.
Described recommended activities
related to cybersecurity that
manufacturers should consider before
selling their IoT devices to customers,
including carefully considering which
cybersecurity capabilities to design into
their devices [127].

Provided a starting baseline for
organizations to use in identifying
cybersecurity capabilities for new [oT
devices they will manufacture, integrate,
or acquire.

Provided IoT-specific guidance for
Federal organizations in understanding
and defining their IoT cybersecurity
requirements, explained the role of [oT
devices as elements of Federal systems,
and provided guidance for addressing the
unique risks such devices can present
[132].

Provided a catalog of IoT device
cybersecurity capabilities that can help
organizations determine and establish
device cybersecurity requirements as
they use SP 800-213 [133].



Title Year Issued

Description

IoT Non-Technical Supporting 2021
Capability Core Baseline

(NISTIR 8259B)

Recommended Criteria for 2022
Cybersecurity Labeling of
Consumer Internet of Things

(IoT) Products

Profile of the IoT Core
Baseline for Consumer [oT
Products (NISTIR 8425)

2022

2.3.9.3. Guidance from Other Agencies

Provided a starting baseline for
organizations to use in identifying non-
technical supporting capabilities for new
IoT devices they will manufacture,
integrate, or acquire [113].

Recommended IoT product label criteria,
label design, and consumer education
considerations, and considerations for
conformity assessment [130].

Superseded by NIST IR 8425, below.

Documented the consumer profile of IoT
core baseline and identified
cybersecurity capabilities commonly
needed for the consumer IoT sector
[134].

A study conducted by the Government Accountability Office (GAO) in 2020 revealed that
with the exception of the NIST documents described in the previous section, Federal
guidance related to IoT is limited. GAO surveyed representatives from 115 agencies about
their experiences and found that 56 of 90 that responded used IoT technologies, typically to
control or monitor equipment or systems (42 respondents), control access to devices or
facilities (39), and track physical assets (28). However, all but two agencies relied on general
IT policies to manage their IoT technologies [135]. In addition to NIST, the exception
included DHS, which had issued two loT-targeted guidance documents: one to set forth
strategic principles for securing network-connected devices [136] and the other to
recommend that acquisition teams enhance their evaluation of IoT supply chain, vendor, and
technology prior to purchase [137]. Finally, as mentioned in the section on interagency
activities, the Department of Commerce has established the Internet Policy Task Force,
which is conducting a review of the benefits, challenges, and potential roles for the
government in fostering the advancement of IoT [138]. However, no outputs from the Task
Force were available at the time of writing. No guidance or policies specific to [oT in

manufacturing were found.

2.3.10. Guidelines, Mandatory Standards, Voluntary Standards, and Other
Policies Implemented by Industry-Based Bodies

Standards are key to the success of IoT in manufacturing and other market sectors. As the
current base of manufacturing systems evolves to adopt the latest developments in IoT, a
diverse set of standards that reflect industry operations from the production floor to the
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executive suite will be needed to enable the communication of information between various
devices and applications across the entire operational lifecycle.

Dozens of standards related to communication, connectivity, integration, interoperability,
applications, architecture, security, and privacy applicable to IoT and its devices have already
been issued by industry organizations and similar bodies [139]. Table 9 includes a small
subset of published standards that explicitly reference IoT, of which only one (ISO/IEC TR
30166:2020) focused on industrial IoT. Additional standards are under development by ISO,
IEEE, ASTM International, and other organizations.

Table 9. 10T Standards and Guidance Published by Industry Bodies

Name

Published Date

Summary

ISO/IEC 29161:2016
Information technology —
Data structure — Unique
identification for the
Internet of Things (IoT)

ISO/IEC 20924:2021

Internet of Things (IoT) —
Vocabulary

ISO/IEC 21823-2:2020
Internet of things (IoT) —
Interoperability for IoT
systems

ISO/IEC TR 30164:2020
Internet of things (IoT) —
Edge computing

ISO/IEC TR 30166:2020
Internet of things (IoT) —
Industrial IoT

ISO/IEC 30141:2018
Internet of Things
Reference Architecture

IEEE P2413-2019
Standard for an
Architectural Framework

2016, confirmed Established a unique identification scheme

in 2022

2021

2020

2020

2020

2018

2020
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for IoT based on existing and evolving
data structures [140].

Provided a definition of IoT; document is
a terminology foundation for loT [141].

Specified a framework and requirements
for transport interoperability, to enable the
construction of [oT systems with
information exchange, peer-to-peer
connectivity, and seamless communication
between and within IoT systems [142].

Described the common concepts,
terminologies, characteristics, use cases,
and technologies of edge computing for
IoT systems applications [143].

Described the general Industrial IoT
systems and landscapes and considerations
for the future standardization perspective
of IIoT [144].

Provided a standardized 1oT reference
architecture using a common vocabulary,
reusable designs, and industry best
practices [145].

An architecture framework description for
IoT that conforms to the international



Name Published Date Summary

for the Internet of Things standard ISO/IEC/IEEE 42010:2011

(IoT) [146].

ANSI/CTA 2088-A 2021 Specified baseline security requirements

Baseline Cybersecurity and recommendations for devices and

Standard for Devices and device systems to address the destructive

Device Systems potential of botnets and other security
threats [147].

IEEE 1451-99 2020 Defined a method for data sharing,

Standard for interoperability, and security of messages

Harmonization of Internet over a network, regardless of underlying

of Things (IoT) Devices communication technology [ 148].

and Systems

ITU-T SG20 Q2 Y.4003 2018 Provided an overview of smart

Overview of smart manufacturing in the context of loT-

manufacturing in the identified fundamental system

context of industrial characteristics and high-level

Internet of Things (IoT) requirements, specified a reference model,
and provided some use cases [149].

ETSIEN 303 645 V2.1.0 2020 Specified high-level security and data

Cyber Security for protection provisions for consumer loT

Consumer Internet of devices and their interactions with

Things: Baseline associated services [150].

Requirements

Connectivity Standards 2022 Matter 1.0 standard and certification

Alliance

program [151].

In addition to developing standards and guidance, several industry alliances and associations
also issue testing procedures and promote certification labels and compliance-testing

procedures to signal conformity with proposed guidelines for loT security. Examples of these
tools are shown in Table 10 [152].
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Table 10. Testing and Certification of loT Guidelines

Industry Association and Guideline = Compliance Testing Certification
Online Trust Alliance (OTA) Online trust audit Honor rolls
IoT Security and Privacy Trust
Framework
Cloud Security Alliance (CSA) Cloud control matrix Self-assessment, third
New Security Guidance for Early Consensus assessment  Party, or continuous
Adopters of the [oT initiative monitoring certification
Future Proofing the Connected World Questionnaire
Open Connectivity Foundation (OCF)  Testing and Certification mark
Security Specifications certification program
1oT Security Foundation (IoTSF) IoT security Best practices user mark
Connected Consumer Products Best compliance
Practice Guidelines framework

Vulnerability Disclosure Best Practices

Industrial Internet Consortium (I1IC) Security checklists and Not applicable
Industrial Internet Security Framework  verticals

Maturity models for
industrial systems

Additional standards and guidance related to IoT in manufacturing are likely to emerge. The
efforts for the standardization community will probably be significant because while many of
the types of devices used in manufacturing (such as sensors and actuators) are well
established, the extension of their range and span of control will need to be carefully
considered. Furthermore, interoperability, cybersecurity, integration, functional equivalency,
and varied deployment models—such as the use of Cloud Computing to host loT-based
system applications—will have to be addressed [153]. The standards will need to be adaptive
to the political and geographical diversity of key manufacturing players in Europe, North
America, and Asia. Finally, in a public comment submitted to NIST’s RFI, the Association
for Advanced Manufacturing Technology (AMT) noted that a “persistent gap” between
standards developed by international bodies such as ISO and those used by U.S.
manufacturers has “created friction around standardization and slowed technology
adoption.”*?

2.3.11. Federal Government Resources for Consumers and Small Businesses
to Evaluate the Use of Internet of Things

As discussed in Section 2.3.6.2, the Executive Order on Improving the Nation’s
Cybersecurity (E.O. 14028) instructed NIST to initiate consumer labeling programs for

42 Comment on FR Doc # 211116-023/4 available at https://www.regulations.gov/comment/NIST-2021-0007-0023
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devices and software development practices [130]. These programs have been launched, with
numerous events and other activities taking place [67]. In addition, NIST issued Interagency
Report (IR) 8228 to assist organizations that use IoT in managing their cybersecurity and
privacy risks. The document Recommended Criteria for Cybersecurity Labeling for
Consumer Internet of Things (loT) Products and NIST’s report on the response to those
criteria entitled Report for the Assistant to the President for National Security Affairs
(APNSA) on Cybersecurity Labeling for Consumers: Internet of Things (IoT) Devices and
Software contain additional recommendations regarding the implementation of the labeling
program [154; 155]. Literature searches yielded limited guidance recently issued to
businesses by the FTC on how they can assess loT-related security risks and protect
customers (Careful Connections: Keeping the Internet of Things Secure [156]). As described
in other sections, loT guidance and community norms had been developed primarily by
organizations or groups outside of the Federal Government, such as the IoT Security
Foundation [157]. In contrast, the Government of Canada posted links to various consumer
resources on weighing the risks and benefits of IoT devices, which are easy to find using
simple internet queries [17].

2.4. loT Use in Manufacturing: Marketplace and Supply Chain

This section begins with a brief market overview, followed by the description of risks to the
marketplace, supply chain, and national security of the United States, including its economic
security.

2.4.1. Market Overview

Several estimates of the IoT in manufacturing have been published. The estimates varied
from approximately $28 billion in a 2018 estimate to $238 billion in a 2021 estimate (Table
11) and no methodological details were available to assess their validity or accuracy. It is
likely that the year of estimate as well as the definition of what constitutes IoT in
manufacturing (on which there is no consensus) contributed to produce these differences.
However, the studies agreed that the market for [oT in manufacturing was large and rapidly
growing—at rates ranging from 11% to 22%, depending on the study. Furthermore,
according to the International Data Corporation, [oT in manufacturing represents a large
share of the IoT market, $78 billion of $119 billion in 2019 [18]. Recent studies concl