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#### Abstract

Mobile manipulators, which consist of a robotic manipulator arm on a vehicular base, enable more flexible and dynamic workflows in manufacturing processes by freeing the manipulator arm from the restriction of working on a single, calibrated workspace. A mobile manipulator-on-cart further enhances job concurrency since the manipulator arm is mounted to a detachable cart rather than directly to the vehicle payload structure. With this increase in flexibility, there is a need to understand new sources of position and orientation uncertainty. This uncertainty can degrade the accuracy and precision of the mobile manipulator position and orientation in addition to the coordination capability between the manipulator and vehicle. To facilitate performance evaluation and uncertainty characterization, the National Institute of Standards and Technology (NIST) has developed an artifact-based measurement methodology for mobile manipulator-on-a-cart systems. The artifact, which is re-configurable, simulates mock-assembly tasks for manufacturing applications, and is compared to a ground truth consisting of an optical tracking system (OTS). This report documents experimental procedures, data analysis methods, and results in measuring the performance of the manipulator-on-a-cart system. The speed and accuracy of two example coordinate registration techniques to be used by the mobile manipulator-on-a-cart to reduce position and orientation uncertainty are also compared.


## Key words

Coordinate registration; experiment design; ground truth; mobile manipulators; mobile robot; optical tracking system; Re-configurable Mobile Manipulator Artifact (RMMA); robotics in manufacturing; statistical analysis; systems integration.

## Table of Contents

1 Introduction ..... 1
2 Platform and Operating Environment ..... 3
2.1 Cart Transporter ..... 3
2.2 Manipulator-on-a-Cart ..... 7
2.3 RMMA ..... 8
2.4 Optical Tracking System ..... 9
3 Experiment Design ..... 14
3.1 Background ..... 14
3.1.1 Edge Registration ..... 14
3.1.2 Bisect Registration ..... 16
3.1.3 Fine Spiral Search Localization ..... 17
3.2 Time Synchronization ..... 18
3.3 Test Procedure ..... 20
4 Analysis and Results ..... 21
4.1 Data Selection and Calibration ..... 21
4.1.1 Selecting OTS Marker Data ..... 22
4.1.2 Calibration of EOAT Logged Pose to OTS Coordinate System ..... 31
4.1.3 Calibration of Vehicle Logged Pose to OTS Coordinate System ..... 32
4.2 Uncertainty Analysis of OTS Measurements ..... 38
4.3 Uncertainty Analysis of Controller Log Measurements ..... 41
4.4 Comparison of Registration Methods ..... 46
4.4.1 Experimental Model ..... 46
4.4.2 Comparing the Speed of the Coordinate Registration Methods ..... 48
4.4.3 Comparing the Accuracy of the Registration Methods ..... 49
4.4.4 Residual Analysis for Checking Model Assumptions ..... 52
4.5 Assessment of Cart Leveling ..... 63
4.5.1 Experimental Model ..... 63
4.5.2 Comparing the Front and Side Level Readings ..... 63
4.5.3 Checking Model Assumptions for the Digital Level Readings ..... 65
5 Conclusion ..... 69
References ..... 73
Appendix A: Network and Software Diagram ..... 78
Appendix B: Connecting the Digital Levels for Data Acquisition ..... 78
Appendix C: Hardware Specifications for Linear Actuators ..... 80
Appendix D: Conversion from Axis-Angle and XYZ Euler Angles to Quaternion ..... 81
Appendix E: Data Capture Anomalies ..... 81

## List of Tables

Table 1 Commanded position of the goal points used to dock the cart transporter to the RMMA. Note that the positions shown here are 1000 mm away from the RMMA in the $x$ direction. A "move straight" command was issued to the cart transporter after reaching each goal point to allow the cart transporter to dock closer to the RMMA without detecting it as an
obstacle.
Table 2 The pre-taught initial search points (top) and corresponding vehicle poses (bottom) used for the bisect coordinate registration method. Note that the points/poses are rounded to the nearest thousandth, the EOAT points are expressed in terms of the manipulator base coordinate system, and the cart transporter poses are expressed in terms of the cart transporter map coordinate system.
Table 3 Average and standard deviation final EOAT position for each coordinate registration detection point taken over all 11 trials (as measured by the OTS).
Table 4 Mean and standard deviation final cart centroid position and heading after docking next to the RMMA taken over all 11 trials (as measured by the OTS). Note that the circular mean and circular standard deviation cart heading are also reported (see Ref. [52]).
Table 5 Average and standard deviation final EOAT position for each coordinate registration detection point taken over all 11 trials (as measured by the manipulator controller log).
Table 6 Average and standard deviation final cart centroid position after docking next to the RMMA taken over all 11 trials (as measured by the cart transporter controller log and in the OTS coordinate system). Note that the circular mean and circular standard deviation cart heading are also reported (see Ref. [52])
Table 7 Two-factor factorial arrangement for registration time (in seconds). Cells $(1,1),(1,2),(2,1)$, and $(2,2)$ contain each of the observed responses for the corresponding factor level combination.48

Table 8 Analysis of variance for comparing registration time 48
Table 9 Two-factor factorial arrangement for initial-to-final spiral search distance for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$. Cells $(1,1),(1,2),(2,1)$, and (2,2) contain each of the observed responses for the corresponding factor level combination.
Table 10 Analysis of variance for comparing the initial-to-final spiral search distance for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$
Table 11 Bounds on the Durbin-Watson statistic at the 0.05 significance level for $n=22$ [60]. Note that the number of terms included the intercept.
Table 12 Digital level angle readings per trial with the mean and standard deviation across trials. Note that the circular mean and circular standard deviation angle readings across trials are also reported (see Ref. [52]).
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Fig. 1 The manipulator-on-a-cart and hardware components (left). The cart transporter docking with the manipulator-on-a-cart (center). The cart trans-
porter vehicle (right).
Fig. 2 Cart transporter map of the lab space as configured with goal points and preferred lines (left). Note that the approximate location and orientation of the map coordinate system origin is annotated. The docking locations next to the RMMA that corresponded to the goal points (right).
Fig. 3 The manipulator used an RLS to digitally detect a retro-reflective target [29].
Fig. 4 The Re-configurable Mobile Manipulator Artifact (RMMA), retro-reflective targets, and OTS markers (top). Retro-reflective target labeling on the RMMA used for bisect registration and spiral search localization (bottom).11

Fig. 5 Screenshot of the OTS calibration summary as reported by the manufacturersupplied software. The corresponding mean error was 0.720 mm .
Fig. 6 Example 2D plot of average position and labeling of OTS markers for static RMMA ground truth measurements, as extracted from the OTS (left). Corresponding marker position and labeling on the RMMA (right).
Fig. 7 Example 2D plot of average position and labeling of OTS markers for cart base measurements, as extracted from the OTS (left). Corresponding marker position and labeling on the cart base (right).
Fig. 8 Example 2D plot of average position and labeling of OTS markers for EOAT measurements, as extracted from the OTS (left). corresponding marker position and labeling on the EOAT (right).
Fig. 9 Example 2D plot of average position and labeling of OTS markers for RMMA measurements during experiments (denoted as the "RMMA Sub" rigid body), as extracted from the OTS (left). Corresponding marker position and labeling on "RMMA Sub" (right).
Fig. 10 Diagram summarizing the edge coordinate registration method. Three reference points ( $\vec{r}_{1}, \vec{r}_{2}$, and $\vec{r}_{3}$ ) on the retro-reflective tape were located using the RLS to determine the position and orientation offset between the cart base and the top corner of the RMMA.
Fig. 11 The coarse spiral search localization method (left). The bisect coordinate registration method (right). $\overrightarrow{l r_{\text {initial }}}$ is an example initial point requiring coarse spiral search localization, $\overrightarrow{l r_{a d j u s t e d ~} \text { is an example point returned }}$ after coarse spiral search localization, and $\vec{l}_{\text {final }}$ is an example point returned after bisect registration.
Fig. 12 Diagram of the square, spiral search localization method. $\overrightarrow{a p}_{\text {initial }}$ is an example initial point before localization and $\overrightarrow{a p}_{\text {final }}$ is an example point returned after localization.

Fig. 13 Boxplots of the standard deviation marker position components for static ground truth RMMA measurements ('+' - Potential Outlier, 'O' - Outlier).22

Fig. 14 Boxplots of the standard deviation marker position components for cart base before each edge registration (' + ' - Potential Outlier, ' O ' - Outlier).
Fig. 15 Boxplots of the standard deviation marker position components for EOAT during each edge registration ('+' - Potential Outlier, 'O' - Outlier).
Fig. 16 Boxplots of the standard deviation marker position components for RMMA during edge registration ('+' - Potential Outlier, 'O' - Outlier). Boxplots of the standard deviation marker position components for the
Fig. $17 \begin{aligned} & \text { Boxplots of the standard deviation marker position components for the } \\ & \text { cart base before each bisect registration ('+' - Potential Outlier, 'O' - Out- }\end{aligned}$ lier).
Fig. 18 Boxplots of the standard deviation of marker position components for the EOAT during each bisect registration. ('+' - Potential Outlier, 'O' - Outlier) 29
Fig. 19 Boxplots of the standard deviation of marker position components for the RMMA during bisect registration. ('+' - Potential Outlier, 'O' - Outlier)
Fig. 20 Boxplots of the least squares distance between the EOAT positions as recorded by the OTS and the calibrated position data from the manipulator controller ('+' - Potential Outlier, 'O' - Outlier). The $\overrightarrow{a p}$ points labeled with a "b" indicate the points were localized after performing the bisect registration method.
Fig. 21 Plot of the calibrated cart transporter positions (in the OTS coordinate system) next to sample OTS RMMA ground truth markers and cart centroid position as originally measured by the OTS. The "projected nav vehicle" and "projected nav cart" points were calibrated using the first method [49], while the "projected nav vehicle partial" and "projected nav cart partial" points were calibrated using the second method [50]. Also, note that the sample static ground truth markers featured in the plot may differ slightly from the actual static ground-truth RMMA data featured in this report by a few millimeters.
Fig. 22 Boxplots of Least Squares distance between the CART rigid body centroid
position data as measured by the OTS and the cart centroid position data calibrated using the second calibration method [50] applied to the data ob-
tained from the cart transporter vehicle controller (''+' - Potential Outlier, calibrated using the second calibration method [50] applied to the data ob-
tained from the cart transporter vehicle controller (' + ' - Potential Outlier, 'O' - Outlier).
Fig. 23 Plot of the final cart position and EOAT position when paused over the detected registration points as measured by the OTS. The ground truth static measurements of the $\overrightarrow{a p}$ reflector positions were included for reference and the plot included a linear regression fit for each set of colinear EOAT detection points for each side of the RMMA.

Fig. 24 Boxplots showing the 2D Euclidean distance between the final EOAT position (as measured by the OTS) when over the $\overrightarrow{a p}$ points and the ground truth static measurement of the $\overrightarrow{a p}$ points (' + ' - Potential Outlier, ' $O^{\prime}$ Outlier).
Fig. 25 Plot of the final cart position and EOAT position when paused over the detected registration points as measured by the robot controller logs (and transformed to the OTS coordinate system for more direct comparison). The ground truth static measurements of the $\overrightarrow{a p}$ reflector positions were included for reference and the plot included a linear regression fit for each set of colinear detection points for each side of the RMMA.
Fig. 26 Boxplots showing the 2D Euclidean distance between the final EOAT position (as measured by the robot controller log) when over the $\overrightarrow{a p}$ points and the ground truth static measurement of the $\overrightarrow{a p}$ points ('+' - Potential Outlier, 'O' - Outlier).
Fig. 27 Plot of the average registration time against each factor (side and coordinate registration method).
Fig. 28 Plot of the average initial-to-final spiral search distance for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$ against factors (side and coordinate registration method).
Fig. 29 Normal probability plot of the residuals for registration time in seconds (Top) and of the residuals for the initial-to-final spiral search distances for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$ in mm (Bottom).
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Fig. 32 Residuals vs. side plot for registration time in seconds. 60
Fig. 33 Residuals vs. coordinate registration method plot for registration time in seconds.
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AGV automatic guided vehicle. 1, 2, 5, 7, 17
AM additive manufacturing. 1
AMR autonomous mobile robot. 2, 3, 5, 8, 17, 18
ANOVA analysis of variance. xiii, xiv, 3, 46-48, 50, 57, 58, 71, 72
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EOAT end-of-arm tool. iii-vi, ix-xii, 7, 10, 13-18, 20, 21, 23-25, 29, 31-33, 35, 38-45, 70
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GPS global positioning system. 18
I/O input / output. vi, 7, 14, 81

LAN local area network. 18
Ir Large Reflector. iv, x, xii, 9, 16-18, 20, 23, 31, 32, 38, 40, 44
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MS mean square. xiii, xiv, 53

NIST National Institute of Standards and Technology. i, 1, 7, 72
NTP Network Time Protocol. 6, 18, 19
OTS optical tracking system. i, iii-vi, x, xi, xiii, 2, 3, 9-13, 18-22, 24, 25, 31-43, 45, 69-72

POE power over Ethernet. 18
PTP Precision Time Protocol. 19, 72

RCS Real-time Control System. 7
RLS retro-reflective laser sensor and emitter. iv, 7, 8, 14-17, 24, 38, 70
RMMA Re-configurable Mobile Manipulator Artifact. i, iii-vi, ix-xv, 2, 3, 5-16, 20-24, $27,30-32,34-36,38-47,49,51-53,55,57,63,68,70-72,81,82$

SNTP Synchronous Network Time Protocol. 19, 72
SS sum of squares. xiii, 47
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TCP/IP Transmission Control Protocol / Internet Protocol. 5-7

ULAPI User-Level Application Programming Interface. 7
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USNO United States Naval Observatory. 18
UTC Coordinated Universal Time. 18

XML Extensible Markup Language. 7

## Nomenclature

Variables are subdivided into three categories: index variables, robotics variables, and statistics variables, with each using separate conventions. Index variables are denoted by lowercase Latin letters, however, for some index variables, a dot (".") in place of the given variable indicates that a value should be summed over all values of the index. For example if the variable, $y_{a b c}$, is indexed by variables $a, b$, and $c$, then $y_{. b c}$ means that, for each value or $b$ and $c$, the values of $y$ should be summed over all values $a$. For robotics variables, scalars are denoted by lowercase Latin or Greek letters with no arrow (e.g., $i$ and $x$ ). Furthermore, vectors are denoted by lowercase Latin letters with with an arrow (e.g., $\vec{f}_{1}$ ), and matrices are denoted by capital Latin letters, with $H$ specifically used to denote a homogeneous transformation matrix. For matrices and vectors, the applicable coordinate system(s), if any, are denoted as either a superscript or subscript in curly braces (e.g., ${ }^{\{O T S . c a r t\}} \vec{c}_{i}$ and ${ }^{\{O T S\}} \boldsymbol{H}_{\{M A P\}}$ ). Otherwise, an arbitrary, Cartesian coordinate system is assumed. Boldface is used to denote the unknown vectors or matrices in calibration problems (e.g., $\boldsymbol{t}_{i}$ and $\boldsymbol{R}_{i}$ ). Finally, statistics variables use common statistics conventions, except that all non-subscripted Latin letters used are presented in calligraphic font (e.g., $y_{a b c}$ and $\mathscr{H}_{0}$ ) to distinguish statistics variables from robotics variables

## Index Variables

$a \quad$ An index variable indicating the level of the factor "measured RMMA side". The value 1 indicates the response was observed on the "RMMASq2" side of the RMMA, and the value 2 indicates the response was observed on the opposite side of the RMMA ("RMMASq3"). A dot (".") over this subscript indicates a variable is summed over all values of this index.
$b$ An index variable indicating the level of the factor "coordinate registration method". The value 1 indicates the edge coordinate registration method was used, and the value 2 indicates that the bisect coordinate registration method was used (also see Eq. 7). A dot (".") over this subscript indicates a variable is summed over all values of this index.
$c \quad$ An index variable indicating the replicate number for factor level combination $a$ and $b$ (also see Eq. 7). Note that the valid range for $c$ varies with $a$ and $b$ because the experiment was unbalanced (see also definition for $n_{a b}$ ). A dot (".") over this subscript indicates a variable is summed over all values of this index.
$i \quad$ Integer subscript denoting one of trials 1-11.
$j \quad$ Integer subscript denoting one of 9 registrations points detected per trial by the EOAT. See definition of $\vec{r}_{j}$.

## Robotics Variables

$\overrightarrow{\boldsymbol{t}_{i}} \quad$ A calibrated, unknown $2 \times 1$ translation vector for transforming between the $\vec{l}_{i, \vec{r}_{j}}$ points in the manipulator base coordinate system to the OTS coordinate system for the $i$ th trial.
$\boldsymbol{R}_{i} \quad$ A calibrated, unknown $2 \times 2$ rotation matrix for transforming between the $\vec{l}_{i, \vec{r}_{j}}$ points in the manipulator base coordinate system to the OTS coordinate system for the $i$ th trial.
${ }^{\text {\{cartproj }\}} \boldsymbol{H}_{\{\text {transv }\}}$ A calibrated, unknown $3 \times 3$ homogeneous transformation to transform between the projected cart rigid body centroid (see definition of $\left.{ }^{\{O T S\}} H_{i\{\text { cartproj\} }}\right)$ and the cart transporter vehicle base.
${ }^{\{O T S\}} \boldsymbol{H}_{\{M A P\}}$ A calibrated, unknown $3 \times 3$ homogeneous transformation to transform between the cart transporter vehicle map coordinate system to the OTS coordinate system.
$\theta$ The heading, or yaw, rotation of either the cart transporter vehicle within its map coordinate system or the cart rigid body in the OTS coordinate system.
$\theta_{x} \quad$ Rotation angle about the $x$ axis of a given coordinate system.
$\theta_{y} \quad$ Rotation angle about the $y$ axis of a given coordinate system.
$\theta_{z} \quad$ Rotation angle about the $z$ axis of a given coordinate system.
$\theta_{\vec{n}} \quad$ Rotation angle about an arbitrary axis, $\vec{n}$, of a given coordinate system.
$\overrightarrow{a p} 1_{1-4} . b$ Used in some figures and tables to denote the 2D position for ap points localized by the EOAT after the bisect registration was performed, specifically. If this variable is used in a figure or table, then $\overrightarrow{a p_{1-4}}$ denotes the points localized by the EOAT after the edge registration was performed.
$\overrightarrow{a p} 1_{1-4} 2 \mathrm{D}$ position vector for one of four 3 mm diameter retro-reflective targets placed on the RMMA. These targets are localized by the EOAT of the manipulator using a fine spiral search to verify coordinate registration and manipulator position accuracy. Variables $\overrightarrow{a p}$ initial and $\overrightarrow{a p} f_{\text {final }}$ are also defined as example 2D localization points in Fig. 12 to describe the spiral search method.
$\overrightarrow{l r}_{1-4}$ 2D position vector for one of four 42 mm diameter retro-reflective targets placed on the RMMA for use with the bisect coordinate registration method. $l r_{\text {initial }}, l r_{\text {ad justed }}$, and $l r_{\text {final }}$ are also defined as example 2D localization / registration points in Fig. 11 to describe the coarse spiral search and bisect registration method.
corner A 2D position vector, with components along either the $x$ and $y$ axes of the manipulator base coordinate system or the $x$ and $z$ axes of the OTS coordinate system,
specifying the location of the RMMA table corner. Finding this point and the rotation offset between the cart base and RMMA is the main objective of the edge coordinate registration method.
$\vec{f}_{1} \quad$ The first of two successive 3DoF position vectors of the EOAT rigid body centroid measured in the OTS coordinate system and occurring at time $s_{1}$. This variable was used in computing the ARC of the EOAT for OTS data selection. The position components of this vector along the $x, y$, and $z$ axes of the OTS coordinate system are denoted $\vec{f}_{1} \cdot x, \vec{f}_{1} \cdot y$, and $\vec{f}_{1} \cdot z$, respectively.
$\vec{f}_{2} \quad$ The second of two successive 3DoF position vectors of the EOAT rigid body centroid measured in the OTS coordinate system and occurring at time $s_{2}$. This variable was used in computing the ARC of the EOAT for OTS data selection. The position components of this vector along the $x, y$, and $z$ axes of the OTS coordinate system are denoted $\vec{f}_{2} \cdot x, \vec{f}_{2} \cdot y$, and $\vec{f}_{2} \cdot z$, respectively.
$\vec{i} \quad$ The first of three imaginary components of a quaternion rotation (see Eq. 16-18 in Appendix D).
$\vec{j} \quad$ The second of three imaginary components of a quaternion rotation in a given coordinate system (see Eq. 16-18 in Appendix D).
$\vec{k} \quad$ The third of three imaginary components of a quaternion rotation in a given coordinate system (see Eq. 16-18 in Appendix D).
$\vec{l}_{i, \vec{r}_{j}} \quad$ A vector storing the 2D (i.e., with position components along the $x$ and $y$ axes) position of the EOAT midpoint, when paused over the $j$ th registration point and as logged by the manipulator controller (i.e., in the manipulator base coordinate system) for the $i$ th trial.
$\vec{n} \quad$ See definition of $\theta_{\vec{n}}$.
$\vec{o}_{i, \vec{r}_{j}} \quad$ A vector storing the 2D (i.e., with position components along the $x$ and $z$ axes) position of the EOAT midpoint, when paused over the $j$ th registration point and measured in the OTS coordinate system for the $i$ th trial.
$\vec{r}_{1} \quad$ The first of three 2D reference points on the edge of the RMMA detected by the manipulator EOAT for the edge coordinate registration method. The reference points are used to localize a corner point on the RMMA. This point is colinear with $\vec{r}_{2}$ so that a rotation offset between the manipulator and RMMA can be determined.
$\vec{r}_{2} \quad$ The second of three 2 D reference points on the edge of the RMMA detected by the manipulator EOAT for the edge coordinate registration method. This point is colinear with $\vec{r}_{1}$ so that a rotation offset between the manipulator and RMMA can be determined.
$\vec{r}_{3} \quad$ The third of three 2D reference points on the edge of the RMMA detected by the manipulator EOAT for the edge coordinate registration method.
$\vec{r}_{j} \quad$ One of 9 registration points that was detected by the EOAT per trial. Note that $\vec{r}_{1}, \vec{r}_{2}$ and $\vec{r}_{3}$ correspond to the same points defined as part of the edge coordinate registration method (see corresponding definitions). The point $\vec{r}_{4}$ corresponds to either $\overrightarrow{a p_{1}}$ or $\overrightarrow{a p_{3}}$ (see definition of $\overrightarrow{a p_{1-4}}$ ), depending on the side of the RMMA measured; $\vec{r}_{5}$ corresponds to $\overrightarrow{a p_{2}}$ or $\overrightarrow{a p_{4}}$ (see definition of $\overrightarrow{a p_{1-4}}$ ); $\vec{r}_{6}$ corresponds to to either $\overrightarrow{l r}_{1}$ or $\overrightarrow{l r}_{3}$ (see definition of $\overrightarrow{l r_{1-4}}$ ); $\vec{r}_{7}$ corresponds to to either ${\overrightarrow{l r_{2}}}_{2}$ or $\overrightarrow{l r}_{4}$, depending on the side of the RMMA measured; $\vec{r}_{8}$ corresponds to either $\overrightarrow{a p}_{1} \cdot b$ or $\overrightarrow{a p_{3}} \cdot b$ (see definition of $\overrightarrow{a p_{1-4}} \cdot b$ ) as localized immediately following bisect registration; $\vec{r}_{9}$ corresponds to either $\overrightarrow{a p} p_{2} \cdot b$ or $\overrightarrow{a p} 4 \cdot b$ (see definition of $\overrightarrow{a p_{1-4}} \cdot b$ ) as localized immediately following bisect registration.
$b_{1} \quad$ An intercept term for one of two perpendicular lines that corresponds to the table edge of the RMMA and used as part of the intermediate computations implementing the edge coordinate registration method.
$b_{2}$ Another intercept term for one of two perpendicular lines that corresponds to the table edge of the RMMA and used as part of the intermediate computations implementing the edge coordinate registration method.
$m \quad$ The slope of the RMMA table edge computed from $\vec{r}_{1}$ and $\vec{r}_{2}$ as part of the edge coordinate registration method. Defined in Eq. 1.
$q_{w} \quad$ The value of the real component for a quaternion rotation in a given coordinate system (see Eq. 16-18 in Appendix D).
$q_{x} \quad$ Value of the $\vec{i}$ component for a quaternion rotation (see Eq. 16-18 in Appendix D).
$q_{y} \quad$ Value of the $\vec{j}$ component for a quaternion rotation (see Eq. 16-18 in Appendix D).
Value of the $\vec{k}$ component for a quaternion rotation (see Eq. 16-18 in Appendix D).
$\operatorname{Rot}\left(\theta_{x}, \theta_{y}, \theta_{z}\right)$ The XYZ Euler angle representation of a rotation.
$\operatorname{Rot}\left(\vec{n}, \theta_{\vec{n}}\right)$ The Axis-Angle representation of a rotation.
$s_{1} \quad$ See definition of $\vec{f}_{1}$.
$s_{2} \quad$ See definition of $\vec{f}_{2}$.
$x \quad$ Position component (in mm ) along the $x$ axis of a given coordinate system.
$y \quad$ Position component (in mm ) along the $y$ axis of a given coordinate system.
$z \quad$ Position component (in mm ) along the $z$ axis of a given coordinate system.
$\left\{\right.$ MAP.transv $\vec{v}_{i}$ A $3 \times 1$ vector containing the 3DoF pose of the cart transporter vehicle in the vehicle map coordinate system for the $i$ th trial.
${ }^{\{M A P\}} H_{i\{t r a n s v\}}$ A $3 \times 3$ homogeneous transformation matrix storing the 3DoF pose of the cart transporter vehicle measured in the vehicle map coordinate system for the $i$ th trial. This variable stores the same information as ${ }^{\{M A P . t r a n s v\rangle} \vec{v}_{i}$ (see corresponding definition), but in a different representation.
$\{O T S . c a r t\} \vec{c}_{i}$ A $6 \times 1$ vector containing the 6 DoF pose of the cart rigid body centroid measured in the OTS coordinate system for the $i$ th trial.
${ }^{\{O T S\}} H_{i\{\text { cartproj }\}}$ A $3 \times 3$ homogeneous transformation matrix containing the 6DoF pose of the cart rigid body centroid measured in the OTS coordinate system and projected to a 3DoF pose for the $i$ th trial.

## Statistics Variables

$(\tau \beta)_{a b}$ The effect of the interaction between factors "measured RMMA side" and "coordinate registration method" on the response (see definition of $y_{a b c}$ and Eq. 7).
$\alpha \quad$ The specified significance level for a given hypothesis test. Unless otherwise stated, all hypothesis tests in this report use a significance value of 0.05 .
$\beta_{b} \quad$ The effect of the $b$ th level of factor "coordinate registration method" on the response (see definition of $y_{a b c}$ and Eq. 7).
$\varepsilon_{a b c}$ The effect of random experimental error on the response (see definitions of $y_{a b c}$ and Eq. 7).
$m \mathcal{S}_{\text {Error }}$ The mean square (MS) attributed to Error. Generally, the mean square of an effect is the sum of squares of the effect divided by the degrees of freedom of the effect.
$\mathcal{S} \mathcal{S}_{\text {Coordn.Reg.Method }}$ Contribution to $\mathcal{S} \mathcal{S}_{\text {Total }}$ attributed to factor "coordinate registration method" for an ANOVA. Defined in Eq. 11.
$\mathcal{S} \mathcal{S}_{\text {Error }}$ Contribution to $\mathcal{S} \mathcal{S}_{\text {Total }}$ attributed to random experimental error for an ANOVA. Defined in Eq. 13.
$\mathcal{S} \mathcal{S}_{\text {Interaction }}$ Contribution to $\mathcal{S} \mathcal{S}_{\text {Total }}$ attributed to the interaction between factor "measured RMMA side" and factor "coordinate registration method" for an ANOVA. Defined in Eq. 12.
$\mathcal{S} \mathcal{S}_{\text {Side }}$ Contribution to $\mathcal{S} \mathcal{S}_{\text {Total }}$ attributed to factor "measured RMMA side" for an ANOVA. Defined in Eq. 10.
$\mathcal{S} \mathcal{S}_{\text {Total }}$ Total sum of squares (SS) for an ANOVA. Defined in Eq. 9.
$\mathscr{D}_{1} \quad$ The Durbin-Watson statistic computed on the sample of residuals for the registration time response.
$\mathscr{D}_{2}$ The Durbin-Watson statistic computed on the sample of residuals for the initial-tofinal spiral search distance for $\overrightarrow{a p} 1$ or $\overrightarrow{a p}{ }_{3}$ response.
$\mathscr{D}_{3} \quad$ The Durbin-Watson statistic computed on the sample of residuals for the digital level readings taken from the front digital level.
$\mathscr{D}_{4} \quad$ The Durbin-Watson statistic computed on the sample of residuals for the digital level readings taken from the side digital level.
$\mathscr{D}_{L} \quad$ Lower bound of the critical values for the Durbin-Watson statistic for a given DurbinWatson test. The null hypothesis of the Durbin-Watson test is rejected if the DurbinWatson statistic is less than this value. If the Durbin-Watson statistic is between $\mathscr{D}_{L}$ and $\mathscr{D}_{U}$, the test is inconclusive.
$\mathscr{D}_{U} \quad$ Upper bound of the critical values for the Durbin-Watson statistic for a given DurbinWatson test. The null hypothesis of the Durbin-Watson test is not rejected if the Durbin-Watson statistic is greater than this value.
$\ell_{a b c}$ The standardized residual of a response variable observation (see definition of $y_{a b c}$ ).
$e_{a b c} \quad$ The residual of a response variable observation (see definition of $y_{a b c}$ ).
$\mathscr{F}_{0} \quad$ Denotes the F statistic of a given effect in an ANOVA, which is generally the mean square (MS) of the effect divided by the $m \delta_{\text {Error }}$.
$\mathcal{H}_{0} \quad$ Denotes the null hypothesis for a given hypothesis test.
$\mathscr{H}_{a} \quad$ Denotes the alternative hypothesis for a given hypothesis test.
$n_{a b}$ The total number of observations for the $a$ th level of factor "measured RMMA side" and the $b$ th level of factor "coordinate registration method". Since the experiment was unbalanced, but found to be proportional, this variable conforms to Eq. 8. Either 5 or 6 observations were recorded depending on the level of each factor.
$\mathscr{R}^{2} \quad$ Coefficient of determination for a given linear regression fit.
$y_{a b c}$ The observed response variable for the $a$ th level of factor "measured RMMA side", the $b$ th level of factor "coordinate registration method", and the $c$ th replicate of the corresponding factor level combination. The response variable, which corresponds to either the registration time or the initial to final spiral search distance for either $A P_{1}$ or $A P_{3}$ (see definition of $A P_{1}-4$ ), is modeled using a linear experimental model defined in Eq. 7.
$\mu \quad$ The effect of the constant overall mean on the response (see definition of $y_{a b c}$ and Eq. 7).
$\mu_{\text {front,rmmasq } 2}$ The population mean for the sample of digital level readings recorded on the "RMMASq2" side of the RMMA by the front digital level.
$\mu_{\text {front,rmmasq3 }}$ The population mean for the sample of digital level readings recorded on the "RMMASq3" side of the RMMA by the front digital level.
$\mu_{\text {side,rmmasq } 2}$ The population mean for the sample of digital level readings recorded on the "RMMASq2" side of the RMMA by the side digital level.
$\mu_{\text {side,rmmasq } 3}$ The population mean for the sample of digital level readings recorded on the "RMMASq3" side of the RMMA by the side digital level.
$\tau_{a} \quad$ The effect of the $a$ th level of factor "measured RMMA side" on the response (see definition of $y_{a b c}$ and Eq. 7).

## 1. Introduction

Recent work has demonstrated both a continued, growing interest in the utilization of mobile manipulators towards commercial and industrial applications, as well as the need for standardized performance measurement methods. Mobile manipulators generally consist of a robotic arm mounted on a mobile base of varying levels of autonomy. For example, the mobility component can consist of an automatic guided vehicle (AGV) that follows pre-programmed paths or a mobile robotic platform that can re-compute routes around unexpected obstacles. The potential benefits of such systems have been noted for uses outside of manufacturing settings. For example, recent interest has been shown in using mobile manipulators for healthcare applications, such as contactless, curbside admission screening at hospitals and assisting with in-home care [1, 2]. However, even more critically, is that the addition of mobility allows the manipulator arm to engage in a wider variety of industrial applications. One example is applying mobile manipulators towards assembling, processing, surfacing, or prototyping large scale components such as wind turbines, aircraft, or ships [3]. Additionally, flexible manufacturing, the ability to tend multiple conveyors in distinct locations, and material handling also become possible [3]. Recently, interest has been demonstrated in using mobile manipulators to tend computer numerical control (CNC) machines, though it has been noted that the harsh, unstructured environmental conditions of workshops pose a challenge to the localization systems of the mobility component [4]. Furthermore, another potential application of mobile manipulators in manufacturing that has garnered recent interest centers on additive manufacturing (AM) [5]. Specifically, instead of using mobile manipulators to treat or assemble large scale components, such systems can allow for an expanded build volume in large-scale conformal AM [5]. However, poor accuracy and repeatability in the mobility component have been identified as challenges in using mobile manipulators for such applications [5]. These limitations highlight the need for standardized methods to characterize the uncertainty of mobile manipulator systems, which may further enable such systems to perform useful work towards manufacturing processes requiring a high degree of precision and accuracy.

The performance assessment of mobile manipulators has focused on measures reflective of "safety, precision, and accuracy" [6]. In the past, research predominantly emphasized manipulator tipover stability and the enhancement of coordination between the vehicle and robotic arm in various environments [6-8]. It was also noted that measurement systems existed to assess the individual sub components of a mobile manipulator. Examples of such systems include laser interferometers (non-contact) and artificial cues (contact-based) used to assess the performance of manipulator arms $[6,9,10]$. However, the performance measurement of mobile manipulators as a complete system represented a relatively new area of research [3]. As the potential application domains continue to expand, it becomes more important for users and manufacturers to ensure mobile manipulator accuracy, repeatability, and coordination $[6,11]$.

Therefore, the National Institute of Standards and Technology (NIST) has endeavored to advance measurement science pertaining to the performance of mobile manipulators
[12-14]. Past work included the development of the Re-configurable Mobile Manipulator Artifact (RMMA), which introduced a cost-effective, and flexible artifact for measuring mobile manipulator performance across numerous simulated manufacturing tasks and the use of an optical tracking system (OTS) to establish a ground truth reference of comparison to the RMMA [9, 15, 16]. Both measurement techniques were applied towards measuring both a mobile manipulator that consisted of an AGV and an autonomous mobile robot (AMR) for the mobile platform [6, 15, 17-19]. Additionally, the RMMA was used to compare coordinate registration methods for use with the mobile manipulators [20].

This project focused on addressing three experiments that advanced the previously described work. First, the artifact-based measurement methodology with ground truth reference was applied to a new type of mobile manipulator, the mobile manipulator-on-a-cart. The mobile manipulator-on-a-cart featured a vehicle capable of sensing and docking with a detachable cart payload structure. Rather than attach the manipulator directly to the vehicle, the manipulator was instead attached to the separable cart, as shown in Fig. 1. This type of mobile manipulator can potentially increase the flexibility and concurrency of workflows in addition to maximizing hardware utilization. For example, additional time and cost savings can result since the vehicle would be re-usable to transport other payloads while the manipulator-on-a-cart is engaged in an assembly task. Furthermore, the manipulator would no longer be reliant on a specific, individual vehicle for transportation between task locations. Potential challenges in measuring this system were expected to include new sources of performance uncertainty that might arise due to the lack of a constant alignment between the cart transporter and manipulator-on-a-cart coordinate systems. Additionally, uncertainty in the manipulator position was expected to be possible due to the instability introduced from the cart being on wheels.

Previous experiments compared three non-contact techniques for coordinate registration as applied on a mobile manipulator using an AGV [20]. This included laser-based fine (i.e., spiral search) and bisect methods (see Sec. 3.1.3-3.1.2) for localizing retro-reflective targets placed on the RMMA, as well as visual fiducials tracked via an augmented reality toolkit. More recently, experiments on the AMR used the same laser bisect method [6]. For the second part of the mobile manipulator-on-a-cart project, the primary interest was to introduce an additional, alternative technique for rapid coordinate registration to the mobile manipulator-on-a-cart system. Specifically, the speed and accuracy of the new coordinate registration technique, which used a non-contact, laser-based method to search for retroreflective targets placed along the edges of the RMMA table surface, was compared against the previously used laser bisect technique.

The third part of this project investigated a limitation of previous experiments performed with the AMR [6]. Essentially, the data analysis techniques used for these prior measurements assumed that the three-dimensional (3D) positional data could be projected to 2 D with negligible error. However, it was also suspected that the flooring may not have been uniformly level between the two docking locations used, which were positioned on opposite sides of the RMMA. By determining whether or not there was a significant difference in the cart leveling between the two docking positions for the mobile manipulator-on-
a-cart, improvements for future data analysis or calibrations can be recommended based on this knowledge.

First the report provides an overview of the hardware, software, and configurations used for the mobile manipulator-on-a-cart platform, the RMMA, and OTS (Sec. 2). In Sec. 3, the experimental design is outlined by first detailing the bisect and edge coordinate registration methods to be compared and the spiral search localization method used to verify the accuracy of the coordinate registration as background. To ensure data correspondence between the OTS, robot controllers, and digital levels, system clock synchronization was applied. Additional information on how this synchronization was achieved is provided before detailing the test procedure itself. In Sec. 4, the analysis of the captured data is divided into three parts. First, while performing mock-assembly tasks, the position and orientation of the mobile manipulator-on-a-cart system captured from the OTS ground truth system was compared with the position and orientation collected from the system control computers, manipulator, and cart transporter vehicle logs. This section also includes an outline of the data extraction algorithms used to select and aggregate the data for the performed assembly tasks from each measurement technique (e.g., the OTS and computer/robot logs). Calibration methods were also needed to express the data in a common coordinate system. In the second part of Sec. 4, the report documents the comparison of the speed and accuracy of the bisect coordinate registration method and the new edge coordinate registration method. The comparison was conducted using an analysis of variance (ANOVA), with additional model adequacy checks provided to validate the reliability of the conclusions made. Finally, the third part of Sec. 4 documents the statistical inference techniques used to compare the two measured docking locations of the RMMA. Again, the specific goal was to determine if there was a significant difference in the cart leveling between the two measured docking locations next to the RMMA. In Sec. 5, the report concludes by summarizing and discussing the findings along with limitations and future work.

## 2. Platform and Operating Environment

Figure 1 provides a summary of the hardware sub-components utilized in the mobile manipulator-on-a-cart system ${ }^{1}$, which will be detailed throughout this section. A complete network and software diagram is provided in Appendix A (Fig. 38).

### 2.1 Cart Transporter

The technical specifications for the cart transporter robot utilized for this work were provided by the manufacturer [21]. Similar to the AMR measurements [6], the cart transporter utilized for this experiment was selected as an extension of previous work, which applied
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the performance measurement methodology to a mobile manipulator featuring an AGV [15, 17-19]. The AGV was restricted to using pre-specified paths while navigating between goals [15]. In contrast, the autonomy of the cart transporter featured in this work was more comparable to the AMR, since the cart transporter could also intelligently and autonomously compute routes and localize itself based on a user-configurable environmental map [6, 21].

Some key differences to the AMR included the additional sensors and mechanical components for detecting and latching onto the detachable cart, as well as an additional lower front sensor used to detect low, overhanging obstacles and negative obstacles [6, 21]. The lower front sensor was disabled for these experiments because the detection of uneven flooring as an obstacle hindered the cart transporter ability to navigate through the lab space. The environmental map of the lab, which will be referred to as the "cart transporter map", was generated by following the manufacturer-specified procedure [22]. This procedure involved manually driving the cart transporter through the lab space to scan key static room features, such as walls, using the on-board laser scanners. Additionally, the cart transporter map coordinate system utilized a 2-D, right-handed coordinate system as approximately shown in Fig. 2. The exact location of the map coordinate system origin within the lab was unknown (further addressed in Sec. 4.1.3), and the 3 DoF pose of the vehicle in the map consisted of a Cartesian position (along $x$ and $y$ axes) and a heading, $\theta$. The poses were logged with a timestamp formatted in seconds since epoch [23]. Once the initial map of the lab was generated, the map was customized with goals and preferred lines, as shown in Fig. 2, which represented a preferred path for the vehicle to adhere to. Preferred lines were used to ensure safe navigation around the RMMA, as well as to guide the vehicle to the starting position of the cart (denoted as "CartDock1"). Two additional goal points, denoted "RMMASq2" and "RMMASq3" were placed on opposite sides of and facing the RMMA to allow the cart transporter to dock next to either side of the square reflector pattern (see Sec. 2.3). The commanded position for each of these goal points is shown in Table 1. Finally, an arbitrary goal point was added as the initial starting location for the cart transporter itself ("LDStart"). In contrast to the AMR [6], it should be noted that the cart transporter docked with the main safety laser scanner facing the RMMA. To prevent the vehicle from detecting the RMMA as an obstacle, each goal point intended for RMMA docking was placed approximately 1000 mm ahead of the final docking location next to the RMMA. After arriving at each goal point, the cart transporter was issued a "move straight" command with input parameters that set the distance to 1000 mm , the front clearance to 25 mm , and the speed to $150 \mathrm{~mm} / \mathrm{s}$. The other input parameters were kept at their default values. An example map that demonstrates this configuration is shown in Fig. 2.

The cart transporter ${ }^{2}$ map was generated and configured using the manufacturer supplied software (version 4.5.2) running on a Windows 7, 64-bit laptop [22]. Additionally, custom C++ code for sending clear-text commands to the cart transporter over Transmission Control Protocol / Internet Protocol (TCP/IP) sockets was implemented by using the

[^1]same code written as part of previous experiments as a starting point [6]. Two modes of communication with the client application were supported by the cart transporter [22, 23]. The first mode of communication followed a client-server model in which one or more client applications sent pre-defined commands to the cart transporter server. Once the TCP/IP connection was established, the client applications could send pre-defined commands to the cart transporter, which either executed the command or responded with the queried data (such as the current vehicle pose) [23]. In the second mode of communication, the cart transporter could be configured to continuously execute a given command or set of commands on a user-specified interval. The cart transporter, which then acted as the client, forwarded the result of these commands to an external application that acted as the server. Most importantly, however, was that if a set of commands were configured to run using this method, then they were executed in the same computation cycle by the cart transporter [23]. Therefore, to ensure data synchronization, the second mode of communicating with the cart transporter was used to query the current vehicle pose. The time interval to generate the pose messages was set to 0.01 seconds. To provide further assurance of data synchronization, the system clock of the cart transporter was synchronized via Network Time Protocol (NTP) (see Sec. 3.2 for details).


Fig. 2. Cart transporter map of the lab space as configured with goal points and preferred lines (left). Note that the approximate location and orientation of the map coordinate system origin is annotated. The docking locations next to the RMMA that corresponded to the goal points (right).

Table 1. Commanded position of the goal points used to dock the cart transporter to the RMMA. Note that the positions shown here are 1000 mm away from the RMMA in the $x$ direction. A "move straight" command was issued to the cart transporter after reaching each goal point to allow the cart transporter to dock closer to the RMMA without detecting it as an obstacle.

| Goal | $x$ | $y$ | $\theta$ |
| :---: | :---: | :---: | :---: |
| RMMASq2 | -50 mm | -792 mm | $0^{\circ}$ |
| RMMASq3 | 3494 mm | -788 mm | $180^{\circ}$ |

### 2.2 Manipulator-on-a-Cart

A manipulator, which was the same manipulator used in prior experiments, was mounted to a custom-built payload structure and fixed to the detachable cart [6]. According to the manufacturer specification, the maximum reach and repeatability of the manipulator arm was 850 mm and 0.1 mm , respectively [6,24]. The manipulator controller software ran version 3.1.18213 and used a 3D right-handed coordinate system in which the $x$ and $y$ axes of the origin (placed at the center of the manipulator base) were defined parallel to the ground plane while the $z$ axis was defined perpendicular to the ground plane (e.g., the up/down, or the vertical direction). Since the manipulator base was mounted at a rotational offset of $135^{\circ}$ from the front of the cart payload structure, the rotation offset was corrected such that the positive direction of the $x$ axes aligned with the front of the cart payload structure. As with prior experiments, the short reach of the manipulator, which was less than that of the manipulator arm used in the prior experiments with the AGV [15], restricted the arm from being able to access the entire RMMA table surface from a single docking location. This restriction necessitated the use of multiple dock points to allow the manipulator full access to the assembly points required for the test. To digitally detect retro-reflective targets, which served as mock-assembly points on the RMMA, a retro-reflective laser sensor and emitter (RLS) was attached to the end-of-arm tool (EOAT) of the manipulator and is shown in Fig. 3 [25]. Use of the RLS for non-contact registration and localization reduced the risk of collision with the RMMA and resembled the task of classic peg-in-hole assembly [17]. Communication with the manipulator controller was facilitated by connecting the RLS to the tool I/O port. To perform the registration and localization techniques, custom software was written using the code from prior experiments as a starting point [6]. The code used the Collaborative Robot Programming Interface (CRPI) and small portions of the NIST Real-time Control System (RCS) library that pertained to pose format conversions [26, 27], and the manipulator base rotation misalignment was corrected by specifying the $135^{\circ}$ offset in an Extensible Markup Language (XML) configuration file. Additionally, the User-Level Application Programming Interface (ULAPI), which was packaged with CRPI, was utilized to implement multi-threading and synchronization, as well as additional TCP/IP socket communications [28]. The detachable cart was outfitted with two linear actuators (see Appendix C for detailed specifications), which were added to prevent the cart from moving after it had been docked next to the RMMA. CRPI was used to change the digital output state such that each linear actuator could be independently set to extend
to a fixed, constant distance.


Fig. 3. The manipulator used an RLS to digitally detect a retro-reflective target [29].

Additionally, the pior experiments that used the AMR indicated that one source of uncertainty could have stemmed from inconsistent floor leveling that was present throughout the lab [6]. To further investigate this, two digital levels were mounted along two sides of the optical breadboard that also supported the manipulator arm. Each level, which outputted angles between $\pm 180^{\circ}$, inclusive, was specified to have an accuracy of $\pm 0.05^{\circ}$ when the level was between $0^{\circ}$ and $10^{\circ}$ and a repeatability of $\pm 0.05^{\circ}$ [30]. Each level was connected to a Windows 7 computer using the RS232 serial output of the digital levels (details in Appendix B) and calibrated according to the manufacturer-specified procedure before use [30]. Terminal emulation software, installed on the on-board computer, was used to read the serial output and to log the digital level readings to a clear-text output file [31]. Wireless remote access to the on-board computer was achieved to manually start and stop the digital level recordings via the terminal emulation software [32]. Once connected, the digital level was able to transmit readings every 533 msec over RS232 using a 9600 baud rate, no stop bit, and no parity [30]. All of the hardware placed on the cart (with the exception of the digital levels) was powered by a $900 \mathrm{~W}, 24 \mathrm{~V}$ DC to AC power inverter connected to two $12 \mathrm{~V}, 28$ Ah batteries [33, 34].

### 2.3 RMMA

The RMMA (Fig. 4) consisted of machined, anodized aluminum and was re-configurable in the sense that it allowed for an adjustable height, table surface rotation, and geometric
configuration of drilled, tapped mounting holes (for example, a square, circle, or sinusoid). The pre-defined, user-specified uncertainty allowed for comparison to a ground truth reference [15]. As with the previous studies, the RMMA was used for the "indexed" case in which the cart transporter incremented between a set of discrete, finite stops placed next to the RMMA [6, 15].

Three different types of reflective targets that were detected by the mobile manipulator are shown in Fig. 4. Each type of target was used for a different coordinate registration and/or localization method, which are further detailed in Sec. 3.1.1-3.1.3. Eight strips of reflective tape were used for the edge coordinate registration method, which was named for the process of detecting the outer edges of the $203.2 \mathrm{~mm} \times 25.4 \mathrm{~mm}$ tape. The four circular, 42 mm diameter reflectors were denoted $\overrightarrow{l r_{1}}, \overrightarrow{l r_{2}}, \overrightarrow{l r_{3}}$, and $\overrightarrow{l r}_{4}$ (with " $l r$ " standing for "large reflector") and were used for the bisect coordinate registration method. Finally, four 3 mm diameter reflectors, which were located within the light collimators depicted in Fig. 4 and were denoted $\overrightarrow{a p_{1}}, \overrightarrow{a p_{2}}, \overrightarrow{a p_{3}}$, and $\overrightarrow{a p} 4$ (with "ap" standing for "assembly point"), were used for the spiral search localization method. The spiral search localization was performed after each coordinate registration to verify the accuracy of the coordinate registration. The $\overrightarrow{a p}$ reflectors were arranged in a square with side length 457 mm . However, as mentioned in Sec. 2.2, the limited arm length of the manipulator restricted the ability to access all reflective targets from any one side of the RMMA. Therefore, when the manipulator was docked at the "RMMASq2" goal point, the arm could only reach $\overrightarrow{l r}_{1}, \overrightarrow{l r}_{2}, \overrightarrow{a p} 1$, and $\overrightarrow{a p}{ }_{2}$. Similarly, when the manipulator was docked at the "RMMASq3" goal point, the arm could only reach $\overrightarrow{l r}_{3}, \overrightarrow{l r}_{4}, \overrightarrow{a p_{3}}$, and $\overrightarrow{a p}_{4}$.

### 2.4 Optical Tracking System

The optical tracking system (OTS) used the same technical specifications and configuration that was utilized in prior studies, with the exception of using the then-current version of the manufacturer-supplied software (version 2.2) [6, 35]. The system comprised of 21, 4 Megapixel (MP) resolution cameras positioned to observe as much of the $9000 \mathrm{~mm} \times 2200$ $\mathrm{mm} \times 7000 \mathrm{~mm}$ (width x length x height) laboratory space as was possible. Eight of the 21 cameras were focused directly on the RMMA, with one of these cameras mounted to the ceiling above to provide a direct, overhead view of the RMMA [6]. The system was recalibrated using the manufacturer-specified procedure immediately prior to measurement, and the results of this calibration as reported by the manufacturer-supplied software are shown in Fig. 5 [36]. As noted in Fig. 5, the corresponding mean error of the calibration was reported by the software to be 0.720 mm , which was indicated in the name of the generated calibration file. In addition to an assortment of other fabric coverings, paper tape covers, shown in Fig. 4, were used to assist in masking extraneous reflections when calibrating the OTS and recording static ground truth reference measurements of the RMMA reflective target locations. Furthermore, the OTS coordinate system was defined during calibration by using a square artifact to set the ground plane. The OTS used a 3D righthanded coordinate system in which the $x$ and $z$ axes of the origin were defined parallel to
the ground plane while the $y$ axis was defined perpendicular to the ground plane (e.g., the up/down, or the vertical direction) [36, 37].

The rigid body tracking of the OTS was used for ground truth measurement. For the placement of the retro-reflective optical tracking markers, several factors needed to be considered. To avoid occlusions, but also allow for the tracking of finer movements, such as those performed as part of the coordinate registration and localization methods, suitable sized markers were needed. Ultimately, markers of 19 mm diameter were selected. Furthermore, the selected placement of the markers was intentionally asymmetric, which assisted in the labeling process used by the motion capture system [38]. Furthermore, for the markers placed on the EOAT, it was important to assure that the markers were not placed across different links of the robot (i.e., with a robot joint, such as the wrist, between any two markers). This was because the motion capture software assumed that the markers of a rigid body maintained a constant spatial relationship to the other markers in the rigid body (e.g., the rigid body cannot be deformed). Therefore, the rotation of the wrist joint could result in markers becoming unlabeled from the rigid body [39]. Finally, prior experiments had established the static (e.g., when the rigid body is not in motion) uncertainty of the OTS positional tracking to be 0.022 mm and the dynamic (e.g., when the rigid body is in motion) positional tracking uncertainty to be 0.26 mm [15, 16].

Figures 6-9 show the marker placement and labeling for the four defined rigid bodies in the OTS coordinate system. Note that the rigid body in Fig. 6 was used to acquire static measurements of the RMMA and retro-reflective target positions for ground truth reference, while the rigid body in Fig. 9 was used to measure the RMMA during the experimental trials. Therefore, markers M2, M4, M11, M13-M16, and M19 in Fig. 6 were not present in the rigid body shown in Fig. 9 because they were replaced with the appropriate retro-reflective targets. The data output for each frame contained a timestamp, frame number, quaternion rotation (with components $q_{x}, q_{y}, q_{z}$, and $q_{w}$ as defined in see Eq. 16-18, Appendix D), cartesian position (with components along the $x, y$, and $z$ axes), and mean marker error associated with each rigid body centroid. Additionally, a quaternion rotation, position, and marker quality for each marker associated with each rigid body was also recorded. Data captures were recorded at 120 frames-per-second (FPS) and exported in Comma Separated Value (CSV) format.


Fig. 4. The Re-configurable Mobile Manipulator Artifact (RMMA), retro-reflective targets, and OTS markers (top). Retro-reflective target labeling on the RMMA used for bisect registration and spiral search localization (bottom).

| Calibration Summary |  |
| :--- | :---: |
| Overall Result |  |
| Maximum Error $(\mathrm{px})$ | 0.223 |
| Minimum Error $(\mathrm{px})$ | 0.099 |
| Mverage Error $(\mathrm{px})$ | 0.157 |
| Wand Error $(\mathrm{mm})$ | 0.082 |
| Calculation Time | $0: 52$ |

Fig. 5. Screenshot of the OTS calibration summary as reported by the manufacturer-supplied software. The corresponding mean error was 0.720 mm .


Fig. 6. Example 2D plot of average position and labeling of OTS markers for static RMMA ground truth measurements, as extracted from the OTS (left). Corresponding marker position and labeling on the RMMA (right).


Fig. 7. Example 2D plot of average position and labeling of OTS markers for cart base measurements, as extracted from the OTS (left). Corresponding marker position and labeling on the cart base (right).


Fig. 8. Example 2D plot of average position and labeling of OTS markers for EOAT measurements, as extracted from the OTS (left). corresponding marker position and labeling on the EOAT (right).


Fig. 9. Example 2D plot of average position and labeling of OTS markers for RMMA measurements during experiments (denoted as the "RMMA Sub" rigid body), as extracted from the OTS (left). Corresponding marker position and labeling on "RMMA Sub" (right).

## 3. Experiment Design

In this section, the experimental design and procedure are described. First, background details are included on how the two coordinate registration methods and the spiral search localization operated. Then the steps taken to ensure that data across the multiple systems was aligned via time synchronization is discussed. Finally, the experimental procedure itself is outlined.

### 3.1 Background

### 3.1.1 Edge Registration

Fig. 10 provides an overview of the edge coordinate registration algorithm. The edge registration method searched for a corner of the RMMA using three, 2D reference points ( $\vec{r}_{1}$, $\vec{r}_{2}$, and $\vec{r}_{3}$ ) located on the edges of the reflective tape. For the purpose of this description, each reference point is defined to correspond with the Cartesian position of the EOAT relative to the base of the manipulator when the EOAT detected the edge of the reflective tape using the RLS. To complete the registration, the reference points were used to solve for the intersection of two perpendicular lines that outlined the edges of the RMMA table surface, as shown in Eq. 1-3. Reference points $\vec{r}_{1}$ and $\vec{r}_{2}$ were also needed to determine the orientation offset between the manipulator base and the RMMA in a similar manner as the bisect registration method used and documented in prior work [6, 18-20, 40].

$$
\begin{gather*}
m=\frac{\vec{r}_{2} \cdot x-\vec{r}_{1} \cdot x}{\vec{r}_{2} \cdot y-\vec{r}_{1} \cdot y}  \tag{1}\\
\text { corner. } x=m(\text { corner. } y)+b_{1}  \tag{2}\\
\text { corner. } x=-\frac{1}{m}(\text { corner. } y)+b_{2} \tag{3}
\end{gather*}
$$

To locate each reference point, three steps of manipulator movements were used. In the first step (step a.), the arm continuously panned the EOAT backwards from an arbitrary stage position towards the base of the manipulator. The RLS input / output (I/O) was repeatedly polled to determine if the retro-reflective tape placed at the edge of the table had been detected. When the tape was detected, an interrupt was sent to the manipulator controller in the form of a CRPI command that moved the robot arm to its current position. If the tape was not detected by the RLS, the manipulator would continue panning towards the robot arm base until the current position of the EOAT was over the cart payload structure. The arm would then pan away from the robot arm base a maximum distance ( 101.6 mm away from the original stage position) to search for the tape in the opposite direction. In the next step (step b.) the manipulator instead moved in larger discrete steps ( 2 mm ). However the manipulator still panned in the direction towards its base until the retro-reflective tape was no longer detected. Finally, the manipulator panned in smaller, discrete steps $(0.25$
mm ) away from its base until the RLS detected the edge of the tape. For $\vec{r}_{2}$ the initial direction of step a. was reversed. Additionally, the continuous pan (step a.) for $\vec{r}_{3}$ was adjusted using the slope, $m$, defined in Eq. 1. This ensured that any angle offset between the cart and RMMA did not result in the wrong tape being detected by the RLS.

The following data pertaining to the edge coordinate registration method were captured from the manipulator controller using CRPI as well as the laptop running the custom control software. This information included the amount of time, in seconds, taken to find each reference point $\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)$ and the corner point (which was taken as the sum of the times to locate each reference point), and the starting and ending pose of the EOAT when locating each reference point and the corner point. It should be noted that the timestamps were obtained from the laptop system clock and the time to search included any time duration in which the control program was actively reading the status of the RLS to search for the retro-reflective surface. Here, the manipulator pose was expressed as a position vector (with components along the $x, y$, and $z$ axes) in mm and an XYZ Euler angle rotation vector in degrees of the EOAT relative to the manipulator base. The conversion of a rotation expressed as an XYZ Euler angle to a quaternion representation is presented in Appendix D. Also included were the integer number of large, 2 mm steps and small, 0.25 mm steps taken to locate each reference point, in addition to integer flags that indicated which reference point was being located and whether or not the reference point was successfully found.


Fig. 10. Diagram summarizing the edge coordinate registration method. Three reference points ( $\vec{r}_{1}, \vec{r}_{2}$, and $\vec{r}_{3}$ ) on the retro-reflective tape were located using the RLS to determine the position and orientation offset between the cart base and the top corner of the RMMA.

### 3.1.2 Bisect Registration

The same bisect coordinate registration method utilized in previous experiments was also used for this experiment [20]. On each side of the RMMA, two large ( 42 mm diameter) targets were fixed to the RMMA as pictured in Fig. 4. With the bisect method (pictured on the right of Fig. 11), it was initially assumed that the RLS was positioned over the retro-reflective material of the target, though not necessarily at the center of the target. The manipulator would trace four lines along two perpendicular axes of the target, which searched for the outer boundary of the target using the RLS. A step size of 0.5 mm was used [20]. By using the offset between the initial position of the EOAT and the outer boundary, the center of the reflector in manipulator base coordinates could be computed. This determined the positional offset between the manipulator base and the other $\overrightarrow{a p}$ reflectors. By localizing the center point of two, colinear $\overrightarrow{l r}$ targets (Ex. $\overrightarrow{l r}_{1}$ and $\overrightarrow{l r}_{2}$ when the manipulator was docked at the "RMMASq2" goal point), an angle offset between the cart and the RMMA could also be computed.

As in previous work, initial search points (expressed in the manipulator base coordinates) were recorded for each target and stored in a configuration file to be read by the CRPI-based manipulator control program at runtime [6]. Despite the pre-specification of these initial search points, sources of uncertainty in the mobile manipulator-on-a-cart system, such as in the cart transporter pose perception, in the cart latch mechanism, or due to manipulator repeatibility, among others, could cause the manipulator to deviate from the target position and necessitate a localization search. The initial search point was recorded using the following procedure at each goal point. First, the vehicle was used to dock the cart next to the RMMA at the given goal point. Next, the current vehicle pose upon docking (after completing the move straight command, but before detaching from the cart) was recorded in the configuration file. The manipulator was then manually jogged such that the RLS laser was positioned over the center of each $\overrightarrow{l r}$, with each position being recorded in the configuration file. These pre-taught points for the EOAT and poses for the cart transporter are shown in Table 2. Note that the manipulator points and the vehicle heading presented in the table were rounded to the nearest thousandth for readability. However, the manipulator controller and vehicle controller reported these values to six decimal places. The vehicle $x$ and $y$ coordinates were not rounded because they were reported by the vehicle controller to three decimal places. Additionally, the EOAT points are expressed in terms of the manipulator base coordinate system, and the cart transporter poses are expressed in terms of the cart transporter map coordinate system. When the bisect coordinate registration routine began, the initial search point for each $\overrightarrow{l r}$ was transformed using the vehicle pose at the time of recording to express the initial search point in vehicle coordinates. Finally, this initial search point was then inversely transformed using the current vehicle pose. This transformation attempted to adjust the initial $\overrightarrow{l r}$ search points to account for variation present in repeatedly docking the vehicle at the same goal point.

It was possible, however, that the size of the variation in the vehicle docking could exceed the size of each $\overrightarrow{l r}$ target. In this case, a large square spiral pattern, which is pictured on the left of Fig. 11 and referred to as a "Coarse Spiral Search", was used prior

Table 2. The pre-taught initial search points (top) and corresponding vehicle poses (bottom) used for the bisect coordinate registration method. Note that the points/poses are rounded to the nearest thousandth, the EOAT points are expressed in terms of the manipulator base coordinate system, and the cart transporter poses are expressed in terms of the cart transporter map coordinate system.

| Manipulator EOAT Point |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Side | Target $^{\prime}$ | $x$ | $y$ |  |
| RMMASq2 | $\vec{l}_{1}$ | 472.041 mm | 254.375 mm |  |
| RMMASq2 | $\vec{l}_{2}$ | 461.336 mm | -203.981 mm |  |
| RMMASq3 | $\vec{l}_{3}$ | 471.185 mm | 252.572 mm |  |
| RMMASq4 | $\vec{l}_{4}$ | 461.994 mm | -203.444 mm |  |
| Cart Transporter Pose |  |  |  |  |
| Side | $x$ | $y$ | $\theta$ |  |
| RMMASq2 | 966.188 mm | -828.645 mm | $2.238^{\circ}$ |  |
| RMMASq3 | 2468.470 mm | -793.242 mm | $-177.936^{\circ}$ |  |

to attempting the bisect registration method as was done in previous experiments [6]. The coarse spiral search used the same search pattern as the fine spiral search and the same maximum radius of 75 mm . However, the coarse spiral search instead used a larger step size of 10 mm , which was the same step sized used for the coarse spiral search in previous experiments [6].

Data were also collected using CRPI and the laptop running the custom control software. Like the data captured for the edge registration, all manipulator poses were expressed as a position vector (with components along the $x, y$, and $z$ axes) in mm and an XYZ Euler angle rotation vector in degrees of the EOAT relative to the manipulator base. If the coarse spiral search was needed, the start and end pose of the EOAT when locating each $\overrightarrow{l r}$, the time elapsed during the search in seconds, the integer number of steps taken in the search pattern, and additional flags indicating whether or not the search was successful were logged. For the bisect method, the starting and ending pose of the EOAT when locating the center point of each $\overrightarrow{l r}$, the elapsed time to locate the center point of each $\overrightarrow{l r}$ during the coordinate registration in seconds, the number of steps taken in the bisect search pattern, and additional flags indicating whether or not each $\overrightarrow{l r}$ was successfully found were logged. As with the edge registration method, the elapsed search time included any duration in which the control program was actively reading the status of the RLS.

### 3.1.3 Fine Spiral Search Localization

As mentioned in Sec. 2.3, a square spiral search pattern (pictured in Fig. 12) was used to localize the 3 mm diameter target $\overrightarrow{a p}$ reflectors and served to verify the accuracy of the previously described coordinate registration methods. The spiral search pattern used the same maximum radius of 75 mm and the same step size of 0.5 mm as was used in previous experiments with the AGV and the AMR $[6,15]$.

The following data related to the spiral search pattern were also collected using CRPI


Step Size（ 10 mm ）：——— Step Size（ 0.5 mm ）：ー ー ー
Fig．11．The coarse spiral search localization method（left）．The bisect coordinate registration method（right）．$\vec{l}_{r_{\text {initial }}}$ is an example initial point requiring coarse spiral search localization， $\vec{l} \overrightarrow{r a d j u s t e d}$ is an example point returned after coarse spiral search localization，and $\vec{l} r_{\text {final }}$ is an example point returned after bisect registration．
and the laptop running the custom control software．As with the edge and bisect coordinate registration methods，all manipulator poses were expressed as a position vector（again，with components along the $x, y$ ，and $z$ axes）in mm and an XYZ Euler angle rotation vector in de－ grees of the EOAT relative to the manipulator base（again see Appendix D for a quaternion representation conversion）．The starting and ending pose of the EOAT（used to compute the initial－to－final search distance），the elapsed search time in seconds for each $\overrightarrow{a p}$ point， the integer number of steps taken in the spiral search pattern when searching for each $\overrightarrow{a p}$ point，and additional flags indicating whether or not each $\overrightarrow{a p}$ point was successfully found were logged．

## 3．2 Time Synchronization

As mentioned in Sec．1，time synchronization across clients was important for ensuring the data captured from the computer running the OTS software could be aligned with both the data captured from the robot logs and digital levels．Time synchronization was achieved using a Stratum 1 NTP time server with an integrated global positioning system（GPS）re－ ceiver．The time server was connected to a switch（as shown in Fig．38）via power over Ethernet（POE）．The synchronization was implemented over a local area network（LAN）in broadcast mode（within approximately $1 \mu$ s of Coordinated Universal Time（UTC），United States Naval Observatory（USNO））．Each synchronization client was within three hops and the antenna，receiver，and time server were located on the roof of the lab space with good line of sight of typically 11 satellites．Note that＂hops＂refers to the number of routers between a source and destination subnet［41］．This marked an improvement over the ex－ periments with the AMR，which used an NTP server synchronized over the Internet［6］．


Fig. 12. Diagram of the square, spiral search localization method. $\overrightarrow{a p}_{\text {initial }}$ is an example initial point before localization and $\overrightarrow{a p}_{f \text { final }}$ is an example point returned after localization.

The time server synchronized with the following computers using publicly available software [42]. The computer running the OTS software was synchronized over wired connection with a delay variability of approximately within 0.1 s (as reported by the software). The control laptop controlling the vehicle and manipulator arm was synchronized over a wired connection. The on-board cart PC used to record the digital level readings was synchronized over two wireless hops. Finally, the cart transporter controller was synchronized over two wireless hops without requiring additional software. Note that the manipulator controller clock was not directly synchronized because it did not support NTP and that previous studies have shown increased jitter (i.e., transmission delay variability) in wireless hops, which can impact time synchronization precision [43]. Since the cart transporter and control laptop may have only been synchronized with a delay variability 1 s , data analysis was limited to focus on static rigid bodies only. Future improvements planned for this configuration includes the minimization of the number of hops between the nodes and devices, which can be assisted through the further aggregation of the sensors and data capture to a few computer nodes. Additional improvements include exploring the use of an access point that supports Synchronous Network Time Protocol (SNTP) for wireless synchronization of clients and utilizing Precision Time Protocol (PTP) to synchronize the computer running the OTS software. This could allow for future data analysis to include examination of dynamic performance.

### 3.3 Test Procedure

This section details the experimental procedure used to collect data from the OTS, robot controller logs, and the digital levels. First, static measurements of the RMMA with markers configured as shown in Fig. 6 were taken prior to measurement. In total, five static recordings, each containing ten seconds of continuous data, were captured. As mentioned in Sec. 2.4, these recordings were used to establish a ground truth reference for the positions of the $\overrightarrow{l r}$ and $\overrightarrow{a p}$ reflectors for later comparison with the actual detected position of the EOAT over these targets. The cart transporter was initially parked at an arbitrary home location (i.e., the "LDStart" goal point). The manipulator-on-a-cart was also initially docked ahead of an arbitrary location (i.e., the "CartDock1" goal point). Upon starting the control programs outlined in the previous section, the cart transporter proceeded to the initial docking location of the manipulator-on-a-cart. The cart transporter then docked with and latched to the cart. Next, the cart transporter parked at the "RMMASq2" goal point. Upon reaching the goal, the cart transporter executed the 1000 mm straight move command to approach the RMMA. At this point, right before the cart transporter unlatched from the cart, the current vehicle pose was logged and sent to the manipulator control code. At the same time, an operator started recording data from the OTS.

With the manipulator-on-a-cart now unlatched from the cart transporter, the actuated feet descended to keep the cart in place. The manipulator-on-a-cart paused for 15 seconds, during which an operator manually started recording data from each digital level. When the 15 second pause had concluded, the operator stopped recording digital level data and the manipulator began to move out of its stow position through three intermediate stage poses to allow access to the RMMA. After the final stage position had been reached, the manipulator EOAT height was kept fixed at 297 mm above its base, and the EOAT was kept facing directly downward towards the floor, which corresponded to constant rotation of $180^{\circ}$ about the $x$ axis of the manipulator base coordinate system (see Appendix D for quaternion conversion). After staging, the manipulator performed the edge registration and subsequently performed verification by using the spiral search localization on two of four, colinear 3 mm diameter reflective targets positioned at the corners of the square on the RMMA. For example, if the manipulator was docked at the "RMMASq2" goal point, $\overrightarrow{a p}{ }_{1}$ and $\overrightarrow{a p_{2}}$ were localized, but if the manipulator was docked at the "RMMASq3" goal point, $\overrightarrow{a p} 3_{3}$ and $\overrightarrow{a p}_{4}$ were localized. It should be noted that, upon locating each retro-reflective target for coordinate registration and spiral search verification, an additional 15 second pause was included. This was included to further minimize the impact of any latency in the time synchronization of data and to assist with the OTS data selection methods (see Sec. 3.2 and 4.1.1). A second verification was then performed on the other 3 mm diameter reflector at the opposite corner of the square. The control program for the manipulator automatically logged the needed data upon completion of the second verification, the manipulator stowed, and the OTS recording was stopped and re-started. The manipulator then paused for 15 seconds and performed the same steps again without re-docking the cart or lifting the actuated feet. However, the bisect registration was then substituted for the edge registration and there was no digital level recording during the initial 15 second pause. After complet-
ing and verifying both coordinate registration methods, the cart transporter re-docked and latched to the cart. The cart transporter then docked the cart at the other side of the RMMA (i.e., at "RMMASq3").

This process of alternating between stops and performing both registration methods at each stop without re-docking continued until the manipulator battery depleted. In total, 11 valid trials of data, or 22 total observations, were captured (with data capture anomalies documented in Appendix E). This included five to six replicates per treatment combination that consisted of the measured RMMA side (i.e., "RMMASq2" or "RMMASq3") and/or the coordinate registration method (i.e., Edge or Bisect) were captured. Six trials were captured at the "RMMASq2" side for both coordinate registration methods and five trials captured at the "RMMASq3 side" for both coordinate registration methods. The cart batteries ran out just before a sixth trial could be obtained on the "RMMASq3" side of the RMMA, as explained in Appendix E. Note that, in an ideal case, the reliability of applied inferential statistical techniques for data analysis (such as two-sample comparison tests and two factor factorial analysis) could be improved by randomly assigning treatment combinations to each run. For example, randomly choosing a goal point ("RMMASq2" or "RMMASq3") and randomly choosing a registration method (Edge or Bisect). However, the time required for each coordinate registration method and spiral search verification combined with the limited battery life of the manipulator restricted the ability to implement such random ordering (see discussion of limitations and future work in Sec. 5).

## 4. Analysis and Results

The data selection, extraction, aggregation, and plotting was mostly conducted using version 4.2.2 of a programming language for numerical and matrix computations and using a corresponding statistics package [44, 45]. The following sections detail the methods utilized to extract and aggregate the OTS marker data, the data captured for the two coordinate registration methods and spiral search localization (logged from the manipulator controller and control program), and the cart transporter pose obtained from the cart transporter controller. An analysis of the cart base and EOAT uncertainty is then provided. The speed and accuracy of the two coordinate registration methods are compared based on the logged data. Finally, the digital level readings are compared between each side of the RMMA.

### 4.1 Data Selection and Calibration

Before proceeding with the data analysis, the methods used to pre-process and extract the collected data are described. First, a description is provided regarding how the appropriate OTS marker frames from the paused time intervals were extracted. Then, the process used to calibrate a coordinate transformation from the coordinate systems of the data that originated from the robot logs to the OTS coordinate system is described. This process included finding a suitable coordinate transformation matrix for the manipulator base coordinates to the OTS coordinate system and for the cart transporter map coordinate system to the OTS
coordinate system.

### 4.1.1 Selecting OTS Marker Data

The extraction and aggregation of the static, ground-truth RMMA measurements was straightforward. For each trial, the centroid and marker position data was averaged over all nonoccluded frames. The average and standard deviation of the static RMMA marker data were then exported to external CSV files and plotted. Boxplots for the standard deviations of the static marker data associated with the RMMA ground truth measurements are shown in Fig. 13. The plot includes all five trials of static measurements. From the plot, it was observed that the standard deviation of the marker positional components were well below the 0.26 mm dynamic measurement uncertainty [15, 16]. Overall, the central tendency of the $x$ and $z$ component-wise standard deviations also were below the 0.022 mm static measurement uncertainty [15, 16]. However, several markers across several trials were observed to exceed the static measurement uncertainty in the $y$ component (i.e., the height component). There were no potential outlier or outlier values present in the boxplots.


Fig. 13. Boxplots of the standard deviation marker position components for static ground truth RMMA measurements ('+' - Potential Outlier, 'O' - Outlier).

As previously described, the OTS marker data were captured and exported across two
separate, continuous files per trial (one for the edge registration and one for the bisect registration) recorded at 120 FPS. With the EOAT assumed to be paused for 15 seconds over the final, detected edge registration reference points $\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)$, bisect $\left(\overrightarrow{l r}_{1}, \vec{l} r_{2}, \overrightarrow{l r}_{3}\right.$, and $\left.\overrightarrow{l r}_{4}\right)$ points, and spiral search $\left(\overrightarrow{a p_{1}}, \overrightarrow{a p}{ }_{2}, \overrightarrow{a p_{3}}\right.$, and $\left.\overrightarrow{a p} 4\right)$ points, the first task was to detect when the EOAT was paused.

In contrast to the data selection methods used in prior experiments with the mobile robot [6], which detected pauses by examining the standard deviation in the $x$ and $y$ components of the EOAT markers across a 5 s ( 600 frame) contiguous, sliding window of data, a different data selection method was used for this experiment. Instead, the average rate of change (ARC) of the EOAT was computed using the $x, y$, and $z$ components of the EOAT rigid body centroid (see Fig. 8) was computed on approximate 1 second intervals. If $\vec{f}_{1}=\left(\vec{f}_{1} \cdot x, \vec{f}_{1} \cdot y, \vec{f}_{1} \cdot z\right)$ and $\vec{f}_{2}=\left(\vec{f}_{2} \cdot x, \vec{f}_{2} \cdot y, \vec{f}_{2} \cdot z\right)$ are the position vectors of the EOAT rigid body centroid at corresponding successive times $s_{1}$ and $s_{2}$, respectively, then the formula used to compute the ARC (i.e., the approximate speed of the marker) over the interval is given by: $\frac{\left\|\vec{f}_{2}-\overrightarrow{1}_{1}\right\|_{2}}{\left|s_{2}-s_{1}\right|}$.

The time at which the robot was paused was determined by detecting when the approximate speed of the marker fell below a threshold value for a specified time interval. The exact speed threshold value and time duration used was adjusted depending on which pause was being detected and which registration method was being used. For example, for the first pause of the edge registration method, the speed threshold was $0.5 \mathrm{~mm} / \mathrm{s}$. The corresponding time duration was adjusted to either 10 seconds, 15 seconds, or 13 seconds for different trials. This was done to ensure that the initial pause was not detected before the actuated feet on the cart had finished lowering. For all other pauses of the edge registration, the speed threshold was set to $0.3 \mathrm{~mm} / \mathrm{s}$ over a time duration of 5 seconds. For the bisect method, the speed threshold was set to $0.5 \mathrm{~mm} / \mathrm{s}$ for the pauses occurring after the detection of the $\overrightarrow{l r}$ points, and the speed threshold was instead set to $0.2 \mathrm{~mm} / \mathrm{s}$ for the pauses corresponding to the detection of the $\overrightarrow{l r}$ points. This was done to ensure that the small movements of the manipulator arm performed as part of the bisect coordinate registration method were not detected as a pause. The time interval was also kept to 5 seconds for all bisect pauses. The end of the 15 second pause was determined by detecting when the approximate speed of the marker exceeded another threshold value of $5 \mathrm{~mm} / \mathrm{s}$ over a time duration of 1 second. After finding the frames that bound the 15 second pause interval, the average and standard deviation position for 600 data frames ( 5 seconds) within the 15 second pause interval was computed for all rigid body and the individual markers (including the cart base, EOAT, and RMMA during the experiment) and saved to a separate CSV file for plotting. Additionally, the average rigid body quaternion orientation was approximated by taking the component-wise average of the quaternion vectors and normalizing the result. If a frame was missing or occluded, then an additional frame at the end of the 5 second interval was included.

Figures 14-16 show boxplots of the aforementioned marker standard deviations across all pauses and all trials for the rigid body data captured during the edge coordinate registration and subsequent verification. From Fig. 14 and Fig. 16, it was observed that the cart
and RMMA component-wise standard deviations all fell below the 0.26 mm dynamic measurement uncertainty of the OTS [15, 16]. In Fig. 14, a single outlier was present for each marker that exhibited more variation than the other values. However, the outlier values still fell below the dynamic measurement uncertainty. Despite this, most of the componentwise standard deviations for the EOAT also fell below the 0.26 mm dynamic measurement uncertainty, with the exception of the $z$ component for one pause captured for markers M3 and M5 on the EOAT ${ }^{3}$. Note that this value occurred when measuring the EOAT on the "RMMASq3" side of the RMMA. By comparing the timestamp and pause number of the instance where the higher standard deviation occurred to the corresponding OTS take file, the EOAT was verified to be paused over the $\overrightarrow{a p_{3}}$ target during the time interval returned by the data extraction code. Since only markers M3 and M5 were affected and the EOAT was verified to be paused, the issue can likely be attributed to a slight occlusion of the markers. This should not have significantly impacted the OTS positional measurement of the RLS since markers M1 and M2 were primarily used to determine the $x$ and $z$ position of the RLS and the component-wise standard deviation of these markers fell below the 0.26 mm dynamic uncertainty even when the outlier values were considered. Generally, the central tendency of the $x$ and $z$ component-wise standard deviations were close to the 0.022 mm static measurement uncertainty. However, as opposed to the static RMMA marker measurements, the boxplots for the EOAT (Fig. 15) exhibited a higher presence of outlier values than those of the other rigid bodies.

Figures 17-19 show boxplots of the marker standard deviations across all pauses and all trials for the rigid body data captured during the bisect coordinate registration method and subsequent verification. From Fig. 17 and Fig. 19, it was once again observed that the component-wise standard deviations for the cart and RMMA markers fell below the 0.26 mm dynamic measurement uncertainty of the OTS [16]. The component-wise standard deviation for markers M3 and M5 of the EOAT rigid body again exceeded this measurement uncertainty with the largest outlier seen for the $z$ component of marker M5. Unlike the edge method, the component-wise standard deviations of the EOAT when using the bisect method exceeded the dynamic measurement uncertainty for multiple pauses. The largest of these standard deviations occurred when the EOAT was paused over $\overrightarrow{a p}_{4}{ }^{4}$. Once again, the EOAT was confirmed to have been paused over $\overrightarrow{a p} 4$ during the time interval returned by the data extraction code. The large standard deviations always seemed to occur on the "RMMASq3" side of the RMMA and always when detecting the same target ( $\overrightarrow{a p} p_{3}$ for the edge registration and $\overrightarrow{a p} 4$ for the bisect registration method). Therefore, the high variation was once again likely due to either marker occlusion or slight manipulator vibration. For example, another high standard deviation for the paused EOAT was observed on markers M3 and M5 over $\overrightarrow{a p}_{4}$ for two separate trials ${ }^{5}$. In the latter case, it was manually verified that the EOAT was indeed paused over the $\overrightarrow{a p} p_{4}$ reflector by comparing the outputted pause interval time with the corresponding time stamp in the take file. Finally, it should be noted

[^2]that the EOAT rigid body again displayed more outlier values than the other rigid bodies for the bisect registration method. However, since the standard deviations of markers M1 and M2 on the EOAT again fell below the dynamic measurement uncertainty of the OTS, the analysis using the OTS should not have been significantly impacted by the positional uncertainty.


Fig. 14. Boxplots of the standard deviation marker position components for cart base before each edge registration ('+' - Potential Outlier, 'O' - Outlier).


Fig. 15. Boxplots of the standard deviation marker position components for EOAT during each edge registration ('+' - Potential Outlier, 'O' - Outlier).

Standard Deviation of Paused RMMA SUB Markers (X Position) for Edge Registration


Standard Deviation of Paused RMMA SUB Markers (Y Position) for Edge Registration



Fig. 16. Boxplots of the standard deviation marker position components for RMMA during edge registration ('+' - Potential Outlier, 'O' - Outlier).


Fig. 17. Boxplots of the standard deviation marker position components for the cart base before each bisect registration ('+' - Potential Outlier, 'O' - Outlier).


Fig. 18. Boxplots of the standard deviation of marker position components for the EOAT during each bisect registration. (' + ' - Potential Outlier, 'O' - Outlier)


Fig. 19. Boxplots of the standard deviation of marker position components for the RMMA during bisect registration. ('+' - Potential Outlier, 'O' - Outlier)

For the position measurement of each pause, the centroid of the cart base rigid body (Fig. 7) as calculated by the OTS was used. The heading of the cart was determined by computing the angle between the vector denoted by M6 and M5 on the cart (see Fig. 7) and the vector denoted by markers M11 and M9 on the RMMA (see Fig. 9). Additionally, the EOAT rigid body position over each registration point $\left(\vec{r}_{1}, \vec{r}_{2}\right.$, and $\vec{r}_{3}$ for the edge registration, $\overrightarrow{l r_{1}}, \overrightarrow{l r_{2}}, \overrightarrow{l r_{3}}$, and $\overrightarrow{l r_{4}}$ for the bisect registration, and $\overrightarrow{a p}, \overrightarrow{a p_{2}}, \overrightarrow{a p_{3}}$, and $\overrightarrow{a p_{4}}$ for the spiral search localization) was determined by computing the midpoint of markers M1 and M2 (see Fig. 8). The RMMA corner point of the edge registration in the OTS ground truth reference for each trial was computed by solving Eq. 1 - Eq. 2 and substituting the OTS-measured registration points ( $\vec{r}_{1}, \vec{r}_{2}$, and $\vec{r}_{3}$ ) for the given trial.

### 4.1.2 Calibration of EOAT Logged Pose to OTS Coordinate System

For this problem, it was assumed that the OTS markers, M1 and M2 in Fig. 8, tracked approximately the same point that was recorded from the manipulator controller since the OTS markers are placed directly on the EOAT. It was also initially assumed, as in prior experiments, that the position of the EOAT relative to the RMMA ground truth measurements could be projected into 2D due to approximately level flooring [6]. This assumption will be further examined in Sec. 4.5 to inform calibration improvements for future experiments.

Given these assumptions, the calibration problem is now outlined. For each of the 11 trials, indexed by integer subscript $i$, the manipulator detected a total of nine registration points. Therefore, for the purpose of this discussion, let each registration point be relabeled as $\vec{r}_{j}$ where $j$ is an integer subscript denoting the registration point. Therefore, $\vec{r}_{1}$, $\vec{r}_{2}$, and $\vec{r}_{3}$ still correspond to the edge registration points $\vec{r}_{1}, \vec{r}_{2}$, and $\vec{r}_{3}$ (as defined before in Sec. 3.1.1 and shown in Fig. 10). However, $\vec{r}_{4}$ now corresponds to either $\overrightarrow{a p_{1}}$ or $\overrightarrow{a p_{3}}$ and $\vec{r}_{5}$ now corresponds to either $\overrightarrow{a p_{2}}$ or $\overrightarrow{a p_{4}}$ for the spiral search localization after performing edge registration. $\vec{r}_{6}$ now corresponds to either $\overrightarrow{l r}_{1}$ or $\overrightarrow{l r}_{3}$ and $\vec{r}_{7}$ now corresponds to either $\overrightarrow{l r}_{2}$ or $\overrightarrow{l r}_{4}$ for the bisect registration. Finally, $\vec{r}_{8}$ corresponds to either $\overrightarrow{a p}_{1}$ or $\overrightarrow{a p}_{3}$ and $\vec{r}_{9}$ corresponds to either $\overrightarrow{a p}_{3}$ or $\overrightarrow{a p} 4$ for the spiral search localization after performing bisect registration. Let the 2 D (i.e., with position components along the $x$ and $z$ axes) position of the EOAT midpoint, when paused over the $j$ th registration point and measured in the OTS coordinate system for the $i$ th trial be stored in vector $\vec{o}_{i, \vec{r}_{j}}=\left(z_{i, \vec{r}_{j}} x_{i, \vec{r}_{j}}\right)$. Note that, due to $y$ being the vertical axis in the OTS coordinate system, the $x$ and $z$ components of $\vec{o}_{i, \vec{r}_{j}}$ were intentionally reversed for the calibration (i.e.,the $z$ axis of the OTS coordinate system corresponded to the $x$ axis of the manipulator coordinate system and the $x$ axis of the OTS coordinate system corresponded with the $y$ axis of the manipulator coordinate system). Furthermore, let vector $\vec{l}_{i, \vec{r}_{j}}=\left(\begin{array}{ll}x_{i, \vec{r}_{j}} & y_{i, \vec{r}_{j}}\end{array}\right)$ store the corresponding 2D position (i.e., with position components along the $x$ and $y$ axes) of the EOAT midpoint, when paused over the $j$ th registration point and as logged by the manipulator controller (i.e., in the manipulator base coordinate system) for the $i$ th trial. Note that the vectors contain measurements of the same object (i.e., the manipulator EOAT over each registration point) in two different coordinate systems (i.e., the OTS and manipulator base coordinates). The calibration problem
is, for each of the $i$ trials, to find a $2 \times 2$ rotation matrix, $\boldsymbol{R}_{i}$, and a $2 \times 1$ translation vector, $\overrightarrow{\boldsymbol{t}_{i}}$ that optimizes the equation, $\min _{\boldsymbol{R}_{i}, \vec{t}_{i}} \sum_{j=1}^{9}\left\|\boldsymbol{R}_{i} \vec{l}_{i, \vec{r}_{j}}+\overrightarrow{\boldsymbol{t}}_{i}-\vec{o}_{i, \vec{r}_{j}}\right\|$ [46] .

An existing, closed-form solution, which was also already adapted into code, was used to solve this problem [47, 48]. It should be noted that, in this solution, $\boldsymbol{R}_{\boldsymbol{i}}$ was assumed to be an orthogonal matrix and the $\boldsymbol{R}_{\boldsymbol{i}}$ matrix returned from this solution might have resulted in a reflection if this assumption was not met [46, 47]. The code included the ability to output a warning if the returned $\boldsymbol{R}_{\boldsymbol{i}}$ was a reflection, however, no warnings occurred when the code was run on the data set [48].

Fig. 20 shows boxplots of the Euclidean distances between the position of the EOAT as measured in the OTS coordinate system and the position of the EOAT as measured by the manipulator controller and transformed to the OTS coordinate system. Note that the corner point for the edge registration as measured by the manipulator controller, though not included in the calibration since it was determined by $\vec{r}_{1}, \vec{r}_{2}$, and $\vec{r}_{3}$, is also shown in the OTS coordinate system. From the boxplots, it was observed that the distance between the transformed robot controller coordinates and the corresponding OTS coordinates (which was indicative of the accuracy of the manipulator controller-recorded positions when compared to the OTS ground truth reference) was approximately between 0.025 mm and 2.6 mm . The largest distances were observed when the EOAT was measured on the "RMMASq2" side of the RMMA. The distance between the EOAT positions for the corner point, $\overrightarrow{a p_{1}}$ after the bisect registration (i.e., $\overrightarrow{a p_{1}} \cdot b$ ), and $\overrightarrow{a p_{3}}$ after the bisect registrations had the largest ranges. It was also noted that no outlier values were observed, though potential outliers were seen for $\vec{r}_{3}$ on the "RMMASq3" side of the RMMA and $\overrightarrow{l r}_{2}$ on the "RMMASq2" side of the RMMA.

### 4.1.3 Calibration of Vehicle Logged Pose to OTS Coordinate System

The process used to calibrate the coordinate transformation matrix to express the cart transporter controller pose as a cart centroid position in the OTS coordinate system is now described. It is important to note that the pose computed by the cart transporter was not assumed to have been tracking the same point as the OTS markers placed on the cart base (see Fig. 7) since the cart base was detachable from the cart transporter vehicle, which was thought to possibly introduce alignment variability between the cart and vehicle base. Furthermore, while it was assumed the cart transporter vehicle map origin was located at the centroid of the cart transporter vehicle base upon map creation, this point was not accessible for measurement and meant that prior knowledge of the cart transporter map coordinate system origin location within the lab space was unavailable. Therefore, two unknown coordinate transformations needed to be calibrated: one that transformed the cart transporter vehicle pose to the OTS coordinate system, denoted ${ }^{\{O T S\}} \boldsymbol{H}_{\{M A P\}}$, and one that transformed between the cart transporter vehicle pose and the cart base, denoted ${ }^{\{\text {cartpro } j\}} \boldsymbol{H}_{\{\text {transv }\}}$.

To formalize the description of the calibration problem, the following is noted. Let $\{M A P . t r a n s v\} \vec{v}_{i}=\left(\begin{array}{lll}x_{i} & y_{i} & \theta_{i}\end{array}\right)$ be a vector containing the 3 DoF pose of the cart transporter in the vehicle map coordinate system for the $i$ th trial as obtained from the cart transporter


Fig. 20. Boxplots of the least squares distance between the EOAT positions as recorded by the OTS and the calibrated position data from the manipulator controller ('+' - Potential Outlier, 'O' Outlier). The $\overrightarrow{a p}$ points labeled with a "b" indicate the points were localized after performing the bisect registration method.
controller. Therefore, the matrix

$$
{ }^{\{M A P\}} H_{i\{t r a n s v\}}=\left(\begin{array}{ccc}
\cos \left(\theta_{i}\right) & -\sin \left(\theta_{i}\right) & x_{i} \\
\sin \left(\theta_{i}\right) & \cos \left(\theta_{i}\right) & y_{i} \\
0 & 0 & 1
\end{array}\right)
$$

stores the same corresponding 3 DoF pose as represented by a homogeneous transformation matrix. Furthermore, let $\left.{ }^{\{O T S . c a r t}\right\} \vec{c}_{i}=\left(\begin{array}{lllllll}q_{X, i} & q_{Y, i} & q_{Z, i} & q_{W, i} & x_{i} & y_{i} & z_{i}\end{array}\right)$ be a vector that stores a 6 DoF pose consisting of a quaternion rotation (i.e., with rotation components $q_{x}, q_{y}, q_{z}$, and $q_{w}$ as defined in Eq. $16-18$, Appendix D) and position (i.e., with position components along the $x, y$ and $z$ axes) of the cart base rigid body centroid as measured by the OTS for the $i$ th trial. Recall, as described in Sec. 4.1.1, that the average position of the cart rigid body was obtained by taking an average over 600 frames of OTS data for each
trial. Similarly, the average quaternion rotation of the cart rigid body was approximated for each trial by computing the component-wise mean over 600 OTS frames and then normalizing the resulting quaternion vector. Then, the 6 DoF poses of vector $\{O T S . c a r t\} \vec{c}_{i}$, were projected to 3 DoF poses. This was done by discarding the $y$ component (i.e., the height component in the OTS coordinate system) and observing that the axis of rotation in the OTS data varied primarily about the $y$ axis. The latter observation allowed Eq. 19 (see Appendix D) to be solved for the angle of rotation about the $y$ axis. The result was used to form the homogeneous transformation matrix:

$$
{ }^{\{O T S\}} H_{i\{\text { cartpro }\}}=\left(\begin{array}{ccc}
\cos \left[2 \arccos \left(-1^{i}\left(q_{w, i}\right)\right)\right] & -\sin \left[2 \arccos \left(-1^{i}\left(q_{w, i}\right)\right)\right] & x_{i} \\
\sin \left[2 \arccos \left(-1^{i}\left(q_{w, i}\right)\right)\right] & \cos \left[2 \arccos \left(-1^{i}\left(q_{w, i}\right)\right)\right] & z_{i} \\
0 & 0 & 1
\end{array}\right)
$$

Note also that the sign of each rotation measurement taken on the "RMMASq2" side of the RMMA was reversed before solving for the needed coordinate transformation to eliminate the reflection between the rotation measurements taken on the "RMMASq3" side of the RMMA. With the data from each coordinate system expressed in this manner, the calibration problem was formulated as:

$$
{ }^{\{O T S\}} \boldsymbol{H}_{\{M A P\}}{ }^{\{M A P\}} H_{i\{\text { transv }\}} \approx{ }^{\{O T S\}} H_{i\{\text { cartpro } j\}}{ }^{\{c a r t p r o j\}} \boldsymbol{H}_{\{\text {transv }\}}
$$

This is a 2D case of the Robot-World/Hand-Eye calibration problem, where again ${ }^{\{O T S\}} \boldsymbol{H}_{\{M A P\}}$ is the unknown homogeneous transformation matrix that transforms between the cart transporter vehicle map coordinate system to the OTS coordinate system and ${ }^{\{\text {cartpro } j\}} \boldsymbol{H}_{\{\text {transv }\}}$ is the unknown homogeneous transformation matrix that transforms between the cart transporter vehicle and the projected cart base [46, 49, 50].

Two different methods were attempted to solve the calibration problem. The first method, of which the 2 D formulation was used, failed to find a unique solution resulting from an under-constrained problem formulation [49]. The second method, which was adapted for 2 D coordinate systems, found a unique solution, though the best orthogonal transformation returned a reflection rather than a rotation [50]. This was determined to be due to $y$ being the vertical axis of the OTS coordinate system, which reversed the direction of the $x$ axis between the OTS and cart transporter vehicle map coordinate systems (i.e., when projected into 2D the OTS coordinate system effectively became left-handed instead of right-handed). Therefore, the reflection was adjusted back to a rotation by reversing the sign of the smallest singular value from the Singular Value Decomposition (SVD) used to formulate the solution [51]. Figure 21 plots the results of each calibration. In addition, to provide reference points to verify the calibration, the calibrated points were plotted with example static ground truth RMMA markers ${ }^{6}$ (see Fig. 6). Note there was approximately 150 mm difference in the $x$ and $z$ components between each "projected nav vehicle" point

[^3]and the corresponding "projected nav cart" point (i.e., the point calibrated using the first method [49]). Additionally, there was approximately 100 mm to 150 mm difference between each "projected nav vehicle partial" point and the corresponding "projected nav cart partial" (i.e., the point calibrated using the second method [50]) point in the $x$ component and approximately 50 mm to 75 mm difference between the same points in the $z$ component. The following factors could contribute to the misalignment between the cart rigid body centroid and the centroid of the cart transporter vehicle base. First, the cart payload structure was not mounted at the direct center of the detachable cart, but at an offset of approximately 76.2 mm towards the front of the cart to allow space to accommodate the cart batteries. Note that this offset can be observed in the center of Fig. 1 and would contribute mostly towards the $x$ component misalignment observed in Fig. 21 depending on the cart rotation about the $y$ axis of the OTS coordinate system. Furthermore, the centroid of the cart rigid body, as defined and measured by the OTS software, was used to determine the docking position of the cart. Due to the additional markers M2 and M4, which were included to avoid symmetric marker placement (see Sec. 2.4 and Fig. 7), the centroid of the OTS rigid body was further offset towards one of the front corners of the cart payload structure. Using the OTS position data from the first trial ${ }^{7}$, the offset between the cart rigid body centroid both with and without markers M2 and M4 was computed and revealed an offset of about 29.127 mm in the $x$ component and 33.751 mm in the $z$ component. In total, this result potentially accounts for an approximate misalignment of 105.327 mm in the $x$ component and 33.751 mm in the $z$ component between the cart rigid body centroid and the cart transporter vehicle base centroid. The remainder of this offset could be indicative of further misalignment between the cart transporter vehicle base centroid and the cart rigid body due to unknown sources of uncertainty or could have been influenced by the calibration method used.

Fig. 22 shows boxplots of the Euclidean distances between the position of the cart centroid as measured in the OTS coordinate system and the position of the cart centroid as measured using the vehicle controller pose, which was calibrated and transformed to the cart base centroid in the OTS coordinate system using the second method [50]. The data was divided between the two stops next to the RMMA (i.e., "RMMASq2" and "RMMASq3"). The distances between the OTS cart centroid data and calibrated cart centroid data on the "RMMASq3" side varied between a minimum of approximately 14 mm and a maximum of 62 mm . The corresponding data on the "RMMASq2" side varied between a minimum of approximately 12 mm and a maximum of 41 mm . Since a better fit (between 0.026 mm to 2.6 mm ) between the calibrated EOAT positions and the equivalent OTS points was achieved in comparison to the calibrated cart centroid positions, this supported the possibility of higher position error present in the cart transporter vehicle controller's determination of the vehicle pose. Additionally, the "RMMASq3" side displayed a larger range of discrepancy between the cart centroid measured in the OTS coordinate system and the cart centroid calibrated from the cart transporter controller vehicle pose. Also note that no potential outliers or outlier values were observed.

[^4]

Fig. 21. Plot of the calibrated cart transporter positions (in the OTS coordinate system) next to sample OTS RMMA ground truth markers and cart centroid position as originally measured by the OTS. The "projected nav vehicle" and "projected nav cart" points were calibrated using the first method [49], while the "projected nav vehicle partial" and "projected nav cart partial" points were calibrated using the second method [50]. Also, note that the sample static ground truth markers featured in the plot may differ slightly from the actual static ground-truth RMMA data featured in this report by a few millimeters.


Fig. 22. Boxplots of Least Squares distance between the CART rigid body centroid position data as measured by the OTS and the cart centroid position data calibrated using the second calibration method [50] applied to the data obtained from the cart transporter vehicle controller ('+' - Potential Outlier, 'O' - Outlier).

### 4.2 Uncertainty Analysis of OTS Measurements

With the background and data extraction techniques detailed, the focus now turns to analyzing the uncertainty of the mobile manipulator-on-a-cart while performing the mock assembly tasks. The analysis primarily focused on position repeatability at different points of the docking and assembly process. In this section, the analysis deals exclusively with the data captured from the OTS.

Figure 23 shows a plot of the cart position after having docked with the RMMA and the EOAT position when the EOAT was paused over the final detection point of each coordinate registration and spiral search localization. Linear regression fits were computed for the colinear points of each coordinate registration method (i.e., a fit for the corner points and $\vec{r}_{3}$ points on both sides of the RMMA, a fit for the $\overrightarrow{l r}_{1}$ and $\overrightarrow{l r}_{3}$ points, and a fit for the $\overrightarrow{l r}_{2}$ and $\overrightarrow{l r} r_{4}$ points) and spiral search localization (i.e., a fit for the $\overrightarrow{a p}{ }_{1}$ and $\overrightarrow{a p_{3}}$ points and a fit for the $\overrightarrow{a p}{ }_{2}$ and $\overrightarrow{a p} p_{4}$ points performed after both the edge and bisect coordinate registration methods).

The $\mathscr{R}^{2}$ values for each of the horizontally-fitted lines were all almost 1 . For comparison, straight line segments through the ground truth static measurement of the same points (i.e., a line for the $\overrightarrow{l r_{1}}$ and $\overrightarrow{l r_{3}}$ points, a line for the $\overrightarrow{l r_{2}}$ and $\overrightarrow{l r}_{4}$ points, a line for the $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p} 3$ points, and a line for the $\overrightarrow{a p_{2}}$ and $\overrightarrow{a p} 4$ points) were also included. It should be noted that the fits for the EOAT detection points exhibited a non-zero slope that was approximately 0.38 for the lines horizontally fitted to the detected $\overrightarrow{a p}$ points and about 0.27 for the line fitted to the top of the detected edge registration points that included the corners and $\vec{r}_{3}$ points. However, the line segments for the ground truth reference of the actual static position of the retro-reflective targets exhibited slopes that were almost zero. Since the static ground truth measurement line segments displayed a zero slope but the corresponding fits for the measured EOAT detection points did not, an external factor could have impacted the mobile manipulator-on-a-cart, but not the RMMA. For example, uneven floor leveling could have affected the detection angle of the RLS, but the RMMA could be considered more or less level. This rotation of the EOAT detection points could also be related to another notable observation, which was the misalignment between the EOAT detection points and the ground truth measurements. This observation will be discussed in further detail later in this section.

Table 3 shows the average and standard deviation of the final EOAT position for each coordinate registration detection point taken over all 11 trials, as measured by the OTS. The average and standard deviations in this table correspond to the EOAT detection points shown in Fig. 23. From the table, the following observations were noted. First, the variability of the EOAT position seemed to be higher overall on the "RMMASq3" side when compared to the "RMMASq2" side of the RMMA for both registration methods. A large standard deviation for the $z$ component of $\vec{r}_{1}$ and $\vec{r}_{2}$ was also observed. This could be explained by the following. As noted in Sect. 2.1, the vehicle docked with the table by first traveling to a goal point 1000 mm in front of the RMMA. If the vehicle docked at the goal point with slight uncertainty in its heading, the error could have propagated in the $z$ ( $y$ in the cart transporter vehicle map coordinate system) direction. However, if $\vec{r}_{1}$ and


Fig. 23. Plot of the final cart position and EOAT position when paused over the detected registration points as measured by the OTS. The ground truth static measurements of the $\overrightarrow{a p}$ reflector positions were included for reference and the plot included a linear regression fit for each set of colinear EOAT detection points for each side of the RMMA.
$\vec{r}_{2}$ were ignored, the variability of the EOAT positioning was no more than 1 mm on the "RMMASq2" side of the RMMA and no more than 2 mm on the "RMMASq3" side of the RMMA.

Table 4 shows the average and standard deviation of the final cart centroid position and heading, after docking next to the RMMA, taken over all 11 trials, as measured by the OTS. Note that the circular mean and circular standard deviation cart heading are also reported in the table using the respective formulas found in Ref. [52]. From the table, a higher position variability of the final cart docking position in comparison with the EOAT positioning over the retro-reflective targets was observed. The standard deviation of the cart position (and heading) again seemed higher on the "RMMASq2" side of the RMMA when compared with the "RMMASq3" side of the RMMA. Note also that the standard deviation of the heading was between $0.75^{\circ}$ and $2^{\circ}$. This further supported the speculation from earlier in this section that the uncertainty in the vehicle heading, combined with the 1000 mm straight move (as described in Sec. 2.1), resulted in the observed variability in the $z$ component of

Table 3. Average and standard deviation final EOAT position for each coordinate registration detection point taken over all 11 trials (as measured by the OTS).

|  | Mean [Stdev] Position in mm |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | RMMASq2 |  | RMMASq3 |  |
|  | $x$ | $z$ | $x$ | $z$ |
| Edge Registration |  |  |  |  |
| $\operatorname{EOAT}\left(\vec{r}_{1}\right)$ | $\begin{gathered} -620.224 \\ {[0.315]} \\ \hline \end{gathered}$ | $\begin{aligned} & 5434.919 \\ & {[15.818]} \end{aligned}$ | $\begin{gathered} -1226.551 \\ {[0.575]} \\ \hline \end{gathered}$ | $\begin{aligned} & 5428.739 \\ & {[29.916]} \\ & \hline \end{aligned}$ |
| $\operatorname{EOAT}\left(\vec{r}_{2}\right)$ | $\begin{gathered} -619.696 \\ {[0.414]} \end{gathered}$ | $\begin{aligned} & 5205.731 \\ & {[15.959]} \end{aligned}$ | $\begin{gathered} -1226.624 \\ {[1.103]} \end{gathered}$ | $\begin{array}{\|l\|} \hline 5199.347 \\ {[30.005]} \end{array}$ |
| $\operatorname{EOAT}\left(\vec{r}_{3}\right)$ | $\begin{gathered} -666.139 \\ {[0.623]} \end{gathered}$ | $\begin{gathered} 5762.595 \\ {[0.129]} \\ \hline \end{gathered}$ | $\begin{gathered} -1180.99 \\ {[0.652]} \end{gathered}$ | $\begin{gathered} 5747.056 \\ {[0.383]} \\ \hline \end{gathered}$ |
| $\operatorname{EOAT}\left(\overrightarrow{a p}_{1} / \vec{a} p_{3}\right)$ | $\begin{gathered} -722.611 \\ {[0.739]} \end{gathered}$ | $\begin{gathered} 5661.916 \\ {[0.383]} \end{gathered}$ | $\begin{gathered} -1175.716 \\ {[0.837]} \end{gathered}$ | $\begin{gathered} 5644.845 \\ {[0.485]} \end{gathered}$ |
| $\operatorname{EOAT}\left(\overrightarrow{a p}_{2} / \overrightarrow{a p}_{4}\right)$ | $\begin{gathered} -721.328 \\ {[0.647]} \\ \hline \end{gathered}$ | $\begin{aligned} & 5203.44 \\ & {[0.445]} \\ & \hline \end{aligned}$ | $\begin{gathered} -1176.206 \\ {[1.713]} \\ \hline \end{gathered}$ | $\begin{array}{r} 5186.01 \\ {[0.237]} \\ \hline \end{array}$ |
| corner | $\begin{gathered} \hline-620.977 \\ {[0.507]} \end{gathered}$ | $\begin{gathered} 5762.699 \\ {[0.134]} \end{gathered}$ | $\begin{gathered} -1226.393 \\ {[0.51]} \end{gathered}$ | $\begin{gathered} 5747.071 \\ {[0.492]} \end{gathered}$ |
| Bisect Registration |  |  |  |  |
| $\mathrm{EOAT}\left(\vec{l} r_{1} / \vec{l} r_{3}\right)$ | $\begin{gathered} -770.494 \\ {[0.425]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline 5659.999 \\ {[0.369]} \\ \hline \end{gathered}$ | $\begin{gathered} -1125.84 \\ {[1.11]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline 5188.685 \\ {[0.479]} \\ \hline \end{gathered}$ |
| $\operatorname{EOAT}\left(\vec{l} r_{2} / \vec{l} r_{4}\right)$ | $\begin{gathered} -770.837 \\ {[0.533]} \\ \hline \end{gathered}$ | $\begin{gathered} 5201.668 \\ {[0.156]} \\ \hline \end{gathered}$ | $\begin{gathered} -1126.692 \\ {[1.253]} \\ \hline \end{gathered}$ | $\begin{gathered} 5647.724 \\ {[0.374]} \\ \hline \end{gathered}$ |
| $\operatorname{EOAT}\left(\overrightarrow{a p}_{1} / \vec{a} \vec{p}_{3} . b\right)$ | $\begin{gathered} -719.956 \\ {[0.623]} \end{gathered}$ | $\begin{gathered} 5661.757 \\ {[0.237]} \end{gathered}$ | $\begin{gathered} -1176.805 \\ {[1.147]} \end{gathered}$ | $\begin{aligned} & 5187.82 \\ & {[0.343]} \end{aligned}$ |
| $\operatorname{EOAT}\left(\overrightarrow{a p}_{2} / \overrightarrow{a p}{ }_{4} \cdot b\right)$ | $\begin{gathered} -721.087 \\ {[0.371]} \\ \hline \end{gathered}$ | $\begin{gathered} 5203.461 \\ {[0.427]} \\ \hline \end{gathered}$ | $\begin{gathered} -1177.345 \\ {[0.928]} \\ \hline \end{gathered}$ | $\begin{gathered} 5646.548 \\ {[0.443]} \\ \hline \end{gathered}$ |

the EOAT positioning at $\vec{r}_{1}$ and $\vec{r}_{2}$.
Fig. 24 shows boxplots of the 2D Euclidean distance between the final EOAT position (as measured by the OTS) when over the $\overrightarrow{a p}$ points and the ground truth static measurement of the $\overrightarrow{a p}$ points. From the plots, it was observed that the distance between the EOAT position over the $\overrightarrow{a p}$ reflectors and the ground truth-measured position of the $\overrightarrow{a p}$ reflectors was between 5 mm and 14 mm . A larger discrepancy of about 8 to 14 mm distance between the measured EOAT position and ground truth static measurements of the retro-reflective $\overrightarrow{a p}$ targets on the "RMMASq3" side was observed when compared with the "RMMASq2" side of the RMMA, which exhibited a distance between 5 mm and 8 mm between the detected and ground truth-measured points. Only one potential outlier and one outlier were observed in the distance between $\overrightarrow{a p} p_{1} \cdot b$ after performing the bisect registration method on the "RMMASq2" side of the RMMA. Additionally, one potential outlier was observed for the distance between $\overrightarrow{a p} 3 . b$ and one outlier was observed for the distance between $\overrightarrow{a p}_{4}$ on the "RMMASq3" side of the RMMA. The "RMMASq3" side seemed to exhibit slightly

Table 4. Mean and standard deviation final cart centroid position and heading after docking next to the RMMA taken over all 11 trials (as measured by the OTS). Note that the circular mean and circular standard deviation cart heading are also reported (see Ref. [52]).

|  | Mean [Stdev] Position in mm |  |
| :--- | :---: | :---: |
|  | RMMASq2 | RMMASq3 |
| Cart $(x)$ | $-330.218 \mathrm{~mm}[23.56 \mathrm{~mm}]$ | $-1566.088 \mathrm{~mm}[47.529 \mathrm{~mm}]$ |
| Cart $(z)$ | $5400.375 \mathrm{~mm}[13.164 \mathrm{~mm}]$ | $5468.406 \mathrm{~mm}[20.247 \mathrm{~mm}]$ |
|  | Mean [Stdev] Heading |  |
| Cart $(\theta)$ | $91.611^{\circ}\left[0.795^{\circ}\right]$ | $88.631^{\circ}\left[1.967^{\circ}\right]$ |
|  | Circular Mean $[$ Circular Stdev $]$ Heading $^{2}$ | $91.611^{\circ}[0.013]$ |

more variability when compared to the "RMMASq2" side of the RMMA, and the distance between the detected and ground truth and $\overrightarrow{a p} . b$ points was consistently lower than the respective $\overrightarrow{a p}$ points on the "RMMASq3" side of the RMMA. No consistent trends were observed, however, when comparing between the $\overrightarrow{a p}$ points that were found after edge registration vs. those that were found after performing bisect registration on the "RMMASq2" side of the RMMA.

### 4.3 Uncertainty Analysis of Controller Log Measurements

Focus now turns to analyzing the uncertainty of the mobile manipulator-on-a-cart using the data collected from the manipulator controller log and the cart transporter vehicle log (after transforming the position and orientation data to the OTS coordinate system). Figure 25 presents the corresponding final cart position and EOAT position when paused over the detected registration points as measured by the robot controller logs. Note that the EOAT points in Fig. 25 were visually indistinguishable from the EOAT points plotted in Fig. 23 , though a larger difference existed in the corresponding cart docking positions. These observations were supported by the previously-discussed results of Fig. 20 and Fig. 22. Figure 25, like Fig. 23 also included linear regression fits for the colinear points of each coordinate registration method and spiral search localization. The corresponding $\mathcal{R}^{2}$ value for each horizontal fitted lines were also almost 1 and the slopes of the horizontal fitted lines also displayed a non-zero slope, as was the case with the fitted lines of Fig. 23.

Table 5 shows the average and standard deviation of the final EOAT centroid position, after docking next to the RMMA, taken over all 11 trials, as measured by the manipulator controller logs. The first observation was the overall similarity of the standard deviation data to that measured by the OTS in Table 3. Once again, the variability of the EOAT position seemed to be higher overall on the "RMMASq3" side when compared to the "RMMASq2" side of the RMMA for both registration methods. A higher standard deviation for the $z$ component of $\vec{r}_{1}$ and $\vec{r}_{2}$ was again observed. Excluding these values, the standard deviation of the EOAT position (as measured by the manipulator controller) was again no more than 1 mm on the "RMMASq2" side of the RMMA and no more than 2 mm on the


Fig. 24. Boxplots showing the 2D Euclidean distance between the final EOAT position (as measured by the OTS) when over the $\overrightarrow{a p}$ points and the ground truth static measurement of the $\overrightarrow{a p}$ points ('+' - Potential Outlier, 'O' - Outlier).
"RMMASq3" side of the RMMA, much like the EOAT position measured by the OTS in Table 3.

Table 6 shows the average and standard deviation of the final cart centroid position and heading, after docking next to the RMMA, taken over all 11 trials, and as measured by the cart transporter controller log (in the OTS coordinate system). Overall, the standard deviation cart position data measured by the cart transporter contoller log exhibited similar trends to those observed in Table 4. Once again, the standard deviation of the cart docking position (and heading) showed higher variability when compared to the EOAT positioning over the registration points (Table 5). Additionally, the difference between the mean (and circular mean) cart heading as measured by the OTS and the average cart heading as measured by the cart transporter controller log was only $0.189^{\circ}$ on the "RMMASq2" side of the RMMA and $0.351^{\circ}$ on the "RMMASq3" side of the RMMA. There was also only a difference of 0.001 and zero between the circular standard deviation cart heading as measured by the OTS and the circular standard deviation cart heading as measured by the cart transporter log on the "RMMASq2" side of the RMMA and the "RMMASq3" side of the


Fig. 25. Plot of the final cart position and EOAT position when paused over the detected registration points as measured by the robot controller logs (and transformed to the OTS coordinate system for more direct comparison). The ground truth static measurements of the $\overrightarrow{a p}$ reflector positions were included for reference and the plot included a linear regression fit for each set of colinear detection points for each side of the RMMA.

RMMA, respectively. The corresponding differences in the standard deviation of the cart heading was $0.026^{\circ}$ and $0.016^{\circ}$. This indicated that the cart transporter controller perception of the vehicle heading and the vehicle heading variability was similar to that measured by ground truth. As a result, future experiments may attempt to improve the cart transporter docking process with the RMMA by attempting to adjust for heading errors observed by the vehicle controller after reaching the goal, but before executing the 1000 mm straight move command. Note that the cart transporter controller heading was adjusted by adding $90^{\circ}$. Additionally, one trial on the "RMMASq3" side of the RMMA was measured as a positive angle by the cart transporter controller while the other trials measured on that side of the RMMA were measured as negative angles. Therefore, the sign of this observation was also adjusted by subtracting $360^{\circ}$. These adjustments were made so that the cart transporter controller log heading could be compared with the equivalent heading measured and extracted from the OTS data.

Table 5. Average and standard deviation final EOAT position for each coordinate registration detection point taken over all 11 trials (as measured by the manipulator controller log).

|  | Mean [Stdev] Position in mm |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | RMMASq2 |  | RMMASq3 |  |
|  | $x$ | $z$ | $x$ | $z$ |
| Edge Registration |  |  |  |  |
| $\operatorname{EOAT}\left(\vec{r}_{1}\right)$ | $\begin{gathered} -620.955 \\ {[0.42]} \\ \hline \end{gathered}$ | $\begin{aligned} & 5435.105 \\ & {[15.759]} \end{aligned}$ | $\begin{gathered} -1225.916 \\ {[0.739]} \\ \hline \end{gathered}$ | $\begin{aligned} & 5428.77 \\ & {[29.959]} \\ & \hline \end{aligned}$ |
| $\operatorname{EOAT}\left(\vec{r}_{2}\right)$ | $\begin{gathered} -620.004 \\ {[0.426]} \\ \hline \end{gathered}$ | $\begin{gathered} 5206.491 \\ {[15.72]} \end{gathered}$ | $\begin{gathered} -1226.067 \\ {[1.137]} \\ \hline \end{gathered}$ | $\begin{aligned} & 5200.068 \\ & {[29.901]} \\ & \hline \end{aligned}$ |
| $\operatorname{EOAT}\left(\vec{r}_{3}\right)$ | $\begin{gathered} -666.536 \\ {[0.801]} \end{gathered}$ | $\begin{gathered} 5761.772 \\ {[0.135]} \end{gathered}$ | $\begin{gathered} -1181.042 \\ {[0.673]} \end{gathered}$ | $\begin{gathered} 5746.001 \\ {[0.3]} \end{gathered}$ |
| $\operatorname{EOAT}\left(\overrightarrow{a p}_{1} / \vec{a} p_{3}\right)$ | $\begin{gathered} -723.232 \\ {[0.71]} \end{gathered}$ | $\begin{gathered} 5661.265 \\ {[0.368]} \\ \hline \end{gathered}$ | $\begin{gathered} -1175.768 \\ {[0.786]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline 5643.871 \\ {[0.219]} \\ \hline \end{gathered}$ |
| $\operatorname{EOAT}\left(\overrightarrow{a p}_{2} / \overrightarrow{a p}_{4}\right)$ | $\begin{aligned} & -721.29 \\ & {[0.635]} \\ & \hline \end{aligned}$ | $\begin{gathered} 5204.027 \\ {[0.375]} \\ \hline \end{gathered}$ | $\begin{gathered} -1176.091 \\ {[1.671]} \\ \hline \end{gathered}$ | $\begin{aligned} & 5186.62 \\ & {[0.224]} \\ & \hline \end{aligned}$ |
| corner | $\begin{gathered} -622.315 \\ {[0.777]} \\ \hline \end{gathered}$ | $\begin{gathered} 5761.956 \\ {[0.163]} \\ \hline \end{gathered}$ | $\begin{gathered} -1225.66 \\ {[0.518]} \\ \hline \end{gathered}$ | $\begin{gathered} 5746.031 \\ {[0.385]} \\ \hline \end{gathered}$ |
| Bisect Registration |  |  |  |  |
| $\mathrm{EOAT}\left(\overrightarrow{l r_{1} / l} \vec{l}_{3}\right)$ | $\begin{gathered} -770.477 \\ {[0.519]} \end{gathered}$ | $\begin{gathered} 5659.372 \\ {[0.329]} \\ \hline \end{gathered}$ | $\begin{gathered} -1126.032 \\ {[1.135]} \\ \hline \end{gathered}$ | $\begin{aligned} & \hline 5189.4 \\ & {[0.513]} \\ & \hline \end{aligned}$ |
| $\operatorname{EOAT}\left(\vec{l} r_{2} / \vec{l} r_{4}\right)$ | $\begin{gathered} -770.487 \\ {[0.492]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline 5202.274 \\ {[0.17]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline-1127.043 \\ {[1.183]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline 5647.195 \\ {[0.329]} \\ \hline \end{gathered}$ |
| $\operatorname{EOAT}\left(\overrightarrow{a p}_{1} / \overrightarrow{a p}{ }_{3} . b\right)$ | $\begin{gathered} -721.038 \\ {[0.423]} \end{gathered}$ | $\begin{gathered} 5661.163 \\ {[0.221]} \end{gathered}$ | $\begin{gathered} -1176.436 \\ {[0.843]} \end{gathered}$ | $\begin{gathered} 5188.604 \\ {[0.332]} \end{gathered}$ |
| $\operatorname{EOAT}\left(\overrightarrow{a p}_{2} / \overrightarrow{a p}{ }_{4} \cdot b\right)$ | $\begin{gathered} -721.009 \\ {[0.381]} \\ \hline \end{gathered}$ | $\begin{gathered} 5204.015 \\ {[0.414]} \\ \hline \end{gathered}$ | $\begin{gathered} -1177.284 \\ {[1.04]} \\ \hline \end{gathered}$ | $\begin{gathered} 5646.245 \\ {[0.467]} \\ \hline \end{gathered}$ |

Finally, the boxplots of Fig. 26 are examined, which shows the 2D Euclidean distance between the final EOAT position (as measured by the robot controller log) when over the $\overrightarrow{a p}$ points and the ground truth static measurement of the $\overrightarrow{a p}$ points. Similar to Fig. 24, it was observed that the distance between the EOAT over the $\overrightarrow{a p}$ points and the ground truth static measurements appeared to be higher overall on the "RMMASq3" side when compared with the "RMMASq2" side of the RMMA. Additionally, only one potential outlier was observed on the "RMMASq2" side of the RMMA. However, on the "RMMASq3" side of the RMMA, two potential outliers occurred for the $a \vec{p}_{3}$ distances and one potential outlier occurred for the $a \vec{p}_{3}$ distances. Again, the "RMMASq3" side seemed to exhibit slightly more variability when compared to the "RMMASq2" side of the RMMA. Generally, the distance between the EOAT position over the $\overrightarrow{a p}$ reflectors and the static ground truthmeasured position of the $\overrightarrow{a p}$ reflectors was between 5 mm and 14 mm , as was also the case in Fig. 24.

Table 6. Average and standard deviation final cart centroid position after docking next to the RMMA taken over all 11 trials (as measured by the cart transporter controller $\log$ and in the OTS coordinate system). Note that the circular mean and circular standard deviation cart heading are also reported (see Ref. [52])

|  | Mean [Stdev] Position |  |
| :---: | :---: | :---: |
|  | RMMASq2 | RMMASq3 |
| Cart $(x)$ | $-319.601 \mathrm{~mm}[25.763 \mathrm{~mm}]$ | $-1548.589 \mathrm{~mm}[43.793 \mathrm{~mm}]$ |
| Cart $(z)$ | $5402.415 \mathrm{~mm}[12.974 \mathrm{~mm}]$ | $5457.58 \mathrm{~mm}[15.44 \mathrm{~mm}]$ |
| Vehicle $(x)$ | $-184.002 \mathrm{~mm}[25.209 \mathrm{~mm}]$ | $-1684.05 \mathrm{~mm}[45.309 \mathrm{~mm}]$ |
| Vehicle $(z)$ | $5462.433 \mathrm{~mm}[14.074 \mathrm{~mm}]$ | $5397.398 \mathrm{~mm}[19.077 \mathrm{~mm}]$ |
|  | Mean $[$ Stdev $]$ Heading |  |
| Cart $(\theta)$ | $1.8^{\circ}\left[0.769^{\circ}\right]$ | $-106.280^{\circ}\left[159.029^{\circ}\right]$ |
| Cart (Adjusted $\theta)$ | $91.8^{\circ}\left[0.769^{\circ}\right]$ | $-88.28^{\circ}\left[1.983^{\circ}\right]$ |
|  | Circular Mean $[$ Circular Stdev $]$ Heading $^{2}$ | $1.8^{\circ}[0.012]$ |
| Cart $(\theta)$ | $91.8^{\circ}[0.012]$ | $-178.280^{\circ}[0.605]$ |
| Cart (Adjusted $\theta)$ | $-88.28^{\circ}[0.605]$ |  |



Euclidean Distance between Ground Truth AP and Log Position of EOAT at RMMASQ3


Fig. 26. Boxplots showing the 2D Euclidean distance between the final EOAT position (as measured by the robot controller $\log$ ) when over the $\overrightarrow{a p}$ points and the ground truth static measurement of the $\overrightarrow{a p}$ points (' + ' - Potential Outlier, ' O ' - Outlier).

### 4.4 Comparison of Registration Methods

### 4.4.1 Experimental Model

Attention now turns to comparing the speed and accuracy of the two coordinate registration methods. To accomplish this, two response variables were compared as detailed in Sec. 3.1.1-3.1.3: the elapsed time taken to complete the coordinate registration in seconds (speed) and the initial-to-final spiral search distance required to localize the $\overrightarrow{a p} \overrightarrow{1}_{1}$ or $\overrightarrow{a p}{ }_{3}$ reflectors in millimeters (accuracy). Aside from the registration method used, each response variable might have been influenced by the side of the RMMA at which the coordinate registration was performed, an interaction between the coordinate registration method used and the side of the RMMA at which the coordinate registration method was performed, and random experimental error.

Therefore, the analysis of each response variable was based on an effects model that consisted of a two-factor factorial design (Eq. 4 [53]). Here, $y_{a b c}$ was the response recorded (either the elapsed registration time or the initial-to-final spiral search distance); $\mu$ was the effect of the constant overall mean; $\tau_{a}$ was the effect due to the $a$ th level of the factor "side", with $a=1$ indicating the "RMMASq2" side of the RMMA and $a=2$ indicating the "RMMASq3" side of the RMMA; $\beta_{b}$ was the effect due to the $b$ th level of the factor "coordinate registration method", with $b=1$ indicating the edge method and $b=2$ indicating the bisect method. Note that the factor "side" and the factor "coordinate registration method" were both considered fixed. The interaction between the factor "side" and the factor "coordinate registration method" was represented by $(\tau \beta)_{a b}$. Finally, $\varepsilon_{a b c}$ was the effect due to random experimental error, which was assumed to be normally, independently distributed with equal variance. The model adequacy checks for this assumption are presented in Sec. 4.4.4 for each response variable. The subscript $c$ denoted the $c$ th replicate and the variable $n_{a b}$ denoted the total number of observations at the $a$ th level of factor "side" and the $b$ th level of factor "coordinate registration method". Again, note that $n_{a b}$ was either five or six depending on the measured side of the RMMA.

For each response variable, the hypotheses given in Eq. 5-7 were tested using an analysis of variance (ANOVA). The decision rule for all hypotheses was to reject the null hypothesis if the corresponding p -value was less than 0.05 . Otherwise, the null hypothesis was not rejected. It should also be noted that since two separate, univariate ANOVAs were conducted for each response variable (elapsed registration time and the initial-to-final spiral search distance for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$ ), the experiment-wise error may have been slightly inflated. Additionally, the interpretations of the conclusions in Sec. 4.4.2 should consider that there was evidence to suggest the assumption of equal variance might not have held for the samples of coordinate registration times (see Sec. 4.4.4).

$$
y_{a b c}=\mu+\tau_{a}+\beta_{b}+(\tau \beta)_{a b}+\varepsilon_{a b c}\left\{\begin{array}{c}
a=1,2  \tag{4}\\
b=1,2 \\
c=1,2, \ldots, n_{a b}
\end{array}\right.
$$

$$
\begin{gather*}
\mathcal{H}_{0}: \tau_{1}=\tau_{2}=0 \\
\mathcal{H}_{a}: \text { At least one } \tau_{a} \neq 0  \tag{5}\\
\mathcal{H}_{0}: \beta_{1}=\beta_{2}=0 \\
\mathscr{H}_{a}: \text { At least one } \beta_{b} \neq 0  \tag{6}\\
\mathcal{H}_{0}:(\tau \beta)_{a b}=0 \text { for all } a, b \\
\mathscr{H}_{a}: \text { At least one }(\tau \beta)_{a b} \neq 0 \tag{7}
\end{gather*}
$$

It is important to note that since only five observations were obtained on the "RMMASq3" side of the RMMA, the experimental design was unbalanced. However, since $n_{a b}$ satisfied Eq. 8, the design was proportional [54]. In Eq. 8, the dot notation denotes the sum or average over the respective subscript [55]. For example, $n_{a}$. was the sum of the number of observations at the $a$ th level of factor "side" over all levels of factor "coordinate registration method" and the $n$.. was the sum of all observations over all levels of factor "side" and all levels of factor "coordinate registration method". This notation was used similarly with the response variable, $y_{a b c}$ when discussing the sum of the recorded responses. Since the number of observations for each response variable were proportional, modified formulas for the sum of squares (SS) were used to manually compute the ANOVA results for each comparison [54]. These formulas are replicated here as Eq. 9-13. However, it should be noted that the use of the adjusted, proportional ANOVA formulas could have resulted in conclusions that mostly, but not completely, align with those derived from an ANOVA conducted on a full, balanced factorial design [54].

$$
\begin{gather*}
n_{a b}=\frac{n_{a . n_{.} . b}}{n_{. .}}  \tag{8}\\
\mathcal{S} \mathcal{S}_{\text {Total }}=\sum_{a=1}^{2} \sum_{b=1}^{2} \sum_{a=1}^{n_{a b}} y_{a b c}^{2}-\frac{y_{\ldots . .}^{2}}{n_{. .}}  \tag{9}\\
\mathcal{S} \mathcal{S}_{\text {Side }}=\sum_{a=1}^{2} \frac{y_{a . .}^{2}}{n_{a .}}-\frac{y_{\ldots . .}^{2}}{n_{. .}}  \tag{10}\\
\mathcal{S} \mathcal{S}_{\text {Coordn.Reg.Method }}=\sum_{a=1}^{2} \frac{y_{. b .}^{2}}{n_{2 . b}}-\frac{y_{\ldots . .}^{2}}{n_{. .}}  \tag{11}\\
\mathcal{S} \mathcal{S}_{\text {Interaction }}=\sum_{a=1}^{2} \sum_{b=1}^{2} \frac{y_{\text {ab. }}^{2}}{n_{a b}}-\frac{y_{\ldots . .}^{2}}{n_{. .}}  \tag{12}\\
\mathcal{S} \mathcal{S}_{\text {Error }}=\mathcal{S} \mathcal{S}_{\text {Total }}-\mathcal{S} \mathcal{S}_{\text {Side }}-\mathcal{S} \mathcal{S}_{\text {Coordn.Reg.Method }}-\mathcal{S} \mathcal{S}_{\text {Interaction }} \tag{13}
\end{gather*}
$$

### 4.4.2 Comparing the Speed of the Coordinate Registration Methods

The next test proceeded to focus on the hypotheses of Eq. 5-7, which compared the speed of the registration methods. The inner four cells of Table 7 show the values of the individual responses (i.e., the initial-to-final spiral search distance in millimeters for either $\overrightarrow{a p_{1}}$ or $\overrightarrow{a p} p_{3}$ ) for each observation and across each factor combination. Note the bisect registration that took 54.525 seconds and the bisect registration that took 49.548 seconds. These coordinate registrations were the only ones that required a coarse spiral search before the bisect registration could proceed. The outer four cells (the column-wise and row-wise sums) show the total number of observations captured and the sum of the responses when a specific factor level was held constant. For example, row three, column one shows that when the factor "coordinate registration method" was held constant to one (i.e., the edge coordinate registration method), a total of 11 observations and 188.135 seconds of elapsed coordinate registration time was observed. These values were used to verify the proportionality of the collected data with Eq. 8 and used as intermediate computations for the ANOVA results using Eq. 9-13. The results of the ANOVA are shown in Table 8.

Table 7. Two-factor factorial arrangement for registration time (in seconds). Cells $(1,1),(1,2),(2,1)$, and $(2,2)$ contain each of the observed responses for the corresponding factor level combination.

## Coordinate Registration Method

| 苞 |  | Edge ( $b=1$ ) | Bisect ( $b=2$ ) | Row Sum |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { RMMASq2 } \\ & (a=1) \end{aligned}$ | $\begin{aligned} & 16.506 \mathrm{~s}, 15.112 \mathrm{~s} \\ & 13.325 \mathrm{~s}, 14.767 \mathrm{~s} \\ & 14.647 \mathrm{~s}, 14.876 \mathrm{~s} \end{aligned}$ | $\begin{aligned} & 48.243 \mathrm{~s}, 47.458 \mathrm{~s} \\ & 48.635 \mathrm{~s}, 49.040 \mathrm{~s} \\ & 48.658 \mathrm{~s}, 48.257 \mathrm{~s} \end{aligned}$ | $\begin{gathered} n_{1 .}=12 \\ y_{1 . .}=379.524 \mathrm{~s} \end{gathered}$ |
|  | $\begin{aligned} & \text { RMMASq3 } \\ & (a=2) \end{aligned}$ | $\begin{gathered} 19.436 \mathrm{~s}, 17.191 \mathrm{~s} \\ 20.947 \mathrm{~s}, 19.254 \mathrm{~s} \\ 22.074 \mathrm{~s} \end{gathered}$ | $\begin{gathered} 49.650 \mathrm{~s}, 48.261 \mathrm{~s} \\ 49.564 \mathrm{~s}, 54.525 \mathrm{~s} \\ 49.548 \mathrm{~s} \end{gathered}$ | $\begin{gathered} n_{2 .}=10 \\ y_{2 . .}=350.450 \mathrm{~s} \end{gathered}$ |
|  | Column Sum | $\begin{gathered} n_{2.1}=11 \\ y_{1.1}=188.135 \mathrm{~s} \end{gathered}$ | $\begin{gathered} n .2=11 \\ y .2 .=541.840 \mathrm{~s} \end{gathered}$ | $\begin{gathered} n_{. .}=22 \\ y_{\ldots}=729.974 \mathrm{~s} \end{gathered}$ |

Table 8. Analysis of variance for comparing registration time

| Source of <br> Variance | Sum of <br> Squares $^{\mathbf{a}}$ | Degrees of <br> Freedom | Mean <br> Square $^{\mathbf{a}}$ | $\mathscr{F}_{\mathbf{0}}$ | P-value $^{\text {b }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Side | 63.724 | 1 | 63.724 | 26.144 | $<0.01$ |
| Registration <br> Method | 5686.705 | 1 | 5686.705 | 2333.060 | $<0.01$ |
| Interaction | 12.114 | 1 | 12.114 | 4.970 | Between <br> 0.025 and <br> 0.05 |
| Error | 43.874 | 18 | 2.437 |  |  |
| Total | 5806.447 | 21 |  |  |  |

From the computed $\mathscr{F}_{0}$ values and associated p-values, which were determined from an $\mathscr{F}_{0}$ probability table, the following conclusions were noted [56]. Since the p-value associated with the hypothesis given in Eq. 5 was less than 0.05 , the null hypothesis was rejected and it was concluded that there was sufficient evidence to suggest that the main effect of RMMA side on the registration speed was significant. Additionally, since the p-value associated with the hypothesis given in Eq. 6 was less than 0.05 , the null hypothesis was rejected and it was concluded that there was sufficient evidence to suggest that the main effect of the coordinate registration method on the registration speed was significant. Finally, since the p-value associated with the hypothesis given in Eq. 7 was less than 0.05 , the null hypothesis was rejected and it was concluded that there was sufficient evidence to suggest that the effect of the interaction between RMMA side and coordinate registration method was also significant. For each of these three conclusions, it was possible that a type I error was made. However, the probability of such an occurrence was given by the respective p-value for each conclusion, though probability could have been inflated due to evidence that suggested the assumption of equal variance was violated (see Sec. 4.4.4).

Fig. 27 shows the average response for each factor level, which was used to help interpret the results of the comparison. In summary, the conclusions of this analysis indicated that there was sufficient evidence to suggest that the registration time was significantly different between the edge coordinate registration method and the bisect coordinate registration method (i.e., the edge method was faster than the bisect method) since there were only two-levels of the factor "coordinate registration method" and the main effect of this factor was determined to be significant. This aligned with Fig. 27 because the blue line showing the average edge registration time was consistently lower than the orange line showing the average bisect registration time. Furthermore, also aligning with the conclusion that the effect due to RMMA side was significant, the average registration time of the "RMMASq2" side was consistently lower than the "RMMASq3" side. However, since the two lines of the plot were almost parallel, the plot may have been inconsistent with the conclusion that the interaction effect was significant. Since the p-value was close to the significance level of 0.05 , it was possible that the final conclusion on interaction significance was impacted by the use of the proportional design or the evidence found that suggested the assumption of equal variance may not have held. Additionally, since the slope of the blue line between the average times of the edge method was slightly steeper than the orange line between the average times of the bisect method, this suggested the possibility that the registration time of the edge method was possibly more sensitive to the side of the RMMA than the registration time of the bisect method.

### 4.4.3 Comparing the Accuracy of the Registration Methods

Now, the test to evaluate the hypotheses in Eq. 5-7 to compare the accuracy of the two coordinate registration methods is described. The accuracy was indicated by the initial-tofinal spiral search distance (mm) for either $\overrightarrow{a p_{1}}$ or $\overrightarrow{a p_{3}}$ (i.e., the first spiral search for an ap target that occurred immediately after coordinate registration). Table 9 was formatted


Fig. 27. Plot of the average registration time against each factor (side and coordinate registration method).
similarly to Table 7. Table 10 shows the corresponding ANOVA results for the initial-tofinal spiral search distance.

Table 9. Two-factor factorial arrangement for initial-to-final spiral search distance for $\overrightarrow{a p} p_{1}$ and $\overrightarrow{a p}{ }_{3}$. Cells $(1,1),(1,2),(2,1)$, and $(2,2)$ contain each of the observed responses for the corresponding factor level combination.

Coordinate Registration Method

|  | Edge $(b=1)$ | Bisect $(b=2)$ | Row Sum |
| :---: | :---: | :---: | :---: |
| RMMASq2 | $1.411 \mathrm{~mm}, 1.075 \mathrm{~mm}$, | $2.495 \mathrm{~mm}, 2.462 \mathrm{~mm}$, | $n_{1.2}=12$ |
| $(a=1)$ | $1.424 \mathrm{~mm}, 1.435 \mathrm{~mm}$, | $1.801 \mathrm{~mm}, 2.510 \mathrm{~mm}$, | $y_{1 . .}=21.980 \mathrm{~mm}$ |
|  | $1.941 \mathrm{~mm}, 1.064 \mathrm{~mm}$ | $1.865 \mathrm{~mm}, 2.498 \mathrm{~mm}$ |  |
| RMMASq3 | $1.824 \mathrm{~mm}, 0.035 \mathrm{~mm}$, | $1.127 \mathrm{~mm}, 0.076 \mathrm{~mm}$, | $n_{2 .}=10$ |
| $(a=2)$ | $1.068 \mathrm{~mm}, 1.303 \mathrm{~mm}$, | $1.776 \mathrm{~mm}, 0.032 \mathrm{~mm}$, | $y_{2 . .}=9.516 \mathrm{~mm}$ |
|  | 1.208 mm | 1.068 mm |  |
| Column | $n .1=11$ | $n .2=11$ | $n . .=22$ |
| Sum | $y_{.1 .}=13.786 \mathrm{~mm}$ | $y_{.2 .}=17.709 \mathrm{~mm}$ | $y . . .=31.496 \mathrm{~mm}$ |

Table 10. Analysis of variance for comparing the initial-to-final spiral search distance for $\overrightarrow{a p} p_{1}$ and $\overrightarrow{a p} p_{3}$

| Source of <br> Variance | Sum of <br> Squares $^{\mathrm{c}}$ | Degrees of <br> Freedom | Mean <br> Square $^{\mathrm{c}}$ | $\mathcal{F}_{\mathbf{0}}$ | P-value $^{\mathrm{d}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Side | 4.225 | 1 | 4.225 | 16.436 | Between <br> 0.025 and 0.05 |
| Registration <br> Method | 0.670 | 1 | 0.670 | 0.261 | $>0.25$ |
| Interaction | 1.840 | 1 | 1.840 | 7.158 | Between <br> 0.01 and 0.025 |
| Error | 4.627 | 18 | 0.257 |  |  |
| Total | 11.362 | 21 |  |  |  |
|  |  |  |  |  |  |
| c Measured in millimeters squared ${ }^{\text {d A probability }}$ |  |  |  |  |  |

From Table 10, the following conclusions were noted. Since the p-value associated with the hypothesis given in Eq. 5 was less than 0.05 , the null hypothesis was rejected and it was concluded that there was sufficient evidence to suggest that the main effect of RMMA side on the coordinate registration accuracy was significant. In this conclusion, it was possible that a type I error was made, however the probability of such an occurrence is given by the respective p-value. Since the p-value associated with the hypothesis given in Eq. 6 was greater than 0.05 , the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that the main effect of the coordinate registration method on the coordinate registration accuracy was significant. In this conclusion, it was possible that a type II error was made and the probability of such an occurrence was unknown. Finally, since the p-value associated with the hypothesis given in Eq. 7 was less than 0.05 , the null hypothesis was rejected and it was concluded that there was sufficient evidence to suggest that the effect of the interaction between RMMA side and coordinate registration method on the coordinate registration accuracy was significant. In this conclusion, it was
also possible that a type I error was made, and the probability of such an occurrence is given by the respective p -value.

Fig. 28 shows the average response for each factor level, which was used to help interpret the results of the comparison. In summary, the results of this analysis indicated that there was not sufficient evidence to suggest that the accuracy of the coordinate registration was significantly different between the edge coordinate registration method and the bisect coordinate registration method. However, there was sufficient evidence to suggest that the accuracy of the coordinate registration was significantly different when performed between the "RMMASq2" side of the RMMA and the "RMMASq3" side of the RMMA. This was consistent with Fig. 28 because a larger spiral search distance was observed on average on the "RMMASq2" side of the RMMA when compared with the "RMMASq3" side. Additionally, the conclusion that the interaction effect between coordinate registration and side was significant, also was consistent with Fig. 28 since the two lines did not exhibit parallelism and intersected.


Fig. 28. Plot of the average initial-to-final spiral search distance for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$ against factors (side and coordinate registration method).

### 4.4.4 Residual Analysis for Checking Model Assumptions

To provide further validation for the reliability of the conclusions, the assumptions of normally, independently distributed errors with equal variance were checked for the samples by conducting a residual analysis of each response variable. The residuals were computed
in a spreadsheet using the formula, $e_{a b c}=y_{a b c}-\bar{y}_{a b}$. For any specific outlier values observed on the plot, the standardized residual was examined, which is given by the formula, $d_{a b c}=\frac{e_{a b c}}{\sqrt{m \delta_{E r r o r}}}$, where $m \mathcal{S}_{\text {Error }}$ was the mean square (MS) error. Note that an observation was considered to be an outlier value if the standardized residual had an absolute value that was greater than three [55].

To investigate the assumption of normality, normal probability plots of the residuals were analyzed for each response variable, which are given in Fig. 29. Although some statistical software may also report the result of a statistical test, such as an Anderson-Darling test on the residuals, such tests often assume independence of the data being examined and residuals have been noted to not necessarily conform to this assumption [57]. It was for this reason that the normal probability plot of the residuals was the preferred method to detect severe departures from the normality assumption. The plots were generated using a Python-based statistics package [58, 59]. Figure 29 (Top) showed a generally linear relationship between the ordered residuals for registration time and the theoretical quantiles of the normal distribution. Only one positive residual, which had a value of 4.216 (measuring the Bisect method from the "RMMASq2" side of the RMMA), seemingly deviated more from this relationship when compared to the other residuals. A coarse spiral search was needed prior to this bisect coordinate registration and the time for the coarse spiral search was added to the total coordinate registration time. Since the registration times were logged automatically via the manipulator control code, this measurement was accepted as legitimate (not a recording error). Additionally, the standardized value for this residual was about 2.700 , which was the only residual that had an absolute value greater than 2 (but still less than 3), and was therefore not considered a notable outlier. Figure 29 (Bottom) similarly showed a linear relationship when the ordered residuals for the initial-to-final spiral search distances for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$ were compared against the theoretical quantiles of the normal distribution. Here, the most notable residual that deviated from this relationship had a value of -1.017 . The standardized value of this residual was about -2.007 , which was again the only residual that had an absolute value greater than 2 (but still less than 3), and was therefore also not deemed a notable outlier. Since no evidence of possible violations of the normality assumption were found from the normal probability plot, it was assumed that the error distributions were approximately normal.


Normal Probability Plot of Residuals for Initial to Final AP Search Distance


Fig. 29. Normal probability plot of the residuals for registration time in seconds (Top) and of the residuals for the initial-to-final spiral search distances for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$ in mm (Bottom).

To investigate the assumption of independently distributed errors, the primary interest was in verifying no strong correlation was present in the residuals [57]. Since the presence of autocorrelation, where adjacent observations might display correlation, is a strong indication of non-randomness in data, the residuals versus run order plots in Fig. 30 were analyzed first [55, 60, 61]. In such plots positive autocorrelation could graphically manifest as a sequence of either positive or negative residuals, while negative autocorrelation might manifest in a rapid oscillation in the signs of the residuals [57, 62]. In Fig. 30 (Top), a general downward trend was observed from runs 1-7. Additionally, runs 7-10 showed a group of three residuals that were negative, but generally increasing. The behavior from runs $1-10$, therefore, resembled a concave up curvature. The residuals then tended to be higher around runs 16 and 17 . Runs 10-22 appeared to display a more random distribution of residuals. Upon first glance, Fig. 30 (Bottom), appeared to show a more random distribution of the residuals overall. However, close inspection revealed possible slight periodic behavior since the residuals for runs 1-4 were mostly positive, the residuals for runs 5-10 were mostly negative, and the residuals for runs $10-15$ were mostly positive again. This behavior suggested the possibility of slight serial autocorrelation. Interpretation of these plots was assisted using information from several resources [57, 63, 64].

Given the observations noted from the residuals versus run order plots in Fig. 30, the Durbin-Watson statistical test was used to investigate the possibility of positive and/or negative autocorrelation [60]. In using the Durbin-Watson test, two hypotheses were tested: one that tested for the presence of positive autocorrelation and one that tested for the presence of negative autocorrelation. The null hypothesis stated that there was no positive (or negative) autocorrelation, while the alternative hypothesis stated that there was positive (or negative) autocorrelation [60]. The null hypothesis was rejected or not rejected at the 0.05 significance level. The Durbin-Watson statistic was computed using a Python-based statistics package [65]. For each response variable, the corresponding residuals were entered into an array and sorted by run order before input into the Durbin-Watson function. The Durbin-Watson statistic was found to be $1.716\left(\mathscr{D}_{1}\right)$ for the residuals of registration times and $2.006\left(\mathscr{D}_{2}\right)$ for the residuals of the initial-to-final spiral search distances for AP1 and AP3.

A table of upper and lower bounds on the critical values for the Durbin-Watson statistic was used to determine the significance of the $\mathscr{D}_{1}$ and $\mathscr{D}_{2}$ values [60]. If the Durbin-Watson statistic was less than $\mathscr{D}_{L}$, the null hypothesis was rejected. If the Durbin-Watson statistic was greater than $\mathscr{D}_{U}$, the null hypothesis was not rejected. Otherwise, if the Durbin-Watson statistic was between $\mathscr{D}_{L}$ and $\mathscr{D}_{U}$, then the test was inconclusive [60]. The bounds on the Durbin-Watson statistic at the 0.05 significance level and when $n=22$ are provided in Table 11. To look up the appropriate bounds in the critical value table, which was needed to test the related hypotheses, the number of regressors associated with Eq. 4, when expressed as a linear regression model for the residuals of each response variable, needed to be determined. The regressors were determined to have at least included one term for each significant factor (i.e., RMMA side, coordinate registration method, and/or interaction) and a constant intercept term. Since some terms were possibly considered insignificant
depending on the response variable, and would therefore be omitted from the model, the critical value bounds for all cases are provided (one regressor, two regressors, and three regressors).

Table 11. Bounds on the Durbin-Watson statistic at the 0.05 significance level for $n=22$ [60]. Note that the number of terms included the intercept.

| $n \ldots=22$ <br> $\alpha=0.05$ | $\mathscr{D}_{L}$ | $\mathscr{D}_{U}$ |
| :---: | :---: | :---: |
| 2 | 1.239 | 1.429 |
| 3 | 1.147 | 1.541 |
| 4 | 1.053 | 1.664 |

First, a test for positive autocorrelation on the residuals of each response was implemented. When $n_{\ldots}=22$ and three regressors were present, $\mathscr{D}_{1}$ was greater than $\mathscr{D}_{U}$. Therefore, the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that a positive autocorrelation existed for the residuals of registration times. In this conclusion it was possible that a type II error was made, and the probability of this having occurred was unknown. Furthermore, When $n_{\ldots} . .=22$ and three regressors were present, $\mathscr{D}_{2}$ was greater than $\mathscr{D}_{U}$. Therefore, the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that a positive autocorrelation existed for the residuals of the initial-to-final spiral search distance for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$. In this conclusion it was possible that a type II error was made, and the probability of this having occurred was unknown.

For testing the hypotheses related to possible negative autocorrelation, $4-\mathscr{D}_{1}=2.284$ and $4-\mathscr{D}_{2}=1.994$ and was instead compared to the $\mathscr{D}_{L}$ and $\mathscr{D}_{U}$ values. When $n_{\ldots}=22$ and three regressors were present, $4-\mathscr{D}_{1}$ was greater than $\mathscr{D}_{U}$. Therefore, the null hypothesis was not rejected and it was concluded there was not sufficient evidence to suggest that negative autocorrelation existed for the residuals of registration times. In this conclusion, it was possible that a type II error was made, and the probability of this having occurred was unknown. Furthermore, When $n_{\ldots}=22$ and three regressors were present, $4-\mathscr{D}_{2}$ was greater than $\mathscr{D}_{U}$. Therefore, the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that a negative autocorrelation existed for the residuals of the initial-to-final spiral search distances for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$. In this conclusion it was possible that a type II error was made, and the probability of this having occurred was unknown. Given these conclusions, it was unlikely that the independence assumption on the errors was significantly violated for each response variable.

Finally, the assumption of equal variance for the error distribution was investigated using both graphical methods on the residuals and statistical tests on the sample data. Figure 31 plots the residuals versus fitted values for the elapsed coordinate registration time. From the plot, some possible mild inequality of variance was observed. Additionally, from Fig. 32 and 33, which plotted the residuals against each factor level, it was observed that
the variance of the residuals may have increased between the "RMMASq2" side (which had the larger sample size) and "RMMASq3" side (which had the smaller sample size). The funnel shape of the residuals in Fig. 32 was concerning because such an occurrence suggested possible additional inflation of the type I error in the conducted ANOVA. Additionally, when the largest residual for the bisect registration was ignored in Fig. 33, the plot also resembled a funnel shape that indicated possible inequality of variance. This further emphasized the importance of a balanced design for future experiments, since ANOVAs applied to unbalanced data are less robust to mild departures from the normality and equal variance assumptions. Additionally, this observation suggested that the analysis techniques used in this work may not be as reliable when applied to similar experiments that might be extended to include random effects [57]. Figure 34 shows the corresponding residuals versus fits plots for the initial-to-final spiral search distances for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$. From Fig. 35 , which plotted the residuals against each measured side of the RMMA, similarities were again observed with Fig. 32, with a funnel shape that indicated a possible increase in variance between the "RMMASq2" side and the "RMMASq2" side. The plot shown in Fig. 35 , however did not exhibit any other concerning structure to the residuals.

Given the structure observed in Fig. 32 and Fig. 35, statistical tests were applied to the sample data to further investigate the assumption of equal variance for the error of each response variable. For the first test, the null hypothesis stated that the samples of registration times all came from a population with equal variance, while the alternative hypothesis stated that at least one sample of registration times did not come from a population with equal variance. Since the error of the registration time data was assumed to conform to the normality assumption, the decision rule was based on the p-value computed from Bartlett's test and compared to the 0.05 significance level. Specifically, if the p-value was less than 0.05 , the null hypothesis was rejected. Otherwise, the null hypothesis was not rejected. Since the p-value was 0.027 , which was less than 0.05 , the null hypothesis was rejected and it was concluded that there was sufficient evidence to suggest that at least one sample of registration times did not come from a population with equal variance. In this conclusion, it was possible that a type I error was made, however the probability of such an occurrence was 0.027 .

Furthermore, a statistical test was applied to the initial-to-final spiral search distance data. Again, the null hypothesis stated that the samples of initial-to-final spiral search distances all came from a population with equal variance, and the alternative hypothesis stated that at least one sample of initial-to-final spiral search distances did not come from a population with equal variance. Since the error of the initial-to-final spiral search distance data was assumed to conform to the normality assumption, the decision rule was again based on the p-value computed from Bartlett's test and compared to the 0.05 significance level. Specifically, if the p-value was less than 0.05 , the null hypothesis was rejected. Otherwise, the null hypothesis was not rejected. Since the p-value was 0.213 , which was greater than 0.05 ,the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that at least one sample of initial-to-final spiral search distances did not come from a population with equal variance. In this conclusion, it was
possible that a type II error was made, however the probability of such an occurrence was unknown. In summary, the residual versus fits plot and statistical tests suggested there was reason to suspect that the assumption of equal variance was violated for the error of the registration time samples. Hence, interpretation of the conclusions drawn from the corresponding ANOVA on the registration times should consider the impact of the equal variance assumption. However, given the result of Bartlett's test, it was also determined there was not sufficient evidence to suggest that the assumption of equal variance was violated on the samples of initial-to-final spiral search distances, which further validated the conclusions drawn from the corresponding ANOVA.


Fig. 30. Residuals vs. run order plot for registration time in seconds (Top) and the initial-to-final spiral search distances for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$ in mm (Bottom).


Fig. 31. Residuals vs. fits plot for registration time in seconds.


Fig. 32. Residuals vs. side plot for registration time in seconds.


Fig. 33. Residuals vs. coordinate registration method plot for registration time in seconds.


Fig. 34. Residuals vs. fits plot for the initial-to-final spiral search distances for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$.


Fig. 35. Residuals vs. side plot for the initial-to-final spiral search distance for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$.


Fig. 36. Residuals vs. coordinate registration method plot for the initial-to-final spiral search distances for $\overrightarrow{a p_{1}}$ and $\overrightarrow{a p_{3}}$.

### 4.5 Assessment of Cart Leveling

### 4.5.1 Experimental Model

Attention now turns to analyzing the angle readings obtained by the digital levels during the experiment. Table 12 displays the average of ten angle readings for each of the 11 trials (rounded to the nearest thousandth of a degree). Note that the data for each level (front or side) was separated into two samples: The readings taken when the cart was docked at "RMMASq2" vs. the readings taken when the cart was docked at "RMMASq3". Since the "RMMASq3" goal point was rotated 180 degrees from the "RMMASq2" goal, the sign of the digital level readings was reversed for the readings taken at "RMMASq3". From this, the reported difference between the sample averages of the digital level readings taken from the two sides of the RMMA by the front level was $0.67^{\circ}$. Additionally, the equivalent difference for the side level was $0.222^{\circ}$. In an attempt to determine if the difference between the samples was statistically significant, inferential statistical tests were applied on the two samples for each digital level. Textbooks were used as references to develop the hypothesis tests, which were also applied using a Python-based statistics library [55, 58, 66]. For each level, the goal was to determine if there was a significant difference in angle reading between the two docking locations.

Two hypotheses (i.e., one hypothesis for testing the front level and one hypothesis for testing the side level) were tested on the population means of angle readings based on two independent samples (i.e., the sample of angle readings taken from "RMMASq2" vs. the sample of level readings taken from "RMMASq3"). Equations 14-15 summarize the main hypotheses tested. Before addressing the main hypotheses, however, it should be noted that the appropriate statistical test was selected based on the conducted model adequacy checks (see Sec. 4.5.3) to test the assumptions of normality and equal variance for each sample. These assumptions needed to be specifically validated because the sample size of the level readings for each side $(5-6)$ was small enough to prevent satisfaction by appealing to the Central Limit Theorem [67]. It should be noted that for all tested hypotheses in Sec. 4.5.2, the decision rule was to reject or not reject the null hypothesis based on the 0.05 significance level.

$$
\begin{gather*}
\mathcal{H}_{0}: \mu_{\text {front }, r m m s q 2}=\mu_{\text {front }, \text { rmms } q 3}  \tag{14}\\
\mathcal{H}_{a}: \mu_{\text {front }, \text { rmmsq } 2} \neq \mu_{\text {front }, \text { rmms } q 3} \\
\mathcal{H}_{0}: \mu_{\text {side,rmmsq } 2}=\mu_{\text {side }, \text { rmmsq } 3}  \tag{15}\\
\mathcal{H}_{a}: \mu_{\text {side }, \text { rmmsq } 2} \neq \mu_{\text {side,rmmsq } 3}
\end{gather*}
$$

### 4.5.2 Comparing the Front and Side Level Readings

Focus now shifts to the hypothesis given in Eq. 14. Since, based on the tests in Sec. 4.5.3, it was assumed that both samples, that is the sample of front level readings taken

Table 12. Digital level angle readings per trial with the mean and standard deviation across trials. Note that the circular mean and circular standard deviation angle readings across trials are also reported (see Ref. [52]).

| Trial | Goal | Front Level | Side Level |
| :---: | :---: | :---: | :---: |
| 1 | RMMASq2 | $0.028^{\circ}$ | $-0.010^{\circ}$ |
| 2 | RMMASq3 | $0.086^{\circ}$ | $0.202^{\circ}$ |
| 3 | RMMASq2 | $0.020^{\circ}$ | $0.037^{\circ}$ |
| 4 | RMMASq3 | $0.116^{\circ}$ | $0.528^{\circ}$ |
| 5 | RMMASq2 | $0.037^{\circ}$ | $0.016^{\circ}$ |
| 6 | RMMASq3 | $0.094^{\circ}$ | $0.175^{\circ}$ |
| 7 | RMMASq2 | $0.047^{\circ}$ | $0.091^{\circ}$ |
| 8 | RMMASq3 | $0.094^{\circ}$ | $0.295^{\circ}$ |
| 9 | RMMASq2 | $0.016^{\circ}$ | $0.018^{\circ}$ |
| 10 | RMMASq3 | $0.095^{\circ}$ | $0.116^{\circ}$ |
| 11 | RMMASq2 | $0.030^{\circ}$ | $0.096^{\circ}$ |
| Mean [Stdev] | RMMASQ2 | $0.030^{\circ}\left[0.011^{\circ}\right]$ | $0.041^{\circ}\left[0.043^{\circ}\right]$ |
| Mean [Stdev] | RMMASQ3 | $0.097^{\circ}\left[0.011^{\circ}\right]$ | $0.263^{\circ}\left[0.161^{\circ}\right]$ |
| Circular Mean [Circular Stdev] | RMMASQ2 | $0.030^{\circ}[0.000]$ | $0.041^{\circ}[0.001]$ |
| Circular Mean [Circular Stdev] | RMMASQ3 | $0.097^{\circ}[0.604]$ | $0.263^{\circ}[0.604]$ |

when the cart was docked at "RMMASq2" and the sample of front level readings taken when the cart was docked at "RMMASq3", came from normally distributed populations with equal variance, the two-sample independent t -test was used to evaluate the hypothesis [68]. From this test, it was found that the p-value was almost zero and less than 0.05 . Therefore, the null hypothesis was rejected and it was concluded that there was sufficient evidence to suggest the population mean of the mean front digital level readings recorded at "RMMASq2" and the population mean of the mean front digital level readings recorded at "RMMASq3" were different. In this decision, it was possible that a type I error was made, and the probability of such an occurrence was almost zero.

Next, the hypothesis given in Eq. 15 was tested. Again, it was assumed that both samples, that is the sample of side level readings taken when the cart was docked at "RMMASq2" and the sample of side level readings taken when the cart was docked at "RMMASq3", came from normally distributed populations. However, due to the results presented in Sec. 4.5.3, it was not assumed that the sample of side level readings came from populations with equal variance. Therefore, the hypothesis was instead evaluated using the Welch's t-test [68]. From this test, it was found that the p-value was 0.035 , which was less than 0.05 . Therefore, the null hypothesis was rejected and it was concluded that there was sufficient evidence to suggest the population mean of the mean side digital level readings recorded at "RMMASq2" and the population mean of the mean side digital level readings recorded at "RMMASq3" were different. In this decision, it was possible that a type I error was made, and the probability of such an occurrence was 0.035 . In summary, from the analysis presented in this section, it was concluded that there was reason to suspect that the
leveling of the cart varied between the "RMMASq2" and "RMMASq3" stops along both axes that were measured by the two levels. It was speculated that an inconsistent floor leveling combined with the use of the linear actuators could have contributed to this difference in leveling. Therefore, future data calibrations applied to the mobile manipulator-on-a-cart system, like that presented in Sec. 4.1.3, should take the inconsistent floor leveling into account.

### 4.5.3 Checking Model Assumptions for the Digital Level Readings

For testing the normality assumption, the Anderson-Darling test was applied to each of the two angle reading samples for the front and side digital levels [69]. For testing the assumption of equal variance between the two samples for each level, Bartlett's test was used [70]. Then, to check for the presence of autocorrelation, residual vs. run-order plots and the Durbin-Watson test were utilized.

First, the normality assumption on the samples of level readings was tested. For the front digital level, the following hypothesis was tested on the sample of level readings that were taken while the cart was docked at "RMMASq2". The null hypothesis stated that the sample of mean front digital level readings recorded at "RMMASq2" came from a normally distributed population. The alternative hypothesis stated that the sample of mean front digital level readings recorded at "RMMASq2" did not come from a normally distributed population. For this test, the decision rule was based on the value of the critical value and the Anderson-Darling statistic at the 0.05 significance level. Therefore, if the statistic was greater than 0.809 , the null hypothesis was rejected. Otherwise, the null hypothesis was not rejected. The statistic for this test was found to be 0.171 , which was less than the critical value specified in the decision rule. Therefore, the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that the sample of mean front digital level readings recorded at "RMMASq2" did not come from a normally distributed population. In this conclusion it was possible that a type II error was made, and the probability of this having occurred was unknown.

The following hypothesis was tested regarding the sample of front level readings that were taken while the cart was docked at "RMMASq3". The null hypothesis stated that the sample of mean front digital level readings recorded at "RMMASq3" came from a normally distributed population. The alternative hypothesis stated that the sample of mean front digital level readings recorded at "RMMASq3" did not come from a normally distributed population. For this test, the decision rule was again based on the value of the Anderson-Darling statistic at the 0.05 significance level. Therefore, if the statistic was greater than 0.984 , the null hypothesis was rejected. Otherwise, the null hypothesis was not rejected. The statistic for this test was found to be 0.599 , which was less than the critical value specified in the decision rule. Therefore, the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that the sample of mean front digital level readings recorded at "RMMASq3" did not come from a normally distributed population. In this conclusion it was possible that a type II error was made, and
the probability of this having occurred was unknown.
For the side digital level, the following hypothesis were tested on the sample of level readings that were taken while the cart was docked at "RMMASq2". The null hypothesis stated that the sample of mean side digital level readings recorded at "RMMASq2" came from a normally distributed population. The alternative hypothesis stated that the sample of mean side digital level readings recorded at "RMMASq2" did not come from a normally distributed population. For this test, the decision rule was based on the value of the Anderson-Darling statistic at the 0.05 significance level. Therefore, if the statistic was greater than 0.809 , the null hypothesis was rejected. Otherwise, the null hypothesis was not rejected. The statistic for this test was found to be 0.379 , which was less than the critical value specified in the decision rule. Therefore,the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that the sample of mean side digital level readings recorded at "RMMASq2" did not come from a normally distributed population. In this conclusion it was possible that a type II error was made, and the probability of this having occurred was unknown.

The focus now shifts to the test conducted on the following hypothesis concerning the sample of side level readings that were taken while the cart was docked at "RMMASq3". The null hypothesis stated that the sample of mean side digital level readings recorded at "RMMASq3" came from a normally distributed population. The alternative hypothesis stated that the sample of mean side digital level readings recorded at "RMMASq3" did not come from a normally distributed population. For this test, the decision rule was again based on the critical value and the Anderson-Darling statistic at the 0.05 significance level. Therefore, if the statistic was greater than 0.984 , the null hypothesis was rejected. Otherwise, the null hypothesis was not rejected. The statistic for this test was found to be 0.376, which was less than the critical value specified in the decision rule. Therefore,the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that the sample of mean front digital level readings recorded at "RMMASq3" did not come from a normally distributed population. In this conclusion it was possible that a type II error was made, and the probability of this having occurred was unknown.

To investigate the assumption of independently distributed errors, it was again important to check for the presence of autocorrelation in the residuals. The following observations were noted from the front-level residuals vs. run-order plot in Fig. 37 (Top). In runs 2-3, the residuals tended to be negative. However, in runs 4-7, the residuals were generally positive, with only one negative residual. In runs 4-6, a general downward trend was displayed. Finally, in runs $9-11$, the residuals were generally negative, but increasing. For the side-level residuals in Fig. 37 (Bottom), the residuals were negative for runs 1-3 and slightly increasing. In run 4, a large positive residual occurred, before the sequence of negative residuals in runs 5-6. In runs 7-10 a sequence of residuals occurred that started positive and then decreased to below zero. Finally, a positive residual occurred for run 11.


Fig. 37. Residuals vs. run order plot for average front digital level readings (Top) and average side digital level readings (Bottom) in degrees.

Based on the observations from the residuals vs. run-order plot, the Durbin-Watson test was again applied to statistically test two hypotheses on the residuals obtained from each digital level: one for the presence of positive autocorrelation and one for the presence of negative autocorrelation in the average readings from the front digital level [60]. The null hypothesis stated that there was no positive (or negative) autocorrelation, while the alternative hypothesis stated that there was positive (or negative) autocorrelation [60]. The null hypothesis was again rejected or not rejected at the 0.05 significance level, and the Durbin-Watson statistic was computed using a Python-based statistics package [65]. For the readings taken from each digital level, the corresponding residuals were again computed and stored in an array sorted by run-order. The Durbin-Watson statistic was found to be $1.959\left(\mathscr{D}_{3}\right)$ for the front digital level residuals and $2.133\left(\mathscr{D}_{4}\right)$ for the side digital level residuals.

When the effects model corresponding to the hypothesis in Eq. 14 was expressed as a linear regression model, the linear regression model had two terms: one for the effect of measured RMMA side and a constant intercept. Therefore, since the sample size was 11 for the sample of average front digital level readings, $\mathscr{D}_{L}=0.927$ and $\mathscr{D}_{U}=1.324$.

First, a test for positive autocorrelation was applied. Since $\mathscr{D}_{3}=1.959$ was greater than $\mathscr{D}_{U}=1.324$, the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that a positive autocorrelation existed for the residuals of the average digital level readings recorded by the front digital level. In this conclusion it was possible that a type II error was made, and the probability of this having occurred was unknown. Since $\mathscr{D}_{4}=2.133$ was greater than $\mathscr{D}_{U}=1.324$, the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that a positive autocorrelation existed for the residuals of the average digital level readings recorded by the side digital level. In this conclusion it was possible that a type II error was made, and the probability of this having occurred was unknown.

For the test of negative autocorrelation, $4-\mathscr{D}_{3}=2.041$ and $4-\mathscr{D}_{4}=1.867$ were compared to $\mathscr{D}_{L}$ and $\mathscr{D}_{U}$ values. Since $4-\mathscr{D}_{3}$ was greater than $\mathscr{D}_{U}=1.324$, the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that a negative autocorrelation existed for the residuals of the average digital level readings recorded by the front digital level. In this conclusion it was possible that a type II error was made, and the probability of this having occurred was unknown. Given these conclusions, it was unlikely that the independence assumption on the error was significantly violated for each response. Since $4-\mathscr{D}_{4}$ was greater than $\mathscr{D}_{U}=1.324$, the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that a negative autocorrelation existed for the residuals of the average digital level readings recorded by the side digital level. In this conclusion it was possible that a type II error was made, and the probability of this having occurred was unknown. Given these conclusions, it was unlikely that the independence assumption on the error was significantly violated for each response.

The assumption of equal variance was then tested between the two samples of level readings from the front digital level. For this test, the null hypothesis stated that the sam-
ple of mean front digital level readings recorded at "RMMASq2" and the sample of mean front digital level readings recorded at "RMMASq3" came from populations with equal variance. The alternative hypothesis stated that the sample of mean front digital level readings recorded at "RMMASq2" and the sample of mean front digital level readings recorded at "RMMASq3" did not come from populations with equal variance. The decision rule was based on the p-value computed from Bartlett's test and compared to the 0.05 significance level. Therefore, if the p-value was less than 0.05 , the null hypothesis was rejected. Otherwise, the null hypothesis was not rejected. The p-value computed from Bartlett's test was found to be 0.991 , which was greater than 0.05 . Therefore, the null hypothesis was not rejected and it was concluded that there was not sufficient evidence to suggest that the sample of mean front digital level readings recorded at "RMMASq2" and the sample of mean front digital level readings recorded at "RMMASq3" did not come from populations with equal variance. In this conclusion it was possible that a type II error was made, and the probability of this having occurred was unknown.

Finally, the assumption of equal variance was tested between the two samples of level readings from the side digital level. For this test, the null hypothesis stated that the sample of mean side digital level readings recorded at "RMMASq2" and the sample of mean side digital level readings recorded at "RMMASq3" come from populations with equal variance. The alternative hypothesis stated that the sample of mean side digital level readings recorded at "RMMASq2" and the sample of mean side digital level readings recorded at "RMMASq3" did not come from populations with equal variance. The decision rule was based on the p-value computed from Bartlett's test in comparison to the 0.05 significance level. Therefore, if the p-value was less than 0.05 , the null hypothesis was rejected. Otherwise, the null hypothesis was not rejected. The p-value computed from Bartlett's test was found to be 0.014 , which was less than 0.05 . Therefore, the null hypothesis was rejected and it was concluded that there was sufficient evidence to suggest that the sample of mean side digital level readings recorded at "RMMASq2" and the sample of mean side digital level readings recorded at "RMMASq3" did not come from populations with equal variance. In this conclusion it was possible that a type II error was made, and the probability of this having occurred was unknown.

## 5. Conclusion

In this work, an artifact-based performance measurement test method was adapted for use with a mobile manipulator-on-a-cart. A complete overview of the system hardware, software, system configurations, and experimental design was provided, and the collected data across the robot controller logs, digital levels, and the OTS ground truth system was also outlined. The process used to select and aggregate the OTS data was described and the resulting marker standard deviation was validated against the previously established measurement uncertainty of the OTS. The calibration of coordinate transformations to allow for the robot data to be compared to the OTS marker data using the same OTS coordinate system as a reference was also described. The average and standard deviation position of
the EOAT and cart transporter using both the OTS marker data and the data acquired from the robot controller logs was plotted. Finally, the final position of the EOAT over the $\overrightarrow{a p}$ verification points was compared to the ground truth static measurements of the same target locations using the OTS. This data was used to identify and discuss possible sources of repeatability uncertainty in the mobile manipulator-on-a-cart system.

The uncertainty of the cart transporter docking performance and manipulator positioning was analyzed using the OTS and compared to measurements taken from the robot controller logs. After implementing the calibration, the plot shown in Fig. 23 was generated and the mean and standard deviation position of the cart transporter and EOAT were compared, with the accompanied data presented in Sec. 4.2. From the plot, a higher position variability in the cart transporter was observed on the "RMMASq3" side when compared to the "RMMASq2" side of the RMMA. The large variation in the $z$ component of the $\vec{r}_{1}$ and $\vec{r}_{2}$ references points was also indicative of heading uncertainty that could have propagated as the vehicle approached the RMMA. The difference between the non-zero slope of the horizontally fitted linear regression lines (which was between 0.25 and 0.4 ) fitted to the EOAT detection points and the almost zero slope of the ground truth reference of the $\overrightarrow{a p}$ reflectors suggested an external factor (such as non-constant cart leveling with the floor) could have affected the detection angle of the RLS. The standard deviation of the manipulator position after detecting the $3 \mathrm{~mm} \overrightarrow{a p}$ reflectors was less than 2 mm as measured by the OTS. The distance between the $\overrightarrow{a p}$ reflectors as detected by the EOAT and the ground truth reference of the reflectors was between 5 mm to 14 mm , with a larger discrepancy observed on the "RMMASq2" side of the RMMA. Finally, the standard deviation of the cart heading was found to be between $0.75^{\circ}$ and $2^{\circ}$ and the circular standard deviation cart heading was found to be 0.013 and 0.605 on the "RMMASq2" side of the RMMA and the "RMMASQ3" side of the RMMA, respectively.

The equivalent, calibrated data measured from the robot logs were plotted in Fig. 25. The plot and the accompanied data also included in Sec. 4.3 displayed overall similarity to Fig. 23 and the corresponding OTS data overall. For example, the detected EOAT points in Fig. 25 were visually indistinguishable to those of Fig. 23. The same non-zero regression line slope was observed between the two plots, as was the higher variability in the cart transporter positioning on the "RMMASq3" side of the RMMA when compared to the "RMMASq2" side of the RMMA. As with Fig. 23, the distance between the EOAT reflectors as detected by the EOAT and the ground truth reference of the $\overrightarrow{a p}$ reflectors was between 5 mm to 14 mm . The difference in the average cart heading as measured by the OTS and the average cart heading as measured by the cart transporter controller was $0.189^{\circ}$ and $0.351^{\circ}$ on the "RMMASq2" and "RMMASq3" sides of the RMMA, respectively. Since the difference in the standard deviation as measured by the OTS and by the cart transporter controller was $0.025^{\circ}$ and $0.016^{\circ}$ and the difference in the circular standard deviation cart heading as measured by the OTS and by the cart transporter controller was 0.001 and zero on the "RMMASQ2" and "RMMASQ3" side of the RMMA, respectively, it was determined that the cart transporter perception of its heading and heading variability matched the corresponding measurements observed from ground truth. Similar to the same data as
determined by the OTS, the standard deviation of the manipulator position after detecting the $3 \mathrm{~mm} \overrightarrow{a p}$ reflectors was less than 2 mm as measured by the robot controller logs.

Furthermore, the speed and accuracy of two coordinate registration methods were compared using statistical models and inference techniques. The model, which used an unbalanced two-factor factorial design to account for any interaction between the coordinate registration method used and the side of the RMMA measured, was checked against the assumptions that the model errors were from normally, independently distributed populations with equal variance. Although inadequate randomization was a concern due to the limitations of the cart battery, the Durbin-Watson test was applied and it was found that no significant autocorrelation was likely to impact the results. There was also no reason to suspect serious violations on the normality assumption for both response variables and no evidence to suggest that the assumption of equal variance was violated on the samples of initial-to-final spiral search distances. However, there was reason to suspect that the assumption of equal variance was violated for the samples of coordinate registration time data, which could have influenced the conclusions drawn from the corresponding ANOVA. From the resulting ANOVA, it was concluded that the coordinate registration method used did not significantly impact the accuracy of the coordinate registration, however the side of the RMMA being measured did have a significant effect on the accuracy of the coordinate registration method. It was also concluded that both the registration method used and the side of the RMMA measured were significant effects on the registration time, with the edge registration method showing faster registration times than the bisect method (again, this conclusion should be interpreted considering the results of the equal variance model adequacy checks).

Finally, the digital level readings at both measured sides of the RMMA were compared to identify if the difference in the cart leveling was significant. Statistical model assumptions were again checked and no evidence was found to suggest that the normality and equal variance assumptions on the errors for the measurements taken by the front digital level were violated. For the side digital level readings, there was no evidence to suggest the normality assumption was violated, nor was there sufficient evidence to suggest the presence of autocorrelation. However, there was evidence to suggest the equal variance assumption was not adequately met for the sample of level readings on the "RMMASq2" side of the RMMA taken by the side level. This was accounted for in the comparison by using a Welch's $t$-test instead of a two-sample $t$-test. It was found that there was evidence to suggest a significant difference in the cart leveling for both the front digital level and the side digital level.

Based on the findings of this report, the following potential improvements are noted for future work. Given that the heading of the cart transporter measured by its controller closely matched the heading measured through the OTS, future experiments may attempt to improve the cart transporter docking process to adjust for any heading error observed between reaching the goal and executing the straight move to approach the RMMA. Although no evidence was found to suggest the independence assumption had been violated via the Durbin-Watson test, future experiments could improve the procedure by randomly
assigning each run to randomly selected treatments (i.e., the side of the RMMA and the registration method used). Improvements to the battery life of the cart can also help to alleviate the limitations of this work in that regard. Additionally, further effort could be made to achieve balance in the experiment design to ensure the robustness of utilized ANOVAs in the event evidence exists to suggest any violations of the assumption of normality and equal variance. Furthermore, the time synchronization could be improved by further minimizing the number of hops and by aggregating the sensors and data capture to use fewer computers, potentially utilizing a wireless access point with support for SNTP, and potentially synchronizing the OTS computer using PTP. Such improvements could allow future experiments to include analysis of dynamic rigid bodies. Given that the cart leveling was deemed significant, the calibration methods, which assumed that no significant leveling difference was present may be further improved to account for this factor. Future development on the coordinate registration methods and implementation may account for the difference in leveling that could impact position uncertainty. For future comparisons in the cart leveling, the Watson-Williams test based in circular statistics may be considered for application over the statistical tests featured in Sec. 4.5.2. Finally, future experiments might also attempt to establish and quantify if any correlation exists between the leveling and the performance of the mobile manipulator-on-a-cart. Such improvements will be incorporated as future work seeks to integrate the OTS itself with the mobile manipulator-on-a-cart. Rather than passively using the OTS to measure performance as in this work, the OTS would instead be used as another coordinate registration method for further comparison.
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## Appendix A: Network and Software Diagram

In Fig. 38, a complete network and software diagram is included as a supplementary reference to the information presented in Sec. 2.2.

## Appendix B: Connecting the Digital Levels for Data Acquisition

An adapter was used to connect the RS232 serial output of one digital level to the Universal Serial Bus (USB) port of the on-board computer for the manipulator-on-a-cart. The connection to this adapter is shown at the top of Fig. 39. Since a second adapter cable was not available, a breakout board that adapted to Micro-USB was used to connect a second level to the USB port of the on-board computer [71]. The connection to the breakout board is shown at the bottom of Fig. 39. Note that, at the bottom of Fig. 39, the connection to the ground and receive pins on the breakout board had to be swapped to allow for correct data acquisition from the digital level.
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Fig. 38. Network and software diagram for the mobile manipulator-on-a-cart operating environment.


Fig. 39. Connection diagram from digital level to RS232 DB9 connector (top). Connection diagram from digital level to breakout board (bottom).

## Appendix C: Hardware Specifications for Linear Actuators

The hardware specifications for the linear actuators of the mobile manipulator-on-a-cart were as follows. One linear actuator had an input voltage of 12 VDC, a maximum load of $1067.57 \mathrm{~N}, 25 \%$ type of duty, and a 7.62 cm stroke [72]. A second linear actuator had an input voltage of 12 VDC , a maximum load of 750 N , a $25 \%$ type of duty, and a 7.62 cm stroke. The actuators were connected using relays to digital output ports 4-6 of the manipulator arm as shown in Fig. 38. The circuit diagram for connecting the actuators to the controller is shown in Fig. 40. Four, electromechanical DC relays with 6 A contacts and 24 V coils (relay type 34.51.7.024.0010) were used with a 93.01.0.024 type socket [73, 74]. As stated in Sec. 2.2, this functionality was implemented to prevent the cart from rolling from its docking position while the manipulator was in motion.


Fig. 40. Circuit diagram for connecting a linear actuator to the manipulator controller I/O.

## Appendix D: Conversion from Axis-Angle and XYZ Euler Angles to Quaternion

Let the quaternion representation of a rotation, $\overrightarrow{\boldsymbol{q}}$, be a hypercomplex number that follows the definition in Eq. 16-18. If angle $\theta_{\vec{n}}$ is a rotation about an axis, $\vec{n}$, then the respective quaternion representation is related through Eq. 19 when $\vec{n}$ is taken to be one of the imaginary axes. Since composition of rotations can be achieved through the non-commutative quaternion product, the XYZ Euler angle representation of a rotation can be converted to the quaternion representation using Eq. 20 [75, 76].

$$
\begin{gather*}
\overrightarrow{\boldsymbol{q}}=\left(\begin{array}{llll}
q_{x} & q_{y} & q_{z} & q_{w}
\end{array}\right)=q_{x} \vec{i}+q_{y} \vec{j}+q_{z} \vec{k}+q_{w}  \tag{16}\\
\vec{i}^{2}=\vec{j}^{2}=\vec{k}^{2}=\overrightarrow{i j} \vec{k}=-1  \tag{17}\\
q_{x}^{2}+q_{y}^{2}+q_{z}^{2}+q_{w}^{2}=1  \tag{18}\\
\operatorname{Rot}\left(\vec{n}, \theta_{\vec{n}}\right)=\cos \left(\frac{\theta_{\vec{n}}}{2}\right)+\sin \left(\frac{\theta_{\vec{n}}}{2}\right) \vec{n}  \tag{19}\\
\operatorname{Rot}\left(\theta_{x}, \theta_{y}, \theta_{z}\right)=\operatorname{Rot}\left(\vec{i}, \theta_{x}\right) \operatorname{Rot}\left(\vec{j}, \theta_{y}\right) \operatorname{Rot}\left(\vec{k}, \theta_{z}\right) \tag{20}
\end{gather*}
$$

## Appendix E: Data Capture Anomalies

During the data capture process, the following data capture anomalies occurred. First, upon completion of the eleventh trial using the bisect registration method ${ }^{8}$, which was captured on the "RMMASq2" side of the RMMA, the cart transporter experienced a cart detection

[^5]fault. Due to the fault, the cart transporter was unable to re-dock with the cart. The data from this trial was considered to be valid and was not discarded, but the control program had to be reset and the fault manually cleared on the cart transporter by the operator. Following the cart detection fault, an additional, incomplete OTS data capture ${ }^{9}$ was discarded since it was deemed an operator error and contained no data of the mobile manipulator-on-acart engaged in mock assembly. A twelfth complete trial of data ${ }^{10}$ was also captured on the "RMMASq2" side of the RMMA. However, due to the work from home restrictions imposed by the ongoing COVID-19 pandemic, the second part of the trial containing the OTS data for the bisect registration method was not available when data analysis was being conducted. Therefore, this twelfth trial was also omitted. One more additional trial ${ }^{11}$ was attempted on the "RMMASq3" side of the RMMA, however, the cart batteries died before the manipulator could complete the bisect coordinate registration, which resulted in incomplete data. Therefore, this last trial was also discarded.

[^6]
[^0]:    ${ }^{1}$ Certain commercial equipment, instruments, or materials are identified in this paper in order to specify the experimental procedure adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the materials or equipment identified are necessarily the best available for the purpose.

[^1]:    ${ }^{2}$ The on-board cart transporter software included controller firmware version 1.9.0d, manufacturer software operating system version 4.8.0, and automation management software version 4.9.9.

[^2]:    ${ }^{3}$ Measured for the $\overrightarrow{a p} p_{3}$ pause for the trial that started at 02:14:51 PM.
    ${ }^{4}$ Observed during the trial that started at 02:44:04 PM.
    ${ }^{5}$ Observed during the trials that started at 02:17:39 PM and 02:57:38 PM.

[^3]:    ${ }^{6}$ Note that the sample static ground truth markers featured in the plot may differ slightly from the actual static ground-truth RMMA data featured in this report by a few millimeters.

[^4]:    ${ }^{7}$ The trial that started at 02:08:04 PM.

[^5]:    ${ }^{8}$ The OTS data capture that started at 03:17:40 PM.

[^6]:    ${ }^{9}$ The OTS data capture that started at 03:20:32 PM.
    ${ }^{10}$ The OTS data captures that started at 03:23:52 PM and 03:26:41 PM.
    ${ }^{11}$ The OTS data captures that started at 03:30:30 PM and 03:33:21 PM

