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The U.S. AI Safety Institute (AISI) at NIST is releasing this document as an Initial Public 1 
Draft for public comment.  2 

 3 

Comments on NIST AI 800-1 may be sent electronically to NISTAI800-1@nist.gov with “NIST 4 
AI 800-1, Managing Misuse Risk for Dual-Use Foundation Models” in the subject line. 5 
Electronic submissions may be sent as an attachment in any of the following unlocked 6 
formats: HTML; ASCII; Word; RTF; or PDF. 7 

 8 

All comments are subject to release under the Freedom of Information Act (FOIA). 9 
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1. INTRODUCTION 1 

This document provides guidelines for improving the safety, security, and trustworthiness of 2 
dual-use foundation models (hereafter referred to as “foundation models”)i consistent with the 3 
National AI Initiative Actii and Executive Order 14110.iii Specifically, it focuses on managing the 4 
risk that such models will be deliberately misused to cause harm. The ways that foundation 5 
models can be misused continue to evolve, but they include the risks that models will facilitate 6 
the development of chemical, biological, radiological, or nuclear weapons; enable offensive 7 
cyber attacks; aid deception and obfuscation; and generate child sexual abuse material (CSAM) 8 
and non-consensual intimate imagery (NCII) of real individuals. 9 

The rapid development of foundation models poses significant challenges to understanding 10 
their capabilities and misuse risks,1 and this document provides a basis to identify, measure, 11 
and reduce these risks across the AI lifecycle. Misuse risks are not a product of a model alone—12 
they result in part from malicious actors’ motivations, resources, and constraints, as well as 13 
society’s defensive measures against that harm.2 As a result, the guidelines provided here 14 
address both technical and social aspects of these risks.  15 

Building on the AI Risk Management Framework,3 this document identifies best practices to 16 
map, measure, manage, and govern misuse risks from foundation models, as well how 17 
organizations can provide transparency into how they are managing these risks. This document 18 
focuses particularly on foundation models’ initial developers, but actors across the lifecycle of a 19 
model all play a role in managing misuse risks.420 

 
i Executive Order 14110 defines a “dual-use foundation model” as “an AI model that is trained on broad data; 
generally uses self-supervision; contains at least tens of billions of parameters; is applicable across a wide range of 
contexts; and that exhibits, or could be easily modified to exhibit, high levels of performance at tasks that pose a 
serious risk to security, national economic security, national public health or safety, or any combination of those 
matters, such as by: (i) substantially lowering the barrier of entry for non-experts to design, synthesize, acquire, or 
use chemical, biological, radiological, or nuclear (CBRN) weapons; (ii) enabling powerful offensive cyber operations 
through automated vulnerability discovery and exploitation against a wide range of potential targets of cyber 
attacks; or (iii)  permitting the evasion of human control or oversight through means of deception or obfuscation.” 
This definition is provided in a glossary at the end of this report, along with definitions of other key terms. 
ii As codified in 14 U.S.C. § 278h-1. 
iii Section 4.1(a)(ii) of Executive Order 14110 directs the Secretary of Commerce to “Establish appropriate 
guidelines (except for AI used as a component of a national security system), including appropriate procedures and 
processes, to enable developers of AI, especially of dual-use foundation models, to conduct AI red-teaming tests to 
enable deployment of safe, secure, and trustworthy systems. These efforts shall include: (A) coordinating or 
developing guidelines related to assessing and managing the safety, security, and trustworthiness of dual-use 
foundation models”. 



NIST AI 800-1 ipd (Initial Public Draft)  Managing Misuse Risk for Dual-Use Foundation Models 
July 2024  U.S. AI Safety Institute 
 

1 

 

2. SCOPE 1 

Risks. This document focuses on misuse risk from dual-use foundation models. Consistent with 2 
Section 3(k) of Executive Order 14110,5 this includes foundation models that exhibit, or could 3 
be easily modified to exhibit, high levels of performance at tasks that can pose a serious risk to 4 
security, economic security, public health or safety, or any combination of those matters 5 
(hereafter referred to jointly as “public safety”). This document addresses both emerging 6 
misuse risks, such as a foundation model facilitating the development of a novel biological 7 
weapon, as well as current harms from misuse, such as a foundation model generating CSAM or 8 
NCII.  9 

This document does not address other important risks from foundation models, such as bias, 10 
discrimination, and hallucination, nor does it address all risks to public safety, including those 11 
that may arise from other types of AI models and systems.6 Actors across the AI lifecycle should 12 
manage these risks as well, consistent with relevant guidelines, such as those provided in the 13 
Blueprint for an AI Bill of Rights,7 as well as the NIST AI Risk Management Framework and its 14 
Generative AI Profile.8 15 

Actors. The practices in this document are principally focused on the central role that 16 
foundation models’ initial developers have in the supply chain for their models.9 These 17 
developers contribute most to determining how their models are made available, the models’ 18 
capabilities, and safeguards against their misuse. In some cases, model developers may share 19 
influence over these factors with an external partner, such as a cloud service provider that 20 
leads deployment of the model, and in such cases these partners also have expanded 21 
opportunities and responsibilities to manage the risks that a model may be misused.10  22 

Other parties also play important roles in managing misuse risks, but they are not the focus of 23 
this document. They include downstream developers and deployers, third-party evaluators and 24 
auditors, civil society organizations, and government agencies.11 Relevant stakeholders 25 
throughout the AI supply chain are encouraged to share information and collaborate to 26 
understand and mitigate misuse risks, including to integrate appropriate risk mitigations into 27 
downstream systems that rely on foundation models.12 28 
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3. KEY CHALLENGES IN MAPPING AND MEASURING MISUSE RISKS 1 

Accurately identifying and measuring foundation models’ misuse risks helps to build confidence 2 
in which potential harms are realistic and which practices are justified to mitigate them. 3 
However, methodological and scientific challenges can limit understanding and measurement 4 
of these risks. Organizations should take appropriate steps to address these challenges and 5 
strive to build an empirical basis to evaluate and mitigate risks. These challenges include: 6 

1. Foundation models are broadly applicable. Models trained on a broad data distribution 7 
can often be applied across many different domains, including domains not explicitly 8 
considered by the developer. This makes it challenging to anticipate potential ways in 9 
which a model might be misused and complicates measuring or monitoring for misuse 10 
risk broadly.  11 

2. Capabilities do not clearly translate across domains. A foundation model’s 12 
performance on one task may not provide reliable evidence of its performance on 13 
another, even when the two tasks appear related.13 For instance, initial benchmarks 14 
that are cheaper and easier to carry out may suggest a model has dangerous 15 
capabilities, but this concern may not be substantiated when the model is tested in 16 
more rigorous and realistic conditions.   17 

3. It is difficult to predict how scale will affect performance. In many instances, a 18 
foundation model’s performance can be improved by increasing the amount or quality 19 
of its training data, the quantity of compute used to build the model, or the number of 20 
parameters of the model.14 But while these factors may be useful heuristics in some 21 
instances, their precision is limited and their relationship to any given risk is uncertain.15  22 

4. The relationship between a measured capability and its potential risk of harm is often 23 
unclear. It remains challenging to determine the likelihood or severity of real-world 24 
harm through isolated testing. For many harms to public safety, domain knowledge and 25 
computer automation are not the only the limiting factors in carrying out an attack, 26 
which may also require physical infrastructure, distribution mechanisms, or complex 27 
interactions in the physical world.16 Bad actors may also already have access to existing 28 
tools that serve their needs better than foundation models, and existing methods to 29 
prevent harm—such as controls on physical dual-use materials—may be substantially 30 
more determinative of real-world risks.17 31 

5. Methods to evaluate safeguards are nascent. Foundation model developers implement 32 
safeguards to protect their models from misuse, such as those outlined in Appendix B, 33 
but there is a lack of effective techniques for evaluating the adequacy of those 34 
safeguards under real-world conditions. 35 

6. Evaluating risk may depend on scarce domain expertise. Information about some risks, 36 
like the potential for a foundation model to enable a malicious actor to develop a 37 
chemical or biological weapon, may be closely guarded. In addition, organizations 38 
developing foundation models may not currently have the professional experts or staff, 39 
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nor the developed means of accessing external expertise, necessary to appropriately 1 
assess some misuse risks. 2 

7. It is difficult to accurately emulate threat actors and misuse. Assessing misuse risk 3 
requires realistically profiling threats. This assessment includes understanding how an 4 
actor might exploit a model’s capabilities to cause harm, or how they might circumvent 5 
safeguards that have been deployed to protect a model from misuse. This practice can 6 
be challenging if malicious actors are willing to spend more time than evaluators or if 7 
they have access to infrastructure or niche expertise not available during evaluations. 8 
Realistic emulation of malicious actors may also be prohibitively dangerous or unethical, 9 
such as attempting to develop a volatile substance, generate non-consensual intimate 10 
imagery, or harm real people. 11 
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4. OBJECTIVES AND PRACTICES TO MANAGE MISUSE RISKS 1 

This section outlines seven objectives, as well as associated practices that can help achieve 2 
them, for organizations to map, measure, manage, and govern the risk that their foundation 3 
models will be misused to deliberately harm public safety, consistent with the NIST AI Risk 4 
Management Framework. These objectives are: 5 

1. Anticipate potential misuse risk 6 
2. Establish plans for managing misuse risk 7 
3. Manage the risks of model theft 8 
4. Measure misuse risk 9 
5. Ensure that misuse risk is managed before deploying foundation models 10 
6. Collect and respond to information about misuse after deployment 11 
7. Provide appropriate transparency about misuse risk 12 

 13 

Organizations should consider all seven objectives holistically to manage foundation models’ 14 
misuse risks. This document provides practices for each objective as non-exhaustive examples 15 
of how organizations can meet the objectives. Managing risk is an iterative process, and 16 
organizations should assess which practices are most relevant at each point in the lifecycle of a 17 
foundation model. Implementing these practices also cannot guarantee that actors will not 18 
misuse a foundation model, and organizations should adopt additional risk management 19 
measures where appropriate. 20 
 21 

The specific elements of each objective below include:  22 

1. Objective: an aspirational outcome that, when achieved, will help organizations manage 23 
a foundation model’s misuse risks. 24 

2. Practice: a suggested practice that can help organizations achieve an objective. This 25 
document proposes a particular set of practices that can be collectively used to achieve 26 
the indicated objectives. However, an individual practice may not be appropriate for all 27 
contexts, alternative practices may also be able to achieve these objectives, and new 28 
practices are likely to be developed over time.  29 

3. Recommendation: an implementation characteristic or consideration that is often 30 
important for a practice to be effective at achieving an objective. 31 

4. Documentation: information that could be shared with either the public or with select 32 
parties to help demonstrate whether and how a practice was implemented, as well as 33 
potential evidence of its effectiveness and comprehensiveness. This documentation can 34 
also help to improve collaboration with third parties and to develop shared best 35 
practices for managing misuse risks. If an organization relies on alternative practices to 36 
achieve an objective, a similar level of documentation about those practices can be used 37 
to provide transparency, along with a rationale for why the alternative practices match 38 
or exceed the efficacy of those provided here. 39 
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 1 

Objective 1: Anticipate potential misuse risk 2 

Assess the risks that a foundation model could be misused if it became available to malicious 3 
actors, including assessing these risks before the model is developed based on an estimate of its 4 

capabilities. Identify the most significant expected risks so that they can be measured and 5 
managed, as necessary. 6 

Practice 1.1: Identify and maintain a list of threat profiles that covers significant ways in 7 
which malicious actors might misuse the model. 8 

Recommendations to effectively implement Practice 1.1: 9 

1. For each threat profile, specify the relevant capabilities of concern, a threat actor or 10 
actors who might use them to cause harm, and the malicious tasks that the threat actor 11 
might accomplish using the model. 12 

2. Consider known misuse risks, including, as relevant, the risk that a model might be used 13 
to facilitate the development of chemical, biological, radiological, or nuclear weapons, 14 
to automate offensive cyber operations, or to generate CSAM or NCII. 15 

3. Consider consulting external experts with relevant expertise and responsibilities to help 16 
identify gaps in threat profiles, including potentially granting them model access for 17 
open-ended experimentation to identify other ways that a model could be misused to 18 
cause harm. The consultation of external experts may be particularly relevant to helping 19 
ensure that the threat profiles cover the most significant expected ways in which a 20 
model could be misused to cause harm. 21 

The following documentation can help provide transparency about how Practice 1.1 is 22 
implemented: 23 

a. The list of key threat profiles.18 24 

b. A description of how these threat profiles were selected and judged to have adequate 25 
coverage. 26 

c. A description of any internal and external experts involved and their role in developing 27 
profiles. 28 

 29 

Practice 1.2: Assess the impact of each identified threat profile if the malicious actor 30 
successfully misused the model.  31 

Recommendations to effectively implement Practice 1.2: 32 

1. For each threat profile, assess the impact to public safety if a threat actor successfully 33 
used the model to carry out the malicious task, including estimates of how much it 34 
would help an actor increase the scale, decrease the cost, or improve the effectiveness 35 
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of their malicious activity compared to alternative resources that are available to that 1 
actor, such as other machine learning models and digital tools.19 2 

2. For each threat profile, estimate the scale, frequency, or probability with which threat 3 
actors might attempt to misuse the model. 4 

3. Consider how potential harms may be prevented or managed outside of the context of 5 
the model itself, such as mechanisms that will effectively stop harm from a given 6 
malicious activity regardless of how inexpensive or easy the model makes that malicious 7 
activity. 8 

The following documentation can help provide transparency about how Practice 1.2 is 9 
implemented: 10 

a. An impact assessment for each identified threat profile.  11 

 12 

Practice 1.3: Estimate the model’s capabilities of concern before it is developed by comparing 13 
it to existing models. 14 

Recommendations to effectively implement Practice 1.3: 15 

1. Identify similar models for which capabilities of concern have already been measured. 16 

2. Based on comparing the characteristics of the upcoming model with existing models, 17 
estimate how its performance will compare to those models. 18 

3. Assess the degree of uncertainty in these estimates based on how different the models 19 
are, how those differences are expected to affect their capabilities, and the reliability 20 
and completeness of the evaluations available for the similar models.  21 

4. If capability forecasts are uncertain and include the possibility that the model may pose 22 
significant risk, consider development strategies that may reduce reliance on 23 
forecasting, such as taking steps to periodically measure capabilities throughout the 24 
development process. 25 

The following documentation can help provide transparency about how Practice 1.3 is 26 
implemented: 27 

a. Capability estimates that were made prior to developing the model. 28 

b. Relevant capability measurements performed after the model was developed. 29 

c. Estimated comparisons of the model’s misuse risks compared to common benchmarks, 30 
where available. 31 

 32 

 33 

 34 

 35 
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Objective 2: Establish plans for managing misuse risk 1 

Determine acceptable levels of misuse risk, considering legal or regulatory obligations, potential 2 
benefits that may trade off against risk, and other factors. Align development and deployment 3 

plans with the resources, time, and operational constraints that may be required to manage 4 
potential misuse risk. 5 

Practice 2.1. Identify a level of misuse risk which the organization considers unacceptable. 6 

Recommendations to effectively implement Practice 2.1: 7 

1. Define a risk threshold for each identified threat profile based on the impact 8 
assessments carried out in Practice 1.2 and other relevant information.20 9 

2. Account for how much the model may reduce the cost of accomplishing the malicious 10 
task, increase the number of actors who could accomplish that task, or increase the 11 
scale or quality at which a given actor can accomplish the task. 12 

3. When determining risk thresholds, weigh potential benefits against the misuse risks. 13 

4. Refine thresholds continuously based on adjustments to identified threat profiles or 14 
changes in factors that affect risk tolerance (such as increases in expected benefits). 15 

5. Consider how external factors such as legal and regulatory obligations may inform what 16 
risk thresholds are acceptable.  17 

The following documentation can help provide transparency about how Practice 2.1 is 18 
implemented: 19 

a. The thresholds for the misuse risks of a model that the organization considers 20 
unacceptable.  21 

 22 

Practice 2.2: Establish a roadmap to manage misuse risks for the development of planned 23 
foundation models and future versions. 24 

Recommendations to effectively implement Practice 2.2: 25 

1. Define how the organization expects to manage misuse risk and achieve the objectives 26 
established in this document. 27 

2. Plan to implement security practices to protect models from model theft if necessary to 28 
manage misuse risk. Define security goals and a timeline for achieving those goals. 29 

3. Plan to implement appropriate safeguards to protect deployed models from misuse if 30 
necessary to manage misuse risk. Define safety goals and a timeline for achieving those 31 
goals. 32 

4. Plan to adjust deployment or development strategies if misuse risks rise to unacceptable 33 
levels before adequate security and safeguards are available to manage risk. 34 

 35 
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The following documentation can help provide transparency about how Practice 2.2 is 1 
implemented: 2 

a. A roadmap documenting what risk mitigations are expected to be feasible over time 3 
given technical and resource constraints, and what steps will be taken if measurements 4 
suggest those mitigations are not adequate to manage misuse risk. 5 

 6 

Objective 3: Manage the risks of model theft 7 

Take steps to prevent the theft of information and assets that would allow a malicious actor to 8 
recreate the foundation model, where doing so is necessary to manage misuse risk. Only 9 

develop a model that relies on confidentiality to manage misuse risk when the risk of model 10 
theft is sufficiently mitigated. 11 

Practice 3.1: Assess the risk of model theft from relevant threat actors. 12 

Recommendations to effectively implement Practice 3.1: 13 

1. Assess the risk of model theft by each identified actor or threat profile, based on the 14 
relevant actors’ respective resources, motivations, tactics, and sophistication.21 15 

2. Consider the organization’s compliance with applicable cybersecurity best practices as 16 
an input into assessing the risk of model theft. 17 

3. Consider the risk posed by an insider threat, such as an individual involved in developing 18 
or deploying the model who may behave maliciously or collaborate with an external 19 
attacker. 20 

4. Consider using cybersecurity red teams and penetration testing to assess how difficult it 21 
would be for an actor to circumvent security measures. 22 

The following documentation can help provide transparency about how Practice 3.1 is 23 
implemented: 24 

a. A summary of evidence collected to evaluate the risk of model theft, including the 25 
results of any red team exercises and penetration testing. 26 

 27 

Practice 3.2: Compare predicted misuse risk to the organization’s risk tolerance prior to 28 
developing models with increased capabilities of concern. 29 

Recommendations to effectively implement Practice 3.2: 30 

1. Prior to developing a model, assess overall misuse risk from model theft by combining 31 
the estimated capabilities of concern with an estimate of the probability of model theft.  32 

2. Adjust or halt further development until the risk of model theft is adequately managed 33 
and within the organization’s defined risk thresholds. 34 
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3. Periodically revisit estimates of misuse risk stemming from model theft, including prior 1 
to individual development decisions that may significantly increase capabilities of 2 
concern. 3 

The following documentation can help provide transparency about how Practice 3.2 is 4 
implemented: 5 

a. The risk assessments that were performed, either periodically or prior to significant 6 
development and deployment decisions, related to model theft. 7 

 8 

Practice 3.3: Maintain security practices sufficient to prevent model theft. 9 

Recommendations to effectively implement Practice 3.3: 10 

1. Implement security practices designed to protect against model theft.  11 

2. Where applicable, apply security practices specifically tailored to the context of 12 
foundation models, such as protections against exfiltrating large amounts of data (e.g., 13 
model weights) and protections against vulnerabilities like extraction attacks.22 14 

3. Increase the level of security proportionate to the level of misuse risk posed by the 15 
model and the importance of preventing model theft to managing that risk. 16 

4. Apply appropriate protections against insider threats, such as limiting access to model 17 
weights within the organization. 18 

5. Consider adopting existing security standards for sensitive data and applications, such as 19 
U.S. government cybersecurity guidance and applicable international standards. 20 

6. Re-assess the risk of model theft prior to development with new security practices in 21 
place (if previous assessments found unacceptable risks from model theft). 22 

The following documentation can help provide transparency about how Practice 3.3 is 23 
implemented: 24 

a. A summary of security measures that have been implemented to reduce the risk of 25 
model theft. 26 

 27 

Objective 4: Measure the risk of misuse 28 

Where there is a reasonable assessment that a foundation model could be misused, measure 29 
the predicted risks to provide evidence for the model’s actual misuse risk in a real-world context. 30 
Rely on methods that incorporate both technical and social factors, as well as those that provide 31 

accurate evidence and higher confidence, while avoiding any harm that could be caused by 32 
measuring dangerous activities. 33 

Practice 4.1: Measure model capabilities relevant to assessing misuse risk. 34 

Recommendations to effectively implement Practice 4.1: 35 
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1. Directly measure capabilities of concern or identify alternative capability measurements 1 
that allow for sufficiently reliable inferences about them, such as pursuing 2 
recommendations 2, 3, and 4 below when they are sufficiently reliable. 3 

2. Consider comparing the performance of a new model to an existing model with known 4 
misuse risks (the “proxy model”). If the models are similar across a broad range of 5 
evaluations, results from the proxy model’s capability evaluations may be suitable to 6 
assess risk from the new model. If this comparison is inconclusive or suggests that the 7 
new model may pose significant risk, then the new model’s capabilities of concern 8 
should be separately evaluated. 9 

3. Consider measuring model performance on proxy tasks that are safe and tractable while 10 
being similar enough to allow reliable inferences about the capability of concern. 11 

4. If the most accurate capability measurement would be expensive and it is appropriate 12 
to do so, consider using cheaper tests (such as automated evaluations on simpler tasks 13 
that would be easier for the model to perform than the true capabilities of concern)23 14 
that may indicate that a model lacks dangerous capabilities. If these tests are 15 
inconclusive or indicate a potential risk, then rely on more costly and precise 16 
measurements. 17 

5. Account for the possibility that the model's capabilities of concern may exceed any 18 
evaluated proxy capabilities and adjust the interpretation of evaluation results 19 
accordingly. This consideration is especially relevant when the proxy capability being 20 
evaluated differs significantly from the actual capability of concern. 21 

6. Assess what a threat actor could achieve given access to the weights of a model and the 22 
ability to integrate it with other tools by testing AI systems which are reasonably 23 
optimized for performance on the evaluation task. If there is a gap between the effort 24 
applied to optimize system performance during testing and the effort that could be 25 
applied by a threat actor, evaluations should explicitly account for the uncertainty 26 
introduced by that gap. 27 

7. Avoid overlap between data used to train the model and data used in capability and risk 28 
evaluations and measure the extent of any overlap. 29 

The following documentation can help provide transparency about how Practice 4.1 is 30 
implemented: 31 

a. A list of evaluation tasks that were used to evaluate each threat profile, and a 32 
representative subset of datasets used for each evaluation. 33 

b. A methodological description for each evaluation in enough detail to reproduce it. 34 

c. An analysis of the relationship between evaluation tasks and capabilities of concern, 35 
addressing the possibility that evaluation tasks are more challenging. 36 

d. If a model was evaluated via a comparison with a proxy model: the proxy model used 37 
for comparison, evaluations used to establish comparability, the risk assessment for the 38 
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proxy model, and other ways in which the proxy may be meaningfully different from the 1 
model being assessed. 2 

 3 

Practice 4.2: Use red teams to assess whether threat actors could bypass model and system 4 
safeguards and misuse any capabilities of concern. 5 

Recommendations to effectively implement Practice 4.2: 6 

1. To justify an assessment that a threat actor is unlikely to be able to misuse a model, 7 
verify that an adequately resourced red team is unable to misuse the model or 8 
accomplish a related proxy task in a realistic deployment context. Apply practices 4.1.1, 9 
4.1.3, and 4.1.4 to the selection of proxy tasks for red team exercises as well as 10 
capability evaluations. 11 

2. Clearly specify what goal the red team is trying to achieve in advance, provide incentives 12 
and accountability for achieving those goals, and select red teams based on their ability 13 
to achieve those goals. 14 

3. Rely on red teams comprised of external experts that are meaningfully independent 15 
from the model developer and who do not have incentives that conflict with their red-16 
teaming goal. 17 

4. Compare the red team’s expertise, resources, and time available to those of a relevant 18 
threat actor. To the extent that there are gaps, explicitly account for those gaps when 19 
interpreting the result of a red team exercise. 20 

5. Consider providing additional resources to the red team or making the red team’s task 21 
easier in other ways (such as providing additional access,24 reducing task difficulty, or 22 
dividing complex tasks into constituent pieces) to compensate for any remaining gaps 23 
between the red team and threat actors. 24 

6. Consider providing red teams with available legal protections for their tasks, such as 25 
waiving terms of service and indemnifying them for legal liability for their interactions 26 
with the model. 27 

7. Provide the red team with at least as much information about the system as would be 28 
available to an attacker and make explicit any respects in which the red team lacks full 29 
information about the design of system safeguards. 30 

8. Consider each level of access to a model that a threat actor might have, ranging from 31 
limited access through an API to direct access to the code and parameters that define 32 
the model, and determine the minimum level of access (if any) that allows the red team 33 
to accomplish its goal. 34 

9. Explicitly define the time period over which the red teaming results are intended to 35 
apply and consider the fact that a threat actor will have access to any information about 36 
how to use the model or circumvent safeguards that becomes public over that time 37 
period.  38 
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The following documentation can help provide transparency about how Practice 4.2 is 1 
implemented: 2 

a. A description of the red team’s goal. 3 

b. A description of the red team’s composition, expertise, resources, and timelines. 4 

c. The results of the red team exercise given varying levels of access to the model. 5 

d. A summary of the strategies pursued by the red team. 6 

 7 

Objective 5: Ensure that misuse risk is managed before deploying foundation 8 

models 9 

Take actions to increase access to the model (e.g., deploying a model via API or releasing its 10 
weights) only when misuse risks are adequately managed, including that they are at minimum 11 

within the organization’s risk tolerance. 12 

Practice 5.1: Assess the effect of a potential deployment on the model’s misuse risk. 13 

Recommendations to effectively implement Practice 5.1: 14 

1. Consider potential deployments and the levels of access they would grant actors (e.g. 15 
whether they would increase the number or type of actors who can access a model or 16 
whether they would grant actors greater access to a model’s features). 17 

2. Identify the level of access that a malicious actor could obtain under each proposed 18 
deployment (e.g., would it grant them access to API inference, access to a fine-tuning 19 
API, access to model weights) and consider how the deployment may affect misuse risk. 20 
For example, allowing fine-tuning via API can significantly limit options to prevent 21 
jailbreaking and sharing the model’s weights can significantly limit options to monitor 22 
for misuse (Practice 6.1) and respond to instances of misuse (Practice 6.2). 23 

The following documentation can help provide transparency about how Practice 5.1 is 24 
implemented: 25 

a. For each deployment: the level of access provided, the assessed misuse risks associated 26 
with the deployment, and the set of safeguards anticipated to mitigate these misuse 27 
risks.  28 

 29 

Practice 5.2: Implement safeguards proportionate to the model’s misuse risk. 30 

Recommendations to effectively implement Practice 5.2: 31 

1. Implement safeguards designed to protect the model from misuse. Appendix A outlines 32 
a non-exhaustive list of possible safeguards. 33 

2. Establish reliable evidence of safeguards’ effectiveness before relying on them to 34 
prevent misuse of meaningful capabilities of concern. 35 
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3. If additional safeguards are added in response to identified risks, consider re-assessing 1 
misuse risk prior to deployment by carrying out red-teaming exercises with the 2 
additional safeguards in place. 3 

The following documentation can help provide transparency about how Practice 5.2 is 4 
implemented: 5 

a. The list of safeguards that have been implemented. 6 

b. A summary of the result of safeguard evaluations via red teams and other testing. 7 

 8 

Practice 5.3: Only pursue deployments where misuse risk is adequately managed. 9 

Recommendations to effectively implement Practice 5.3: 10 

1. For each deployment, establish a process to determine whether the deployment should 11 
proceed based on the assessed misuse risk and a consideration of any safeguards. 12 
Otherwise, determine whether the deployment should be modified, delayed, or 13 
canceled. For instance, consider whether further safety improvements are feasible prior 14 
to deployment, whether additional time could be used to carry out a more reliable 15 
estimate of risk, or whether a more limited deployment may be more appropriate given 16 
the level of assessed risk.  17 

2. Consider leaving a margin of safety between the estimated level of risk at the point of 18 
deployment and the organization’s risk tolerance. Consider how threat actors may 19 
continue to acquire new knowledge about how to misuse or augment the model after it 20 
is deployed25 and how to circumvent its safeguards.26 Consider a larger margin of safety 21 
to manage risks that are more severe or less certain.  22 

The following documentation can help provide transparency about how Practice 5.3 is 23 
implemented: 24 

a. The basis for determining that the risk of misuse was adequately managed for a 25 
deployment decision, including that the deployment’s risks were within the 26 
organization’s risk thresholds.  27 

 28 

Objective 6: Collect and respond to information about misuse after deployment 29 

Collect information about deployed systems that improves understanding of their misuse risk to 30 
adjust deployments and improve future risk management. Engage with and encourage findings 31 

from the public, relevant civil society organizations, external researchers, and the foundation 32 
model’s third-party distribution partners. 33 

Practice 6.1: Where possible, monitor distribution channels for evidence of misuse.  34 

Recommendations to effectively implement Practice 6.1: 35 
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1. Monitor APIs, websites, and other distribution channels for misuse while maintaining 1 
privacy of users. 2 

2. Build or procure systems to enable automated detection of misuse.  3 

3. Continually assess the effectiveness of systems that are intended to detect misuse to 4 
help provide ground truth for their effectiveness and evidence that misuse is not going 5 
undetected. Red teaming can be particularly helpful to assess whether malicious actors 6 
may be able to deliberately avoid detection.  7 

4. Request that third-party distribution channels for the model monitor those channels for 8 
misuse and that they regularly share information with the developer regarding their 9 
monitoring.  10 

5. Consider using tiered methods of detection when doing so helps prioritize limited 11 
resources, improve privacy, and increase coverage. This can include filtering for misuse 12 
first by less costly automated methods which are then, as appropriate, validated by 13 
methods requiring direct human intervention. 14 

6. When malicious actors can avoid direct monitoring by operating the model 15 
independently, such as when its weights are widely available, consider mechanisms 16 
other than those identified in recommendations 6.1.1, 6.1.2, and 6.1.3 that could be 17 
used to monitor for patterns of malicious behavior enabled by the model.  18 

The following documentation can help provide transparency about how Practice 6.1 is 19 
implemented: 20 

a. A summary of the mechanisms used to monitor each distribution channel for a 21 
foundation model and the methods for determining the effectiveness of those 22 
mechanisms.27 23 

 24 

Practice 6.2: Maintain a process to respond to incidents of model misuse.  25 

Recommendations to effectively implement Practice 6.2: 26 

1. Establish clear organizational responsibilities for responding to incidents of misuse.  27 

2. Preemptively develop plans for plausible novel scenarios of misuse and how to respond, 28 
such as restricting access to the model or strengthening safeguards.28 29 

3. When it may not be possible to effectively reduce access to a model, such as when the 30 
model’s weights are widely available, plan for how identified instances of misuse will 31 
inform future development and deployment decisions. 32 

4. Consider carrying out drills to practice responding to time-sensitive and safety-critical 33 
scenarios of misuse. 34 

The following documentation can help provide transparency about how Practice 6.2 is 35 
implemented: 36 
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a. A summary of the incident response process and the organizational roles and 1 
responsibilities in the process. 2 

 3 

Practice 6.3: Establish protections for internal reporting of misuse issues. 4 

Recommendations to effectively implement Practice 6.3: 5 

1. Adopt policies that protect and reward individuals who report model issues related to 6 
misuse risk.  7 

2. Establish formal processes to adjudicate concerns raised by employees and contractors 8 
in a timely fashion.  9 

The following documentation can help provide transparency about how Practice 6.3 is 10 
implemented: 11 

a. A summary of the organization’s policies with respect to internal safety reporting. 12 

 13 

Practice 6.4: Provide safe harbors for third-party safety research.  14 

Recommendations to effectively implement Practice 6.4: 15 

1. Publish a clear vulnerability disclosure policy for model safety issues that outlines how 16 
such vulnerabilities should be shared with the developer and the public, and how the 17 
organization will respond to reported vulnerabilities. 18 

2. Publish a safe harbor policy that commits to not pursuing legal action against or 19 
restricting the accounts of external safety researchers that act in good faith and comply 20 
with the vulnerability disclosure policy.29 21 

3. Consider providing support and accommodations for vetted external researchers’ 22 
interactions with the model, such as providing researchers with access to models with 23 
fewer safeguards to conduct post-deployment red-teaming exercises. 24 

The following documentation can help provide transparency about how Practice 6.4 is 25 
implemented: 26 

a. A summary of the organization’s commitment to not pursue legal action against third-27 
party researchers acting in good faith.  28 

b. A description of the organization’s process for providing vetted researchers with access 29 
to models or systems with fewer safeguards.30 30 

 31 

Practice 6.5: Create bounties for issues related to the misuse risk. 32 

Recommendations to effectively implement Practice 6.5: 33 
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1. Establish a program to incentivize researchers for finding vulnerabilities and disclosing 1 
them according to the vulnerability disclosure policy.31 Establish a program to 2 
incentivize researchers for finding vulnerabilities and disclosing them according to the 3 
vulnerability disclosure policy.32 4 

The following documentation can help provide transparency about how Practice 6.5 is 5 
implemented: 6 

a. The terms of the bounties and details regarding the process for submitting 7 
vulnerabilities. 8 

 9 

Objective 7: Provide appropriate transparency about misuse risk 10 

Provide transparency to the public and relevant entities regarding the organization’s processes 11 
for developing and deploying foundation models that are related to misuse risk to facilitate 12 
understanding, accountability, collaboration, and scientific development related to model 13 

misuse. 14 

Practice 7.1: Publish regular transparency reports that include key details regarding misuse 15 
risks and how those risks are managed. 16 

Recommendations to effectively implement Practice 7.1: 17 

1. Share the methodology and results of pre-deployment evaluations of model capabilities, 18 
risks, and mitigations, including as much detail about the data and evaluation 19 
methodology as can be disclosed without introducing risks to public safety.33  20 

2. Share details regarding the safeguards in place for the model, including how they are 21 
applied across different distribution channels, with as much as can be shared without 22 
rendering the safeguards ineffective.34  23 

3. Share information about data used to build the model that is relevant to assessing the 24 
misuse risk, such as data sources and criteria for data filtering and selection.35  25 

4. Share steps that downstream developers and deployers of AI systems that integrate the 26 
foundation model should take to manage misuse risk.  27 

5. Share details regarding the organization’s internal structure and internal governance 28 
process with respect to determining how to deploy foundation models and map, 29 
measure, and manage misuse risk.  30 

6. Make the transparency reports publicly available, update them on a regular basis (e.g., 31 
with each new major version of the model), and include key information related to 32 
misuse risk.36 33 

 34 

Practice 7.2: Disclose information about risk management practices to promote 35 
accountability. 36 
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Recommendations to effectively implement Practice 7.2: 1 

1. Regularly share information about risk management practices through a process 2 
structured to provide meaningful accountability. 3 

2. Share information covering the practices used to achieve the objectives listed in this 4 
document, including at least as much detail as described in the documentation sections 5 
for each practice listed here. 6 

3. Ensure recipients of information are effectively independent from the development and 7 
deployment process and that they are empowered to provide accountability (such as by 8 
disclosing risk management deficiencies publicly). 9 

The following documentation can help provide transparency about how Practice 7.2 is 10 
implemented: 11 

a. A summary of the list of stakeholders that receive information about risk management 12 
practices, and the types of information disclosed to them. 13 

 14 

Practice 7.3: Report incidents and hazards related to the foundation model to AI incident 15 
databases.  16 

Recommendations to effectively implement Practice 7.3: 17 

1. Based on existing best practices and adequate review of the benefits and risks of 18 
disclosing certain information, define the category of misuse events to report.37 19 

2. Collate verified reports of misuse in a commonly used and machine-readable format.  20 

3. Share verified reports of misuse with relevant third parties, such as AI incident 21 
databases.38 22 

The following documentation can help provide transparency about how Practice 7.3 is 23 
implemented: 24 

a. A description of the incident reporting process, including an example of a type of 25 
incident that might be reported and to whom it would be reported. 26 
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Appendix A. Glossary 1 

Artificial Intelligence (AI) 2 
A machine-based system that can, for a given set of human-defined objectives, make predictions, 3 
recommendations, or decisions influencing real or virtual environments. Artificial intelligence systems use 4 
machine- and human-based inputs to perceive real and virtual environments; abstract such perceptions into 5 
models through analysis in an automated manner; and use model inference to formulate options for information 6 
or action.39 7 

AI Red-Teaming 8 
A structured testing effort to find flaws and vulnerabilities in an AI system, often in a controlled environment and 9 
in collaboration with developers of AI.  Artificial Intelligence red-teaming is most often performed by dedicated 10 
“red teams” that adopt adversarial methods to identify flaws and vulnerabilities, such as harmful or discriminatory 11 
outputs from an AI system, unforeseen or undesirable system behaviors, limitations, or potential risks associated 12 
with the misuse of the system.40 13 

Capability of Concern 14 
A capability of an AI model that poses a risk of enabling malicious behavior that would cause serious harm to public 15 
safety. 16 

Distribution Channel 17 
The various ways in which a model could be distributed, including, but not limited to, public release of the model 18 
weights, access to the model via an API supplied by a cloud service provider, or access to a fine-tuned or otherwise 19 
augmented version of the model from a third-party deployer. 20 

Dual-Use Foundation Model 21 
An AI model that is trained on broad data; generally uses self-supervision; contains at least tens of billions of 22 
parameters; is applicable across a wide range of contexts; and that exhibits, or could be easily modified to exhibit, 23 
high levels of performance at tasks that pose a serious risk to security, national economic security, national public 24 
health or safety, or any combination of those matters, such as by: substantially lowering the barrier of entry for 25 
non-experts to design, synthesize, acquire, or use chemical, biological, radiological, or nuclear weapons; enabling 26 
powerful offensive cyber operations through automated vulnerability discovery and exploitation against a wide 27 
range of potential targets of cyber attacks; or permitting the evasion of human control or oversight through means 28 
of deception or obfuscation. Models meet this definition even if they are provided to end users with technical 29 
safeguards that attempt to prevent users from taking advantage of the relevant unsafe capabilities.41 30 

Fine-Tuning 31 
An approach in which the parameters of an already trained model are adjusted by training on new data.  Fine-32 
tuning is often used to adapt a model to a particular task, or to mildly modify a model’s behavior. 33 

Foundation Model 34 
An AI model that is trained on broad data; generally uses self-supervision; contains at least tens of billions of 35 
parameters; and is applicable across a wide range of contexts.42 36 

Jailbreaking 37 
Methods that cause an AI model to act in a manner contrary to how its designer intended for it to behave. 38 

Misuse Risk 39 
A risk that an AI model will be deliberately misused to cause harm. 40 

Model Theft 41 
Unauthorized access to information that substantially aids an actor in recreating an AI model or its capabilities of 42 
concern, such as the code or weights that define the model or bypassing security measures designed to prevent 43 
access to the model itself such that an actor can utilize AI model capabilities in an unauthorized manner.  44 
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Appendix B. Example Safeguards Against the Misuse of Foundation Models 1 

The available safeguards against the misuse of foundation models continue to evolve and 2 
expand. Current literature suggests that safeguards’ effectiveness can vary widely, and reliance 3 
on them to prevent misuse should be based on evidence of the safeguards’ efficacy, particularly 4 
as some may incur tradeoffs in areas like cost, transparency, research, and user privacy. The 5 
following table provides a non-exhaustive survey of several categories of safeguards that 6 
organizations can consider: 7 

Table 1. Example Safeguards. 8 
Safeguard Possible Implementation Methods 

Improve the 
model’s training. 

• Filter training data to exclude examples that could result in capabilities that increase the likelihood 
of misuse, such as biological sequence data, or known CSAM/NCII images.43 

• Employ training techniques that reduce the model’s propensity to produce harmful output such as 
by reducing its knowledge of harmful information, reducing its capabilities of concern, or causing 
the model to refuse harmful requests.44 

• Train models with approaches that make it more difficult for subsequent fine-tuning to remove 
safeguards.45 

Detect and block 
attempted 
misuse.   

• Add additional infrastructure around the base model to monitor for and detect behavior which 
may constitute misuse—such as with algorithmic classifiers for misuse. This infrastructure should 
be supported, as appropriate, by human review.46 

• Once detected, block, modify, or otherwise limit unsafe queries and responses, and place 
limitations on users and organizations engaging in misuse or attempting to circumvent safeguards. 

Limit access to the 
model’s 
capabilities. 

• Monitor the model’s risk for misuse with a limited audience and gradually expand access to the 
model to wider audiences over time.47 

• Limit the ability to interact with the model to contexts and users where the misuse risks are 
lower.48 

• Reduce access to the model reactively when misuse is detected to limit further misuse, such as by 
rolling back a model to a previous version, or discontinuing availability of a model, if a model 
displays significant misuse risk while it is in production.  

• Apply limitations on using the model’s capabilities broadly to all interactions with the model or 
target limitations to particular capabilities and features at particular misuse risks, such as 
capabilities of concern that also have narrow beneficial purposes. 

• For models that pose more severe risk, consider restricting the model only to those directly 
involved in its development and evaluation. Internal protections can reduce the risk that an 
organization’s own employees or contractors are able to misuse models; these protections can 
include logging employee interactions with models, restricting model access to a subset of 
employees, requiring multiple employees to access a model together, and ensuring that all 
employee interactions with the model are accompanied by the model’s other relevant safeguards. 

Ensure the level of 
access to the 
model’s weights is 
appropriate.49 

• Consider when it is appropriate to make the model’s weights widely available, such as available for 
download by the public. Once a model’s weights are made widely available, options to roll back or 
prevent its further sharing and modification are severely limited.50  

• Consider when it is appropriate to allow the foundation model to be fine-tuned via API, which also 
can reduce the availability of safeguards, such as by letting users train the model on data related to 
dangerous tasks or reduce how often the model refuses dangerous requests.51 

• Consider limiting internal access to the models’ weights within an organization.  

Stop development 
if a model displays 
significant misuse 
risk. 

• If other practically available safeguards are not sufficient to protect a model from misuse–including 
considering the risk of theft or internal abuse–then it may be appropriate to make significant 
changes to the development plan, or else not develop the model at all. 
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