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Abstract

In this report, high-Reynolds number turbulent flow around an axisymmetric hill is stud-
ied using large-eddy and unsteady Reynolds-averaged Navier-Stokes simulations and the
results are extensively compared against experiment. The boundary-layer thickness of the
incoming flow is about half of the height of the hill. In the process, the dynamic Smagorin-
sky sub-grid scale eddy-viscosity model and a precursor forcing technique to match the
experimental mean velocity profile is implemented in the computational toolbox for wind
engineering, windOF which is based on the open source computational fluid dynamic solver
OpenFOAM. The results show that the windOF is capable of producing reliable results with
large-eddy simulation (LES) for this complex flow which includes complicated flow topog-
raphy due to smooth-wall separation, lee-side separation, reattachment and recovery behind
the hill, etc. However, Unsteady Reynolds-Averaged Navier-Stokes (URANS) predictions
demonstrate significant discrepancies in several flow features, specifically in the lee-side
separation and recovery that are characteristic of the Reynolds-Averaged Navier-Stokes
(RANS) models which only consider much smaller scale turbulence compared to the mean
flow distortion scales relevant to this flow.

Key words

Axisymmetric hill; Complex topography; large-eddy simulation (LES); Reynolds-Averaged
Navier-Stokes Simulation (RANS); Turbulence.
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1. Introduction

Application of Computational Fluid Dynamics (CFD) in wind engineering applications is
a challenging field which is emerging with the advancements in computational capability
of modern super computers. To this end, a computational toolbox, windOF, is being de-
veloped in the Structures Group of the Engineering Laboratory at the National Institute of
Standards and Technology based on the open source CFD software, OpenFOAM (Open
Field Operation And Manipulation) [1]. Recent endeavor in the group is to use the windOF
toolbox to study atmospheric boundary-layer (ABL) flow problems [2, 3]. Wind engineer-
ing problems often deal with high-Reynolds number turbulent flow over complex topogra-
phy. Flow over a three-dimensional hill is a canonical problem of that class which possesses
all the complexities encountered in flows over complex topographies, such as, reorienta-
tion of boundary-layer vorticity, flow acceleration and deceleration, unsteady separation
and reattachment, separated shear layer and its interaction with upstream boundary-layer
vorticity and so on. In this work, flow over a smooth three-dimensional axisymmetric hill
is investigated using the windOF software. The chosen flow is popular for validating turbu-
lence models and their efficacy in capturing flow dynamics of three-dimensional separation
from curved surfaces as detailed data is available from several wind-tunnel experiments
performed for this flow.

In an experimental campaign over a few years, the aforementioned flow around the
smooth-wall axisymmetric hill geometry was studied (see [4–7]). These experimentalists
used high-precision state of the art techniques such as, Laser-Doppler Velocimetry (LDV)
and Hot-Wire Anemometry (HWA) in obtaining a very detailed perspective of the flow.
Despite the flow Reynolds number being high (w.r.t. the hill height ReH = U0H

ν
= 130,000),

it is within the realms of high fidelity simulations, such as large-eddy simulation (LES),
detached eddy simulation (DES) etc. on modern super computers. Since then several
numerical efforts, such as, the works by [8–15] to name a few, have investigated this flow.
A great deal of detail has emerged making this flow an obvious choice for validation of the
windOF. This report provides a detailed description of the current effort that explores this
flow with windOF including extensive validation of results with the experimental data.

Many features of this flow are counterintuitive. It is normally assumed that high-fidelity
simulations of turbulent flows is able to replicate experimentally obtained pressure distri-
bution relatively easily. For this flow on the contrary, the pressure distribution is extremely
sensitive to several factors influencing the simulation, e.g., the lee-side separation is very
thin and extremely sensitive to grid resolution in all directions. Turbulence characteristics
of the approach flow are also important. It is found in this work that the pressure field in the
lee-side separation region is highly sensitive to the separation process. Several factors are
involved. As in three-dimensional separation from smooth curved surfaces, instantaneous
separation for this flow is intermittent and varies substantially over space and time. The
vortices in the separated shear layer interact with the recirculation region. The outer flow
also interacts with the separating flow. Additional interactions take place at the point of
reattachment due to impinging shear layer and the consequent pressure fluctuations propa-
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gate upstream towards the recirculation zone. The pressure field on the other hand dictates
the instantaneous separation location. Therefore, for predicting this flow with acceptable
precision, precise representation of all influencing factors is important.

In this work, LES of this flow has been performed. So far, this framework is largely
limited to specific in-house LES codes used by small research groups all over the world.
OpenFOAM provides a common platform for researchers which has been utilized in re-
cent past to advance the field of applied fluid dynamics of turbulent flows. The sub-grid
scale (SGS) model used in this study is the SGS eddy-viscosity type dynamic Smagorinsky
model [16, 17] which has been widely used for non-equilibrium turbulent flows. A variant
of the dynamic Smagorinsky model proposed by Lilly [17] was implemented in windOF.
The dynamic Smagorinsky model was earlier successfully used for this flow [14]. Addi-
tionally, to prescribe a realistic turbulent boundary layer at the inlet of the computational
domain containing the hill geometry, a precursor simulation technique was developed in
windOF that can emulate experimental mean velocity and turbulent kinetic energy. This
forcing technique is also widely used in the turbulent flow simulation community for gen-
erating realistic inflow conditions (see [18]). In this methodology, a forcing term is added
on the right-hand side of the momentum conservation equations at each time step that can
vary both temporally and spatially. It has been shown in this report that the implemented
forcing technique is able to replicate the mean velocity field obtained in experiments [7]
and the instantaneous cross-stream planes generated using this method may be used as in-
flow boundary conditions to simulate realistic turbulent flows over complex topography,
such as, the axisymmetric hill.

Due to the computational constraint imposed by these methods at high Reynolds num-
ber, high-fidelity simulations such as LES is a challenge for wind engineering applications.
In particular, Reynolds averaged Navier Stokes (RANS) simulations have been more pop-
ular in industrial computational wind engineering for topographic investigation. RANS
turbulence models model the whole turbulence spectrum compared to the LES in which
the larger eddies are resolved by the computational grid. Therefore, the resolution require-
ments for RANS are feasible even for very high Reynolds number flows. For the separa-
tional flow studied herein, one might expect RANS to perform well. As both the separated
shear layer and recirculation region are very thin, intuitively, it might appear that this flow
may not be influenced by large scale dynamics. However, this flow is dominated by large
scale dynamics such as the mean flow distortion scales [14]. Because RANS models are
formulated and tested for flows with turbulence scales much smaller than the mean flow
distortion scales, perhaps thats is why almost all efforts with RANS have been unsuccess-
ful in predicting this flow. All the RANS calculations show similar discrepancies, such as,
very large recirculation region, erroneous mean flow predicted in the separation and flow
recovery regions, etc (see [8–10, 19]). To gauge windOF’s performance with RANS, this
flow was also simulated with the widely used k−ω shear stress transport (SST) single-point
two-equation RANS model [20]. The results from the unsteady RANS (URANS) simula-
tion is compared with the LES and experiments. Of specific interest was the upstream-side
flow where the flow accelerates over the hill. In wind engineering applications, topographic
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effect on wind speed is important for which RANS is widely employed. In this work, mean
velocity profiles from URANS and LES are compared in the upstream side of the hill.

This manuscript is structured as follows. The numerical methodology relevant to LES
and URANS are discussed in detail in Section 2. In Section 3, LES and URANS simulation
results are presented from both the precursor simulation and the simulation with the hill
geometry. The results are thoroughly validated against experiments in this section. Finally,
conclusions are drawn in Section 4.
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2. Numerical experimental setup

The computational setup is for an axisymmetric hill geometry described by the following
function for the height as a function of the radius (r) from the symmetry axis,

y(r)
H

=− 1
6.04844

[
J0
(
Λ
)
I0

(
Λ

r
2H

)
− I0

(
Λ
)
J0

(
Λ

r
2H

)]
(1)

where, H is the height of the hill, Λ = 3.1926, J0 is the Bessel function of the first kind and
I0 is the modified Bessel function of the second kind. The radius of the hill at its base is 2H.
Authors in [4] and [7] performed measurements of the flow around the model of a hill with
height H = 0.078m and this geometry is mounted on the floor of a 0.91m wide, 0.25m high
and 7.62m long test section of a low-speed wind tunnel. The maximum incoming velocity
is U0 = 27.5ms−1. Based on the hill height, the Reynolds number ReH = U0H

ν
= 1.3×105,

where, ν is the molecular viscosity. The experiments were performed in flow with free-
stream turbulence intensity ∼ 0.1%. In the absence of the model, a turbulent boundary
layer is obtained with thickness δ ∼ H/2 at the location of the top of the hill (x = 0 in our
coordinate setup). The momentum-thickness (θ ) Reynolds number is Reθ = U0θ

ν
∼ 7300.

X
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Main simulation domain
Precursor domain
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H
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11.7H

1.8H

periodic
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Fig. 1. Schematic of the setup for the numerical experiment.

This flow configuration is studied in this work by means of large-eddy simulations
(LES). The numerical experimental setup is shown in Fig. 1. Two simulations were per-
formed. The hill simulation was performed in a rectangular box stretching 13H×3.2H×
11.7H in the streamwise (x), wallnormal (y) and spanwise (z) directions, respectively. From
here onwards, we refer to this as the main simulation. As in experiments, the hill surface
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is prescribed in the description of the bottom surface of the domain. For the purpose of
prescribing unsteady turbulent inflow as in experiments, a precursor calculation was also
performed in another rectangular box of length 1.8H. The wall-normal and spanwise ex-
tents of the precursor simulation domain are same as the main simulation domain with the
hill.

2.1 Large-eddy simulations

High-fidelity simulations are essential for capturing high-Reynolds number turbulent flow
dynamics. However, for high-Reynolds number turbulent flows, the cost of direct numerical
simulations (DNS) becomes exorbitant, if not out of scope of a modern supercomputer.
Hence, LES is the viable option pursued for the present calculations. The incompressible
continuity and momentum equations for the filtered velocity (ũi) and pressure (p̃) fields are
solved.

∂iũi = 0 (2)
∂t ũi +∂ j(ũiũ j) =−∂i p̃+∂ 2

j ũi +∂ jτ̃i j (3)

Here, τ̃i j = ũiũ j− ũiu j is the sub-grid scale (SGS) stress tensor which is modeled in an
LES. This term appears in the momentum equation due to an implicit filtering operation
(represented by ‘∼’) on the total flow quantities. As the name suggests, this term accounts
for the SGS flow dynamics and its interaction with the resolved flow field. The resolved
flow field is the solution of the equations on the underlying grid. The third term on the
RHS in the expression for τ̃i j cannot be computed directly, and therefore, an SGS model is
required. In this work we used the widely used formulation of an eddy-viscosity dynamic
Smagorinsky model proposed in [17].

2.2 LES model: dynamic Smagorinsky

As the nomenclature suggests, in eddy viscosity SGS models, the deviatoric part of the
SGS stress tensor is modeled as τ̃i j − 1

3 ˜τkkδi j = 2νSGSS̃i j, where, νSGS is the SGS eddy
viscosity and S̃i j is the resolved rate-of-strain tensor. In a typical CFD code, the isotropic
SGS kinetic energy is absorbed in a modified expression for pressure. In the Smagorinsky
model, νSGS is calculated as a function of the instantaneous magnitude of the strain-rate

tensor |S̃|=
√

2|S̃i j|2 =
√

2S̃i jS̃ ji.

νSGS =CD∆
2|S̃| (4)

Here, ∆ is the filtering length scale which is proportional to the computational grid
spacing. We calculated ∆ = (∆Vcell)

1/3 from the local cell volume (∆Vcell). Unlike the
Smagorinsky model, in the dynamic model CD is not a constant and computed at every time
step. An explicit test filter of size 2∆ was used to calculate the subtest scale stresses. The
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difference between the resolved and subtest scale stresses is used to estimate the dissipation
provided by the eddy viscosity in a dynamics model, which is proportional to CD. In
our simulations, calculation of CD is based on the method proposed by Lilly [17]. CD is
smoothed by locally averaging it over the faces of a computational cell, and then used to
compute the eddy viscosity using Eq. 4.

2.3 URANS

In practical topographic simulations, Reynolds-averaged Navier-Stokes (RANS) simula-
tions have been preferred because of exorbitant computational costs involved for LES at
high Reynolds numbers, frequently encountered in these applications. In RANS, as in
Reynolds decomposition, the total flow quantities are decomposed into mean and turbu-
lent fluctuating quantities. Unlike LES, in which only the SGS eddies are modeled, the
whole spectrum of the turbulence quantities is modeled in RANS. For separational flows,
the mean quantities are unsteady and vary with a large time scale. So, the time derivative
terms are retained in unsteady RANS or, URANS. We investigate the efficacy of the widely
used k–ω shear stress transport (SST) model, a two-equation eddy-viscosity model for this
complex flow and compare its performance with the LES.

The implementation of the k–ω SST RANS model in OpenFOAM is based on a variant
of the model proposed in [20]. As this model is very popular, there is a vast literature on
its formulation and applications. So, for brevity, we will not repeat those details here.

2.4 Flow solver

Equations 2 and 3 were solved using the widely used open source CFD program Open-
FOAM [1]. OpenFOAM solves the discretized equations in a collocated grid. The spatial
discretization is performed with a finite volume method. Second order accurate Gauss lin-
ear interpolation for the fluxes from cell centers to cell faces was used for the calculation of
the divergence and Laplacian terms of the equations integrated over a cell volume. The time
integration is performed by the Crank-Nicolson scheme, hence, second order accurate. So,
the overall accuracy of the solution is second order in both space and time. The OpenFOAM
implementation of the PISO algorithm for unsteady incompressible flow, the ‘pisoFoam’
solver was used. In each PISO time step, momentum updation is performed once and the
pressure correction twice. Two additional iterations of pressure correction to account for
the grid nonorthogonality in each pressure correction step were used. The preconditioned
conjugate gradient (PCG) and the preconditioned bi-conjugate gradient (PBiCGStab) algo-
rithms were used for solving the pressure Poisson and momentum equations, respectively.

2.5 Computational grid

Fully resolved LES are performed, therefore, for both precursor and main simulations, fine
grids have been used in all three directions. While the hill geometry is axisymmetric, the
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computational domain is Cartesian. So, for the main simulation, grid stretching was re-
quired in all directions. The number of grid points for the main simulation domain was
481× 165× 535 for the computational domain 13H × 3.2H × 11.7H. For the precursor
simulation, only the streamwise grid specification changes. 83 equally spaced grid points
were used over a streamwise domain extent of 1.8H. The total number of computational
cells is ∼ 42 million for the main simulation and ∼ 7.18 million for the precursor simu-
lation. The grids used for these well-resolved LES were generated based on gradual grid
refinement from an earlier couple of simulations on increasingly coarser grids. This flow
has been shown to be extremely sensitive to grid resolution [11, 13, 14]. Hence, a detailed
description of the computational mesh is given.

For the LES, grid spacings in all three directions in viscous wall unit defined by the fric-
tion velocity at the inlet of the main simulation domain are shown in Fig. 2. The stretching
ratio (SR) of the grid spacings is also shown. In the left ordinate of Fig. 2(a), the scale is
the wall-normal grid spacing in wall unit ∆y+, while the right ordinate shows the grid’s
stretching ratio (SR). In inlet-wall units, the height of the first cell adjacent to the wall
corresponds to ∆y1+∼ 0.8. In the buffer layer, ∆y+ ∈ [1.1,2.3]. ∆y+∼ 6 at y+∼ 100 in
the logarithmic layer. SR∼ 6.5% within wall-distance y+≤ 50 and decreases further away
from the wall. The y–grid is only adequately refined for the lower wall. In the upper wall,
the grid is refined; however, it is much coarser, and not shown herein.
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∆
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Fig. 2. Grid resolutions in viscous wall unit at the inlet of the main LES domain in the (a)
wall-normal, (b) streamwise and spanwise directions. Grid stretching ratio is also shown for grids
in all three directions. The y– and z– grids remained same for both precursor and main simulations.

Due to the very high Reynolds number of the turbulent boundary layer considered,
the streamwise and spanwise grid resolutions shown in Fig. 2(b) were relatively coarse
compared to recommended well-resolved LES resolutions [21]. In Fig. 2(b), the lower and
upper abscissae represent the domain extents in the x and z directions, respectively. The left
ordinate again shows the grid spacings in wall unit, and the right ordinate shows the grid
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stretching ratio (SR). This plot shows the target resolutions in the main simulation domain.
The x–grid is gradually refined as the flow is expected to transition from an initial favorable
pressure gradient (FPG) upstream of the hill to an adverse-pressure-gradient (APG) region
in the lee-side where the separation takes place. In the lee side of the hill, post separation
and reattachment, the flow is expected to recover to an equilibrium state. Thus, downstream
of the expected separation point, the x–grid spacing is gradually increased. Beyond x/H =
5, grid stretching is increased as the flow in that regime is not the subject of the present
work; hence, the resolution in that region may be deemed adequate. z–grid spacing is also
gradually increased using the hyperbolic tangent function away from the center of the hill.
With respect to the inlet-wall unit, 46 ≤ ∆z+ ≤ 91 within the spanwise extent of the hill
geometry. Minimum ∆x ≈ minimum ∆z in the lee side of the hill in the midspan (z = 0)
plane. SR for both the x–grid and z–grid is within 1%.
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/ 
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x / H
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H
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(b)

Fig. 3. Schematic views of the computational grid in the midspan (z = 0) plane: (a) the full
streamwise domain and (b) zoomed-in view close to the hill. Every fourth grid location has been
shown in both (x) and (y) directions.

Two views, one showing the whole extent of the streamwise computational domain, and
another showing a zoomed-in view of the hill are shown in Fig. 3. These views demonstrate
that the finest possible grid is used to resolve the APG and separation regions. The wall-
normal grid resolution is significantly finer on the hill compared to the flat region.

The resolutions in all three directions of the main simulation grid in local wall units
are plotted in Fig. 4. The dashed circle marks the circumference of outer edge of the hill.
Although at inlet ∆x+ ∼ 175, it gradually decreases downstream. ∆x+ < 100 in most
of the simulation domain except close to the inlet, the upstream region of the hill where
flow accelerates, resulting in higher friction velocity and for x/H > 2.6, where the grid
spacing increases gradually. Maximum value of ∆x+∼ 150 is obtained in the FPG region.
Figure 4(b) shows the contours for ∆y+ computed at the centroid of the first layer of cells
adjacent to the wall. In the FPG region upstream of the hill, maximum ∆y1/2 + 0.55. So,
the y–grid is adequate for resolving the near-wall turbulence. As mentioned earlier, the
z–grid is stretched in that direction. Similar to the x–grid, peak value for ∆z+ ∼ 94 is
reached in the FPG region in the upstream side of the hill. Therefore, except considerably
far away from the hill close to the side walls, ∆z+ < 50 in most of the computational
domain. Grid stretching was necessary to sufficiently resolve the region of the flow of
significance. It must be noted, however, in OpenFOAM solver robustness is achieved by
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Fig. 4. Grid resolution in local viscous wall units for the LES calculation: (a) streamwise
resolution (∆x+); (b) wall-normal resolution at the centroid of the first wall-adjacent layer of cells
(∆y1/2+); (c) spanwise resolution (∆z+).

somewhat compromising the solution accuracy, which results in stringent grid requirements
for OpenFOAM compared to other in-house solvers.

The computational domain used for the URANS calculation was same as the main LES
simulation with the hill, i.e., 13H × 3.2H × 11.7H. The grid used for this flow is much
coarser than the LES though. URANS simulations of this flow, although with a cubic
eddy viscosity turbulence model was performed in [10]. Authors in [19] simulated this
flow with the SST k–ω model. Our grid resolution was inspired by their grid resolutions.
111× 111× 131 grid points were used in the x,y and z–directions, which sums up to ∼
1.57 million computational cells. As was for the main LES simulation, the grid is stretched
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Fig. 5. Grid resolution in local viscous wall units for the URANS calculation: (a) streamwise
resolution (∆x+); (b) wall-normal resolution at the centroid of the first wall-adjacent layer of cells
(∆y1/2+); (c) spanwise resolution (∆z+).

in all three directions. For the k–ω SST model, the wall-normal height of the first layer of
cells, ∆y1+ < 1. With respect to the inlet wall units, ∆y1+ ∼ 0.58 in the flat region of the
computational domain.

A figure similar to Fig. 4 is shown in Fig. 5 for the URANS calculation. As all the
turbulence is modelled by the URANS, the streamwise and spanwise grid resolution in local
viscous wall units is much coarser than the LES grid. Both the streamwise and spanwise
grids for the URANS are at least five times coarser than the LES grid in the upstream side
of the hill. The wallnormal resolution at the wall shown by the contour plot of ∆y1/2+ in
Fig. 5(b) is similar to the LES resolution as a fine near-wall resolution is a necessity for the
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k−ω SST RANS model.

2.6 Boundary conditions

Boundary conditions used for the two LESs have been shown in Fig. 1. No slip and im-
permeabilitiy conditions have been used for velocity at the top and bottom walls. At the
side walls, symmetry condition has been applied for velocity, so that the spanwise velocity
component, w = 0 there. At the outflow of the main simulation domain, a zero stream-
wise gradient condition was applied. At the inflow plane of the main simulation domain,
unsteady turbulent velocity field from a computational plane normal to the flow direction
saved at each time step of the precursor simulation was applied. Except inflow and outflow,
boundary conditions at the four walls of the precursor simulation are same as the main
simulation mentioned above. The precursor simulation is periodic in the streamwise direc-
tion for computing the fully developed turbulent boundary layer flow field. A zero-gradient
condition was applied for pressure at all six boundaries of both the precursor and main
simulation domains.

For the URANS simulations, the inlet boundary conditions for the velocity and turbu-
lent kinetic energy (k) fields are the steady profiles of the velocity and k fields from the
experiments (see Fig. 6). The inlet profile for the inverse time scale ω =

√
k

Cµ κ∆y is obtained
using the profile for k and the wall-normal grid spacing (∆y) at a given wall-normal height.
In this expression, κ is the constant from the log-layer equation and Cµ is the model con-
stant. All other boundary conditions for velocity and pressure fields are same as the main
LES simulation. k = 0 is imposed at the no-slip top and bottom walls. At these walls,
ω = 60ν

0.075∆y2
1/2

as prescribed in the original formulations of Menter [20]. At the outflow

the zero-streamwise gradient condition is imposed for k and ω . Similar to the LES, zero-
spanwise gradient boundary condition has been applied for these scalar quantities at the
lateral walls.

2.7 Calculations and Sampling

While performing the LES calculations, the precursor simulation is carried out first. Once
statistical stationarity is reached, calculation of statistics and saving data for prescribing
at the inflow of the main simulation is initiated. For both LES and URANS simulations,
time step in wall unit, ∆t+= ∆tu∗2 /ν ≈ 1.4 w.r.t. the friction velocity u∗ at inlet. As per
recommendations in [22], although based on direct simulation of channel flow, time step
used for the present calculations is just about small enough to temporally resolve turbulence
adequately. The researchers in [22] noted that turbulence could not be sustained for ∆t+≥
1.6 for low-Reynolds number channel flow for which a laminar solution was obtained.
The very fine meshes impose severe requirement on computing time, and therefore, the
chosen ∆t for the calculations made these feasible within the limits of our computational
resources. Chosen ∆t resulted in a maximum Courant–Friedrichs–Lewy (CFL) number
[23] of ∼ 0.7 for the URANS calculation. The maximum CFL number at each timestep
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varied between ∼ 2.5 and ∼ 8 for the main LES. Although maximum CFL for the main
LES is quite high, it was intermittently obtained in a very few grid points near the maximum
acceleration region and in the separated shear layer. The URANS and main LES were run
initially to pass flow transients and for it to reach statistical stationarity when the flow
averaging and data extraction were initiated. Then flow statistics were sampled for a period
of ∆tav = 176.28H/U0, which is sufficiently long to obtain smooth first and second order
statistics.
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3. Results

Based on our experience of computing these LES in both fine grids as well as in preliminary
coarser grids (results from which have not been presented herein), this flow is moderately
sensitive to the boundary layer at the inflow of the main simulation. It has been argued pre-
viously, based on LES simulations on coarser grids with low-Reynolds number turbulent
boundary layer flow used at inlet, that the effects of the incoming turbulence are weak on
the flow separation [13]. However, there is no study showing that this is indeed the case
for well-resolved LES. In fact, simulations of this flow with three types of velocity profiles
(both laminar and turbulent) prescribed at inlet in [15] demonstrated some influence of the
inflow condition on the downstream evolution of separation, reattachment and the vortical
structures downstream of the hill, albeit at a lower Reynolds number. Therefore, in the fol-
lowing subsection, we first present results from the precursor simulation that demonstrate
relevant attributes depicting flow structures of the incoming turbulence. These are followed
by the results from the main LES and URANS simulations.

3.1 Precursor LES: Inflow generation

In the experiments [4, 7], precursor experiments were performed without the hill to measure
boundary-layer profile and turbulence properties. Without the hill, a developed turbulent
boundary layer with half hill-height thickness was obtained corresponding to Reθ ∼ 7300.
To prescribe a boundary layer matching the experimental profile at such a high Reynolds
number at the inflow of the hill simulation domain, a forcing technique was necessary for
the precursor simulation. This forcing technique for emulating experimental conditions in
CFD simulations is widely accepted [18]. Unlike a fully developed turbulent flow simula-
tion, in which, a constant body force term is added to the RHS of the u–component equation
of eqn. 3 everywhere in the simulation domain at each time step maintaining either a con-
stant pressure gradient or a constant mass flow rate, in this technique the added body force
varies spatially and temporally. The following expresses the added body force at each time
step varying across the cross-stream (y,z) plane and also in time.

f1(y,z, t) =Ue(y)−< u(y,z, t)>x (5)

Here, Ue(y) is the mean streamwise velocity profile from the experiments, and <
u(y,z, t) >x is the streamwise averaged instantaneous u–velocity. Hereafter, < ζ >i is the
averaging of the variable ζ in the direction i. This expression preserves a constant stream-
wise mean flow rate at each time step. Moreover, due to it’s variability in the cross-stream
plane, it also maintains the desired profile of the mean velocity.

In Fig. 6, the temporally and spatially averaged mean streamwise velocity, <<<u(y)>x>z>t
U0

=<

u > /U0, turbulent kinetic energy (k) and diagonal components of the Reynolds stresses are
plotted against wall-normal distance in wall unit, y+. Exact match with experimental pro-
file for the mean velocity is evident in Fig. 6(a). There is some discrepancy in the near-wall
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Fig. 6. Scaled wall-normal profiles of (a) time-averaged streamwise velocity (< u > /U0) (b)
turbulent kinetic energy and principal Reynolds stresses from the precursor simulation compared
with the experimental results in [7].

peak in k (the peak in streamwise Reynolds stress is at y+∼ 31 instead of y+∼ 15), prob-
ably due to lower resolution in x and z–directions compared to a standard LES requirement
and also due to relatively large time step taken while integrating the solution in time. How-
ever, the near-wall peak values of the r.m.s. fluctuations scaled by u∗ are 2.5, 1.23 and
1.8 for the u, v and w components which are in good agreement with the experimental
observations by Counihan [24], who reported these as 2.5, 1.3 and 1.9, respectively.
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Fig. 7. Frequency spectra of the fluctuating velocity components at three wall-normal heights
y+∼ 15,150 and 1500 calculated in wall unit.

Frequency spectra (Ê) of the velocity fluctuations have been shown in Fig. 7 at three
wall-normal heights, y+ ∼ 15,150 and 1500, which correspond to the buffer layer, loga-
rithmic layer and outer region, respectively. Frequency ( f in Hz) is nondimensionalized by
H/U0. A clear −5/3–range emerges for over a decade in frequency for all three compo-
nents. At y+∼ 150 and 1500, plots for three components collapse on each other indicating
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the isotropic nature of the small scale fluctuations. Because of the imposed streamwise
periodicity, prominent peaks are obtained at f H/U0 ∼ 0.42 and its higher harmonics, espe-
cially at y+∼ 1500 for all three components of velocity. Close to the wall, the effect of this
periodicity on the main simulation results are however negligible as there is a considerable
adjustment length in the main simulation domain before the flow approaches the hill. This
was verified by plotting the frequency spectra at different streamwise stations close to the
wall. However, further away from the wall, a peak corresponding to f H/U0 ∼ 0.42 was
also obtained in the frequency spectra calculated downstream of the hill far away from the
wall in the main simulation domain (see Fig. 21).
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Fig. 8. Spanwise autocorrelation of the fluctuating streamwise velocity at three wall-normal
heights y+∼ 15,150 and 1500 calculated in wall unit.

Two-point spanwise autocorrelation for the streamwise fluctuations (u′) expressed as

Ruu(∆z+) = <u′(z+0 +∆z+)u′(z+0 )>t

<u′(z+0 )
2>t

has been plotted in Fig. 8 at the same wall-normal heights
as in Fig. 7. The flow is not homogeneous in the spanwise direction. The grid is also
stretched in that direction. Yet, for the precursor simulation, calculation of the spanwise
autocorrelation function is justifiable within the purview of approximation. The velocity
components were first interpolated to a grid with equidistant spacing. Close to the wall,
vertical shear in the streamwise velocity induces streamwise elongated streaky flow struc-
tures. The size of those structures is reflected in Fig. 8. Close to the wall, the streaky
structures are of size ∼ 600∆z+. Further away from the wall, the structures get bigger and
wider. For very high Reynolds number turbulent shear flows, larger structures populate
the region between the wall layer and the outer region. This plot shows that the near-wall
structures are nominally resolved in the spanwise direction which results in the mismatch
in the peak location of k in Fig. 6.
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3.2 Efficacy of the simulations

The SGS model performance in a well-resolved LES is measured by computing the ratio
of the mean SGS viscosity < νSGS >=< νSGS >t and the molecular viscosity ν . It is
assumed that the LES is accurate for < νSGS > /ν is in the order of 10 and below 100
[25]. The maximum of < νSGS > /ν ∼ 8 is obtained in the main simulation domain in the
outer regions far away from the hill (|z/H| > 3.8) close to the under-resolved upper wall
(y/H > 2.5) (because νSGS ∝ ∆2 in Eq. 4 and the grid spacing increases away from the
hill in all three directions). In the lower wall region where the hill is mounted, < νSGS >
/ν < 2.5 everywhere. In Fig. 9, this quantity is plotted in the midspan (z = 0) plane where
the local maximum in the lower wall region is obtained in the main simulation domain.
The maximum in this plane is found in the lee-side of the hill after separation and before
reattachment. The peak value is obtained in the high shear region due to the separated shear
layer away from the wall right after separation.
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Fig. 9. Ratio of the mean SGS eddy viscosity and molecular viscosity (< νSGS > /ν) in the
midspan (z = 0) plane in the main simulation domain.

A total eddy viscosity may be calculated based on the resolved Reynolds stresses from
the LES. Linear eddy viscosity hypothesis relates the total eddy viscosity (νT ) to the re-
solved Reynolds stresses as per following expression.

2νT < Si j >=−< u′iu
′
j >+

2
3

kδi j

Here, < Si j > is the mean rate of strain tensor. The second term on the RHS is added to
make for satisfying the equality condition. From this expression, νT may be extracted as

νT =
|−< u′iu

′
j >+2

3kδi j|
|2 < Si j > |

νT may be considered to be the total eddy viscosity provided by an URANS calcula-
tion for the same flow provided the same Reynolds stresses and mean rate of strain were
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obtained by the URANS calculation. Therefore, it is another performance parameter for an
SGS model. The total eddy viscosity scaled by the molecular viscosity (νT/ν) is plotted
in Fig. 10(a) in the midspan plane. Expectedly, maximum value of νT is more than 1000
times larger than ν . The maximum is obtained in the lee-side of the hill in the region where
high values were obtained for νSGS in Fig. 9.
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Fig. 10. Ratio of (a) the total eddy viscosity and molecular viscosity (νT/ν) and (b) the mean SGS
eddy viscosity and the total eddy viscosity (< νSGS > /νT ) in the midspan (z = 0) plane in the
main simulation domain.

The ratio < νSGS > /νT quantifies the effect of the SGS model compared to the equiv-
alent URANS model discussed above. This quantity is plotted in Fig. 10(b), again in the
midspan plane. Maximum mean νSGS is only about 1.5% of the local νT . High values were
obtained either in the free stream far away from the wall where grid resolution is coarser
or in a small patch in the lee-side around the region where the mean separation is initiated.
This plot demonstrates that almost the whole of the resolved Reynolds stresses is due to
the flow resolved by the grid and the SGS contribution is negligible towards the resolved
stresses.

The ratio of the mean turbulent eddy viscosity and the molecular viscosity from the
URANS simulation has been plotted in the midspan plane in Fig. 11. The contour levels in
this plot are same as Fig. 10(a) for comparison. For the URANS simulation, this ratio is
maximum (∼ 2000) at the upper wall due to coarse grid used there. However, in the lee-side
separation region, the peak value is similar to the maximum νT/ν calculated from the LES.
From the discussion of the results to be followed, it becomes clear that the streamwise local
peak of this ratio is obtained at the junction of the recirculation region and the separated
shear layer because of the high flow gradients there. This plot verifies that the LES was
able to resolve the flow adequately.
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Fig. 11. Ratio of the mean turbulent eddy viscosity and molecular viscosity (νT/ν) in the midspan
(z = 0) plane from the URANS simulation.

3.3 Results: Comparison with experiment

The results from the main LES and URANS simulations have been extensively validated
against experimental results. In the following discussion, any quantity < f > indicates
time-averaged variable f .

In Fig. 12, contours of the pressure coefficient, Cp =
<p>−p0

1
2 ρU2

0
have been plotted in the

horizontal (x,z)–plane. The contour values have been projected from the bottom surface
of the simulation to the horizontal plane. The top frame shows the experimental results
and the bottom frame shows the results from current LES. In both plots, same contour
values have been shown. Good agreement with the experiment is apparent. Downstream
of the inlet plane, the flow decelerates first up to x/H ∼ −1.6. Then onwards the flow
accelerates over the slope of the hill. The minimum pressure is attained just upstream of
the peak of the hill, at x/H ∼−0.016. The Cp distribution in the initial deceleration and the
following acceleration regions are indeed in very good agreement with experiment (except
the minimum value of Cp; this is discussed later) all throughout the spanwise extent of the
hill. The lee-side separation and reattachment is more complicated.

Cp is also plotted in Fig. 13 along the midspan (z = 0) plane and compared with the
experiment and another high-resolution LES [14] from available literature. The minimum
in the present LES is lower than the value obtained in [14] which is in turn lower than
the minima obtained in the experiment. However, the location of the minimum Cp is the
same as in the experiment. At the initiation of separation around x/H ∼ 0.22, a very
small hump is obtained in our simulation which is not seen in either of the other curves.
Downstream of this location, the curves apparently collapse on each other until the plateau
corresponding to the reattachment. The curves start flattening as the separation region
thickens in the experiment for x/H ≥ 0.96. Although similar trend is captured in the present
LES, in the region 1 ≤ x/H ≤ 1.75, the present curve overshoots the experiment. For
this separational flow, Cp is extremely sensitive to successful capturing of the separation

18

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IST.TN

.2141



13

1
4

15
13

12 11 10

1

3

4
5

6
7

8
9

14

15

12

12

10

x / H

z 
/ 

H

4 3 2 1 0 1 2 3 4

2

1

0

1

2

15 0.308

14 0.213

13 0.119

12 0.024

11 0.0705

10 0.165

9 0.26

8 0.354

7 0.449

6 0.543

5 0.636

4 0.732

3 0.827

2 0.921

1 1.02

C
p

Fig. 12. Contours of the pressure coefficient (Cp) plotted in the horizontal (x,z)–plane as in
experiment [6] (top frame) and from current LES (bottom frame). The circle in the bottom frame
shows the outer circumference of the geometry of the hill.

[12]. The overshoot in Cp indicates a locally thinner recirculation layer close to the wall
compared to the experiment.

Cp distribution in the midspan plane for the URANS simulation has been also plotted
and compared with the URANS simulation result from [19] in Fig. 13. Despite significant
difference between URANS and LES simulation/experiment, excellent agreement between
two URANS results is evident. The URANS predicts significantly thicker recirculation
zone. This is reflected in the long flat portion in the Cp distribution for x/H > 0.4. Predicted
separation, recirculation and reattachment characteristics are discussed in more detail in the
following subsection.

In Fig. 14, streamlines of the skin-friction coefficient obtained from the mean flow
projected on the horizontal (x,z)–plane have been shown. Streamlines from the LES are
shown in the top frame while the URANS result has been shown in the bottom frame.
This plot depicts the near-wall flow topology in one-half of the map around the hill about
the symmetry plane. In the LES, the separation is triggered at x/H ∼ 0.22 close to the
midspan plane, for 0≤ |z/H| ≤ 0.5. Post separation, the recirculation layer is very thin [4].
Close to x/H ∼ 0.4, a reattachment zone can be observed in the midspan plane, followed
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Fig. 13. The pressure coefficient (Cp) along the x–axis in the midspan (z = 0) plane compared with
experimental data [6] and another high-resolution LES (the LL simulation in [14]) and URANS
[19].

by another recirculation zone. In their first paper on the experiment, researchers in [4]
reported a very complex flow pattern. From their oil-flow visualization, an initial separation
was reported in the region 0.18 ≤ x/H ≤ 0.4, and a second larger separation region was
observed 0.4 ≤ x/H ≤ 2 accompanied by adverse pressure gradient. LDV measurements
were used in the later experiment reported in [7]. They observed a separation triggered
much later at x/H = 0.96. The current LES results support the complex vortex structures
observed in the former.

In the whole near-wall topology, five nodes are obtained for the LES marked by the
filled red circles (streamlines either converge into or diverge away from these); the separa-
tion points along the midspan plane, the reattachment node at x/H ∼ 2, and the two focal
nodes in either side of the midspan plane. Accordingly, there are five saddle points (streak-
lines both converge towards and diverge away from these topological points). These are
marked by the filled blue circles. These are, the saddle point at x/H ∼ 0.4 and a pair of
saddle points in either side of the symmetry plane upstream and downstream of the focal
node. In an incompressible flow, the sum of the number of nodes must be equal to the
number of saddle points [26]. Our results are different from the four nodes and four sad-
dle points reported from the GV R simulation in [14]. However, presence of the two focal
points is consistent with both the LES simulations reported in [14] and experimental re-
sults reported in [7], but contradicts the observations presented in [4], who reported three
pairs of vortical structures close to the wall. The reattachment node is consistent with both
the experimental observations. The location of the focus and streak-line patterns around it
is consistent with the LL simulation results reported in [14]. Presence of the focal nodes
indicate ejection of vortical structures from close to the wall.
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Fig. 14. Streamlines based on the mean velocity field from the first layer of cells above the wall
projected on to the bottom surface depicting the flow topology from LES (top frame) and URANS
(bottom frame). The filled red (blue) circles indicate nodes (saddles).

Near-wall flow topology from the URANS simulation has been plotted for the mean
flow field in the bottom frame of Fig. 14. Four saddles (indicated by blue filled circles) and
four nodes (red circles) are obtained for the URANS solution. Unlike the LES, a saddle
and another node are obtained in the upstream side of the hill. Also, contrary to the LES,
a saddle point is obtained at the lee-side separation location. The reattachment location
denoted by the reattachment node along the midspan plane is further downstream of the
reattachment node obtained in the experiment. Also, the reattachment node is accompanied
by two saddle points, one in each side of the symmetry plane. The location of the focus is
in good agreement with the experiment.

Farther away from the wall, flow topology for the LES simulation has been shown
by plotting the streak-lines of the mean velocity field in Fig. 15 in wall-parallel planes at
different heights above the bottom wall. Scaled turbulent kinetic energy contours (k/U2

0 ,
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Fig. 15. Streak-lines based on the mean velocity field depicting the flow topology at different
wall-parallel planes at selected heights w.r.t. the bottom wall as in experiment [6] (four frames on
the top) and from current LES (four frames on the bottom). The wall-normal heights of the
selected planes have been shown in wall unit at inflow of the main simulation domain.
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which is here onward denoted as T KE) are also shown in all these plots. Distance of these
planes from the bottom wall are indicated w.r.t. the viscous wall-unit at the inlet of the main
simulation domain. Four frames in the top shows the experimental results, and the bottom
four are from the current LES. Close to the wall, at y+ ∼ 11, mean streak-lines initially
curve inward towards the symmetry plane. The separation line along x/H ∼ 0.22 observed
in the top frame of Fig. 14 is not seen in this plot indicating that the first recirculation zone is
very thin. In the experiment, flow separation only starts at x/H ∼ 0.96 at this wall-normal
height, followed by the streak-lines curving into the focus. In the current LES, close to
the midspan plane, separation is initiated further downstream at x/H ∼ 1.4. Farther away
from the centerline, separation takes place at the same location as in the experiment. The
location of the focus in the current LES corroborates the experiment. Good agreement is
visually evident for the T KE contours.

Similar trends for the streak-lines are seen further away from the wall at y+∼ 40. The
location of the focus at all wall-normal heights from the LES are in good agreement with
the experiment. But the initiation of separation is different for the LES where it is trig-
gered further downstream. In fact, at y+ ∼ 200, in the range 1.5 ≤ x/H ≤ 2, flow does
not separate close to the midspan plane while clear separation was seen in the experiment
at this wall-normal height. This indicates again as in the plot for Cp in Figs. 12 and 13,
the recirculation region is thinner in the LES compared to the experiment. The T KE con-
tours, on the other hand, are in accordance with the experimental result. The flow topology
demonstrates the complexity of the flow topology of this separational flow. The flow pat-
terns vary significantly in both streamwise and spanwise directions in each plot. Also,
significant alterations are evident from plot to plot as the chosen wall-normal height of the
plane increases. These plots depict the complex three-dimensional pattern of separation
and reattachment of the recirculation zones.

In the experiment, time-mean recirculation region in the midspan plane was reported
by showing the zero-mean streamwise velocity (< u >= 0) contour. This figure from [7]
has been shown in the top frame of Fig. 16. In the middle and bottom frames of the fig-
ure, the same plot is shown from the current LES and URANS, respectively. For a three-
dimensional separation, < u >= 0 contour line may be considered a reasonable approxi-
mation of the mean recirculation region. For clarity, the in-plane velocity vectors are not
shown in the bottom frame. In the LES, separation in this plane is initiated at the separa-
tion node shown in Fig. 14 at x/H ∼ 0.22. Evidently, the recirculation region right after
initiation of separation is very thin in the LES. In the experiment, separation starts further
downstream at x/H = 0.96. This discrepancy will be discussed later in more detail. The fi-
nal reattachment is at x/H ∼ 2 in the current LES, which is consistent with the experiment.
However, the recirculation region is much thinner for the LES. This fact was reflected in
the Cp distribution in the midspan plane in Fig. 13. Also, the recirculation region is not
continuous and three distinct recirculation zones are visible in the bottom frame. From
our experience of simulating this flow, correctly capturing the separation and recirculation
region is challenging as this is very sensitive to several factors. It is extremely sensitive to
the grid resolution in the lee-side of the hill, the turbulent boundary condition at the inlet,
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Fig. 16. Contour of the mean streamwise velocity < u >= 0 in the midspan (z = 0) plane as in
experiment [6] (top frame) and from current LES (middle frame) and URANS (bottom frame).
Inplane velocity vectors are shown for URANS simulation in the bottom frame.

and also the boundary condition used in the top wall. Furthermore, it is sensitive to the
numerical accuracy of the flow solver.

The lee-side separation and reattachment zone in the midspan (z = 0) plane for the
URANS simulation is shown in the bottom frame of Fig. 16. The recirculation region
is depicted by plotting the < u >= 0 contour. The inplane mean velocity vectors have

24

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IST.TN

.2141



also been included for the URANS result. The recirculation region is in accordance with
the URANS simulation results in [10, 19]. URANS predicts the recirculation region to be
much larger than the experiment. The separation and reattachment are incorrectly predicted
by the URANS. Single-point URANS models are unsuccessful in predicting unsteady sep-
arational flows. This is because, the mean flow distortion length/ time scales are larger than
the largest turbulent scales modeled by these models.
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Fig. 17. Contours of the turbulent kinetic energy scaled by the reference velocity (k/U2
0 ) plotted in

the midspan (z = 0) plane as in experiment [6] (top frame), from current LES (middle frame) and
from the URANS simulation (bottom frame).
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Contours of T KE have been plotted in the midspan (z = 0) plane from the experiment
[7] and current LES in the top and middle frames of Fig. 17. A thin region of high tur-
bulence activity is obtained very close to the wall from x/H ∼ 0.25 onward in both the
experiment and the current LES. In the bottom frame, this patch extends up to x/H ∼ 0.6.
In our simulation, separation is initiated at x/H ∼ 0.22. So, in the LES, this patch is ob-
tained just downstream of separation. It is understandable that after separation, the high
velocity gradient due to the separated shear layer can significantly increase the turbulence
production. Similar observation of a highly turbulent near-wall region after the initiation
of separation in their high-resolution simulations was also reported in [14]. However, in
the experiment, separation location is reported to be at x/H ∼ 0.96. Therefore, LES is
able to confirm that the separation initiation is indeed farther upstream compared with the
separation location reported in the experiments. Right after separation, the recirculation
region is very thin, which could not be captured in the experiment. This highly turbulent
region belongs in the separated shear layer. Locally high turbulent contour values in the ex-
periment depict the separated shear layer moving down the hill. Although, downstream of
x/H ∼ 0.8, values of local peak of T KE are lower in the current LES, the wall-normal lo-
cations of the high contour values are in accordance with the experiment (this is not clearly
visible from the contour plot in the bottom frame because of using same contour levels as
the experiment). Therefore, it may be inferred that downstream evolution of the separated
shear layer has been correctly captured by the LES. It was evident from the flow topology
map in Fig. 14 that the recirculation region right after separation is very thin, and therefore,
very difficult to capture correctly. Figure 17 demonstrates that the LES is able to capture
the separated shear layer right above the recirculation region correctly.

For the URANS simulation, contours of T KE (k/U2
0 ) have been plotted in the symme-

try plane in the bottom frame of Fig. 17. Although the range of T KE seems to be correctly
predicted, when compared with the experiment (see top frame of Fig. 17), T KE is incor-
rectly predicted by the URANS. High T KE is concentrated in the separated shear layer
region depicted in Fig. 16.

The discussion above is mainly about the flow evolution, the separation and the re-
circulation specifically along the midspan plane in the lee-side of the hill. How does the
boundary layer flow evolve in the cross-stream planes, i.e., along the spanwise extent of
the hill? To help us understand the dynamics of the vortical structures and the conse-
quence of the upstream topological features, one can plot the mean streamwise vorticity
<ωx >= ∂<w>

∂y −
∂<v>

∂ z . This is done at various cross-stream (y,z)–planes at chosen stream-
wise stations downstream of the crest of the hill in Fig. 18 for the main LES. The signs of
the vorticity are such that the streamwise flow is in the direction of the reader. The chosen
streamwise stations belong in the range 0≤ x/H ≤ 2.5, i.e., from upstream of separation to
reattachment and also in the recovery region. The change of sign of < ωx > across z = 0 in
Figs. 18(a) and 18(b) indicate that < ωx > is anti-symmetric w.r.t. the midspan plane. That
is why, to show a zoomed-in view of the boundary layer, only the left half of the spanwise
extent of the hill is shown in Figs. 18(c) – 18( f ).

Dominant boundary-layer vorticity upstream of the hill is oriented in the spanwise di-
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Fig. 18. Contours of mean streamwise vorticity (< ωx > in Hz) plotted in wall-normal (y,z)–planes
at chosen streamwise locations from the main LES. From (a) to ( f ), the streamwise locations are
x/H = 0, 0.5, 1, 1.5, 2 and 2.5, respectively. Vorticity patches based on their origin upstream of the
location x/H = 1.5 are marked in frame (d). See the main text for detail.

rection. Following flow acceleration in the upstream side, vorticity is reoriented in the
streamwise direction. Consequently at the crest of the hill, in Fig. 18(a), dominant vor-
ticity is positive (negative) in the left (right) half of the plane. This patch is marked as 1
in Fig. 18(d) which shows the contours at x/H = 1.5. Beneath this strong vortical struc-
tures a very thin patch of vorticity with the opposite sign is visible very close to the wall.
This layer gets even thinner as one moves towards the hill crest. This is due to the lower
streamwise flow acceleration experienced by fluid away from the midspan location; the
spanwise pressure gradient establishes weaker spanwise flow along that direction close to
the wall. Similar characteristics of < ωx > are persistent downstream of the separation
node at x/H = 0.5 in Fig. 18(b). After the experimentally noted separation location, at
x/H = 1 in Fig. 18(c), the very thin layer of negative vorticity adjacent to the wall is dis-
placed by a strong patch of positive < ωx > close to the midspan plane. This layer appears
because of the separated shear layer from the separation node (see Fig. 14). This is marked
as patch 3 in Fig. 18(d). This layer of vorticity becomes even stronger further downstream
at x/H = 1.5 as the recirculation region thickens which is marked as patch 4 in Fig. 18(d).
In Fig. 18(d), patch 2 is the vorticity shed from the focus close to the wall. Further down-
stream, this vortical structure is dominated by the vortices from the separated shear layer
(patch 3 vortices). At the reattachment location at x/H = 2 in Fig. 18(e), the boundary-
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layer vorticity is mainly positive dominated by the upstream boundary-layer vorticity and
the separated shear layer vorticity. Same is the case in the recovery region at x/H = 2.5 in
Fig. 18( f ).
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Fig. 19. Wallnormal profiles of the scaled time-mean (a)–(e) streamwise (< u > /U0) and ( f )–( j)
spanwise (< w > /U0) velocities at x/H = 3.63 from LES (solid lines) and URANS (dashed lines)
compared with experiment (symbols). From top to bottom the spanwise locations are
z/H = 0,0.32,0.65,1.1,1.79.
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The recovery of the flow is studied by plotting the wall-normal profiles of mean stream-
wise (< u >) and spanwise (< w >) velocities at several spanwise locations at x/H = 3.63
in Fig. 19 and of T KE and cross Reynolds stress term < u′v′ > in Fig. 20. This streamwise
station is farther downstream of the reattachment node in Fig. 14. These figures include
the profiles from the LES (solid lines), URANS (dashed lines) and experiment (symbols).
Overall, good quantitative agreement with the experiment is obtained. Due to the presence
of the hill, streamwise momentum is reduced in the lee-side of the wake which is reflected
in the inflectional profiles of < u > at z/H = 0.32 and 0.65. Profiles of < w > are also
inflectional at spanwise stations away from the midspan location. Close to the wall, mean
fluid motion is towards the symmetry plane, and farther away from the wall, fluid moves
away from the symmetry plane as the profiles of < w > change sign in the wall-normal
direction. This results in the inflectional profiles of < u >. At the outermost spanwise sta-
tion, significant overshoot is obtained for the current LES. This is probably due to coarse
grid resolution in both streamwise and spanwise directions downstream of the hill.

The < u > profile at z = 0 shows a large deficit in streamwise momentum in the current
URANS in Figs. 19(a) and 19(b) contrary to the experiment/ LES in which the momentum
deficit has already recovered. In the experiment, < w > profile is inflectional and changes
sign in the wall-normal direction at all spanwise stations shown here. But for the URANS,
change of sign is only obtained at z/H = 0 and 0.32 for the <w> profile. Clearly, spanwise
momentum transport is erroneous in URANS as it predicts the < w > component to change
sign from negative to positive in URANS as one moves from free stream towards wall at
z/H = 0.32 which is exactly opposite to the experiment/ LES. A similar trend is also seen
at z/H = 0, where < w > significantly overshoots the experiment. The predictions are a
little better farther away from z/H = 0. Therefore, in separated, reattached and recovery
regions, URANS predictions are unreliable.

As may be expected, the second order statistics presented from the current LES in
Fig. 20 are in lesser agreement with the experimental profiles, specifically at spanwise
stations close to the symmetry plane. Both k and < u′v′ > are underpredicted by the LES at
x/H = 0 and 0.32. It is interesting to note that higher values of T KE are obtained at x/H =
0.32 instead of at z/H = 0. However, at outer spanwise locations, i.e., at x/H = 0.65, 1.1
and 1.79, the profiles from current LES are in very good agreement with the experiment.
Close to the symmetry plane, both k and < u′v′> are inaccurately predicted by the URANS.
As one moves further away from the symmetry plane, however, URANS predictions are
in reasonable agreement with the experiment at z/H = 1.1 and 1.79. Locations of peak
values of k are predicted well above the experimental peaks at z/H = 0 and 0.32 by the
URANS. URANS predicted signs for the < u′v′> component is opposite to the experiment
at these locations. Evidently, LES predictions are much more reliable for this flow in the
separational, post-reattachment recovery regions.

Frequency spectra have been plotted against the nondimensional frequency f H/U0 in
Figs. 21(a) and 21(b) for the u and w fluctuations, respectively, in the symmetry plane at
the same streamwise station as in Figs. 19 and 20. The spectra from both the LES and
experiment (symbols) are shown. The wall-normal location is at y/H ∼ 0.36. This is
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Fig. 20. Wallnormal profiles of the scaled (a)–(e) turbulent kinetic energy (k/U2
0 ) and ( f )–( j) one

of the cross components of the Reynolds shear stresses (< uv > /U2
0 ) at x/H = 3.63 from LES

(solid lines) and URANS (dashed lines) compared with experiment (symbols). From top to bottom
the spanwise locations are z/H = 0,0.32,0.65,1.1,1.79.

around the region where the wall-normal peak in the T KE profile is obtained in Fig.20.
Data had been recorded for a time span of 264.42 H

U0
. To obtain the spectra over a large

range of frequency and at the same time to acquire some smoothness, the whole time span
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Fig. 21. Frequency spectra of the (a) streamwise and (b) spanwise velocity fluctuations at
x/H = 3.63, y/H = 0.358 in the midspan (z = 0) plane compared with experiment (symbols). The
dashed line corresponds to −5/3–law.

of the recorded data has been split into three non-overlapping chunks of equal time span.
The spectra from the experiment are still over a much larger range of frequency compared
to the spectra obtained from the current LES. A Hann window was applied to each chunk
of the data and then a Fast Fourier Transform (FFT) was applied to each chunk of data.
The spectra shown are the mean of these three separately calculated FFTs. The spectra
from LES drop off faster beyond f H/U0 ∼ 5 because of the relatively large grid spacing
compared to a standard well-resolved LES. Reasonable quantitative agreement with the
experiment is obtained at lower frequencies f H/U0 < 0.1. The slope of the spectra from
LES is consistent with the isotropic range satisfying the −5/3 law over at least a decade
and a half of the logarithmic frequency scale for the u component and for at least a decade
of the frequency range for the w component. The spectra are over-predicted by the LES
probably because of the numerical noise due to discretization error and resolved turbulence
at the smallest grid unit. It is to be noted that a distinct peak is obtained at f H/U0 ∼ 0.42,
especially in the spectrum for the w fluctuations in Fig. 21(b). This is probably due to the
obtained peak in the spectra for the precursor simulation in Fig. 7 at y+∼ 1500 which was
attributed to the imposed streamwise periodicity in a short streamwise domain used for
the precursor simulation. Therefore, some effect of the time-periodicity of inlet turbulence
is retained much further downstream emphasizing the importance of the inlet turbulence
generation method.

3.4 Upstream-side flow

The URANS predictions are erroneous in the lee-side separation, recirculation and reat-
tached flow undergoing recovery, especially close to the symmetry plane. How about
URANS predictions in the upstream side of the hill? To gauge performance of URANS
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Fig. 22. Profiles of the scaled time-mean (a)–(d) streamwise (< u > /U0) and (e)–(h) spanwise
(< w > /U0) velocities at x/H =−2 in the y–direction from current URANS (dashed line)
compared with the current LES (dotted line). From top to bottom the spanwise locations are
z/H = 0,1,2,3.

in the upstream side of the hill, mean streamwise and spanwise velocity profiles in the y–
direction have been plotted at three chosen streamwise stations in Figs. 22–24. The three
chosen streamwise stations are x/H = −2 (right at the foot of the hill periphery), -1 (half
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way down the hill in the streamwise direction) and 0 (at hill crest). In each figure, pro-
files have been shown at spanwise stations z/H = 0, 1, 2 and 3 in frames (a)–(d) for the
< u >–component, and in frames (e)–(h) for the < w >–component, respectively. Close to
the symmetry plane, URANS only very slightly under-predicts the < u > profiles in all of
these plots. The LES profiles are fuller close to the wall indicating more turbulent activity.
At the hill crest in Fig. 24(a), < u > overshoots the free-stream velocity very close to the
wall due to significant flow acceleration. Here too, w.r.t. the LES, URANS under-predicts
the peak velocity by ∼ 8%. Despite such discrepancies, overall, the URANS predictions
are in good agreement with LES for the < u > profiles.

However, discrepancy in predictions is more pronounced for the < w > profiles. In
the profiles shown in the cross-stream plane at the foot of the hill (x/H = −2), expect-
edly, mean spanwise flow is outward, i.e., away from the hill symmetry plane. Again, the
URANS under-predicts the < w > profiles compared to the LES. In the profiles shown in
the x/H =−1 plane in Fig. 23, mean spanwise motion is also outward, which is maximum
at z/H = 1 because, the flow experiences the expanding extent of the hill at this stream-
wise location. This results in more fluid being ejected outward from close to the symmetry
plane. Interestingly, the mean spanwise flow very close to the wall is towards the sym-
metry plane at x/H = 0 as per the LES predictions. In contrast, in Figs. 24(e) and 24( f ),
URANS predicts a mean outward flow. This is indeed evident from the streamlines shown
from the skin-friction coefficients for LES and URANS predictions in Fig. 14. The mean
streak-lines in those plots are towards the hill crest for the LES and away from the hill crest
for the URANS. This indicates that the spanwise pressure gradient obtained in the URANS
calculation is inaccurately leading to significant discrepancy. Farther away from the sym-
metry plane, in the flat region for example (at z/H = 2 and 3), the predicted direction of
mean spanwise motion is same for both LES and RANS. But the URANS predicts a lower
peak velocity close to the wall at these stations.

In applied wind engineering of flow over complex topographies, the Topographic Speed-
up Factor (T SF) at a chosen distance from the wall is defined as the ratio of the mean
streamwise velocity at a chosen streamwise station on the hill to the mean streamwise ve-
locity in absence of the hill. T SF at the crest of the hill has been plotted as a function of the
wall-normal distance (y/H) in Fig. 25. Close to the wall T SF is large. At y/H = 0.0005,
LES predicts the T SF ∼ 5.85. This large value is due to the flow acceleration very close to
the wall in the upstream section of the hill. For the URANS simulation, at this wall-normal
height T SF ∼ 4.75. URANS underpredicts the T SF at all wall-normal locations. For ex-
ample, at y/H = 0.002 (y/H = 0.02), T SF predicted by URANS and LES are∼ 2.55 (2.18)
and ∼ 3.67 (2.41), respectively. Farther away from the wall, for y/H > 0.5, the difference
between predictions is small.
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Fig. 23. Profiles of the scaled time-mean (a)–(d) streamwise (< u > /U0) and (e)–(h) spanwise
(< w > /U0) velocities at x/H =−1 in the y–direction from current URANS (dashed line)
compared with the current LES (dotted line). From top to bottom the spanwise locations are
z/H = 0,1,2,3.

4. Conclusion

A couple of LES and an URANS simulations have been performed to study the separational
flow behind a smooth-wall axisymmetric hill and the results are extensively compared with
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Fig. 24. Profiles of the scaled time-mean (a)–(d) streamwise (< u > /U0) and (e)–(h) spanwise
(< w > /U0) velocities at x/H = 0 in the y–direction from current URANS (dashed line) compared
with the current LES (dotted line). From top to bottom the spanwise locations are z/H = 0,1,2,3.

experiments of the same flow reported in [4, 7]. The Reynolds number w.r.t. hill height is
ReH = 130,000. For the LES, the dynamic Smagorinsky model [17] was used to model the
SGS turbulent stresses which is widely used for separational flow calculations. To match
the experimental conditions at the inflow of the main LES simulation domain with the
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Fig. 25. Topographic Speed-up Factor (TSF) at the crest of the hill plotted as a function of
wall-normal distance (y/H) from current URANS (dashed line) compared with the current LES
(solid line).

hill geometry, a separate precursor LES was performed. In this precursor LES, the mean
velocity profile reported in the experiments was forced by including a forcing term on the
RHS of the Navier-Stokes equations that varies in time and in the cross-stream planes. In
the process, the precursor forcing techniques used to match experimental mean velocity
and turbulent kinetic energy profiles [18] and the dynamic Smagorinsky SGS model have
been implemented for the OpenFOAM wind engineering software, windOF. The spectra
computed for the turbulent flow obtained from the precursor LES shows an extended region
satisfying the isotropic −5/3–law at small scales.

The efficacy of the main LES was measured by calculating a total eddy viscosity based
on the Reynolds stresses computed from the LES. Comparison of the mean SGS eddy vis-
cosity with the total eddy viscosity shown in Fig. 10 demonstrates that the maximum SGS
eddy-viscosity is only ∼ 1.5% of the total eddy viscosity indicating the contribution of
the SGS eddy viscosity towards the computed Reynolds stresses is negligible which im-
plies that the LES is accurate. In the process of validating the results with the experimental
results, several flow parameters have been studied. Cp distribution showed very good agree-
ment with the experiment and other high-resolution LES (see Figs. 12 and 13). The flow
topology was investigated by plotting the mean streak-lines at various wall-parallel planes
in Figs. 14 and 15. These figures depict the mean separation dynamics in great detail. In
total five nodes and five saddle points were obtained from our LES which is in contra-
diction with the flow topology reported in [14] who reported presence of four nodes and
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saddle points. The discrepancy is reflected in a thinner recirculation region predicted in
the midspan plane as shown in Fig. 16. The separated region is highly intermittent and
sensitive to almost all the flow attributes, such as, the incoming turbulence, boundary con-
dition imposed at the top wall, grid resolution and stretching, etc. Such sensitivity makes it
extremely difficult to predict the separated flow in the lee-side of the hill correctly. Further
investigations were carried out for the recovering flow by plotting the mean streamwise vor-
ticity at several lee-side cross-stream planes in Fig. 18. It was found that the vorticity in this
region is dominated by the vorticity from the separated shear layer and the boundary-layer
vorticity upstream of separation. Wallnormal profiles of first and second order statistics
plotted in Figs. 20 and 21 from the main LES showed very good agreement with experi-
mental results.

Widely used k–ω SST turbulence model was used for the URANS simulation. The
results are in good agreement with another URANS calculation with the same model of the
same flow by other researchers [19]. However, significant discrepancies, both qualtitative
and quantitative are obtained in the separation region. The flow topology predicted by
the URANS in the bottom frame of Fig. 14 is very different from the one obtained from
LES. Furthermore, the predicted recirculation zone is very thick and unphysical (see the
bottom frame of Fig. 16). Flow statistics presented for the URANS calculation in the
recovery region also shows significant quantitative discrepancies with the experiment. For
example, URANS predictions for the direction of the mean spanwise flow is erroneous in
the region right behind the hill in Figs. 19( f )–19(h). Farther away from the midspan plane,
URANS predictions improve. The mean streamwise and spanwise flow profiles obtained
from URANS and LES were compared in Figs. 22–24 at three cross-stream planes in the
upstream portion of the hill where the flow accelerates. URANS slightly underpredicts
the mean streamwise profiles in this region. However, the most notable discrepancy was
the mean spanwise flow towards the midspan plane very close to the wall predicted by the
LES at x/H = 0 in Fig. 24, while a mean outward spanwise flow away from the hill was
predicted by URANS. Finally, Topographic Speed-up Factor (T SF) plotted against wall-
normal distance (y/H) in Fig. 25 at the crest of the hill indicates large flow acceleration
close to the wall w.r.t. the flow in absence of the hill. URANS underpredicts T SF compared
to the LES at all wall-normal stations. Farther away from the wall, for y/H > 0.5, T SF
predicted by LES and URANS show very little difference.

Present study of a thin boundary layer flow over an axisymmetric hill (boundary-layer
thickness is only half of the hill height; geophysical equivalence would be a flow over a
high mountain) has two implications from an engineering point of view. Firstly, URANS
predicts the upstream-side flow reasonably well providing quicker solution using much
less computational resources compared to an LES. Although URANS underpredicts the
mean quantities (e.g., T SF predicted by URANS is at least 20% lower close to the wall),
it may be useful for a qualitative measure of the approach flow. Secondly, for an accurate
prediction of flow characteristics in the lee-side of the hill, well-resolved LES is necessary.
The separation dynamics in this complex flow over a 3-D continuous wall is extremely
sensitive to the CFD method resolving the flow dynamics accurately; which in turn, affects
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the accuracy of the solution in the separation, reattachment and recovery regions of the
flow.
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