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Abstract 

The burning velocity of mixtures of refrigerant R-32 (CH2F2) with air over a range of 
equivalence ratios are studied via spherically expanding flames (SEFs) in a large, optically 
accessible spherical chamber at constant pressure.  Shadowgraph images from a high-speed 
video camera are analysed to yield flame radius as a function of time.  Data reduction 
techniques are explored and direct numerical simulations of the flames are performed with the 
FlameMaster code, using detailed kinetics. The flame radius as a function of time is accurately 
predicted by the simulations.  Flame stretch and thermal radiation (using an optically thin 
model) occur simultaneously and make extraction of the unstretched burning velocity from the 
experimental data difficult.  For these low burning velocity flames, the numerical simulations 
show that stretch and radiation effects are particularly important, and different data reduction 
schemes can have large effects on the inferred burning velocity. 

Key words 

Burning Velocity, Flame Stretch, Laminar Flame Speed, Radiation, Refrigerant Flammability, 
R-32. 
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 Introduction 

Vapor-compression refrigeration and space conditioning devices are widely used. As a result 
of the Montreal Protocol [1], many of the high ozone-depletion potential (ODP) working fluids, 
e.g. the chlorofluorocarbons (CFC), have been largely phased out. Their replacements, the 
hydrofluorocarbons (HFC), have zero ODP, but like their predecessors, have a large global 
warming potential (GWP). The contribution of the HFCs to the total radiative forcing of the 
earth is projected to be large, estimated to be about 20% of the total increase in radiative forcing 
from CO2 between 2012 and 2050 [2]. Alternatives exist but have not been adopted largely 
because of the absence of codes and standards for their safe use. Unfortunately, some of the 
approaches adopted to make these compounds more reactive in troposphere, such as using 
unsaturated hydrofluorocarbons (alkenes) and increasing the hydrogen substitution, also makes 
them more flammable. Hence, flammability is an additional parameter that the Heating, 
Ventilation, Air-Conditioning, and Refrigeration (HVAC&R) industry must consider when 
selecting working fluids (beyond the presently considered thermodynamic, fluid dynamic, heat 
transfer, GWP, and toxicological properties). To facilitate their safe use, it is essential that 
industry have data on their combustion properties as well as a test metric to rank their 
flammability and predict their full-scale behavior. 

The unstretched laminar burning velocity Su0 is a useful metric for flammability.  It is a 
fundamental combustion parameter containing information related to the mixture’s heat 
release, reactivity, and transport properties, and is used as a scaling parameter for turbulent 
flame speed [3] and to simulate full-scale explosions [4, 5].  The laminar burning velocity is 
correlated with lean flame extinction, minimum ignition energy, and flame quenching 
diameter.  Moreover, it is the subject of developing international codes and standards for 
refrigerant flammability [6, 7].  

The refrigerant difluoromethane (R-32, CH2F2) is selected for the present study.  It is 
flammable and has an intermediate GWP100 value for a refrigerant, 677 [8] as compared to 
1924 for R-410A and < 1 for R-1234yf [9]. It is widely used, both as a pure compound in Asia 
and as component of blends in other countries. R-32 has an intermediate burning velocity 
relative to other refrigerants, with the currently adopted peak value of Su0 = 6.7 cm/s at standard 
conditions. Since its burning velocity is used both as a calibration metric for existing 
flammability standards [6], and for kinetic mechanism development [10], accurate values of 
its burning velocity are very important.   

Difluoromethane in premixed flames has been studied previously both as a pure fuel and as a 
flame inhibitor added to hydrocarbon-air flames. For premixed CH4-Air flames with added 
CH2F2, Linteris and Truett [11] measured (via a nozzle burner) and predicted (via 1-D, planar, 
adiabatic simulations with the Sandia PREMIX code) the burning velocity reduction caused 
by the addition of CH2F2 and analyzed the effects of CH2F2 on the reaction pathways and 
radical consumption. For flames of pure CH2F2 as fuel, Takizawa et. al. [12, 13], Moghaddas 
et al. [14], Burrell et al. [15], and Burgess et al. [16] used the constant volume combustion 
method to deduce the burning velocity from the pressure rise, with experiments in both normal 
gravity [12] and microgravity [13].  Takizawa et al. [13] also used the constant pressure 
method, employing a 3.9 L cylindrical chamber with Schlieren imaging to deduce the flame 
speed from the outward propagation speed of the horizontal edges of the flame. Tests were 
additionally conducted using a 2.9 L cylindrical chamber from which both the pressure rise 
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and Schlieren image were needed to obtain the burning velocity [12] (due to the slight pressure 
rise).  Jabbour and Clodic [17, 18], Papas et al. [19] and Takizawa et al. [20] used a 4 cm inner 
diameter vertical tube (closed at the top) and measured the upward flame propagation rate (and 
its area) to deduce the burning velocity.  

Calculations for premixed flames of CH2F2/O2/N2 mixtures have been performed, mostly for 
one-dimensional, planar, adiabatic conditions. Papas et al. [19] compared predicted burning 
velocities with vertical tube measurements of their own and of Jabbour [17], as well as with 
constant volume method measurements of Takizawa et al. [21]. Their simulations were 
performed using the kinetic mechanism originally developed at NIST for HFC flame inhibition 
of hydrocarbon-air flames [22, 23], as well as using modified NIST HFC mechanisms with 
key rates adjusted to match their experimental data. Linteris et al. [24] performed simulations 
for various C1 and C2 HFCs, including CH2F2, using a slightly updated NIST HFC flame 
inhibition mechanism.   

In all of the above work, the simulations did not include the effects of stretch and radiation, 
which have typically been found to be important for slow burning flames [25]. Recently, 
Burrell et al. [16] and Burgess et al. [10] have presented new experimental data for 
CH2F2/O2/N2 mixtures, for a range of oxygen mole fraction and equivalence ratios ϕ, in 
constant volume experiments in which the effects of optically-thin thermal radiation have been 
included in the data reduction [26]. The 1-D, planar, adiabatic simulations in this work were 
performed using a newly developed detailed kinetic model for R-32 combustion based on the 
experimental burning velocity data. Recently, Hegetschweiler et al. [27] have reported 
experiments and simulations for outwardly propagating spherical flames of R-32 with air, 
modeled the experiments with a time-dependent, 1-D spherical flame model employing 
detailed chemistry, and described the role of stretch and radiation for those experiments.  The 
present work expands upon the earlier work [27], presenting data for more values of the fuel-
air equivalence ratio ϕ, and providing more detailed description of the analyses.   

As described above, various methods have been employed for measuring the burning velocity 
of R-32/air flames.  The present work employs an outwardly propagating spherical flame 
experiment in a large spherical chamber, so that burning velocity as a function of flame radius 
at nearly constant pressure is obtained, elucidating the effects of stretch, with minimal effects 
from confinement. Data are obtained over a range of equivalence ratio and flame radius. The 
experiments are modeled with a direct numerical simulations (DNS) employing a detailed 
kinetic model developed previously [10], and the results are compared with the experiments 
and then used to understand the role of flame stretch and radiation.  

The present work is important because industry is using the method of constant pressure, 
outwardly propagating flames with optical imaging for measuring the burning velocity of 
refrigerant-air flames with very low burning velocities, and papers have appeared in the 
literature describing measurements as low as 1.5 cm/s (e.g. R-1234yf/air flames, [28, 29]).  
Consequently, additional insight into the role of stretch and radiation heat losses for 
refrigerant-air flames is important. While buoyancy is known to be important for refrigerant-
air flames with low burning velocity [28, 30, 31], the present work is limited to conditions at 
which buoyant distortion is relatively minor.  The role of buoyancy in slow-burning flames is 
being addressed in companion work in which 2-D, time-dependent direct numerical 
simulations are being performed while allowing for buoyant distortion of the flames [32]. 
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 Experiment 

2.1. Apparatus and Procedure 
 
The experimental arrangement is the same as that used previously [27, 33, 34] and is outlined 
briefly here for convenience.  The system employs a visually accessible 30 L spherical 
chamber and z-type shadowgraph system for high-speed video recording of the outwardly 
propagating spherical flames. It is based on the design by Faeth and coworkers [35-38] and 
Takizawa et al. [12]. Mixtures are prepared in the chamber via the partial pressure method, 
circulated for 3 min (using a stainless-steel bellows pump) to ensure complete mixing, then 
given 10 min to settle. The sample reactants are CH2F2 (Honeywell, Genetron 32, 99.9% 
purity) and house compressed air that has been filtered and dried, so that the relative humidity 
is typically less than 2 % [39].  To initiate combustion, a capacitive discharge system generates 
a controlled spark with variable energy (in the range of 0.05 mJ to 500 mJ) at the center of the 
chamber. For each test, the ignition energy is gradually increased until ignition occurs, 
ensuring that the supplied energy is within an order of magnitude of the minimum ignition 
energy. 

A high-speed camera (1500-2500 frames/s) and shadowgraph system provide images of the 
spherical flame propagation. Custom-developed image analysis software tracks the flame edge 
at four positions (typically left/right/up/down) and determines the curvature of the flame front 
at two of the locations, typically the left and right sides since these are least distorted by 
buoyancy. More details about the flame front radius extraction is given in section 4.2.1. 

The experimental system was validated in a previous work  for CH4- and C3H8-air mixtures 
[33]. Data reduction and zero stretch extrapolations were similar to those in the present work; 
however, different flame radius ranges of data were used for zero stretch extrapolation in the 
previous work, and radiation effects were neglected.  Pagliaro et al. [33] described an 
uncertainty estimation for the experimental determination of the burning velocity for the same 
apparatus. The maximum uncertainty (95 % confidence interval) in the unburned laminar 
flame speed Su0 reported is 13% for methane and propane. However, measurement uncertainty 
is not the only cause of inaccuracies: buoyancy, radiation, and non-linear stretch effects can 
cause the inferred value of Su0 to differ from that of an idealized configuration, and this may 
vary with reactants. In the present case with CH2F2 as a reactant, those effects have a larger 
influence on the burning velocity as described below and larger uncertainties are expected. 

 
 DNS Simulations 

3.1. Description 
 
The flames are simulated with the open-source code FlameMaster [40] which can describe 
various 0-D (e.g., plug flow and stirred reactors) and 1-D flame configurations. FlameMaster 
solves the mass-, momentum-, energy-, and species conservation equations and assumes ideal 
gas behavior. In our case the equations are solved in a spherical coordinate system and 
spherical symmetry is assumed such that all quantities depend on radius and time only. To 
calculate the species diffusion velocities the Curtiss-Hirschfelder approximation is used with 
mixture-averaged diffusion coefficients. Kinetic, thermal, and transport properties are 



 
 

4 

This publication is available free of charge from
: https://doi.org/10.6028/N

IST.TN
.2100 

 

calculated from CHEMKIN-like input. All terms are discretized by upwind- or central 
differencing schemes, which are of first order in non-uniform grids, and a Newton scheme is 
applied to advance in time.  The computational domain spans the radius range 0 cm < r < 
11.43 cm. Zero gradient outflow conditions and a fixed dynamic pressure are applied at 
r = 11.43cm. At r = 0, symmetry is enforced (no flow). A calculation is initialized by a hot 
kernel in chemical equilibrium with a radius of 0.5 cm using a hyperbolic tangent flame profile 
A dynamic grid refinement algorithm redistributes the grid points such that gradients are 
properly resolved. A grid convergence study showed that a total of 1500 grid points is sufficient 
and is leading to at least 100 grid points in the flame profile.  The time is advanced by an 
implicit scheme and typically results in 10-5 to 10-6 seconds time step sizes. The FlameMaster 
code is well-validated and widely used for hydrocarbon flames [41].  Nonetheless, since the 
fuel and kinetic mechanism are new, a validation study is presented in the next section. 

 
3.2. Code Validation 
 
To obtain the laminar unstretched flame velocity 𝑆𝑆𝐿𝐿,𝑢𝑢

0  with respect to the unburned mixture, the 
conditions of planar, 1-D, adiabatic flames are typically used. Hence as a first step, the present 
simulations with FlameMaster are compared with those of Cantera [42] at the same conditions. 
Radiation and Soret effects are not considered for this validation and the species transport is 
modeled with mixture averaged species diffusion. Automatic grid refinement algorithms are 
applied in both codes and it was verified that the calculated burning velocities are grid-
converged (303 overall grid points in FlameMaster and from 150 to 250 grid points, depending 
on 𝜙𝜙, in Cantera and at least 100 points in the flame profile in both codes). The mass, 
momentum, species mass fraction, and energy conservation equations are solved until steady 
state is reached. The inflow composition is R-32 (CH2F2) mixed with dry air (𝑋𝑋𝑂𝑂2 = 0.21, 
𝑋𝑋𝑁𝑁2 = 0.79, T=298 K, P=101.33 kPa). Fig. 1. shows the calculated 𝑆𝑆𝐿𝐿,𝑢𝑢

0  as a function of 
equivalence ratio. As indicated, the agreement is within 3 %. 

 
Fig. 1. Calculated laminar, unstretched flame speeds with respect to the unburned mixture by 
Cantera and FlameMaster (R-32/Air at 101 kPa and 298 K). 
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3.3. Code Implementation and Data Reduction for 1-D Spherical Flames 
 
3.3.1. Introduction 
 
As a first step to test the consistency of FlameMaster for R-32/air flames, the 1-D planar 
simulations described above are compared to the unstretched burning velocity obtained from 
extrapolations of stretched flames to stretched-free conditions. Obtaining unstretched burning 
velocities from a spherical flame has been well studied; however, it is much more challenging 
for slow burning flames in which both radiation and flame stretch are important. For the present 
consistency illustration, however, we assume adiabatic conditions (no radiation). Moreover, in 
the computations (as opposed to experiments) the flame can be allowed to grow to much larger 
radii so that flames of low stretch rates are obtained and the zero-stretch extrapolation has 
smaller uncertainties.  The methods of defining the flame location, the extrapolation to zero 
stretch, and correction for flame contraction due to radiation are described below. 

 
3.3.2. Flame Location 
 
The extraction of the flame front location (flame trace 𝑅𝑅𝑓𝑓(𝑡𝑡)) can be done in different ways  
[43]; 1) following an isothermal surface on the flame temperature profile, 2) following a iso-
level of a flame progress variable (e.g. a temperature progress variable 𝐶𝐶𝑇𝑇 = (𝑇𝑇 − 𝑇𝑇𝑢𝑢)/(𝑇𝑇𝑏𝑏 −
𝑇𝑇𝑢𝑢)), or 3) using the peak value location of the fuel consumption rate. Methods 1) and 2) are 
similar in the case of constant pressure spherical flames since 𝑇𝑇𝑏𝑏 and 𝑇𝑇𝑢𝑢 are constant in time. 
The iso-level approaches are problematic in that the profile shape changes over time and 
consequently different flame velocities are obtained depending on the value of the chosen iso-
level. It is advantageous to use the peak fuel consumption rate method; however, finding the 
peak location of a discrete profile with a narrow but most likely poorly resolved peak leads to 
a noisy flame trace. Therefore, we suggest an alternative method which is simple and features 
a stable algorithm. The idea is to replace the real flame profile by a step function with constant 
values in the burned and the unburned regions (i.e., assuming an infinitely thin flame sheet). 
The flame radius is then calculated by a simple mass balance and reads as 

 

𝑅𝑅𝑓𝑓 = �
3∫ 𝑌𝑌𝑓𝑓(𝑟𝑟)ρ(𝑟𝑟)𝑟𝑟2𝑑𝑑𝑑𝑑𝑅𝑅

0 − 𝑌𝑌𝑓𝑓,𝑢𝑢ρ𝑢𝑢𝑅𝑅3

𝑌𝑌𝑓𝑓,𝑏𝑏ρ𝑏𝑏 − 𝑌𝑌𝑓𝑓,𝑢𝑢ρ𝑢𝑢

3
(1) 

 
where 𝑌𝑌𝑓𝑓 is the chosen representative quantity (e.g. fuel mass fraction), 𝜌𝜌 the fluid density, R 
the outer radius of the spherical domain, Rf is the flame front radius, and subscripts u and b 
indicate states in the unburned and burned region, respectively.  All four extraction methods 
were applied to various R-32/Air flame calculation results and no large differences were 
observed. This illustrates that the presented integral method is very similar to following the 
cold tail of the flame (i.e., via tracking a low isotherm, or a low value of an iso-progress 
variable). Figure 2 depicts the extracted flame front radii in 𝑅𝑅𝑓𝑓(𝑡𝑡) and 𝑆𝑆𝑏𝑏(𝜅𝜅) space. 
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Fig. 2. Flame front evolution traces in flame radius - time (left) and in burning velocity - stretch 
rate space (right) for an R-32/Air flame, for an equivalence ratio of 1.08 and for different flame 
location extraction methods. 

 
3.3.3. Stretch Correction 
 
The stretch rate is defined as the relative rate of change of a flame (fluid) surface element and 
includes, in the case of spherically shaped flames, the effects of fluid strain and curvature. It 
can be written as 

    

Κ =
1

𝐴𝐴(𝑡𝑡)
d𝐴𝐴(𝑡𝑡)

d𝑡𝑡
=

2
𝑅𝑅𝑓𝑓(𝑡𝑡)

d𝑅𝑅𝑓𝑓(𝑡𝑡)
d𝑡𝑡

(2) 

 
where 𝐴𝐴 is the time dependent area of a surface element and 𝑅𝑅𝑓𝑓 is the flame radius [44]. Stretch 
has a considerable influence on the flame behavior and depending on the species Lewis 
numbers (ratio of thermal and mass diffusion) it can increase or decrease the flame velocity. A 
relationship between flame speed and stretch rate was first proposed by Markstein [45] 

   
      

𝑆𝑆𝑏𝑏 = 𝑆𝑆𝑏𝑏0 − 𝐿𝐿𝑏𝑏𝜅𝜅, (3) 

 
in which 𝑆𝑆𝑏𝑏 is the stretched laminar flame speed with respect to the burned mixture, 𝑆𝑆𝑏𝑏0 is the 
corresponding unstretched value and 𝐿𝐿𝑏𝑏is the burned Markstein length. Note while the laminar 
burning velocity is usually denoted by 𝑆𝑆𝐿𝐿,𝑏𝑏

0 , we use the notation 𝑆𝑆𝑏𝑏0 for the zero stretch laminar 
flame speed since only laminar flows are considered in this work.  Initially this equation was 
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derived heuristically and later confirmed by asymptotic analysis from first principals under the 
assumption of weakly stretched flames [46]. It claims a linear dependency of the flame velocity 
on the stretch rate. A more general model was devised by Kelley et. al. [47] using large 
activation energy asymptotic and has the form 

 

�
𝑆𝑆𝑏𝑏
𝑆𝑆𝑏𝑏0
�
2

ln�
𝑆𝑆𝑏𝑏
𝑆𝑆𝑏𝑏0
�
2

=
2𝐿𝐿𝑏𝑏
𝑆𝑆𝑏𝑏0

𝑑𝑑𝑆𝑆𝑏𝑏
𝑑𝑑𝑅𝑅𝑓𝑓

−
2𝐿𝐿𝑏𝑏𝜅𝜅
𝑆𝑆𝑏𝑏0

. (4) 

 
This model was derived under fewer constraints and is valid for positive and negative Lewis 
numbers, for mixtures of varying stoichiometry, and large stretch rates. This equation is 
numerically unstable and can lead to non-physical solutions. Kelley et. al. provide a more 
workable form by expanding Eq. (4) in 1/𝑅𝑅𝑓𝑓 and subsequent time integration, leading to an 
equation in flame radius and time space. The same can be done for the linear Eq. (3) and the 
two corresponding relations become 

 
𝑅𝑅𝑓𝑓 + 2𝐿𝐿𝑏𝑏 ln𝑅𝑅𝑓𝑓 = 𝑡𝑡𝑆𝑆𝑏𝑏0 + 𝐶𝐶 (5) 

 
and 

Rf + 2Lb ln(Rf) − 4
Lb2

Rf
−

8
3
𝐿𝐿𝑏𝑏3

𝑅𝑅𝑓𝑓2
= 𝑡𝑡𝑆𝑆𝑏𝑏0 + 𝐶𝐶. (6) 

 
 

Equation (5) corresponds to the linear Eq. (3) and Eq. (6) corresponds to the non-linear Eq. (4). 
These equations can be directly used to fit experimental or calculated 𝑅𝑅𝑓𝑓 − 𝑡𝑡 flame traces. The 
unstretched burning velocity 𝑆𝑆𝑏𝑏0, the Markstein length 𝐿𝐿𝑏𝑏, and 𝐶𝐶 are fitting parameters and are 
directly obtained by the fitting process; 𝐶𝐶 is an integration constant satisfying the initial 
conditions. 

 
3.3.4. Comparisons of Spherical and 1-D Planar Flames 
 
Fig. 3 shows the comparison between flame velocities of planar and spherical calculations, 
both adiabatic. The maximum deviations occur for higher equivalence ratio but are limited to 
approximately a 4 % relative difference. As mentioned earlier, theoretically the spherical 
calculation could run much longer such that zero stretch is approached and the uncertainty 
would go to zero. Therefore, those 4% error is only valid in this specific case where the largest 
flame radius was approximately 10 cm, note that the results of both linear and non-linear 
extrapolations are presented and give results very close to each other for this case. 
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Fig. 3. Comparison of laminar flame speeds (with respect to the burned gas) of one-
dimensional planar (stationary, un-stretched) and spherical FlameMaster (unsteady, stretched) 
calculations. To obtain the zero stretch flame speeds of the spherical calculations linear and 
non-linear extrapolation for data between radius 1.5 cm and 10 cm are applied. 

 
3.3.5. Radiation: Burned Gas Velocity Correction 
 
Radiation has two important effects on spherically expanding flames, direct (1st order effect) 
and indirect (2nd order effect). In the direct effect, the hot reaction zone loses energy to the 
colder surroundings, slowing the chemical reactions and leading to lower burning velocities. 
The 2nd order effect is due to a continuous cooling of the burned gas behind the flame front, 
leading to a contraction of the burned gases. This induced contraction velocity invalidates the 
assumption of quiescent fluid in the burned region. The 1st order influence is included in the 
raw data of the experiments or calculations (if a radiation model is applied); however, the 
indirect effect due to burned gas contraction must be accounted for during the post-processing. 
For fast flames, the assumption of quiescence burned gas is justified (since the contraction 
velocity is slow relative to the flame propagation rate), but for the present slow burning R-
32/air flames, a possible large error on the resulting burning velocity is introduced. For near-
limit lean methane-air flames, which have similar flame speeds as the R-32/Air flames, Chen 
[48] and Yu et al. [49], provide a detailed description of the effect.  The correct definition of 
the burning velocity in this case is 
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𝑆𝑆𝑏𝑏 =
d𝑅𝑅𝑓𝑓
d𝑡𝑡

− 𝑢𝑢𝑏𝑏 (7) 

 
where 𝑢𝑢𝑏𝑏 is the burned gas velocity. In constant pressure experiments, only 𝑅𝑅𝑓𝑓(𝑡𝑡) (in the 
laboratory reference frame) is available from the flame images. In calculations however,  both 
𝑅𝑅𝑓𝑓 and  𝑢𝑢𝑏𝑏 are available such that Eq. (7) can be applied directly to obtain the stretched burning 
velocity. A problem arises, however, when extrapolations to zero stretch are desired. As 
described previously, for numerical reasons it is advantageous to use the fitting equations 
directly for 𝑅𝑅𝑓𝑓 − 𝑡𝑡 space (Eqs. (5) and (6)), not the equations in 𝑆𝑆𝑏𝑏 − 𝜅𝜅 space. Therefore, we 
propose a burned gas velocity correction which can be directly applied to the extracted flame 
trace 𝑅𝑅𝑓𝑓(𝑡𝑡) obtained from the simulations. If we denote the observed flame radius as 𝑅𝑅𝑓𝑓,𝑜𝑜𝑜𝑜𝑜𝑜 
and the corrected as 𝑅𝑅𝑓𝑓,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, Eq. (7) can be written as 

 
dRf,corr(t)

dt
=

dRf,obs(t)
dt(t) − ub(t). (8) 

 
 

Integrating over time from 0 to an arbitrary time t, the corrected flame radius trace becomes 

 

Rf,corr(t) = Rf,obs(t) −� ub(t′)d𝑡𝑡′
t

0
. (9) 

 
The corrected flame trace 𝑅𝑅𝑓𝑓,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) can now be used in Eqs. (5) and (6). Furthermore, the 
corrected stretched flame speed 𝑆𝑆𝑏𝑏 is simply 

 

𝑆𝑆𝑏𝑏,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =
d𝑅𝑅𝑓𝑓,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡)

d𝑡𝑡
. (10) 

 
The effect of the correction on the flame radius history is shown in Fig. 4. To distinguish 
between the different flame radii and flame velocities we introduce the following notation; 
𝑅𝑅𝑓𝑓,𝐴𝐴𝐴𝐴𝐴𝐴 for adiabatic quantities, 𝑅𝑅𝑓𝑓,𝑂𝑂𝑂𝑂𝑂𝑂𝑜𝑜𝑜𝑜𝑜𝑜 and 𝑅𝑅𝑓𝑓,𝑂𝑂𝑂𝑂𝑂𝑂𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 denote quantities  of calculations 
with the OTM radiation model without and with burned gas velocity correction, respectively. 
Note that for adiabatic cases, no distinction must be made between observed and corrected 
flame radius since the burned gas velocity is always zero. In Fig. 4, the corrected (dark blue 
line) flame front moves faster than the observed one ( orange line), since the burned gas 
velocity (i.e., contraction) is directed to the center of the flame and the flame speed is 
underestimated. Similarly, Fig. 5 shows the burning velocity with respect to the burned gases 
Sb (i.e., the slope of the curves in Fig. 4) using the same notation. The top curve (𝑆𝑆𝑏𝑏,𝐴𝐴𝐴𝐴𝐴𝐴, 
adiabatic) has the highest burning velocity, while the uncorrected (𝑆𝑆𝑏𝑏 = d𝑅𝑅𝑓𝑓,𝑜𝑜𝑜𝑜𝑜𝑜 d𝑡𝑡⁄ , 
observed) is the slowest. The curves in the middle of the figure show Sb after correcting for 
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the burned gas velocity. The difference between 𝑆𝑆𝑏𝑏,𝐴𝐴𝐴𝐴𝐴𝐴  and 𝑆𝑆𝑏𝑏,𝑂𝑂𝑂𝑂𝑂𝑂𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is the result of the 1st 
order radiation effect, whereas the difference between the observed and corrected curves 
(bottom and middle curves) results from the 2nd order effect. 
 

 
 

Fig. 4. Flame radius 𝑅𝑅𝑓𝑓(𝑡𝑡) from spherical flame calculation of R-32/Air mixtures, φ=1.08, with 
and without optically thin radiation (OTM); top curve: calculated 𝑅𝑅𝑓𝑓(𝑡𝑡) for adiabatic 
conditions, lower curve: observed flame front; middle curve: flame radius which would have 
occurred with no flame contraction (e.g., corrected via Eq. (9)). 
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Fig. 5. Burning velocity 𝑆𝑆𝑏𝑏 as a function of time. Top light blue curve: adiabatic; bottom orange 
curve: observed 𝑆𝑆𝑏𝑏 with OTM radiation; middle curves: corrected 𝑆𝑆𝑏𝑏, red broken line via 
(Eq. (7)), and dark blue line, (Eq. (10)). Note, the two latter curves must be exactly the same 
and both are shown only as confirmation. 

 
An error is introduced when an extrapolation fit equation (e.g. Eqs. (5) or (6)) is applied to the 
corrected 𝑅𝑅𝑓𝑓,𝑂𝑂𝑂𝑂𝑂𝑂𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) trace.  The implied stretch rate is nominally calculated by the corrected 
flame radius, but the physical correct stretch rate should be 𝜅𝜅 = 2 𝑅𝑅𝑓𝑓,𝑂𝑂𝑂𝑂𝑂𝑂𝑜𝑜𝑜𝑜𝑜𝑜 ∗ d𝑅𝑅𝑓𝑓,𝑂𝑂𝑂𝑂𝑂𝑂𝑜𝑜𝑜𝑜𝑜𝑜 d𝑡𝑡⁄⁄ , 
by using the observed flame trace. To quantify the resulting error in the zero-stretch burning 
velocity, the linear extrapolation Eq. (3) is applied to both traces, the observed and the 
corrected. Note, as mentioned above this can only be done for the linear extrapolation.  For  a 
range of 𝜙𝜙’s, Fig. 6 shows the relative errors of the extrapolated 𝑆𝑆𝑏𝑏0. The errors are negligible 
small, below 1%, for all 𝜙𝜙’s. 
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Fig. 6. Relative error in 𝑆𝑆𝑏𝑏0 when stretch 𝜅𝜅 is derived from the corrected flame trace 
𝑅𝑅𝑓𝑓,𝑂𝑂𝑂𝑂𝑂𝑂𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) instead of 𝑅𝑅𝑓𝑓,𝑂𝑂𝑂𝑂𝑂𝑂𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡). 

 
 Results 

The numerical simulations are used to generate synthetic radii vs. time data. These data are 
used for two purposes: 1) to compare with experimental 𝑅𝑅𝑓𝑓 vs 𝑡𝑡 data for model validation, and 
2) to explore the data analysis methods using data not affected by optical noise, domain 
limitations, buoyancy, and potential transition to cellular flame structure. Hence, the numerical 
𝑅𝑅𝑓𝑓 vs 𝑡𝑡 data are used to explore the influence of stretch, radiation, and maximum flame 
diameter (all of which are modeled by the simulations) on the data analysis. Following that, 
the same methods are applied to the experimental data. 

 
4.1. Calculated Flames 

  
4.1.1. Initial Conditions 
 
The temperature and pressure in the simulations are those of the experiments (101 kPa and 294 
K), as are the gas composition, for 𝜙𝜙 = 0.96, 1.08, 1.2, and 1.3.  The present experiments are 
limited in domain to about 3 cm diameter, the useful domain being determined by ignition 
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disturbances, confinement effects and restricted visual access.  The simulations, however, are 
carried out to larger radii, 10 cm, at which stretch effects are smaller and radiation effects 
larger.  The present simulations are initiated by a hot kernel at chemical equilibrium with a 
radius of 0.5 cm. To exclude ignition effects, data obtained for radii smaller than 𝑅𝑅𝑓𝑓 = 1 𝑐𝑐𝑐𝑐 
are excluded from the analysis.  In the following investigations, three different radius ranges 
are considered: 1) 1 𝑐𝑐𝑐𝑐 < 𝑅𝑅𝑓𝑓 < 3 𝑐𝑐𝑐𝑐, 2) 1 𝑐𝑐𝑐𝑐 < 𝑅𝑅𝑓𝑓 < 10 𝑐𝑐𝑐𝑐, and 3) 2 𝑐𝑐𝑐𝑐 < 𝑅𝑅𝑓𝑓 < 10 𝑐𝑐𝑐𝑐. 
The first is chosen because (as we will see later) this is about the data range available in 
experiments, the second represents the maximum range of data available from the simulations, 
and the third considers only larger radii for which stretch effects on the flame velocity become 
more linear. 

   

4.1.2. Zero Stretch Extrapolation 
 
For adiabatic conditions, Fig. 7 shows the burned gas velocity 𝑆𝑆𝑏𝑏 as a function of flame stretch 
κ; and each frame shows the results for one value of 𝜙𝜙 (0.96, 1.08, 1.2, and 1.3), corresponding 
to the conditions of the experimental runs. Each frame depicts raw traces from the simulations 
(symbols) and the linear and non-linear fitting lines (from post-processing the data as though 
it were obtained from experiments). The three dotted lines correspond to linear fits, and the 
three dashed lines to the non-linear fits.  Major observations are that the dependency of burning 
velocity on stretch rate is increasing with leaner mixtures, the functional dependency is closer 
to linear for richer mixtures and for lower stretch rates (for all equivalence ratios). As described 
in Kelley et al. [47], the linear extrapolation always results in larger extrapolated zero stretch 
values 𝑆𝑆𝑏𝑏0. If non-linear data are included, e.g. for 𝜙𝜙 = 0.96 or 1.08) and the smallest data 
range applied (range 1, red symbols and lines), the linear extrapolation results in large errors.  
In contrast, if the data are close to linear, both extrapolation methods give similar results. 
Ideally, to obtain the most reliable results, one would exclude all non-linear data before the 
extrapolation procedure is applied, however, as we will see later this is usually not possible 
when evaluating experimental data. 

Similar plots as in Fig. 8 are shown in Fig. 9 for simulations employing the OTM radiation 
model. Note, that in Fig. 9 the data are corrected for the burned gas velocity, i.e. 𝑆𝑆𝑏𝑏 =
𝑆𝑆𝑏𝑏,𝑂𝑂𝑂𝑂𝑂𝑂𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐. The same observations and conclusions can be made as for the adiabatic case. The 
flame traces have similar shapes and are just translated to lower burning velocities, which is 
the result of the 1st order radiation effect: the radiative energy loss from the reaction zone 
lowers the temperature in the reaction zone, reducing reaction rates. 
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Fig. 7. Raw simulation data (symbols), linear (dotted lines) and non-linear (dashed lines) zero 
stretch extrapolation for 𝜙𝜙 = 0.96, 1.08, 1.2, and 1.3 and for three different data ranges of 
spherical, adiabatic FlameMaster calculations. 
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Fig. 8. Raw simulation data (symbols), linear (dotted lines) and non-linear (dashed lines) zero 
stretch extrapolation for 𝜙𝜙 = 0.96, 1.08, 1.2, and 1.3 and for three different data ranges of 
spherical FlameMaster calculations with the OTM radiation model. The data are corrected for 
the non-quiescent burned gas velocity. 

 
A completely different picture emerges, as shown in Fig. 9 when using results of the OTM 
FlameMaster simulations without burned gas correction. Note that these results correspond to 
what one would observe in the experiments. For each frame in Fig. 9, as the radius increases, 
the effect of the burned gas velocity becomes larger; i.e. 𝑢𝑢𝑏𝑏 ∝ 𝑅𝑅𝑓𝑓. As described by Yu et al. 
[49] the burned gas velocity is proportional to the radius change of the burned sphere in time 
(𝑢𝑢𝑏𝑏 ∝ d𝑅𝑅𝑓𝑓 d𝑡𝑡⁄ ) and the radius change of a sphere is proportional to the ratio of the sphere 



 
 

16 

This publication is available free of charge from
: https://doi.org/10.6028/N

IST.TN
.2100 

 

volume over its surface. Hence, with OTM radiation, 𝑢𝑢𝑏𝑏 increases for small flame sizes 
approximately linearly with 𝑅𝑅𝑓𝑓 as the burned gases near the center of the flame cool down. For 
small flame radii, the results for corrected and uncorrected  𝑆𝑆𝑏𝑏 (e.g., 𝑆𝑆𝑏𝑏(𝜅𝜅) in Fig. 8 and Fig. 
9) are similar, because the burned gas velocity is low. At larger 𝑅𝑅𝑓𝑓, the deviation becomes 
apparent. This is the same behavior illustrated in Fig. 5 for 𝑆𝑆𝑏𝑏(𝑡𝑡). In Fig. 9, with decreasing 
stretch 𝜅𝜅,  𝑆𝑆𝑏𝑏 is not linearly increasing with 𝜅𝜅, but rather reaches a maximum and then 
decreases.  Interpretation and implications of these findings are discussed below in the context 
of the data reduction process of experiments; discussion here is included because the effect is 
very clear in the simulations (i.e., noise in experimental  𝑅𝑅𝑓𝑓(𝑡𝑡) data create significant scatter 
in the d𝑅𝑅𝑓𝑓(𝑡𝑡)/d𝑡𝑡 data). A major point from the present analyses is that attempting to obtain 
zero-stretch values of 𝑆𝑆𝑏𝑏 becomes problematic when radiation-induced flame contraction is 
occurring. Least square fitting algorithms often fail to converge, and if they do, they have very 
large uncertainties on the fit parameters (𝑆𝑆𝑏𝑏0, 𝐿𝐿𝑏𝑏, and 𝐶𝐶), which is not surprising since the 
underlying models upon which the linear and non-linear models are based do not include 
radiative heat losses. An important observation, however, is that even if only the small range 
of radii data are used, for which the  𝑆𝑆𝑏𝑏 vs 𝜅𝜅 curve fit converge, the value of the zero stretch 
extrapolation does not agree well with the value obtained when 𝑆𝑆𝑏𝑏 is corrected for 𝑢𝑢𝑏𝑏 (as in 
Fig. 9). 

As demonstrated above, the simulations show strong effects of stretch and radiation on the 
laminar burning velocity of R-32/air flames, with implications for the extrapolation to zero-
stretch and adiabatic conditions. Below, the data reduction methods and results of the 
experimental measurements are presented, and the analyses employed above are applied to the 
experimental data. 
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Fig. 9. Raw data (symbols), linear (dotted lines) and non-linear (dashed lines) zero stretch 
extrapolation for 𝜙𝜙 = 0.96, 1.08, 1.2, and 1.3 and for three different data ranges of spherical 
FlameMaster simulations with the OTM radiation model. The data are not corrected for the 
non-quiescent burned gas velocity. Note that some extrapolation lines are missing because the 
least-square fitting algorithm sometimes failed for the radiation-influenced data. 

 
4.2. Experimental Flames 
 
4.2.1. Image Analysis 
 
Fig. 10 and Fig. 11 show shadowgraph images of the time evolution of an R-32/Air flame for 
equivalence ratios of 1.08 and 0.96, respectively. Two large-scale characteristics can be noted: 



 
 

18 

This publication is available free of charge from
: https://doi.org/10.6028/N

IST.TN
.2100 

 

1) the flame is moving upwards, and 2) its shape deviates from spherical and becomes toroidal, 
as described by Berger et al. [31] . These features are more pronounced for low equivalence 
ratio flames (slower flame velocity). Note that the flame was ignited below the center point of 
the vessel (and that of the viewing windows) in order to allow more flame images in the circular 
field of view as the flame moves upwards due to buoyancy. 

 
 

Fig. 10. Shadowgraph pictures of an R-32/Air flame for increasing times and equivalence ratio 
of 1.08. 

 

 
 

Fig. 11. Shadowgraph pictures of an R-32/Air flame for equivalence ratio 0.96 and increasing 
time. 

 
To obtain flame velocities from such shadowgraph pictures, representative flame front radius 
traces of 𝑅𝑅𝑓𝑓(𝑡𝑡) have to be extracted. For flames with little buoyancy (i.e., fast flames), the 
images have circular cross sections, and any radius is accurate.  For slow, buoyant, flames, 
Pfahl et al. [50] suggested the use of half the horizontal distance 𝑑𝑑ℎ𝑜𝑜𝑜𝑜 between the right and 
left edges of the flame to represent the flame radius, i.e. 𝑅𝑅𝑓𝑓 = 𝑑𝑑ℎ𝑜𝑜𝑜𝑜/2. This approach is 
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assumed to reduce the influence of buoyancy, which greatly affects the progression of the top 
and bottom edges of the flame. This method is one of two approaches adopted in the present 
work and is referred to as the “edge” or 𝑑𝑑ℎ𝑜𝑜𝑜𝑜/2 method. Under the influence of buoyancy, 
however, a toroidal vortex forms, creating a dimple in the bottom, and pushing the bottom 
upward and the left and right edges outward, as discussed in recent 2D DNS modeling of low 
burning velocity flames [31]. Thus, the left and right edges would have a d𝑅𝑅𝑓𝑓/d𝑡𝑡 which is 
larger than that present in the absence of the vortex. To correct for the translation of the outer 
edges due to the vortex flow up the center of the bubble, we propose an analysis method based 
on finding the local curvature of the outer horizontal regions of the toroid, denoted by 𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐. 
Using a flame image from an R-32/air flame at a time from ignition of 60 ms, Fig. 12 illustrates 
this approach. The flame edge is found (red dots) based on the radial gradient of intensity 
change.  A circle fitting algorithm is applied to the left and right side of the flame within a 
wedge-shaped sector on each side, represented by the thin white lines.  The fitted circles are 
denoted by the blue and green circles, having centers indicated by the blue and green crosses. 
Note that the red cross is the initial center of the circular flame (ignition point), and the 
locations of the blue and green crosses illustrate the upward and outward translation of the 
horizontal flame edges.  The use of the radii of curvature of the fitted circles to represent the 
flame radius of the left and right edges gives a more accurate accounting of the d𝑅𝑅𝑓𝑓/d𝑡𝑡 for the 
purpose of finding the burned gas velocity 𝑆𝑆𝑏𝑏 from the flame image, partially accounting for 
the vortex-induced flow up the center of the toroid. In order to assess the two methods 
(𝑑𝑑ℎ𝑜𝑜𝑜𝑜/2 and 𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐), comparisons between experimental and FlameMaster-simulated data for 
𝑅𝑅𝑓𝑓(𝑡𝑡) and 𝑆𝑆𝑏𝑏(𝜅𝜅)are considered. 

 
Note that since the flattened flame resembles a toroid, it has three radii: that of the local 
curvature of the left and right side (𝑅𝑅𝐿𝐿 and 𝑅𝑅𝑅𝑅) and that based on half the horizontal extent 
𝑑𝑑ℎ𝑜𝑜𝑜𝑜/2. Thus, the local curvature C is (for the right side) 

 

𝐶𝐶𝑅𝑅 =
1
𝑅𝑅𝑅𝑅

+
1

𝑑𝑑ℎ𝑜𝑜𝑜𝑜/2
(12) 

 
and the local stretch for the right side κ𝑅𝑅 is estimated as 

 
  

κ𝑅𝑅 = 𝐶𝐶𝑅𝑅
d𝑅𝑅𝑅𝑅(𝑡𝑡)

d𝑡𝑡
(13) 
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Fig. 12. Illustration of flame front trace extraction methods. White points: shadowgraph image 
intensity; red points: detected flame front location; vertical thin white lines: edge method flame 
location based on right and the left outermost extent of flame (𝑅𝑅𝑓𝑓 = 𝑑𝑑ℎ𝑜𝑜𝑜𝑜/2); blue and green 
circles: circle-fitting results for left and right side of the flame, through red points within 
indicated wedge-shaped domain. 

 
4.2.2. Flame Radius vs. Time 
 
Figure 13 shows experimental data as well as simulation results for 𝑅𝑅𝑓𝑓 vs. 𝑡𝑡, for values of 𝜙𝜙 of 
0.96, 1.08, 1.2, and 1.3. In this figure (and Fig. 14, Fig. 16 and Fig. 17), the simulation results 
are given by the light-blue, orange, and dark-blue lines, for adiabatic, OTM corrected, and 
OTM observed  treatment, respectively (see Section 3.2.5.). In Fig. 13, the red and green curves 
give the raw experimental data extracted from the video images by using the edge and 
curvature methods, respectively. For each value of 𝜙𝜙, each data reduction approach has four 
experimental curves: two runs for each 𝜙𝜙, and a left/right side of the flame for each run, except 
for ϕ=1.3, which has only one run (two curves).  All these traces are raw data without 
smoothing or interpolation. Fig. 13 shows that the raw 𝑅𝑅𝑓𝑓(𝑡𝑡) curves (within each set of red or 
green curves) are very close to each other, except for one run at 𝜙𝜙 = 0.96, for which the 
ignition process was asymmetrical, giving different flame propagation on the left and right 
sides at early times.  Also, comparing the experimental (red/green curves) and the simulations 
(light blue/blue/orange curves), the early-time data just after ignition shows a much faster 
growth in 𝑅𝑅𝑓𝑓(𝑡𝑡) in the experiments than in the simulations. This is likely due to the over-driven 
ignition, necessary for flame propagation in these flames with strong Lewis number effects 
and having a critical ignition energy to get past the tendency to extinguish at high stretch (low 
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radius), as has been discussed in the literature [51, 52]. Moreover, it is known that the actual 
ignition process occurring in the experiments is only treated approximately in the simulations. 
Hence, to overcome the inaccuracies in modeling the ignition, it is more appropriate to 
compare the growth of the radius after the flames have grown to a certain size after which the 
ignition effects have diminished, as discussed previously in the literature [25, 53-56]. This has 
been accomplished by starting the radius comparisons after 𝑅𝑅𝑓𝑓 = 1 cm, except for the case of 
𝜙𝜙 = 0.96, for which 𝑅𝑅𝑓𝑓 = 2 cm is used (due to the much stronger Lewis number effect for this 
flame, as described below). 

The modified traces are depicted in Fig. 14. Once the early-time data (disturbed by the ignition 
process) are removed, the agreement is excellent, as illustrated by the coincidence of the 
multiple experimental curves (red or green sets of lines), that are nearly indistinguishable in 
the figure.  As is discussed in more detail below, the experimental traces from both data 
reduction methods generally agree best with the OTM observed calculation rather than the 
OTM corrected calculation, and the curvature method produces data that agree better with 
OTM observed than do those from the edge method. As described above, the observed rather 
than corrected OTM curves should be compared with the experimental curves since the 
experimental flame locations are not corrected for radiation-induced flame movement of the 
burned gases.  Note that the 𝑅𝑅𝑓𝑓(𝑡𝑡) predicted by the adiabatic model ADI are much larger than 
the experimentally measured values (using either the curvature or edge data reduction 
approaches); also, corrected vs. observed is not relevant to the ADI curves since they are 
equivalent (i.e., no radiation-induced gas movement). 
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Fig. 13. Raw flame traces 𝑅𝑅𝑓𝑓(𝑡𝑡) for experiments and simulations of different equivalence 
ratios. The thin green and red lines are experimental data, using edge or curvature approaches.  
Light blue lines are adiabatic calculation, orange  lines OTM calculations without burned gas 
velocity correction (called 𝑂𝑂𝑂𝑂𝑂𝑂𝑜𝑜𝑜𝑜𝑜𝑜), and dark blue lines OTM calculation corrected for burned 
gas velocity (called 𝑂𝑂𝑂𝑂𝑂𝑂𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐). 
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Fig. 14. Similar flame traces of experiments and calculations as in Fig. 13, but translated in 
time so that 𝑅𝑅𝑓𝑓(𝑡𝑡) all start at the same initial radius at 𝑡𝑡 = 0; i.e., after ignition disturbances 
have died out. 

 
 
4.2.3. Flame Velocity vs. Radius 
 
A more informative quantity in the context of this work is the flame speed 𝑆𝑆𝑏𝑏 defined as in Eq. 
(7). In order to simplify the comparison, the multiple experimental flame traces for similar 
conditions are averaged. For averaging we apply a method similar to the one described by 
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Lipatnikov et al. [57]. First, similar traces are trimmed in 𝑅𝑅𝑓𝑓 in order to retain only data 
undisturbed by ignition effects (as in Fig. 14), as has been done previously [25, 53-56]. In the 
present case the observable radius range is small compared to the size of the vessel, therefore 
confinement effects are negligible and need not be considered. Edge-extracted flame traces can 
be tracked to approximately 4.5 cm and curvature-extracted traces up to 3 cm (see Fig. 14). 
For consistency, these same upper limits on  𝑅𝑅𝑓𝑓(𝑡𝑡) are used for all equivalence ratios; similarly, 
the same extraction method (edge or curvature) is chosen when averaging 𝑅𝑅𝑓𝑓(𝑡𝑡) data. The 
trimmed traces span a different range in time, therefore the original time ranges are mapped to 
the interval [0,1]:  𝑡𝑡 → 𝑡𝑡′ with 𝑡𝑡 ∈ [0,𝑇𝑇𝑛𝑛], 𝑡𝑡′ ∈ [0, 1], 𝑇𝑇𝑛𝑛 is the last time point of trace n. In 
space 𝑡𝑡′, all traces have the same start and end points and the following averaging method is 
applied 

 

Rf,ave(t′) =
1
N
�𝑅𝑅𝑓𝑓,𝑛𝑛(t′)
N

n=1

. (14) 

 
In which N is the total number of similar traces to average. Finally, 𝑡𝑡′ is mapped backed to the 
averaged time interval 𝑡𝑡 ∈ [0,𝑇𝑇], with 

 

T =
1
N
� Tn

N

n=1

. (15) 

 
Fig. 15 presents, for each value of 𝜙𝜙, 𝑆𝑆𝑏𝑏 vs.  𝑅𝑅𝑓𝑓 of the averaged experimental 𝑅𝑅𝑓𝑓(𝑡𝑡) traces.  
Data are shown for extraction of 𝑅𝑅𝑓𝑓(𝑡𝑡) from the flame images using edge (empty symbols) or 
curvature (filled symbols) extraction methods.  Also shown are the calculated OTM observed 
traces (lines), again for all 𝜙𝜙 (0.96, 1.08, 1.2, and 1.3).  In all cases, the curvature-extracted 
data are much closer to the FlameMaster simulations than are the edge-extracted data. There 
is generally good agreement between the curvature-extracted experimental data and the 
simulations, which capture the important features of the flames: variation of 𝑆𝑆𝑏𝑏 with 𝑅𝑅𝑓𝑓, 
variation with 𝜙𝜙 (stronger effect for lower 𝜙𝜙), and stronger variation in 𝑆𝑆𝑏𝑏 with 𝑅𝑅𝑓𝑓 at smaller 
𝑅𝑅𝑓𝑓. These phenomena can be illustrated more clearly via 𝑆𝑆𝑏𝑏 vs. 𝜅𝜅 plots as described below. 

 



 
 

25 

This publication is available free of charge from
: https://doi.org/10.6028/N

IST.TN
.2100 

 

 
 

Fig. 15. Experimental edge- (open symbols) and curvature-extracted (filled symbols) and 
calculated OTM observed (lines) traces for equivalence ratios 0.96, 1.08, 1.2, and 1.3. 

 
 
4.2.4. Flame Velocity vs. Stretch Rate 
 
4.2.4.1.Averaged Data 
 
Using the 𝑅𝑅𝑓𝑓(𝑡𝑡) and 𝑆𝑆𝑏𝑏 data from Fig. 14 and Fig. 15, Fig. 16 shows 𝑆𝑆𝑏𝑏 as a function of the 
stretch 𝜅𝜅, calculated using Eq. (2). As in Fig. 15, the experimental data are averaged data for 
each value of 𝜙𝜙, with one curve each for edge-extracted (green dashed line) or curvature-
extracted (red dashed lines) data. For the FlameMaster simulations, there are three curves for 
𝑆𝑆𝑏𝑏 as a function of 𝜅𝜅: adiabatic (ADI, light blue solid lines), OTM corrected (dark blue lines), 
and OTM observed (orange lines). The trends are the same as presented above. The adiabatic 
calculation results in flame velocities well above the experimental values, while the OTM 
corrected traces have a shape similar to the adiabatic traces but translated to lower values of 
𝑆𝑆𝑏𝑏. The difference in 𝑆𝑆𝑏𝑏 for OTM corrected and ADI shows the radiative first order effect, the 
direct cooling of the reaction zone. The second order radiation effect, due to the contraction of 
the burned gases, can be seen by comparing the OTM observed and the OTM corrected traces. 
For the OTM observed curve, as the stretch rate decreases 𝑆𝑆𝑏𝑏, instead of continuing to increase, 
reaches a maximum and then starts to decrease.  Thus, the rate of increase in the magnitude of 
the burned gas velocity (proportional to 𝑅𝑅𝑓𝑓) is faster than the increase of 𝑆𝑆𝑏𝑏 with decreasing 
stretch rate.  This finding implies that if only experimental data over a limited radius range are 
available one could conclude that there is little stretch effect, as has been reported for R-32/air 
flames [13]. 

Comparing the OTM observed curve with the averaged experimental data (dashed lines), 
obtained via either the edge- or curvature-extracted data reduction shows that for all values of 
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𝜙𝜙, the curvature method is much closer to the numerical prediction. This is the same result as 
obtained in the comparisons of the 𝑅𝑅𝑓𝑓(𝑡𝑡) data of Fig. 15; i.e., the curvature extraction is closer 
to the calculation. Note, that for 𝑆𝑆𝑏𝑏 , it is difficult to compare exactly the evolution of the 
calculated and averaged experimental traces since during the averaging process, smoothing 
and interpolation of the raw data are necessary. Nonetheless, the trends in the experimental 
data (for example the variation of 𝑆𝑆𝑏𝑏 with 𝜅𝜅) are captured by the numerical simulation (OTM 
observed) and imply that the curvature extraction method is superior to the edge method.   

For lean flames the experimental uncertainties are larger (see Fig. 16) because: a) the low heat 
release rate makes the heat loss to the electrodes more important, b) the low burning velocity 
of these flames makes them more susceptible to buoyancy-induced flame disruptions, and c) 
at the high-Lewis number of these lean flames, it is known that there exists a critical flame 
radius below which the flame will not propagate unless it is overdriven in the ignition process 
[51, 58] . Hence, the poorer agreement for the R-32/air flames with equivalence ratio of 0.96 
is expected. 

 
 
4.2.4.2.Raw Data 
 
In order to explore any potential bias introduced in the averaging of the experimental data, Fig. 
17 shows the same data of 𝑆𝑆𝑏𝑏 vs. 𝜅𝜅  as in Fig. 16 but for all of the non-averaged individual 
experimental runs plotted together. The raw experimental data are depicted by the red or green 
symbols, while the averaged experimental data are represented by the red or green dashed lines. 
Note that there is significant scatter in the data, even though a Savitzky-Golay filter has been 
applied to the data to bring the scatter to within reason. For all values of 𝜙𝜙 in Fig. 17 (i.e., the 
individual frames), the curves of the averaged experimental data appear to be reasonable fits 
to the raw data (points). Hence, based on the non-averaged experimental data, the observations 
made above are still valid: 

1.) The curvature-extracted experimental data match the DNS simulation (OTM observed) 
better, and the edge-extracted experimental data shows too much variation with stretch 
compared to any of the simulations (OTM corrected, OTM observed, or ADI).  

2.) The 𝑆𝑆𝑏𝑏 obtained by correcting for radiation-induced flame contraction (OTM corrected) 
yield curves significantly higher and with a different dependence on 𝜅𝜅 than those obtained 
while not accounting for flame contraction (OTM observed).  

3.) Extrapolations of the 𝑆𝑆𝑏𝑏 vs. 𝜅𝜅  curves using the OTM corrected vs. OTM observed curves 
will yield significantly different zero-stretch values of 𝑆𝑆𝑏𝑏 .  

Note that while these observations are true for all values of 𝜙𝜙, the data at 𝜙𝜙 = 0.96 have 
significant errors which are expected, as described above. 
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Fig. 16. Calculated and averaged experimental flame traces in 𝑆𝑆𝑏𝑏 − 𝜅𝜅 space for different 
equivalence ratios. The light blue, the dark blue, and the orange lines show adiabatic, OTM 
corrected, and OTM observed calculated data, and the broken green and red lines are the 
averaged experimental results for edge and curvature extraction, respectively. 
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Fig. 17. Experimental (open symbols), averaged experimental (thick dashed lines), and 
simulated 𝑆𝑆𝑏𝑏 vs κ for different equivalence ratios. Red circles: 𝑅𝑅𝑓𝑓,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, green circles: 𝑑𝑑ℎ𝑜𝑜𝑜𝑜/2. 
The light blue, the dark blue, and the orange lines show adiabatic, OTM corrected, and OTM 
observed calculated data. 

 
 
4.3. Zero Stretch Extrapolation of Experimental Results 
 
Outwardly propagating spherical flames are being used to measure the burning velocity of 
slow-burning refrigerant-air flames, and typically, unstretched burning velocities are desired.    
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Two major problems arise when applying standard stretch extrapolation methods to the 
experimental 𝑆𝑆𝑏𝑏 − 𝜅𝜅 flame traces of refrigerant flames: the limited data window, and the 
influence of the (unknown) burned gas velocity. Both issues were addressed in section 4.1 on 
the basis of calculated flame traces. Considering these findings, the conclusion is that currently 
there is no simple method to reliably extrapolate the observed experimental flame velocity data 
to zero stretch. Nonetheless, for illustration purposes, it is of interest to compare zero stretch 
flame velocities between calculations and experiments.  In the present analyses, the data 
window for either experimental data or simulation data, is limited for all considered traces to 
1 cm <  𝑅𝑅𝑓𝑓 < 3 cm for 𝜙𝜙 = 1.08, 1.2, 1.3 and to 2 cm < 𝑅𝑅𝑓𝑓 < 3 cm for 𝜙𝜙 = 0.96.  This 
upper limit corresponds to the shortest of the curvature-extracted traces; a side benefit of this 
somewhat small upper limit (𝑅𝑅𝑓𝑓 = 3 cm) is that radiation, particularly the burned gas velocity, 
has less influence for smaller radii. Fig. 18 shows the resulting zero stretch flame velocities 
obtained from non-linear extrapolation; as explained in section 4.1 for the calculated flames, a 
linear extrapolation would lead to unrealistic high zero stretch values, and hence are not 
considered.   

The most straightforward extrapolations in Fig. 18 are those from the adiabatic (light blue) and 
the OTM corrected (dark blue) simulations since the behavior in 𝑆𝑆𝑏𝑏 − 𝜅𝜅 space is close to linear. 
These curves show that the direct radiation effects lower the flame velocity up 15% for the 
investigated 𝜙𝜙-range. Extrapolations for the other traces are questionable for the reasons as 
described above but are presented nonetheless since they shed light on approaches being used 
in the literature.   

Consistent the with the results described above (see Fig. 15 and Fig. 16), the curvature-
extracted zero-stretch burning velocities (red open circles) agree well with the OTM observed 
values (which are the proper simulation results to be compared to the experimental data), 
except for the poor agreement for leans flames as discussed. Moreover, the edge-extracted 
values of 𝑆𝑆𝑏𝑏0 (green open circles) are much larger.   

Finally, the dashed orange line in Fig. 18 shows the zero-stretch burning velocities obtained if 
both stretch and radiation are assumed to be negligible, as has been done in earlier work [13]. 
In this approach the 𝑆𝑆𝑏𝑏 is obtained from the average value over all stretch rates in the data 
window.  This approach gives much lower values of 𝑆𝑆𝑏𝑏0, since both the effects of burned gas 
velocity and stretch are neglected.  A conclusion of the present modeling work is that from the 
experimental data (uncorrected for burned-gas velocity), it might appear that the stretch effect 
is small. For example in Fig. 16 for 𝜙𝜙 = 1.08, if one examined 𝑆𝑆𝑏𝑏 (from the OTM observed 
curved which should represent experimental results) for 2𝑐𝑐𝑐𝑐 < 𝑅𝑅𝑓𝑓 < 4𝑐𝑐𝑐𝑐 (a typical range for 
experimental data), one could conclude that there is little stretch effect (since the effects of 
stretch and burned gas velocity mostly cancel each other for these conditions). Examination of 
the ADI and OTM corrected curves in  Fig. 16, however, shows that both radiation and stretch 
are important and significantly raise the 𝑆𝑆𝑏𝑏0 if considered, as also shown in Fig. 18. For 
example, in Fig. 18, the peak of the unstretched adiabatic burning velocity (ADI curve) is 
almost 50 % higher than the peak of the OTM observed (mean) curve, which is what one would 
obtain by averaging (over data at all radii) the observed d𝑅𝑅𝑓𝑓(𝑡𝑡)/d𝑡𝑡 in the laboratory reference 
frame. 
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Fig. 18. Extrapolated zero stretch flame velocities 𝑆𝑆𝑏𝑏0 derived from adiabatic and OTM 
calculations and from edge- and curvature-extracted experiments. 

 
 

 Conclusions 

Calculated and experimentally obtained flame traces of spherically expanding constant 
pressure R-32/Air flames are analyzed. A method for correcting the flame traces in 𝑅𝑅𝑓𝑓 − 𝑡𝑡 
space for the burned gas velocity is presented which allows one to apply the non-linear 
extrapolation procedure directly on the corrected flame trace. The data reduction process and 
the issues arising are explained via simulations employing adiabatic and optically thin models 
for radiation. Finally, two different methods are studied for finding the flame radius from 
experimental flame images.   
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Radiation and stretch rate effects play a major role for slow burning R-32/Air flames and 
prevent the application of established data reduction processes and zero stretch extrapolations. 
Furthermore, the influence of buoyancy disturbs the flame evolution and makes the extraction 
of a representative flame radii challenging. 

However, under the assumption that the optically thin radiation model is close to the physically 
correct behavior the following conclusions can be drawn: 

 
1. The first order (direct) radiation effect decreases the flame velocity by up to 15%. 
2. If the indirect radiation effect (burned gas velocity) is not considered the burning velocity 

is greatly underestimated. By how much depends at which flame radius 𝑆𝑆𝑏𝑏 is considered, 
or, if comparing 𝑆𝑆𝑏𝑏0, how the extrapolation procedure is applied. 

3. For comparing calculated with experimental data one should use the OTM observed (no 
burned gas velocity correction) flame traces. 

4. If examining experimental data, the opposing effects of stretch and flame contraction due 
to radiative heat loss on d𝑅𝑅𝑓𝑓/d𝑡𝑡 with decreasing stretch rate (increasing flame radius) can 
lead to the partial cancelling of their effects, and therefore to the incorrect conclusion that 
there are no stretch or radiation effects on the burning velocity. 

5. Extracting experimental flame traces by considering the left and right horizontal flame 
edges (edge method) yields zero stretch flame velocities that are significantly higher than 
those obtained by tracking the flame curvature (which account for the translation of the 
flame edges due to upward vortex-induced flow up the center).  Therefore, it can be 
concluded that the edge-tracking method overestimates the burning velocities. 

6. Fitting circles to the left and right flame edges and using the circle radii as the 
representative flame traces 𝑅𝑅𝑓𝑓(𝑡𝑡) yields zero stretch burning velocities which are similar 
to the OTM observed calculation. 
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