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(1) The policy of the NIST is to use the International System of Units in its technical commu­
nications. In this document, however, works of authors outside NIST are cited which describe 
measurements in certain non-SI units. Thus, it is more practical to include the non-SI unit 
measurements from these references. 

(2) Certain trade names or company products or procedures may be mentioned in the text 
to specify adequately the experimental procedure or equipment used. In no case does such 
identification imply recommendation or endorsement by the National Institute of Standards 
and Technology, nor does it imply that the products or procedures are the best available for 
the purpose. 
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Statistical properties such as the spectral density and spatial coherence of boundary layer 
turbulence affect bluff body aerodynamics and structural responses. In this report, the open-
source toolbox OpenFOAM is employed to perform LES simulations of boundary layer flows 
with rough ground and to obtain turbulence statistics. The one-k-equation-eddy SGS model 
is used for the subgrid-scale motions while the wall shear model is applied at the ground. The 
mean velocity profiles follow the logarithmic law except the near-ground region owing to the 
limited accuracy of the SGS model. The Reynolds stresses, the third-order moments and the 
energy budgets are reasonably well represented. The power spectra agree with the modified 
Kaimal expressions at low frequencies. Additional research is planned on the simulation of 
higher frequency turbulence spectra. The spatial coherence functions are exponential and 
consistent with the expressions commonly used in wind engineering applications. 

Keywords: Atmospheric boundary layer; large-eddy simulations (LES); OpenFOAM; 
turbulence; wind engineering 
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Large-eddy simulation (LES) has been studied and developed since the groundbreak­
ing work in the mid 1960s by Smagorinsky [37] and Lilly [21]. Significant theoretical 
progresses on LES of wall-bounded flows have been made, from subgrid-scale (SGS) 
modeling [19, 22], wall-layer modelling [28] to numerical issues [16]. Deardorff [11] 
introduced a variant of Smagorinsky model by solving a transport equation for SGS tur­
bulent kinetic energy. Schumann [34] developed a two-part eddy viscosity model that 
takes into account of the mean shear near the ground and a wall stress model that is 
still widely used. The Germano identity [12] uses the assumption of scale invariance 
near the cut-off scale and was the basis of the dynamic Smagorinsky model. Moin et 
al. [16, 25] conducted a landmark study on the effects of the numerical errors in LES 
of turbulence. Porte-Agel and Meneveau [31] developed a scale-dependent SGS model 
which removes the assumption of scale invariance in the dynamical Smagorinsky model 
and hence is more generally applicable. Most recently, a novel potential LES method­
ology of wall-bounded flow was introduced by Chen et al. [7], who applied the averaged 
momentum equilibrium constraint on the SGS model in the near wall region. 

However, LES technique still faces numerous challenges in both theory [30] and prac­
tical applications [17]. First, in spite of the improvements being reported in many recent 
studies [15, 40], fundamental problems related to the SGS and wall modeling persist, 
especially for non-equilibrium boundary layer flow. Second, large-scale engineering ap­
plications of LES are still not feasible. One reason is that LES is computationally costly, 
even though computing speed is growing into the era of exascale flops; Another reason is 
that the fundamental research on LES is not closely connected to engineering. In-house 
LES code development remains a norm in the community. To reduce the gap between 
theoretical work and practical applications of LES, LES scientists and engineers need a 
common platform for research, communication, and innovation. 

As an open source CFD (Computational Fluid Dynamics) toolbox written in object-
oriented language C++, OpenFOAM (Open Field Operation And Manipulation) has 
been rapidly gaining prominence during the last decade [26, 6]. Applications of Open-
FOAM range from classical turbulence simulation to multiphysics problems including 
heat and electromagnetic fields, and to financial mathematical models. Churchfield et 
al. [8] applied OpenFOAM in the wind engineering, where the atmospheric boundary 
layer is simulated with the original Smagorinsky model. Lignarolo et al. [20] investigated 
numerical issues in LES of boundary layer flows with OpenFOAM. Nevertheless, most 
of the research on LES are still based on in-house codes with relatively short lifetime 
and small user groups. 

In this report, we employ OpenFOAM to develop a capability for adequately sim­
ulating flows of the atmospheric boundary layer type for future use in simulation of 
wind effects on structures. The open-source nature and the flexibility of OpenFOAM, 
together with other advantages [6], makes it a suitable choice for the purpose. In partic­
ular, we are interested in examining such properties of the turbulent flow as the spectral 
density and the spatial coherence, which affect bluff body aerodynamics and structural 
responses. The spatial coherence functions of atmospheric boundary layer flows have 
been rarely examined by CFD practitioners, and are specifically addressed in this work. 

1
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The report is structured as follows. We provide a summary mathematical description 
of LES in Section 2. Simulation details are described in Section 3. The turbulence 
statistics are presented in Section 4 and 5. 
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2 Mathematical formulation 
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The partial differential equations governing the motion of Newtonian incompressible 
flows are 

∇ · u = 0, (2.1a) 

∂tu + u∇u = −∇p+ ν∇2 u + F, (2.1b) 

where u = (u, v, w) is the velocity field, p is the reduced pressure ph/ρ, ph is the dynamic 
pressure, ρ is the fluid density, ν is the kinematic viscosity and F is the external force. 
Equations (2.1a) and (2.1b) express, respectively, the incompressibility condition and 
momentum conservation. Coriolis and thermal stratification effects are not considered 
in Eqs. (2.1). 

The LES equations are obtained by applying, to Eq. (2.1), a spatial low-pass filter, 
denoted by an overtilde: 

V∇ · u = 0, (2.2a) 

∂tui + uV∇u = −∇ip+ ν∇2u + Fi. (2.2b) i

The filtered quantity is defined as 

 
f(r) = f(r ′ )G(r, r ′ )dr ′ , (2.3) i

where r is the position vector, r ′ is the variable of integration, f is the integrand, and G 
is the filter convolution kernel. Among numerous filters with different properties [29], a 
common one for the finite volume method is the top-hat filter, which physically means 
the volume average of a physical quantity on a cell. Hence, the finite volume method 
(e.g., in OpenFOAM) usually requires no explicit filtering operations to perform LES. 
Note that the operations of filtering and differentiation with respect to the spatial co­
ordinates do not generally commute but do so for homogeneous filters, that is, filters 
not depending on the spatial coordinates. For homogeneous filters the incompressibility 
condition still holds, ∇ · u = 0, which yields i

V iu∇u = u∇ui + ∇ · τ, (2.4) 

where τij = uiuj − uiiuij is called the residual stress tensor or subgrid-scale (SGS) stress 
tensor. Since the isotropic component of the SGS stress can be integrated into the 
pressure term, the deviatoric component τij 

d = τij − 
3
1δijτkk must be modeled using the 

filtered quantities ui and ip. For homogeneous filters, Equations (2.2) can be reorganized 
as 

∇ · u = 0, (2.5a) i
∂tui + ui∇ui = −∇ip+ νΔui −∇ · τ d + Fi. (2.5b) 

In this report, Equations 2.5 are numerically integrated for boundary layer flows. 

3
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2.1 Mean flow 

Next we derive the equations for mean-flow velocity, mean-flow kinetic energy, total 
kinetic energy, and turbulent kinetic energy of the resolved flow field. Since we are in­
terested in statistically stationary turbulence in boundary layer flows, mean-flow quan­
tities are defined in this report as the statistical average in the homogeneous directions, 
denoted by an angle bracket, 

1 1 1
(f(z)) = f(t; x, y, z)dydxdt. (2.6) 

T Lx Ly 

T is the total time, and Lx, Ly are the domain length in x and y directions. The x 
and y directions are along-wind and cross-wind direction, respectively. In the vertical z 
direction, the statistics of physical quantities vary with the distance from the ground. 
By applying this averaging operator to Eqs. (2.5), we obtain the mean-flow equations 
(for simplicity overtilde for single variable is henceforth omitted) 

d(w) 
= 0, (2.7a) 

dz 
d d(u)
((u)(w)+ (u ′ w ′)+ (τxz) − ν ) = F, (2.7b) 

dz dz 
d ′ d(v)
((v)(w)+ (v w ′)+ (τyz) − ν ) = 0, (2.7c) 

dz dz 
d 
((w)(w)+ (w ′ w ′)+ (τzz)+ (p)) = 0. (2.7d) 

dz

u ′ = u − (u) is the fluctuation part, and the external force F is taken to be a constant 
pressure gradient in x direction as the driving force. The no-slip boundary condition 
on the ground implies (w) = 0. We further assume a constant shear stress ρu2 on the ∗ 

ground, where u∗ is the friction velocity. Hence, the global force balance yields u2 = FH,∗ 

where H is the boundary layer height. The mean-flow momentum equations become 

d(w)
(w) = = 0, (2.8a) 

dz 
d(u)

(u ′ w ′)+ (τxz) − ν = (z −H)F, (2.8b) 
dz 
d(v)

(v ′ w ) − ν = 0, (2.8c) ′)+ (τyz
dz 

(w ′ w ′)+ (τzz)+ (p) = pwall, (2.8d) 

where pwall is the mean pressure on the ground and is equal to the free-stream pressure. 
Equations (2.8b), (2.8c), and (2.8d) represent, in x, y, and z directions, the force balance 
among the Reynolds shear stress, the SGS stress, the viscous shear stress, and the 
external forces. 

2.2 Energy budgets 

Let kMF = 
2
1(ui)(ui) denote the kinetic energy of the mean filtered velocity field, k ′ = 

1 ′ ′ 1 
2
uiu the turbulent kinetic energy of the filtered velocity, kf = uiui the kinetic energy i 2

4
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of the filtered velocity field, kSGS = 1
2
τii the SGS kinetic energy, and k = 1

2
uiui the 

filtered kinetic energy. The following relations hold 

k = kf + kSGS, (2.9a) 

(kf) = kMF + (k ′ ). (2.9b) 

By multiplying Eqs. (2.5) by ui and adding all three component equations, we obtain 
the balance equation for kf 

∂kf ∂(kfuj) ∂ ∂kf 
+ = − (puj + uiτij − ν )

∂t ∂xj ∂xj ∂xj (2.10) 

− 2νSijSij + τijSij + F · u, 

1( ∂ui ∂ujwhere Sij = + ) is the filtered rate-of-strain tensor. A similar procedure where 
2 ∂xj ∂xi 

Eqs. (2.7) are mutiplied by (ui) yields the balance equation for kMF 

d ′ d2 (u)2 
0 = − (u) ((u w ′ )+ (τxz)) + ν ( )

dz dz2 2 (2.11) 
d(u)

− ν( )2 + F · (u). 
dz 

Applying the averaging operator in Eq. (2.6) to Eq. (2.10), yields the balance equation 
for (kf), 

d d(kf)
0 = − ((kfw)+ (pw)+ (uiτiz) − ν )

dz dz " ., 
T 

' 
(2.12)
 

−2ν(SijSij)+ (τijSij)+F · (u),
 " ., 
ǫν 

' 
ǫSGS PF


" ., ' " ., ' 

and then subtract Eq. (2.11), giving the balance equation for (k ′ ), 

((k ′ ′ )+ (p ′ ′ )+ (u ′ ′ 0 = − 
d

w w iτiz) − ν
d 
(k ′ ))

dz dz" ., 
T ′ 

' 
(2.13) 

′ ′ ) 
d(u) ′ ′ ) 

d(v)
−2ν(S ′ S ′ ′ S ′ −(u w − (v w )+ (τ ),ij ij ij ijdz dz " 

P

., 
ν 

" ., '
′ 

' " ., 
ǫ′ 

' 
ǫ′ 
SGS 

shear 

where T ′ or T accounts for the transport of velocity third-order moments, pressure, SGS 
stress, and viscous stress. P ′ and PF denote the energy production of the mean shear shear 

and the external force, respectively. ǫ ′ ν and ǫ 
′ 
SGS correspond to the turbulent viscous 

and SGS dissipation. Note that the SGS dissipation ǫSGS controls the energy transfer 
between the filtered scale and the sub-grid scale, which plays a key role in the accuracy 
of the SGS model. Another source of dissipation is from the numerical discretization, 
referred to as numerical dissipation, which can be significant especially for coarse-grid 
simulations. In this report, the numerical dissipation is not addressed. 
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2.3 Subgrid-scale models 

To close Eqs. (2.5), it is necessary to model the SGS stress tensor τij , that is, τij must 
be expressed as a function of the quantities u obtained in the simulations. The earliest 
and best known model linking τ and u is the Smagorinsky model [37]. The model has 
two parts. The first part is analogous to the eddy-viscosity model and describes the 
deviatoric component of τij , while the second part is similar to Prandlt’s mixing-length 
model relating the eddy viscosity to the mean shear. The expression of the model is 

τij 
d = −2νSGSSij, (2.14a) 

νSGS = [CSΔ]2|S|, (2.14b) 

where νSGS denotes the SGS viscosity, and |S| = (2SijSij)
1/2 is the magnitude of the 

rate-of-strain tensor. CS is the Smagorinsky constant, and CSΔ denotes a subgrid length 
scale. Usually, Δ is taken to be the power average of the grid sizes in all directions, 

)1/3Δ = (ΔxΔyΔz . The simplicity of this SGS model enables easy implementation. 
However, it is well known that this model is too dissipative in the near-wall region, 
because the subgrid length scale is not constant but depends on the distance from the 
wall. 

A more elaborate model is called one-k-equation-eddy (oneEqEddy) model [10], 
which takes into account the history and non-local effects. In this model, SGS viscosity 
is defined as 

1/2
νSGS = CkkSGSΔ, (2.15) 

and SGS kinetic energy kSGS is solved by the transport equation 

3/2
Cǫk

∂tkSGS + u∇kSGS = (νSGS + ν)ΔkSGS + 2νSGS|S|
2 − 

Δ 
SGS (2.16) 

The terms in the left-hand side of Eq. (2.16) denote the time change and convection by 
the resolved field u, respectively. In the right-hand side, the three terms correspond to 
the viscous diffusion, the gradient diffusion (the energy transfer between the filtered and 
sub-grid scales) and the dissipation. The constants have typical values Ck = 0.094 and 
Cǫ = 1.048. 

Many other SGS models exist, including dynamic models, similarity models , and 
gradient models. A comprehensive review on LES models can be found in [22]. Widely 
used in meteorology applications [23] and practically showing advantages over many 
other models [10], the oneEqEddy model is chosen for our simulations. 

6
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3 Simulation specifications 

To save computational costs and to be comparable with the wind tunnel experiments, 
the geometric scale for the simulation is taken to be 1:100. Assuming that the height 
of the atmospheric boundary layer is of the order of 1 km, the domain height H we 
are simulating is taken to be 10 m. It is further assumed that the terrain roughness 
corresponds to open terrain exposure, that is, the prototype roughness length is assumed 
to be 0.03 m [35], so that the model counterpart is z0 ≃ 0.0003 m. The kinematic 
viscosity of the air is taken to be ν = 1.455 × 10−5 m2/s (at temperature 15oC and 
at sea level). The velocity scale is taken to be unity, and the target mean velocity at 
the top, uref, is 30 m/s. The surface friction velocity can then be estimated from the 

κuref logarithmic velocity profile, u∗ = = 1.181 m/s. The Von Karman constant κ is 
ln(H/z0) 

assumed to be 0.41. Table 3.1 is a summary of the parameters in the simulations. Note 
that the dynamics in model-scale flow (H = 10 m) and in full-scale flow (H = 1000 
m) are similar if the molecular viscosity effects are negligible, since the non-dimensional 
governing equations (2.5) for both cases are identical. 

Parameter Value 
Height [m] 
Roughness length [m] 
Reference velocity [m/s] 
Reference height [m] 
Air viscosity [m2/s] 
von Karman constant 

H = 10 
z0 = 0.0003 
uref = 30 
zref = 10 

ν = 1.455× 10−5 

κ = 0.41 
expected friction velocity [m/s] u∗ = 1.181 

Table 3.1: Parameters in the simulations. 

3.1 Geometry, boundary and initial conditions 

The geometry and the coordinate system of the computational domain are shown in 
Fig. 3.1. The size in the horizontal directions is 20 m×20 m. A periodic boundary con­
dition is imposed in the horizontal directions. For velocity, no-slip boundary condition 
is applied on the ground, while the slip condition is applied at the top. For pressure field 
a zero-gradient boundary condition is imposed at both the ground and the top. The 
instantaneous shear stress wall function, originally introduced by Schumann [34] based 
on local equilibrium in the near-wall region, is applied at the ground level, as follows. 

2 uΔ κ|uΔ| 
]2 

uΔ
τxz,wall = −u∗ = − [ , (3.1a) 

|uΔ| ln(zΔ/z0) |uΔ|

2 vΔ κ|uΔ| 
]2 

vΔ
τyz,wall = −u∗ = − [ . (3.1b) 

|uΔ| ln(zΔ/z0) |uΔ| 

Distinguished from the filter width Δ, the subscript Δ indicates the center position 
of the first grid level above the ground where the velocity is considered. |uΔ| = 
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�
(uΔ)2 + (vΔ)2 is the magnitude of the horizontally averaged velocity at z = zΔ. Note 

that u∗ is not a constant value but instead obtained from the horizontally averaged 
velocity at each time step by assuming a logarithmic mean profile near the ground [13]. 
In Schumann’s original paper [34], the momentum balance is expressed as u2 = FH,∗ 

which does not account for history effects or fluctuations. The boundary conditions 
used in the simulations will subsequently be shown to yield a mean profile closer to the 
target profile. Actually, the choice of wall function depends on numerous factors like 
mesh, grid resolution, and numerical scheme. Lee et al. [18] showed that mean shear 
stress wall function predicts accurately the mean profile and low-order statistics even 
with coarse-grid resolutions. In addition, the location where the shear stress condition 
is imposed can influence significantly the numerical errors [15]. Here we choose a wall 
funtion that is commonly used in the meteorology community (for other types of wall 
functions, refer to [28]). 

20 m
20 m

 

1
0

mPeriodic Perio
dic 

Slip 

z 

x
y 

Figure 3.1: Coordinates and geometry of the computations. The color map corresponds 
to instantaneous velocity magnitude. 

Following the proposal in [33], the initial condition for velocity consists of a laminar 
logarithmic profile and a small perturbation near the ground. The perturbation is 
applied only to the horizontal velocity components (u0, v0), as follows: 

u∗ z 
u0(y, z) = ln( ) + Au(z) sin(βy)(1 + λ), (3.2a) 

κ z0 
v0(x, z) = Av(z) cos(αx)(1 + λ). (3.2b) 

Au(z) and Av(z) are amplitude function and take the form of ze−σz2 
. This confines the 

perturbation to the near-wall region if a proper attenuation factor σ is specified. α and 
β are the wavenumbers of the perturbation while the factor λ is a small (±20% of the 
perturbation amplitude) random component to break the symmetry. The amplitude of 
the perturbation part is lower than 5% of the mean flow. This form of perturbation 
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creates streaky flow structures (low- and high-speed flow patches) which favor the de­
velopment of turbulence, and hence significantly shorten the initial relaxation time. The 
initial pressure is set zero everywhere. 

3.2 OpenFOAM: a finite-volume numerical solver 

All the simulations are performed with the open source computational fluid dynamics 
toolbox OpenFOAM (version 2.3.0) [27]. Compared to other commercial CFD solvers, 
OpenFOAM has the advantage of full flexibility with control of all stages from code 
development to postprocessing. We employ a large time-step transient solver in Open-
FOAM toolbox for incompressible flow using PIMPLE (merged PISO-SIMPLE) algo­
rithm. PIMPLE, SIMPLE, and PISO are different algorithms in the general operator-
splitting approach [14]. The solver used in this report is a modified form of the standard 
solver pimpleFoam. An external constant force F is added to the x-component differen­
tial equation , and most of the horizontally averaged statistics are generated in runtime. 
This solver makes it possible to dynamically adjust the time step in runtime based on 
the specified maximum Courant-Friedrichs-Lewy (CFL) number (CFL=0.5 in the simu­
lations), which reduces the initial relaxation time. The time discretization is performed 
by the implicit Crank-Nicolson scheme with a coefficient of 0.5. The Gaussian-type 
schemes are chosen for the spatial (gradient, divergence, and laplacian) discretization. 
The Poisson equation for pressure is solved by GAMG (Generalized Geometric-Algebraic 
Multi-Grid) algorithm, while the linear equation for velocity is solved by PBiCG algo­
rithm (preconditioned bi-conjugate gradient solver for asymmetric matrices). Linear 
interpolation is used to obtain the physical quantities at the surface centers of the cells. 

Structured mesh is utilized in the simulations due to the simple geometry of the 
computational domain. The domain size is Lx × Ly × Lz = 20 m × 20 m × 10 m, with 
a resolution of 150 × 150 × 75 cells. The grid is uniform, equidistant in all directions, 
which removes the commuting errors of the LES filtering operator for non-uniform grids. 
The grid size in z-direction is Δz = 0.0133H, which is relatively coarse compared to the 
grid size used in direct numerical simulations. 
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4 Horizontally-averaged flow statistics 

We perform simulations until the statistical states are stationary, and then we sample 
data for 300 s, equivalent to approximately 450 turnovers at z = 0.1H. Figure 4.1 
shows the contours of the magnitude of the instantaneous filtered velocity fluctuations 
at different heights. The streaky turbulent structures dominate near the ground, whereas 
at the top the coherent structures are much larger. The magnitudes of the fluctuations 
indicate that the turbulence intensity peaks in the near-ground region and decreases 
towards the top. To adequately evaluate the quality of the numerical simulations, mean 
velocity and turbulence statistics are further analyzed in this section. 

(b) 
z/H=0.11 

(a ) 
z/H=7.5e-3 

(c) 
z/H=0.34 

(d) 
z/H=0.98 

Figure 4.1: Contours of the magnitude of the filtered velocity fluctuactions at different 
heights: (a) z/H = 0.0075, (b) z/H = 0.11, (c) z/H = 0.34, (d) z/H = 0.98. The wind 
direction is from left to right. 

4.1 Mean velocity 

In atmospheric boundary layer (ABL) flow, the mean wind velocity follows approxi­
(u) 1 zmately a logarithmic profile, = ln( ). The underlying assumptions are the Boussi­
u∗ κ z0 

nesq approximation and the Prandtl’s mixing length hypothesis. The Boussinesq ap­
proximation connects the Reynold stress to the mean shear via the eddy viscosity νT , 
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′ d(u)−(u w ′ ) = νT dz 
, while νT is further estimated by surface velocity u∗ and the Prandtl’s 

mixing length scale κz, νT = u∗κz. In the bulk flow, the Reynolds stress is balanced 
approximately by the wall shear, which leads to the equation −ρu2 = −ρu∗κz

d(u) . The ∗ dz 

above log-law profile is obtained by solving this equation and considering the boundary 
condition at the aerodynamic roughness height z0. A different way to obtain the loga­
rithmic profile is based on the classical asymptotic approach [4, 39], which is summarized 
in [36]. Note that this logarithmic profile holds for the whole ABL height due to the 
constant external pressure gradient [36]. 

Figure 4.2 (left) shows the mean wind velocity, (u), as a function of the dimensionless 
height, z/H. The target logarithmic profile is also plotted in dashed line. The profile 
from the simulation deviates by about 10% from the target profile. The deviation 
should be largely attributed to the inaccuracy of the SGS model in the near-ground 
region, which will be later discussed in this paper. Near the top, the flattened profile 
introduces a strong z component of the velocity gradient, which is in contradiction to 
the slip boundary condition. The slip boundary condition imposes zero normal gradient 
in the wall-parallel velocity components. The underlying reason of this inconsistency is 
still unclear. The mean velocity (v) and (w) are negligibly small. 

As is shown by the mean-flow momentum equations (2.8) and in the energy budget 
equation (2.13), the velocity gradient is much more relevant for the flow dynamics than 

κz d(u)the velocity itself. We introduce the nondimensional mean velocity gradient Φ = ,
u∗ dz 

which is equal to unity for the target logarithmic profile. The derivative is estimated by 
the central finite difference method. The stencil consists of 9 points in the middle and 
gradually decreasing number of points towards both ends. The vertical profile of Φ is 
shown in Fig. 4.2 (right). Near the ground (z/H < 0.1) and at the top (z/H > 0.9), the 
simulation value departs from the target profile. The log-layer mismatch (also referred to 
as “overshooting”) problem near the ground is well known in LES simulations. However, 
since top part of the boundary layer is not as important as the near-wall region where 
turbulence arises, the mismatch at the top is rarely mentioned in previous publications. 

1 1 
simulation 
log profile 

15 20 25 30 35 

z/
H simulation 

targeted profile 

0 0.5 1 1.5 2 2.5 3 3.5 4 

0.9 

0.8 

0.7 

0.6 

0.8 

0.6 

z/
H 0.5 

0.4
 

0.3
 

0.2
 

0.4 

0.2
 

0.1
 

0 

〈u〉 Φ 

Figure 4.2: Vertical profiles of the mean streamwise velocity (u) (left) and the nondimen­
κz d(u)sional mean velocity gradient Φ = (right). The dashed lines are the logarithmic 
u∗ dz 

profiles. 
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4.2 Velocity variances
 

denote
 
=
 

2Velocity variance is a measure of the strength of turbulent fluctuations. Let σu
2 ′2the averaged variance of the streamwise filtered velocity, namely, σ ).u 

2σv

are the variances of the fluctuations in y and z directions. Our results are plotted 
2 

(u
 and
 

in Fig. 4.3 (left). The variances are normalized by 

2σw

It is shown that the variance in
 u
∗. 
the streamwise direction is much higher than in other two directions. The shape and 
the magnitude of the profiles are consistent with the analytical expressions from the 
similarity theory [38] and the previously published results (see [31, 3, 5]). 

2 2(σ σ+ wu 
′ ′ Fig. 4.3, the vertical profile of the normalized (k ) follows a logarithmic profile, (k ) ∼ 

is transported upwards. Note that the decreasing in magnitude near the ground here is 
not due to the molecular viscosity effect but mainly to the strong SGS dissipation which 

from the filtered motions to the residual motions. The grid size used in extracts energy 
this report is too coarse to activate the molecular viscosity effect. 

ln(z/H), except for the near-ground region. Since turbulence arises from the interaction 
between the flow and the ground, the turbulent energy is largest near the ground and 

The averaged turbulent kinetic energy (k ′ ) is (k ′ ) 2σ+ v )/2. As shown in
 =
 

1 

z/
H

 

〈u’2〉 
〈v’2〉 
〈w’2〉 

z/
H

 

exponential fit 
simulation 

0 1 2 3 4 5 

1 

0.8 

0.6 

0.4 

0.2 

0 
00 2 4 6 8 10 

Velocity variances/u*
2 

mean turbulent kinetic energy <k’>/u
2 

* 

Figure 4.3: Vertical profiles of the normalized variance of the filtered velocity (left) and 
the normalized turbulent kinetic energy (right). The solid lines in the left panel are 
analytical expressions from similarity theory [38]. The red bold line in the right panel 
is the exponential fitting curve, z/H ≃ 1.5e−0.7(k ′ ), and hence (k ′ ) ∼ ln(z/H). 

4.3 Reynolds stresses 

Reynolds stresses physically represent the momentum transportation in the flow. As 
shown by Eq. (2.8), the total stresses in the streamwise direction are balanced by the 
external pressure gradient, varying linearly with height as u2(z/H −1). Since the molec­∗

ular viscous effect is negligible (2-3 order of magnitude smaller), the sum of Reynolds 
and SGS stress is thus a linear function of the height z. Figure 4.4 (left) shows the 
normalized mean Reynolds and SGS stress in the streamwise direction. Their sum is 
in agreement within 95% with the theoretical profile (dotted line) at z/H > 0.1. The 
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SGS stress is dominant at the near-wall region and is apparently too large (the lowest 
point not shown in the figure). On the other hand, the Reynolds stresses in other two 
directions are very small compared to (u ′ w ′ ) (see the right panel in Fig. 4.4). 

1 1 

z/
H

 

total stress 
〈 u’w’ 〉 

〈τ xz〉 
targeted profile 

-1 -0.8 -0.6 -0.4 -0.2 0 

〈 u’w’ 〉 
〈 v’w’ 〉 
〈 u’v’ 〉 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 

0.8 0.8 

0.6 0.6 

0.4 0.4 

0.2 0.2 

0 0 

mean Reynolds stress/u*
2 mean Reynolds stress/u*

2 

Figure 4.4: Vertical profiles of the normalized Reynolds stresses. (left) (u ′ w ′ ) and the 
′ ′ ), (v ′ ′ ′ ). 

z/
H

 
SGS stress (τxz) and (right) (u w w ′ ), and (u v The dotted line in the left panel 
is the theoretical profile of the total streamwise stress. 

4.4 Fluxes of variances and Reynolds stresses 

The turbulent fluxes of velocity variances and Reynolds stresses are third-order moments 
of turbulence. The normalized vertical fluxes of velocity variances and Reynolds shear 
stresses are shown in Fig. 4.5. The vertical fluxes of variances are all positive, indicat­
ing upward transportation of turbulent kinetic energy. Although the fluxes of (u ′ w ′ ) is 
negative, it represents an upward transportation, since the Reynold stress itself is neg­
ative. The fluxes of other two Reynolds stress components are negligibly small. These 
observations are qualitatively consistent with the results in published results [3]. They 
also imply that turbulence firstly arises near the ground, then is transported upwards 
and finally affects the upper bulk flow. 

4.5 SGS kinetic energy, SGS viscosity, and SGS stress 

To examine the accuracy of the SGS model, we now analyze the statistically averaged 
SGS kinetic energy kSGS, viscosity νSGS, and stress τxz. According to the definition 
in oneEqEddy model, the SGS viscosity and stress depend largely on the SGS kinetic 
energy kSGS which is obtained numerically from the transport equation (2.16). In the 
statistically steady state, the time derivative, advection, and molecular diffusion are 
negligibly small. The simplified equation can be interpreted as a balance between the 
gradient diffusion and the dissipation, 2νSGS|S|

2 ≃ Cǫk
3/2/Δ, which actually leads to 

the original Smagorinsky model νSGS = Δ)2|S| with Cs = (C3/Cǫ)
1/4 . By virtue of (Cs k

the definition of νSGS (Eq. (2.15)) and the logarithmic mean velocity profile, the SGS 
kinetic energy is kSGS ∼ |du |2 ∼ z−2 . In the simulations, the mean SGS kinetic energy 

dz
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1 1 

z/
H

 

〈 w’u’2〉 
〈 w’v’2〉 
〈 w’w’2〉 

-0.5 0 0.5 1 1.5 2 

0.8 0.8 

0.6 0.6 

z/
H

 

〈 w’u’w’ 〉 
〈 w’v’w’ 〉 
〈 w’u’v’ 〉 

-0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 

0.4 0.4 

0.2 0.2 

0 0 

fluxes of velocity variances/u*
3 fluxes of shear stresses/u*

3 

Figure 4.5: Vertical profiles of the normalized turbulent fluxes of velocity variances 
′ ′ ′ ′ ′ ′ ′ ′ (w u ′2), (w v ′2), (w ′3) (left) and Reynolds stresses (w u w ′ ), (w v w ′ ), (w u v ′ ) (right). 

follows a power law profile, as shown by the black line in Fig. 4.6. However, the power 
exponents in all simulations range from −1.8 to −1.4. This deviation may be attributed 
to the transportation terms. On the other hand the SGS energy near the ground is 
curved towards larger values, which leads to larger νSGS and SGS dissipation near the 
ground. 

The SGS viscosity (νSGS) and stress (τxz) are also plotted in Fig. 4.6. As expected, 
they are power-law funtions of the height, which is also consistent with the calculations 
based on Eqs. (2.15) and (2.14). Note that in Fig. 4.6 (kSGS) and (τxz) are normalized 
by u2 while (νSGS) is normalized by u∗H.∗ 

z/
H

 

〈kSGS 〉 
〈νSGS〉 

-〈τ xz〉 

100 

10-1 

10-2 

10-5 10-4 10-3 10-2 10-1 100 101 102 

normalized SGS kinetic energy, viscosity and stress 

Figure 4.6: Vertical profiles of the SGS kinetic energy (black), SGS viscosity (red), and 
SGS stresses (green). (kSGS), (νSGS), and (τxz) are normalized by u∗

2 , u∗H, and u2 
∗, 

respectively. The axes are in logarithmic scale. 

14 

T
h
is
 p
u
b
li
ca
ti
on

 i
s 
av
ai
la
b
le
 f
re
e 
of
 c
h
ar
ge
 f
ro
m
: 
h
t
t
p
s
:
/
/
d
o
i
.
o
r
g
/
1
0
.
6
0
2
8
/
N
I
S
T
.
T
N
.
1
9
4
4

https://doi.org/10.6028/NIST.TN.1944
http:and(2.14
http:onEqs.(2.15


T
h
is
 p
u
b
li
ca
ti
on

 i
s 
av
ai
la
b
le
 f
re
e 
of
 c
h
ar
ge
 f
ro
m
: 
h
t
t
p
s
:
/
/
d
o
i
.
o
r
g
/
1
0
.
6
0
2
8
/
N
I
S
T
.
T
N
.
1
9
4
4

 

4.6 Turbulent kinetic energy budget 

According to the budget equation (2.13) for the mean turbulent kinetic energy, the sum 
of transportation terms T ′ , shear production P ′ , turbulent viscous dissipation ǫν

′ , , shear

and SGS dissipation ǫ ′ vanishes. Neglecting the viscous terms, the contributions of SGS 

other terms as a function of height are shown in Fig. 4.7 (left). At z/H > 0.1, the 
transport terms are very small, and the shear production is balanced by the turbulent 
SGS dissipation, whereas at z/H < 0.1 the transport terms, dominated by the SGS 
transport, become overwhelmingly large due to the inaccurate LES model. 

1 1 

z/
H

 

shear prod. 
Transport 

turb. SGS dissip. 

-200 -150 -100 -50 0 50 100 150 200 

simulation 
model 

-200 -150 -100 -50 0 50 

0.8 0.8 

0.6 0.6 

0.4 0.4 

z/
H

0.2 0.2 

0 0 

TKE budgets (normalized by u*
3/H) Total SGS dissipation (normalized by u3

* /H) 

Figure 4.7: Vertical profiles of the contributions to the mean TKE from shear production, 
turbulent SGS dissipation, transport terms (left), and total SGS dissipation and its 
model (right). The X-axis is normalized by u∗

3/H. 

Now we consider the total SGS dissipation which controls the energy transfer between 
the filtered and SGS flows. The total SGS dissipation consists of two parts: one from 
the turbulent SGS dissipation ǫ ′ and the other from the mean-flow SGS dissipation SGS 

ǫMF By making further use of the energy balance mentioned above and SGS = (τij)(Sij). 
the mean-flow momentum equation (2.8), we have 

ǫ ′ ǫSGS = SGS + ǫMF 
SGS 

d(u) d(u)
≃ (u ′ w ′ ) + (τxz)

dz dz 
z d(u) (4.1) 

≃ u 2( − 1) ∗ H dz 
3u 1 

≃ ∗ (1− ). 
κH z/H 

Inspired by the model proposed by Moeng and Sullivan [24], this model removes the 
factor Φ, i.e., the dependence on the flow itself. The prediction from this model agrees 
with the results obtained from the simulations, as shown in Fig. 4.7 (right). 
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5 Probability density function, autocovariance, spec­

tra, and spatial coherence 

Although not frequently dealt with by theoretical fluid dynamicists and meteorologists, 
these statistics are significant in engineering applications, e.g., for the prediction of peak 
wind loading on ground-based or aircraft structures. 

The time series of the velocity components at one point are shown in Fig. 5.1 (top 
left). The coordinates of this point are (H,H, 0.1H). The time series are sampled for 
300 s starting from t = 600 s, where the flow is statistically stationary. The u component 
displays strong fluctuations with large troughs and relatively low peaks. Its asymmetry is 
clearly reflected in the probability density function(PDF) of the fluctuation u ′ , whereas 
the fluctuation v ′ and w ′ follows approximately the normal (Gaussian) distributions 
(Fig. 5.1). Similar asymmetry is observed at different heights and is probably attributed 
to non-Gaussian turbulent “patches” observed in the lower part of the boundary layer [1]. 
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Figure 5.1: (Top left) Time series of velocity at a single point at z/H = 0.1; (Others) 
PDF of velocity components at different heights. 

Other important statistical quantities are the auto-covariance and power spectral 
density. The auto-covariance provides information on the extent in time to which the 
velocity fluctuation is correlated to itself. As a function of time lag mathematically, 
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it is a mean product of two fluctuating components measured at the same point but 
1 
� T ′ (t)u σ2at different times, Ruu(τ) = u ′ (t + τ)dt. For τ = 0, Ruu(0) = becomes 

T 0 u 

the variance. The auto-correlation is the normalized auto-covariance, Cuu = Ruu/σu
2 . 

Figure 5.2 (left) shows the auto-correlation of the velocity components (u, v, w), which 
are fitted by exponential functions with exponents -5.5, -17.17, and -18.03, respectively. 
As the time lag increases, the auto-correlation tends to zero. 
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Figure 5.2: (left) Autocorrelation function of velocity components and the corresponding 
exponential fits; (right) spectral density function of velocity fluctuations. The smooth 
thin lines are empirical formula for spectra of different velocity component. 

On the right panel of Fig. 5.2, the nondimensional power spectra f = nSu (u∗2u
∗ 

is the target friction velocity) is plotted as a function of nondimensional frequency 
nz . The power spectra is the Fourier transform of auto-covariance, that is, Su(n) = 
(u)� +∞ 1 

� T
2Ruucos(2πnτ)dτ . According to the Parseval’s theorem σ2 = u2(t)dt = 

−∞ u T 0� ∞ 

0 
Su(n)dn, the power spectral represents the contribution of each frequency compo­

nent to the velocity variance at a single point, and plays a key role in turbulence theory 
and engineering applications. For neutrally stratified flows, the power spectra of each 
flow component follow approximately the modified Kaimal spectra model in the part of 
atmospheric boundary layer [35] in which the log law holds, that is, 

nSu 200f 
= 

u2 (1 + 50f)5/3 ∗ 

nSv 15f 
= (5.1) 

u2 (1 + 9.5f)5/3 ∗ 

nSw 3.36f 
= 

u2 1 + 10f 5/3 
∗ 

It is shown in Fig. 5.2 (right) that the power spectra are consistent with the Kaimal 
expressions in the low frequency range and drop rapidly as the cutoff frequency is ap­
proached. Note the approximate similarity between the shapes of the spectra in Fig. 5.2 
and in Fig. 2 of Coleman’s paper [9]. 
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To evaluate the correlation between two points in space and in time, cross-covariance 
and cross-spectra are appropriate measures. The cross-spectrum Su1u2 is the Fourier 
transform of the cross-covariance Ru1u2 (Δr, τ) and is a complex quantity consisting of a 
symmetric part SC and an anti-symmetric part SQ , namely, Su1u2 = SC + iSQ .u1u2 u1u2 u1u2 u1u2 

The coherence of two signals is defined 

(SC )2 + (SQ )2 u1u2 u1u2γu
2 
1u2 

(Δr, n) = . (5.2) 
Su1u1 Su2u2 

The coherence is a function of the distance between the two points Δr and the frequency 
n. If two points are along the wind direction (x-axis), the square root of the coherence 

−cγxnΔx/(u)can be approximated by the exponential function of frequency, γu1u2 ≃ e
[2, 35]. cγx is a coefficient in the exponent in x direciton. 

In Fig. 5.3 (left), the coherence functions of two points at the same height but with 
different distances are plotted. They follow exponential functions of the frequency n. 
We further normalized the frequency by (u)/Δx, and we found that all curves collapse 
on a single exponential curve, with a fitting parameter cγx = 0.46± 0.01. This value is 
about the same in all simulations. 

Similar procedures are applied in the y and z direction. As shown in Fig. 5.4 and 
Fig. 5.5, the coherence functions are both exponential, and the exponents are cγy = 
13.48±0.43 and cγz = 8.89±0.22, respectively. These results indicate that the coherent 
structures have much larger size in the along-wind direction than in the cross-wind and 
vertical directions, which is consistent with the near-wall elongated streaky structures 
observed both in experiments and simulations [32, 33]. 
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Figure 5.3: Coherence function of two points in the along-wind x direction at z/H = 0.1. 
X-axis is (left) dimentional frequency; (right) nondimensional frequency nΔx/(u). The 
fitting exponent is cγx = 0.46± 0.01. 
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Figure 5.4: Coherence function of two points in the y direction at z/H = 0.1. X-axis 
is (left) dimensional frequency; (right) nondimensional frequency nΔy/(u). The fitting 
exponent is cγy = 13.48± 0.43. 
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Figure 5.5: Coherence funciton of two points in the z direction near z/H = 0.1. X-
axis is (left) dimentional frequency; (right) nondimensional frequency nΔz/(u). Here 
(u) is the mean of the along-wind velocities at two points. The fitting exponent is 
cγz = 8.89± 0.22. 

6 Conclusions 

We presented a wall-modeled LES study of turbulent boundary layer flow using open-
source toolbox OpenFOAM. The motivation is to use OpenFOAM in boundary layer 
flows with realistic flow statistics such as spectra and spatial coherence. LES simulations 
were performed in a rectangular parallelepiped computational domain with a uniform 
cubic-grid mesh. Periodic boundary conditions were applied in the horizontal directions 
while slip boundary condition at the top, and no-slip at the bottom for the velocity. 
A wall stress model was used to ensure the correct surface stresses on the wall. Initial 
perturbations of streaky structures were introduced to reduce the relaxation time be­
fore the fully developed turbulence. We used the solver pimpleFOAM to numerically 
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integrate the filtered Navier-Stokes equations. We added an external constant pressure 
gradient, which is the driving force of the flow and balances the wall surface friction. 
one-k-equation-eddy SGS model was employed to account for the physics in unresolved 
scales. 

Turbulence statistics were obtained for the simulated flow. We used the temporal 
and horizontal spatial averaging as the statistical average due to the homogeneity of 
the flow in these directions. The statistically averaged quantities were presented in 
dimensionless form. Except for the mismatch near the ground, the mean velocity and 
velocity gradient profiles follow reasonably well the target profiles. The second- and 
third-order moments of turbulence were found to be in good agreement with previous 
studies [3, 31]. The SGS quantities are consistent with the mathematical formulation 
of the SGS model. Similar to the traditional Smagorinsky model, the one-k-equation­
eddy model is too dissipative near the ground. The velocity components follow nearly 
Gaussian distributions in y and z direction, whereas non-Gaussian behaviors occur in x 
direction. The power spectra are in reasonably good agreement with modified Kaimal 
spectra at low frequencies. At high frequencies, the spectra were found to drop much 
faster. Further work is planned to investigate the possibility of improving the simulation 
of the higher frequency spectral components. 

In addition, some interesting findings from the simulations include the following: 

1. The power-law representation of SGS kinetic energy and dissipation can be well 
explained by the equilibrium between the gradient diffusion and the dissipation in 
the transport equation of SGS kinetic energy. This balance is actually the basis 
of Smagorinsky model; Based on this balance, a model for the SGS dissipation is 
derived. 

2. The filtered turbulent kinetic energy is approximately a logarithmic function of 
height; 

3. The spatial coherence functions are exponential. The exponent in x, y, z direction 
are about 0.46, 13.48, 8.89, respectively. The results are consistent with the expres­
sions commonly used in wind engineering applications and indicate the existence 
of the elongated streaky structures in the near-wall region. 

Although a simple SGS model and a relatively coarse grid were used in the simu­
lations, properties such as spectral density, and the spatial coherence functions of the 
turbulent boundary layer flow are reasonably well represented. As found in other stud­
ies, the near-ground region is still problematic. However, the knowledge of spectra and 
coherence is significant to the bluff body aerodynamics and structural response, which 
will be the topic of the future study. 
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