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This publication describes differential privacy — a mathematical framework that quantifies 
privacy risk to individuals as a consequence of data collection and subsequent data release. It 
serves to fulfill one of the assignments to the National Institute of Standards and Technology 
(NIST) by the Executive Order on Safe, Secure, and Trustworthy Artificial Intelligence 
issued on October 30, 2023. The primary goal of this publication is to help practitioners 
of all backgrounds better understand how to think about differentially private software 
solutions. Multiple factors for consideration are identified in a differential privacy pyramid 
along with several privacy hazards, which are common pitfalls that arise as the mathematical 
framework of differential privacy is realized in practice. 

Keywords 

Anonymization; data analytics; data privacy; de-identification; differential privacy; privacy; 
privacy-enhancing technologies. 

Reports on Computer Systems Technology 

The Information Technology Laboratory (ITL) at the National Institute of Standards and 
Technology (NIST) promotes the U.S. economy and public welfare by providing technical 
leadership for the Nation’s measurement and standards infrastructure. ITL develops tests, 
test methods, reference data, proof of concept implementations, and technical analyses to ad-
vance the development and productive use of information technology. ITL’s responsibilities 
include the development of management, administrative, technical, and physical standards 
and guidelines for the cost-effective security and privacy of other than national security-
related information in federal information systems. The Special Publication 800-series 
reports on ITL’s research, guidelines, and outreach efforts in information system security, 
and its collaborative activities with industry, government, and academic organizations. 

Supplemental Content 

This publication comes with a companion package of Python Jupyter notebooks that illustrate 
some of the concepts described in the publication, including how to achieve differential 
privacy, situations where differential privacy could magnify bias, and utility analysis of 
differentially private algorithms. Supplemental content for this publication can be found at 
https://github.com/usnistgov/PrivacyEngCollabSpace/tree/master/tools/de-identification/ 
NIST-SP-800-226-SupplementalMaterial/. 
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This public review includes a call for information on essential patent claims (claims whose 
use would be required for compliance with the guidance or requirements in this Information 
Technology Laboratory (ITL) draft publication). Such guidance and/or requirements may 
be directly stated in this ITL Publication or by reference to another publication. This call 
also includes disclosure, where known, of the existence of pending U.S. or foreign patent 
applications relating to this ITL draft publication and of any relevant unexpired U.S. or 
foreign patents. 

ITL may require from the patent holder, or a party authorized to make assurances on its 
behalf, in written or electronic form, either: 

a) assurance in the form of a general disclaimer to the effect that such party does not 
hold and does not currently intend holding any essential patent claim(s); or 

b) assurance that a license to such essential patent claim(s) will be made available 
to applicants desiring to utilize the license for the purpose of complying with the 
guidance or requirements in this ITL draft publication either: 

(i) under reasonable terms and conditions that are demonstrably free of any unfair 
discrimination; or 

(ii) without compensation and under reasonable terms and conditions that are demon-
strably free of any unfair discrimination. 

Such assurance shall indicate that the patent holder (or third party authorized to make 
assurances on its behalf) will include in any documents transferring ownership of patents 
subject to the assurance, provisions sufficient to ensure that the commitments in the assurance 
are binding on the transferee, and that the transferee will similarly include appropriate 
provisions in the event of future transfers with the goal of binding each successor-in-interest. 

The assurance shall also indicate that it is intended to be binding on successors-in-interest 
regardless of whether such provisions are included in the relevant transfer documents. 

Such statements should be addressed to: Privacyeng@nist.gov 
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• Is the differential privacy pyramid a helpful conceptual device? 
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Data analytics is becoming an essential tool to help organizations make sense of the enor-
mous volume of data being generated by information technologies. Many entities — whether 
in government, industry, academia, or civil society — use data analytics to improve research, 
develop more effective services, combat fraud, and inform decision-making to achieve 
mission or business objectives. However, when the data being analyzed relates to or affects 
individuals, privacy risks can arise. These privacy risks can limit or prevent entities from 
realizing the full potential of data. Privacy-enhancing technologies can help mitigate privacy 
risks while enabling more uses of data. 

This publication describes differential privacy — a privacy-enhancing technology that 
quantifies privacy risk to individuals when their data appears in a dataset. Differential 
privacy was first defined in 2006 as a theoretical framework and is still in the process of 
transitioning from theory to practice. This publication is intended to help practitioners of all 
backgrounds — policymakers, business owners, product managers, IT technicians, software 
engineers, data scientists, researchers, and academics — understand, evaluate, and compare 
differential privacy guarantees. In particular, this publication highlights privacy hazards that 
practitioners should consider carefully. 

This publication is organized into three parts. Part I defines differential privacy, Part II 
describes techniques for achieving differential privacy and their properties, and Part III 
covers important related concerns for deployments of differential privacy. A supplemental, 
interactive software archive is also included to supplement understanding of differential 
privacy and techniques for achieving it. It serves to fulfill one of the assignments to the 
National Institute of Standards and Technology (NIST) by the Executive Order on Safe, 
Secure, and Trustworthy Artificial Intelligence issued on October 30, 2023. 

Part I: The Differential Privacy Guarantee 

Differential privacy promises that the outcome of a data analysis or published dataset will be 
about the same whether or not you contribute your data. In other words, any privacy harms 
that result from a differentially private analysis could have happened even if you had not 
contributed your data. This section introduces differential privacy, describes its properties, 
explains how to reason about and compare differential privacy guarantees, describes how 
the differential privacy guarantee can impact real-world outcomes, and highlights potential 
hazards in defining and evaluating these guarantees. 

Part II: Differentially Private Algorithms 

In general, differential privacy is achieved by adding random noise to analysis results. More 
noise yields better privacy but also degrades the utility of the result. This dynamic is often 
called the privacy-utility trade-off, and it can be difficult to achieve high utility and strong 

1 
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privacy protection in some cases. In addition, some differentially private techniques can 262 
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create or magnify systemic, human, or statistical bias in results, so care must be taken to 
understand and mitigate these impacts. 

This section describes algorithms for a wide range of data processing scenarios. Differen-
tially private algorithms exist for analytics queries (e.g., counting, histograms, summation, 
and averages), regression tasks, machine learning tasks, synthetic data generation, and 
the analysis of unstructured data. Implementing differentially private algorithms requires 
significant expertise. It can be difficult to get right and easy to get wrong, like implementing 
cryptography, so it is best to use existing libraries when possible. 

Part III: Deploying Differential Privacy 

Differential privacy provides privacy protection for data subjects in the context of intentional, 
differentially private data releases. However, differential privacy alone does not protect 
data as it is collected, stored, and analyzed. Part III describes practical concerns about 
deploying differentially private analysis techniques, including the threat model, which 
describes who can be considered trustworthy and who should be considered malicious; 
several implementation challenges for differentially private mechanisms that can cause 
unexpected privacy failures; and additional security concerns and data collection exposure. 
For example, sensitive data must be stored using best practices in secure data storage and 
access control policies or not stored at all. A data breach that leaks sensitive raw data will 
completely nullify any differential privacy guarantee established for that dataset. 

Toward Standardization, Certification, and Evaluation 

This publication is intended to be a first step toward building standards for differential 
privacy guarantees to ensure that deployments of differential privacy provide robust real-
world privacy protections. In particular, a standard for differential privacy guarantees 
should prescribe parameter settings or solutions that address all of the privacy hazards 
described in this publication. Such a standard would allow for the construction of tools to 
evaluate differential privacy guarantees and the systems that provide them as well as the 
certification of systems that conform with the standard. The certification of differential 
privacy guarantees is particularly important given the challenge of communicating these 
guarantees to non-experts. A thorough certification process would provide non-experts with 
an important signal that a particular system will provide robust guarantees without requiring 
them to understand the details of those guarantees. 

2 
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Data analytics is becoming an essential tool to help organizations make sense of the enor-
mous volume of data being generated by information technologies. Many entities in govern-
ment, industry, academia, or civil society use data analytics to improve research, develop 
more effective services, combat fraud, and inform decision-making to achieve mission or 
business objectives. However, when the data being analyzed relates to or affects individuals, 
privacy risks can arise. These privacy risks can limit or prevent entities from realizing the 
full potential of data. Privacy-enhancing technologies can help mitigate privacy risks while 
enabling more uses of data. 

This publication discusses differential privacy — a privacy-enhancing technology that 
quantifies privacy risk to individuals when their data appears in a dataset. Differential 
privacy was first defined in 2006 as a theoretical framework. In recent years, it has been 
successfully deployed in production by large technology corporations and the U.S. Census 
Bureau. However, differential privacy is still in the process of transitioning from theory 
to practice. Although production systems exist that drive large-scale deployments, the 
software ecosystem for differential privacy is still in its infancy. This makes it challenging 
for practitioners who do not specialize in data privacy to easily deploy it. 

New software tools for differential privacy have emerged to make deploying differentially 
private systems easier. However, to effectively use these tools, practitioners must understand 
the mapping between mathematical properties of differential privacy and the real world, 
which is inexact. 

The primary goal of this publication is to help practitioners of all backgrounds — including 
business owners, product managers, software engineers, data scientists, and academics — 
better understand how to think about differentially private software solutions. It serves to 
fulfill one of the assignments to the National Institute of Standards and Technology (NIST) 
by the Executive Order on Safe, Secure, and Trustworthy Artificial Intelligence issued on 
October 30, 2023. 

This publication identifies several privacy hazards, which are common pitfalls that arise as the 
mathematical framework of differential privacy is realized in practice. While some technical 
details are discussed to give appropriate context for these hazards, dense mathematical 
formulas are isolated to figures. Additionally, an interactive software archive is included to 
supplement understanding on how differential privacy works, its guarantees, its quirks, and 
its trade-offs. 

Differential privacy has a precise mathematical definition. However, in practice, a differential 
privacy guarantee relies on multiple other factors. These factors are identified in the 
differential privacy pyramid shown in Fig. 1. The ability for each component of the pyramid 
to protect privacy depends on the components below it, and each is vital to achieving a 
meaningful privacy guarantee for end users. Evaluating any claim to differential privacy 
protection requires examining every component of the pyramid. 
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• Section 2 discusses the top part of the pyramid — the privacy parameter ε (and other 
privacy parameters) and the unit of privacy, which together are the most direct measure 
of the strength of a differential privacy guarantee. 

• Section 3 discusses the middle part of the pyramid — algorithms and correctness, side 
channels, and security, each of which can undermine a differential privacy guarantee 
if ignored. 

• Section 4 discusses the bottom part of the pyramid — access control, threat and 
trust models, and data collection, each of which is important for contextualizing a 
differential privacy guarantee. 

This publication will help readers understand, compare, and evaluate differential privacy 
guarantees; design differential privacy guarantees that translate into strong real-world privacy 
protections; and build systems that correctly ensure those guarantees. 

1.1. De-Identification and Re-Identification 

The most common approach to ensuring that an analysis is privacy-preserving is to perform 
it on de-identified data. In this publication, de-identified data refers to data from which 
identifying information has been removed. Identifying information is information that 
could be used to identify a specific individual, such as a name, address, phone number, 
or identification number. This approach is sometimes called anonymization but is distinct 
from the definition of anonymization used in the European Union’s General Data Protection 
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Regulation (GDPR) [1]. 353 
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Unfortunately, de-identifying data is challenging in practice because it is difficult to distin-
guish identifying information from non-identifying information. As a result, de-identified 
data nearly always contains some identifying information. For decades, it was considered 
impossible to recover enough information from properly de-identified data to seriously harm 
an individual’s privacy. However, the increasing availability of large amounts of data has led 
to the development of more powerful privacy attacks that disprove this assumption. 

In 1997, Professor Latanya Sweeney used a combination of gender, zip code, and birth date 
from publicly available voter registration data to re-identify individuals in a de-identified 
database of medical records, including Massachusetts Governor William Weld [2]. While 
Massachusetts stopped releasing de-identified medical records after that, Professor Sweeney 
found that 87% of the United States population can be uniquely identified by the three 
elements mentioned above.2 

2See https://aboutmyinfo.org/identity

Professor Sweeney’s technique is an example of a linking attack: an approach for exposing 
information specific to individuals in a de-identified dataset by matching records with a 
second dataset (often called the auxiliary data). Since the feasibility of a linking attack 
relies on the availability of good auxiliary data, the historical lack of suitable data was one 
basis for the belief that de-identified datasets preserve privacy. Today, however, more data is 
available than ever before, and linking attacks have been used to re-identify individuals in 
many different settings. 

1.2. Unique Elements of Differential Privacy 

Differential privacy is a mathematical definition of what privacy means — that is, it attempts 
to model privacy with math. There are many different techniques that can satisfy the 
definition, as will be discussed in future sections. Differential privacy’s status as a definition 
(rather than a process or technique) represents one major difference compared to techniques 
like de-identification. 

Perhaps more importantly, differential privacy has important advantages over previous 
privacy techniques — including de-identification — that address many of the privacy 
challenges described earlier in this section. These advantages are the primary reasons why a 
practitioner might choose differential privacy over some other data privacy technique. Since 
differential privacy is rather new, robust tools, standards, and best-practices are not easily 
accessible outside of academic research communities. 

The following sections will describe the differential privacy definition and its implications on 
privacy in the real world, give an overview of techniques for satisfying differential privacy, 
and discuss deployment challenges and approaches for addressing them. 

. 
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2. The Differential Privacy Guarantee 388 
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This section introduces differential privacy, describes its properties, and explains how to 
reason about and compare differential privacy guarantees. It focuses on how the specifics of 
the differential privacy guarantee can impact real-world outcomes and highlights potential 
hazards in defining and evaluating these guarantees. Specifically: 

• Section 2.1 defines differential privacy and describes how to interpret its formal 
definition in real-world terms. 

• Section 2.2 introduces the privacy parameter ε , which is one key factor in controlling 
the strength of the privacy guarantee. 

• Section 2.3 describes several commonly used variants of the differential privacy 
definition. 

• Section 2.4 describes the unit of privacy, which is the other key factor in controlling 
the strength of the privacy guarantee. 

• Section 2.5 describes how to compare different privacy guarantees to each other, 
including the hazards of these comparisons. 

• Section 2.6 examines the impact of mixing differential privacy with other kinds of 
privacy protection. 

2.1. The Promise of Differential Privacy 

Utility Bias

Algorithms & Correctness

Data Collection Exposure

Side Channels Security Access Control

Threat ModelQuery Model

Unit of Privacy

εε

Unit of Privacy

Section 2

Section 3

Section 4

Differential privacy is a mathematical definition of what it means 
to have privacy when an individual contributes data to a particular 
analysis process. Informally, the math of differential privacy en-
codes the notion that the chance of any outcome is about the same, 
whether or not the individual contributes their data. This includes 
every possible outcome, including thosethat might be considered 
privacy harms to an individual. Here, the word outcome denotes the result of the analysis 
itself. For example, if you bought a pumpkin spice latte last month from your favorite coffee 
stand, the outcome of analyzing that coffee stand’s sales data might be learning that 873 
pumpkin spice lattes were sold last month. Differential privacy says that this outcome should 
occur with the same probability with or without your data. 

Key Takeaway Differential privacy promises that the chance of an outcome is about 
the same whether or not you contribute your data. 

One way to view the promise of differential privacy is in terms of potential privacy harms 
that could be prevented, like re-identification attacks. If a re-identification attack is an 
outcome, then differential privacy promises that a successful attack against individual X is 
equally likely whether or not X’s data is present. Since a re-identification attack cannot be 
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successful if X’s data is missing, differential privacy promises that it will not be successful 421 
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even if X does contribute data. 

Another useful way to consider the promise is to imagine two hypothetical worlds: 

1. In the real world, X lives in a city, owns a smartphone, pays with a credit card, and 
uses social media. 

2. In an off-grid world, X lives in an off-grid cabin and is self-sufficient. No other 
individual knows that X exists. 

The off-grid world is designed to encode an informal notion of “perfect privacy.” Differential 
privacy promises that the chance of an outcome will be about the same in both worlds, 
meaning that privacy harms that occur in the real world could just as easily have occurred in 
the off-grid world. 

However, population-level information can sometimes allow one to infer information about 
individuals. Differential privacy thus does not protect against inferences made about an 
individual as long as those inferences can be made without that individual’s data. For 
example, differentially private statistics might allow us to learn the following (made up) 
fact: “most people named Joe enjoy pumpkin spice lattes.” There may be many individuals 
in the world named Joe, and excluding a single such individual would not change this 
statement very much. Yet one could conclude that any individual X named Joe probably 
enjoys pumpkin spice lattes, even in the off-grid world. 

Key Takeaway Differential privacy does not prevent somebody from making infer-
ences about you. 

The NIST Privacy Framework [3] characterizes privacy as a state that safeguards important 
values, such as human autonomy and dignity. Privacy risks arise from problematic data 
actions, which are actions taken on data that could cause an adverse effect for individuals.3 

3The NIST Privacy Risk Assessment Methodology (PRAM) [4] catalogs some examples of problematic data 
actions. 

Differential privacy provides a strong defense against many of these problematic data 
actions, including common concerns like re-identification. Methodologies like the Privacy 
Framework can help contextualize the protection provided by differential privacy and assess 
whether that protection matches real-world expectations. 

Privacy can also be framed in terms of limiting different kinds of disclosures, which are 
often grouped into three categories: identity disclosure (i.e., re-identification), attribute 
disclosure (i.e., learning a specific attribute of an individual), and inferential disclosure [5]. 
According to the traditional definition, an inferential disclosure allows someone to make 
a more confident or accurate inference about an individual. The other two categories are 
high-confidence cases of inferential disclosure [6]. 

Tore Dalenius described inferential disclosure as the possibility of learning a sensitive 
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attribute with high but not total certainty [7]. This informal notion has been used in 454 
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statistical disclosure limitation (SDL) literature for decades. However, under this definition, 
differential privacy does not protect against all inferential disclosures. More recent work has 
shown [8–10] that the traditional definition of inferential disclosure is generally impossible 
to achieve while using statistics to gain scientific knowledge. This line of work proposes a 
new definition for inferential disclosure: access to a statistical database should not enable 
one to learn anything about an individual that could not be learned without that individual’s 
data. This new definition aligns with the promise that correctly deployed differential privacy 
can be expected to provide strong protection against inferential disclosures and, thus, against 
identity and attribute disclosures. 

2.1.1. The Math of Differential Privacy 

The formal definition of differential privacy is adapted from [11]: 
Definition (Differential privacy.) A randomized mechanism M satisfies ε-differential 
privacy if for all neighboring datasets D1 and D2 and all possible outcomes S: 

Pr[M (D1) ∈ S] 
Pr[M (D2) ∈ S] 

≤ e ε 

D1 and D2 are considered neighbors if they differ in the data of one individual. 

The definition says that the ratio of two probabilities should be less than or equal to eε , 
where ε is a number called the privacy parameter, the privacy loss or the privacy budget. 
One can think of the numerator as the chance that outcome S occurs in the real world (i.e., 
with X’s data), while the denominator is the chance that the same outcome S occurs in an 
off-grid world (i.e., without X’s data). The definition is symmetric, so the two cases can be 
reversed. The ratio between the two probabilities should be small (i.e., ≤ eε ) and encode the 
requirement that the chance of each outcome should be about the same in both cases. 

For example, consider a scenario in which 632 pumpkin spice lattes were sold in October. In 
order for this to satisfy differential privacy according to Definition 1, the probability that an 
analysis on dataset D1 returns the number 632 should be about the same as the probability 
that an analysis on D2 returns the same answer. This should also be true of every possible 
answer one could observe (i.e., every output of the analysis M , not just 632). 

Definition 1 says that D1 and D2 must be neighboring datasets, which differ in one in-
dividual’s data. Thus, the difference between the real world and an off-grid world can 
be encapsulated in the availability or non-availability of one person’s data. Neighboring 
datasets can be defined using the unit of privacy that has major impacts on the real-world 
implications of the differential privacy definition.The unit of privacy is discussed in Sec. 2.4. 

Key Takeaway The differential privacy guarantee is defined by both the privacy pa-
rameters (e.g., ε) and the unit of privacy (i.e., the definition of neighboring datasets). 
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2.1.2. Properties of Differential Privacy 483 
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The definition of differential privacy has intuitive appeal, but it also has some important 
properties that address many of the shortcomings of previous approaches to privacy. 

1. Differential privacy assumes that all information is identifying information, elim-
inating the challenging and sometimes impossible task of accounting for all 
identifying elements of the data. 

2. Differential privacy is resistant to privacy attacks based on auxiliary data, so it 
can effectively prevent the linking attacks that are possible on de-identified data. 

3. Differential privacy is compositional, meaning that the “total privacy harm” of 
multiple data releases can be considered to ensure that it does not get too large 
over time. 

These properties are direct mathematical implications of the definition itself — in other 
words, you can prove that they are true. 

2.2. The Privacy Parameter ε 

Utility Bias

Algorithms & Correctness

Data Collection Exposure

Side Channels Security Access Control

Threat ModelQuery Model

Unit of Privacy

ε
Section 2

Section 3

Section 4

ε

At the top of the pyramid in Fig. 1, the privacy parameter ε controls 
how similar differential privacy’s two hypothetical worlds need 
to be. If ε is very small, then the two worlds need to be nearly 
identical, implying a very strong privacy guarantee. When ε is 
large, the two worlds are allowed to be further apart, implying a 
weaker privacy guarantee. 

This dynamic is shown in Fig. 2. The most common way to achieve differential privacy is 
by adding random noise. Thus, as ε gets smaller, the results show stronger privacy but less 
accuracy. This trade-off is often called the privacy-utility tradeoff . Sec. 3.2 discusses utility 
and how to measure it. 

Key Takeaway Smaller ε means stronger privacy but worse accuracy. Larger ε means 
weaker privacy but better accuracy. This dynamic is called the privacy-utility tradeoff . 

Privacy Hazard Large values 
of ε may not provide meaningful 
privacy. 

Open Question How to set ε is 
still an active area of research. 

Current consensus suggests that a conservative setting 
of ε ≤ 1 provides strong real-world privacy in most 
cases [12]. The situation is less clear for larger values 
of ε . However, many deployments of differential 
privacy have used larger values (i.e., 1 <  ≤ 20ε ) [13]. 
Experiments have shown that ε values on the larger 
end of this scale do not always provide meaningful 
real-world privacy [14], but the impact of ε in the real world seems to be highly dependent 
on the situation, and larger values of ε may still provide meaningful privacy in some cases. 
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Fig. 2. Impact of the privacy parameter ε: the privacy-utility trade-off. 
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It is common for the same data to be analyzed many times. In this context, it is common to 516 
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view the ε parameter as a privacy budget — an upper bound on the total allowable privacy 
loss for all analyses of the data. The composition property of differential privacy allows us 
to add up the individual ε parameters for many analyses of the same data to compute an 
upper bound on the cumulative privacy loss of these analyses. For example, an organization 
may perform 10 individual differentially private analyses on a dataset, each with a privacy 
parameter of εi = 0.1. In this case, the total privacy budget is  = 10 i = 1. ε ε

Key Takeaway If one dataset is analyzed many times, the individual ε parameters can 
be added up for the analyses to compute an upper bound on the cumulative privacy loss 
of these analyses — a “total ε” often called the privacy budget. 

2.3. Variants of Differential Privacy 

The original definition of differential privacy is also called ε-differential privacy or pure 
differential privacy. Since the original development of this definition, several variants have 
been designed that relax its requirements to achieve better utility. 

Benefits of privacy variants

Table 1 summarizes the commonly used variants of differential privacy. The primary benefit 
of most variants is improved utility over pure ε-differential privacy. There are two main 
reasons for the improvement: 

1. All four variants enable the use of Gaussian noise (described in Sec. 3.1), which can 
significantly improve utility in some cases. 

2. All four variants enable tighter bounds on composition, resulting in lower privacy 
budgets for iterative algorithms. 

To obtain these benefits, each of the variants weakens the privacy guarantee slightly com-
pared to pure ε-differential privacy. 

10 



NIST SP 800-226 ipd 
December 2023 

Selecting a variant. 537 
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When only a few statistics are being released, none of the variants offers a significant 
improvement over pure ε-differential privacy, and there is no need to use one of them. When 
many statistics are being released or an iterative algorithm is used, then using one of these 
variants can significantly improve accuracy. When selecting a variant, Rényi differential 
privacy, zero-concentrated differential privacy, or Gaussian differential privacy are preferred 
because they offer the best utility and the smallest weakening of the guarantee. 

(ε,δ )-differential privacy and catastrophic failure. 

The final variant — (ε,δ )-differential privacy (also called approximate differential privacy) 
— includes a parameter δ (pronounced “delta”) that allows mechanisms to provide no privacy 
guarantee at all for rare events (see Appendix Section B.1 for the formal definition). For 
example, a mechanism that picks one person from a dataset of n people and releases their 
data with no noise at all can still satisfy (ε,δ )-differential privacy as long as δ > 1

n . 

Privacy Hazard Due to the 
possibility of catastrophic fail-
ure, avoid the use of (ε,δ )-
differential privacy when pos-
sible. R´ enyi differential pri-
vacy, zero-concentrated differen-
tial privacy, and Gaussian differ-
ential privacy provide the best 
utility and strongest guarantee of 
available variants and should be 
preferred. 

This guarantee can allow for a complete, catastrophic 
failure of privacy. To obtain meaningful real-world 
privacy protection with (ε,δ )-differential privacy, δ 
is typically set very small compared to n so that mech-
anisms like the example above are not possible. In 
other words, catastrophic failure is so unlikely that it 
is never expected to occur [15]. 

An even better approach is to avoid the use of (ε,δ )-
differential privacy to build mechanisms. The other 
variants in Table 1 provide the same (or better) ben-
efits to utility without the possibility of catastrophic 
failure. However, (ε,δ )-differential privacy is often 
used as a common format to compare privacy guarantees. 

The catastrophic failure possibility of (ε,δ )-differential privacy allows for some useful 
mechanisms that are not possible under other variants. These mechanisms do not usually 
offer better utility, but they can improve usability. One example is determining the set 
of histogram bins from the data (as in SQL’s GROUP BY), which is possible under (ε,δ )-
differential privacy but not under the other variants. Depending on the context, the benefit to 
usability may sometimes outweigh the drawbacks of the weaker guarantee, but the trade-off 
should be considered carefully. 

Converting guarantees for interpretability. 

Each of the variants in Table 1 has a different set of privacy parameters. Even when the 
parameters overlap, parameters with the same name can have different meanings. For 
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Table 1. Variants of differential privacy 

Differential Privacy Variant Parameters Benefit over ε-DP 

ε-DP (Pure DP) ε — 

(ε,δ )-DP (Approximate DP) ε,δ Usability; interpretability 

Rényi DP (RDP) α,ε Utility; no catastrophic failure 

Zero-Concentrated DP (zCDP) ρ Utility; no catastrophic failure 

Gaussian DP (GDP) µ Utility; no catastrophic failure 

Fig. 3. All of the differential privacy variants shown in Table 1 can be converted to 
(ε,δ )-differential privacy. 
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privacy when α is very large. Guarantees given in two different variants can be interpreted 
and compared by converting them to a common format. All of the variants in Table 1 can be 
converted to (ε,δ )-differential privacy for comparison, as shown in Fig. 3. 

Key Takeaway R´ enyi differential privacy, zero-concentrated differential privacy, and 
Gaussian differential privacy guarantees can be converted to (ε,δ )-differential privacy 
guarantees to enable interpretation and comparison between them. 

When converting a guarantee from RDP, zCDP, or GDP to (ε,δ )-differential privacy, the 
setting of δ is less critical because these variants do not allow catastrophic failure. Instead, 
the conversion process introduces a trade-off between ε and δ . When performing the 
conversion, the analyst chooses a value for δ and calculates ε so that each guarantee in 
these variants corresponds to many possible (ε,δ ) pairs. For example, a zero-concentrated 
differential privacy guarantee with ρ = 0.1 corresponds to infinitely many (ε,δ )-differential 
privacy guarantees, including both ε = 1.45,δ = 10−2 and ε = 4.39,δ = 10−20 . 

The value δ = 10−5 is often chosen when converting to (ε,δ )-differential privacy because it 
represents a reasonable balance between ε and δ that makes it easier to interpret the value of 
ε after conversion. Using a common value for δ also makes it easier to compare guarantees. 
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Key Takeaway When converting a guarantee to (ε,δ )-differential privacy, choose 
a small value for δ to obtain a meaningful value of ε . In most cases, δ = 10−5 is 
reasonable. When comparing converted guarantees, ensure that the δ values are equal. 
When reporting guarantees, report all of the original privacy parameters to allow third 
parties to replicate the conversion with different values of δ . 

2.4. The Unit of Privacy 587 
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Unit of Privacy

Section 2

Section 3

Section 4

The second layer of the differential privacy pyramid (Fig. 1) is the 
unit of privacy for a differential privacy guarantee. Definition 1 
defines differential privacy in terms of neighboring datasets and 
says that two datasets D1 and D2 are neighbors if they differ in 
one person’s data. This is an informal description, and how it is 
formalized significantly impacts the actual meaning of a differential 
privacy guarantee. The formal definition of neighboring datasets in a differential privacy 
guarantee implies a real-world unit of privacy that specifies exactly what is protected by the 
guarantee. In many ways, it is more important to real-world privacy than the setting of the 
privacy parameter ε . 

Unit of Privacy: Event Level 

To see why the unit of privacy is so important, consider how one would determine whether 
D1 and D2 are neighboring datasets in the earlier example scenario of the number of pumpkin 
spice lattes sold in October. One could say that D1 and D2 are neighbors if they differ in one 
event (e.g., a single transaction). This is an easily formalized definition and is sometimes 
called event-level privacy. It is also sometimes called row-level differential privacy because 
single events often translate directly to single rows in a database. 

To think about how this unit of privacy impacts the real-world privacy of individuals, 
imagine a scenario in which a particularly thirsty customer (Customer X) buys 610 of the 
632 pumpkin spice lattes sold in October. Imagine that an adversary knows the identities 
and purchase history of all of the pumpkin spice latte customers except for Customer X and 
wants to find out whether Customer X purchased a small number of pumpkin spice lattes 
(i.e., fewer than 30) or a large number (i.e., more than 200). The adversary might be able 
to figure out which of these two hypothetical situations is the real one, even if differential 
privacy is used because differential privacy makes guarantees only for neighboring datasets. 
Under the event-level unit of privacy, the datasets associated with the adversary’s hypotheses 
are not neighbors. The event-level unit of privacy says that neighboring datasets differ by 
one event (i.e., by a single pumpkin spice latte transaction), and the adversary’s hypotheses 
differ by much more than this. The event-level unit of privacy does protect against an 
adversary who wants to know whether Customer X bought 632 or 633 pumpkin spice lattes 
because the associated datasets are neighbors under this unit of privacy. In some cases, this 
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may be a sufficient real-world privacy guarantee; in other cases, it may not. 

Table 2. Common units of privacy. 

Unit of privacy Neighboring datasets differ in... 
Event Level One event 
User Level One individual’s data 
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Unit of Privacy: User Level 

For a stronger real-world guarantee, one can use a different unit of privacy: D1 and D2 

are neighbors if they differ in one user’s data. This definition of neighboring datasets is 
sometimes called user-level privacy. Under this unit of privacy, the adversary’s hypotheses 
about Customer X are represented by neighboring datasets. In fact, any dataset where 
Customer X purchases n pumpkin spice lattes is a neighbor of a dataset where Customer X 
purchases m lattes for any values of n and m. Thus, differential privacy does translate to a 
meaningful real-world privacy guarantee against the adversary discussed above if the unit of 
privacy is set correctly. Table 2 summarizes the most common units of privacy: 

Transforming the Unit of Privacy: Bounding Contributions 

A common way to achieve user-level privacy when each user submits multiple events is to 
enforce an upper bound on the number of events contributed by each user by transforming 
the data (e.g., keeping the first k events they submit and throwing away any further events or 
by keeping a random size-k subset of their events). Approaches like this are used to bound 
the contributions made by each user. 

Bounding contributions transforms the unit of privacy from the event level to the user level, 
but it also scales up the sensitivity (described in Sec. 3.1) of operations on the data by the 
upper bound k. As a result, user-level guarantees achieved by bounding contributions require 
more noise for the same value of ε , and k should be set carefully to maximize accuracy. 

Bounding contributions can also be used to achieve other kinds of privacy units. For example, 
it is possible to enforce an upper bound of k events per user per day (or other unit of time) 
or per location (or other unit of geography). These guarantees tend to be stronger than 
event-level privacy but weaker than user-level privacy, and their strength can be difficult to 
interpret (see Sec. 2.5). 

Evaluating the Unit of Privacy 

To determine whether a unit of privacy is sufficient, start with the user-level unit of privacy. 
Then consider possible real-world privacy harms, and evaluate whether or not the unit of 
privacy makes guarantees in the associated scenarios. 
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Privacy harms can be defined in terms of pairs of hypothetical situations that an adversary 648 
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would like to distinguish (i.e., they would like to know which hypothesis is true). The 
example above described a potential privacy harm in terms of two hypotheses: 

1. Customer X purchased fewer than 30 pumpkin spice lattes. 

2. Customer X purchased more than 200 pumpkin spice lattes. 

Now, consider the datasets D1 and D2 associated with the two hypothetical situations. D1 

will contain fewer than 30 transactions from Customer X , while D2 will contain more than 
200 transactions. 

Privacy Hazard If the differ-
ence between two hypothetical 
situations is not captured by the 
unit of privacy, then differential 
privacy does not prevent an ad-
versary from distinguishing the 
two situations. 

If these two datasets are neighbors based on the cho-
sen unit of privacy, then the differential privacy guar-
antee applies to the underlying privacy harm. If they 
are not, then differential privacy makes no guarantee 
about the privacy harm. In the previous example, the 
event-level unit of privacy means that D1 and D2 are 
not neighbors, so differential privacy makes no guar-
antees about this situation. Under the user-level unit 
of privacy, the two are neighbors. 

Choosing a Unit of Privacy 

The user-level unit of privacy is an excellent default and generally provides robust real-
world privacy. Relaxing the unit of privacy can improve accuracy and reduce ε and δ 
simultaneously, but it can also lead to surprising real-world privacy failures. In particular, it 
may be possible to learn a significant amount about an individual’s habits when event-level 
privacy is used. 

Privacy Hazard Event-level 
privacy protects events (or 
dataset rows), not individuals. 
If an individual contributes 
multiple events, an attacker may 
still be able to infer properties 
of the individual. 

Example scenarios that highlight the impact of event-
level privacy include: 

• Event-level privacy for website logs protects a 
single visit to a URL but not repeat visits. 

• Event-level privacy for taxi trip data protects 
a single trip but not an individual’s common 
destinations (e.g., home or work). 

• Event-level privacy for smart meters protects a 
single meter reading but not trends in electricity use (e.g.. the use of power-hungry 
Bitcoin mining equipment). 

Bounds on user contributions can strengthen the privacy guarantee significantly, but the 
bounds must be selected carefully. A total contribution limit is strongest and equivalent to 
user-level privacy. Bounds that reset periodically can be much weaker. 
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• A total contribution limit is equivalent to user-level privacy and generally provides 
robust real-world privacy. 

• A per-day contribution limit protects activities in a single day but not activities that 
repeat across multiple days. 

• A per-month contribution limit protects activities in a single month but not activities 
that occur every month. 

The safest default for any differential privacy guarantee is user-level privacy or a total 
contribution bound that transforms the guarantee into user-level privacy. Weaker units of 
privacy can improve accuracy or reduce ε , but they can also weaken the privacy guarantee 
significantly. When a weaker unit of privacy is used, it is important to assess whether the 
differential privacy guarantee still offers the desired protection against real-world privacy 
risks. 

2.5. Comparing Differential Privacy Guarantees 

This section demonstrates the implications of different kinds of differential privacy guaran-
tees by comparing different guarantees to each other. 

Privacy Parameter ε 

The setting of the privacy parameter ε has the most visible impact on real-world privacy, and 
comparing ε values is the first step in comparing two guarantees. For example, a guarantee 
with ε = 0.1 is strictly stronger than a guarantee with ε = 10. 

Privacy Parameter δ 

As with ε , a smaller value for δ means stronger privacy. If two ε values are the same, the 
next step in comparing the guarantees is to compare their δ values. Unfortunately, differing 
δ values can make two guarantees difficult to compare. For example, consider the two 
guarantees in Fig. 4. Their ε values are the same, but their δ values are different. Guarantee 
(a) is strictly stronger because its δ value is smaller. When two guarantees have different δ 
values, it is not possible to compare their εs. 

Unit of Privacy 

An improper setting for the unit of privacy can unintentionally reveal information about 
individuals. For example, consider the two guarantees in Fig. 5. Guarantee (a) is strictly 
stronger because its unit of privacy is strictly larger even though the other parameters are 
the same for both guarantees. Guarantee (b) may not provide meaningful privacy when one 
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ε 2.5 
δ 1 · 10−25 

Privacy unit User level 

ε 2.5 
δ 1 · 10−5 

Privacy Unit User Level 

Privacy Hazard 
Guarantees with dif-
ferent values of δ are not 
directly comparable. 

(a) (b) 

Fig. 4. An example of two differential privacy guarantees that have the same ε value. The two 
guarantees are not directly comparable because they have different δ values. 

ε 2.5 
δ 1 · 10−5 

Privacy Unit User Level 

ε 2.5 
δ 1 · 10−5 

Privacy Unit Event Level 

Privacy Hazard 
Guarantees with dif-
ferent units of privacy are 
not directly comparable. 

(a) (b) 

Fig. 5. An example of two differential privacy guarantees that have the same ε and δ values. 
The two guarantees are not directly comparable because they have different units of privacy. 

person takes many trips. Under guarantee (b), an attacker may be able to determine where a 716 
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target individual lives, in spite of the differential privacy guarantee. 

Conversion Between Variants 

Converting to (ε,δ )-differential privacy from another variant of the differential privacy 
definition requires picking a value for δ . In this situation, the δ parameter is important for 
interpreting the resulting ε and comparing it with other guarantees. For example, consider 
the two guarantees in Fig. 6. Guarantees (a) and (b) are equivalent even though the reported 
ε values are very different. The difference comes from the trade-off between ε and δ in the 

ρ 0.1 
ε 1.45 
δ 1 · 10−2 

Privacy Unit User Level 

ρ 0.1 
ε 4.39 
δ 1 · 10−20 

Privacy Unit User Level 

Privacy Hazard When 
converting a guarantee to 
(ε,δ )-differential privacy, 
choosing a large value for 
δ results in a misleading 
value for ε . 

(a) (b) 

Fig. 6. An example of two differential privacy guarantees that have different ε and δ values. 
The two guarantees are directly comparable because one is convertible to the other using a 
conversion formula. 
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conversion process from zero-concentrated differential privacy — a larger δ allows for a 724 
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smaller ε , and a smaller δ requires a larger ε . 

When a variant is converted to (ε,δ )-differential privacy, the original privacy parameters 
should also be given (e.g., for zero-concentrated differential privacy, the value of ρ). This 
information allows third parties to perform their own conversion with other values for δ , 
enabling direct comparison with other guarantees. 

2.6. Mixing Differential Privacy With Other Data Releases 

Privacy Hazard The use of dif-
ferential privacy does not mit-
igate privacy risks associated 
with other (non-differentially pri-
vate) releases based on the same 
underlying data.

In some contexts, it may be necessary to release both 
differentially private statistics and non-differentially 
private statistics calculated from the same underlying 
data. For example, an organization may wish to make 
two releases based on the same underlying data: 

1. Exact summary statistics without differential 
privacy (under the assumption that the associ-
ated privacy risk is low, even without differential privacy) 

2. Detailed statistics with differential privacy 

The existence of the first release does not weaken the privacy guarantee of the second release. 
However, the use of differential privacy in the second release does not improve privacy for 
the first release. In situations like this, it is important to independently consider the privacy 
risks of non-differentially private releases (e.g., using the NIST Privacy Risk Assessment 
Methodology [4]). 

In this setting, it is possible to ensure consistency between the two releases by post-
processing the differentially private release. This involves modifying the differentially 
private release to make it consistent with the non-differentially private release. Fortunately, 
the differential privacy guarantee is robust against post-processing, so ensuring consistency 
with another set of statistics does not weaken the guarantee. Post-processing for consistency, 
therefore, does not introduce any additional privacy risks beyond the ones described above. 
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3. Differentially Private Algorithms 751 
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Utility Bias

Algorithms & Correctness

Data Collection Exposure

Side Channels Security Access Control

Threat ModelQuery Model

Unit of Privacy

ε

Utility Bias

Algorithms & Correctness

Section 2

Section 3

Section 4

This section describes specific algorithms for differentially private 
analysis. It focuses on high-level descriptions of established ap-
proaches with a particular emphasis on algorithms that are practical 
and easy to deploy. The first three sections describe important gen-
eral considerations of differentially private algorithms, including 
utility and bias: 

• Section 3.1 gives an overview of several building blocks used in differentially private 
algorithms. 

• Section 3.2 describes utility, and accuracy, and some methods for measuring them. 

• Section 3.3 explores the impacts of differential privacy on different forms of bias in 
data releases. 

Thereafter, the sections are organized by analysis type: 

• Section 3.4 describes techniques for analytics queries on a single data table (e.g., 
counting, summation, and average queries). 

• Section 3.5 describes techniques for machine learning, including deep learning. 

• Section 3.6 describes techniques for generating differentially private synthetic data. 

• Section 3.7 discusses unstructured data (e.g., text, photos, and video). 

Privacy Hazard Avoid custom 
implementations of differentially 
private algorithms, and use well-
tested libraries instead. 

NIST strongly recommends that practitioners use 
well-tested implementations provided by libraries 
rather than implementing these mechanisms and al-
gorithms themselves. As discussed in Section 4, im-
plementing differentially private algorithms can be 
tricky, and custom implementations increase the risk of privacy vulnerabilities. 

3.1. Basic Mechanisms and Common Elements 

Randomized functions (often called mechanisms) are used to achieve differential privacy. If 
Definition 1 is proven for a mechanism, it is called a differentially private mechanism. 

This section describes two basic differentially private mechanisms that are often used to 
build larger mechanisms and systems: the Laplace mechanism and the Gaussian mechanism. 
Both work by adding noise to the output of a query, and both mechanisms scale the noise 
according to the sensitivity of the underlying query. Sensitivity is defined to measure how 
much the output of a query could change when its input (i.e., the data being queried) changes. 
Two commonly used sensitivity measures are L1 and L2. The L1 sensitivity is measured 
using L1 distance (i.e., Manhattan distance), while the L2 sensitivity is measured using L2 

distance (i.e., Euclidean distance). See Appendix Section B.2 for the formal definitions. 
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Key Takeaway The sensitivity of a query is designed to measure how much one 
person’s data could affect its output. 

Mechanism The Laplace mechanism adds random noise drawn from the Laplace dis-
tribution to the output of a query. It uses L1 sensitivity and guarantees (ε,0)-differential 
privacy. 

Mechanism The Gaussian mechanism adds random noise drawn from the Gaussian 
(or normal) distribution to the output of a query. It uses L2 sensitivity and guarantees 
ε,δ -differential privacy. 

Choosing a Mechanism 786 
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While both the Laplace and the Gaussian mechanisms add noise to a query’s output to 
satisfy differential privacy, they differ in two major ways: the guarantee they provide and 
the measure of sensitivity they require. 

The Laplace mechanism satisfies pure ε-differential privacy, while the Gaussian mechanism 
satisfies (ε,δ )-differential privacy. If the stronger pure ε-differential privacy guarantee is 
required, then the Gaussian mechanism is not an option, and the Laplace mechanism should 
be used. 

If either guarantee is sufficient, then the choice can be made based on which mechanism 
provides better accuracy. For queries with low-dimensional outputs (i.e., for a query 
f : D → Rk for small k, including k = 1), the Laplace mechanism provides better accuracy 
due to the shape of the distribution. For queries with high-dimensional outputs (i.e., large k), 
the Gaussian mechanism generally provides better accuracy because it allows the use of L2 

sensitivity. For high-dimensional outputs, L2 sensitivity is typically much smaller than L1 

sensitivity, which significantly improves accuracy. 

3.2. Utility and Accuracy 

Utility Bias

Algorithms & Correctness

Data Collection Exposure

Side Channels Security Access Control

Threat ModelQuery Model

Unit of Privacy

ε

Utility

Section 2

Section 3

Section 4

Utility refers to how useful a dataset or statistic is for a specific 
purpose. Accuracy refers to the difference between a mechanism’s 
output and the true value that it is attempting to estimate. The 
two are not synonymous, even though they are often used inter-
changeably. Utility depends on the way a statistic will be used, 
while accuracy is simply a measurement of the statistic’s error. In 
particular, data can be: 

• Accurate but not useful. For example, if important parts of the data have been 
redacted, the data may not be capable of answering a particular question. 

• Inaccurate but still useful. For example, an inaccurate statistic may be sufficient to 
demonstrate a difference between two populations if the difference is very large. 
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Metrics for Utility: No General Solution 813 
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A statistic or data release can be used to answer many different questions. If the questions 
are known in advance, it is sometimes possible to develop outcome-specific utility metrics 
that directly measure the utility of the data for answering the specific questions of interest. 

In most cases, the specific questions of interest are not known when the data or statistics 
are created, so designing outcome-specific metrics based on those questions is not possible. 
Moreover, no single metric (or group of metrics) applies to all questions. 

A number of different metrics have been developed that attempt to approximately measure 
utility for large classes of questions [16]. These metrics combine measures of accuracy 
with assessments of properties that are typically of interest to statisticians, like correlations 
between columns in the data. Such metrics are useful tools for evaluating the quality of 
differentially private statistics or data releases but do not necessarily ensure utility for all 
possible questions of interest. 

Metrics for Accuracy 

Because utility is difficult to measure directly, accuracy metrics are often used as a proxy for 
utility. Two common accuracy metrics are absolute error and relative error. Absolute error 
is simply the absolute difference between the true query result and the noisy one. Relative 
error is the absolute error divided by the true query result. 

This setting poses a challenge to measuring error: the mechanisms used for differential 
privacy add random noise to query results, and that noise is — in theory — unbounded (i.e., 
it has no maximum or minimum). For example, it is possible to draw a Laplace noise sample 
in the millions or billions, but it is extremely unlikely. To get an idea about how much 
error is likely to be seen when running the mechanism, one can use a confidence interval. 
For example, a 95% confidence interval says that the absolute error of the mechanism will 
lie within the specified interval 95% of the time. If this interval is small, then one can be 
confident that the mechanism will give an accurate answer most of the time. 

For example, the Laplace mechanism described earlier can be measured by bounding the 
absolute error of the mechanism due to the noise it adds. The absolute error for the Laplace 
mechanism is defined as | f (x) − ( f (x) + Lap(∆1/ε))|. The noise depends on the privacy 
parameter ε . That is, the smaller the ε , the larger the error. 

An example of a 95% confidence interval for the absolute error of the Laplace mechanism 
is shown in Fig. 7. In this example, the query f (x) is an average, and the true result is 
f (x) = 331. The confidence interval is graphed as an error bar extending above and below 
the average. As ε gets smaller, the error bar becomes larger, meaning that the Laplace 
mechanism is more likely to return results with a larger error when ε is small. 
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Fig. 7. The 95% confidence interval for the absolute error of the Laplace mechanism. 
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Fig. 8. A plot of subsample size vs the 95% confidence interval shown in Fig. 7. 

Comparison With Subsampling 848 
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The error of the mechanism can be compared with some other approach that could be used 
to achieve privacy. One useful point of comparison is subsampling — computing the query’s 
result using only a fraction of the original data selected at random and then measuring the 
error of that result against the true result. When only a small fraction of the original data is 
used, one can expect to obtain a less accurate result. The resulting “mechanism” does not 
satisfy differential privacy, but it probably does provide some privacy in many cases and is 
often used for this purpose. 

Figure 8 plots a subsample size (measured as a fraction of the total dataset) against 95% 
confidence interval in the same way as Fig. 7. As the subsample size gets smaller, the 
confidence interval increases. This means that less accurate results can be expected with 
smaller subsamples. Note that the y-axis of this figure has the same scale as the earlier figure. 
The larger confidence intervals in the second image suggest that the Laplace mechanism can 
give much more accurate answers than subsampling in most settings. 
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Fig. 9. A plot of subsample size vs epsilon values that give the same error confidence interval. 

Subsampling can be directly compared with the Laplace mechanism by performing the 862 
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following experiment: for a particular subsample size, consider the value of the privacy 
parameter ε that would have resulted in the same confidence interval as subsampling. The 
results are plotted in Fig. 9 with the subsample size on the x-axis and the value of ε required 
to achieve the equivalent confidence interval on the y-axis. These results show that even 
small values of ε suffice to match the accuracy of subsampling. Thus, in this case, the 
Laplace mechanism with commonly used privacy parameters around ε = 1 is likely to 
provide better accuracy than subsampling. 

3.3. Bias 

Utility Bias

Algorithms & Correctness

Data Collection Exposure

Side Channels Security Access Control

Threat ModelQuery Model

Unit of Privacy

ε

Bias

Section 2

Section 3

Section 4

Systems that process data can introduce or magnify various kinds 
of bias that can negatively impact the validity of conclusions drawn 
from the results. NIST Special Publication (SP) 1270, Towards a 
Standard for Identifying and Managing Bias in Artificial Intelli-
gence [17], defines three important categories of bias: 

• Systemic bias results from rules, processes, or norms that 
advantage certain social groups and disadvantages others. 

• Human bias results from failures in the heuristics that hu-
mans use to make decisions. 

• Statistical or computational bias occurs when a data release 
does not reflect the underlying population. 

In some cases, differential privacy may magnify or create all three types of bias. This section 
describes how bias can result from the use of differential privacy and gives guidelines for 
understanding and mitigating that bias. 
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3.3.1. Systemic Bias 885 
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Systemic bias results from rules, processes, or norms that advantage certain social groups 
and disadvantage others. Institutional racism and sexism are two such examples that may 
occur without conscious effort by any individual simply as a result of following existing 
norms. The use of data can perpetuate and magnify systemic bias in many different contexts. 
This effect is perhaps most clearly visible in machine learning and other forms of artificial 
intelligence (AI), where numerous results have demonstrated the tendency of AI systems to 
“learn” and magnify systemic biases encoded in the data used to train them [17]. 

Privacy Hazard Differential 
privacy can magnify or create 
systemic bias. 

Open Question Finding and mit-
igating systemic bias is an open 
area of research. Users of this 
publication may find [17–21] 
helpful for understanding the 
considerations.

Recent work has also demonstrated that the use of 
differential privacy can make this problem worse. In 
a relative sense, the noise introduced by differentially 
private algorithms impacts smaller groups more than 
larger ones. Since marginalized social groups are of-
ten smaller than advantaged ones (and are sometimes 
underrepresented in the underlying data), the noise 
can magnify or even create biases in the differentially 
private results. 

Differential privacy can magnify disparate impacts 
on small groups. Figure 10 shows two histograms 
that count population by race in a single U.S. Census district in Massachusetts [22]. Each 
figure includes error bars (in red) that demonstrate the 95% confidence interval for the error 
introduced by differential privacy noise on each histogram bin. The only difference between 
the two figures is the value of the privacy parameter ε . As expected, the lower value of 
ε produces more error, so the error bars are larger. The y-axis is plotted on a logarithmic 
scale to accommodate the variation in bin sizes. Note that for the lowest population race 
(i.e., American Indian), the error bar is larger than the population when ε = 1. For the 
higher population races, the error bars are much smaller than the populations for both 
values of ε . All of the error bars in each figure have the same absolute size (they only have 
different visual sizes because of the logarithmic scale). However, the same absolute error 
may disproportionately impact small groups. In this example, when ε = 1, there is a chance 
that the noise required by differential privacy will reduce the American Indian population to 
zero. For larger populations, this kind of extreme impact is virtually impossible. 

Differential privacy can also magnify disparate impacts in machine learning. Figure ?? 
shows the accuracy of a machine learning classifier trained on the same U.S. Census data 
as the previous example [22]. The classifier is trained to predict an individual’s housing 
type (i.e., single family versus multi-family housing) from other attributes of that individual. 
Many classifiers with different values of ε were trained, and the accuracy of the trained 
classifiers was separately plotted for (1) the majority race in the data and (2) all other races 
in the data combined. The results show that the classifiers are much more accurate for the 
majority race than they are for all other races combined at all values of ε . As in the previous 

24 



NIST SP 800-226 ipd 
December 2023 

ε = 1 ε = 10 
Am

er
ica

n 
In

di
an

So
m

e 
Ot

he
r R

ac
e

Bl
ac

k o
r A

fri
ca

n 
Am

er
ica

n
Tw

o 
or

 M
or

e 
Ra

ce
s

As
ian

W
hi

te
100

101

102

103

Co
un

t

Am
er

ica
n 

In
di

an

So
m

e 
Ot

he
r R

ac
e

Bl
ac

k o
r A

fri
ca

n 
Am

er
ica

n
Tw

o 
or

 M
or

e 
Ra

ce
s

As
ian

W
hi

te

100

101

102

103

Co
un

t

Fig. 10. Two histograms of population count by race in a single U.S. Census district in 
Massachusetts computed with differential privacy for ε = 1 (left) and ε = 10 (right). Confidence 
intervals are displayed in red overlaying each bar. 
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Fig. 11. Classifier accuracy for a machine learning classifier trained on U.S. Census data with 
differential privacy for various values of ε. 
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3.3.2. Human Bias 

Human bias results from the heuristics that humans use to make decisions based on data. 
Common examples include confirmation bias (i.e., believing data that supports one’s beliefs) 
and anchoring bias (i.e., believing the first piece of data received). 

Privacy Hazard Before de-
ploying interventions to address 
sources of human bias, carefully 
consider the other impacts of 
those interventions. 

Human bias has the potential to negatively impact 
belief in the validity of differentially private results. 
In particular, individuals may believe that differen-
tially private results are invalid because they know 
that noise has been added to the results or the results 
do not conform to typical expectations of what “good 
data” looks like (e.g., differentially private histograms may contain fractional or negative 
counts). 

Interventions that attempt to address potential human bias resulting from the use of dif-
ferential privacy may actually introduce other kinds of bias. For example, differentially 
private counts are often rounded to the nearest integer and forced to be non-negative on the 
assumption that data recipients might be concerned by fractional or negative counts that do 
not “look like” non-differentially-private results. However, these changes can actually harm 
the results by introducing statistical bias. 

3.3.3. Statistical Bias 

The statistical bias of a mechanism refers to a difference between the true query result f (x) 
and the expected value (i.e., the average over many samples) of the mechanism’s output. For 
example, the statistical bias of the Laplace mechanism is E[ f (x) − Lap(∆1/ε)] − f (x). The 
equation can be rearranged to E[Lap(∆1/ε)], and the Laplace distribution centered at zero 
has an expected value of zero. 

Privacy Hazard Differential 
privacy mechanisms can intro-
duce statistical bias. It is im-
portant to understand, quantify, 
and evaluate the statistical bias 
present in any differentially pri-
vate data release. 

However, not all differential privacy mechanisms are 
unbiased. Some mechanisms can introduce statistical 
bias (an example appears in Section 3.4.2). In addi-
tion, post-processing approaches designed to improve 
data quality or reduce human bias can also result in 
statistical bias. Statistical bias must be considered as 
part of a utility analysis of a mechanism. 

Differential privacy can result in statistical bias. Fig-
ure 12 shows the total absolute error due to statistical bias of changing negative counts to 0 
in the histogram example from Sec. 3.3.1. The results show that this bias increases as the 
privacy parameter ε decreases. This type of post-processing does not impact privacy but 
does result in statistical bias and can therefore negatively impact utility. 
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Fig. 12. A plot of average error due to statistical bias of changing negative counts to zero vs 
choice of ε. 

3.4. Analytics Queries 962 
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3.4.1. Counting Queries 
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This section describes how to answer counting queries with dif-
ferential privacy. A counting query counts the number of rows in 
a dataset with a particular property. While they seem simple or 
trivial, counting queries are used extremely often and can express 
many useful business metrics, such as the number of transactions 
that took place in a given week or which market has produced the 
most sales. 

Counting queries are often the basis for more complicated analyses as well. For example, the 
U.S. Census releases data that is essentially constructed by issuing many counting queries 
over sensitive raw data collected from residents. Each of these queries belongs in the class 
of counting queries discussed in the following sections and computes the number of people 
living in the U.S. with a particular set of properties (e.g., living in a certain geographic area, 
having a particular income, belonging to a particular demographic). 

Defining Counting Queries 

Consider two examples of counting queries. The result of the first is a single number, and 
the second is a specific form of counting query called a histogram that reports multiple 
counts derived from disjointed parts of the dataset. Both queries are described using SQL. 
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Example (Counting Query) How many pumpkin spice lattes were purchased in Octo-
ber? 

SELECT COUNT(*) 
FROM Lattes 
WHERE month = ’’October’’ 

Example (Histogram) For each month, how many pumpkin spice lattes were pur-
chased in that month? 

SELECT COUNT(*) 
FROM PumpkinSpiceLatteSales 
GROUP BY Month 
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Privacy Hazard When bound-
ing user contributions, additional 
noise must be added to ensure 
user-level privacy. 

Counting queries are a good target for differential 
privacy because only a small amount of noise is re-
quired to satisfy the definition. In technical terms, 
counting queries tend to have low sensitivity so it 
is often possible to achieve high utility for counting 
queries over a single table. When bounding user contributions, more noise is required 
to compensate for the fact that each individual may contribute multiple records. Even in 
this case, it is often possible to achieve good utility for counting queries. See Appendix 
Section B.3 for technical details. 

Histograms 

Privacy Hazard In differen-
tially private histograms, the an-
alyst must specify the histogram 
bins. Otherwise, the presence or 
absence of a bin may leak infor-
mation that violates differential 
privacy. 

For a histogram, noise can be added to each “bin” of 
the result individually since each individual in the 
data will appear in exactly one “bin” of the result. 
However, there is a subtle but important difference: 
the result of a histogram query reveals the identities of 
the bins in addition to the count for each one, and the 
presence or absence of a bin can reveal information 
about an individual. Database systems commonly 
infer the set of bins from the data. For example, if no pumpkin spice lattes were purchased 
in June, then the resulting histogram would not even contain a bin for June, thus implicitly 
revealing a “count” of zero pumpkin spice lattes with no noise at all. 

To address this additional information leakage, the analyst must specify the set of bins in 
advance, and the histogram must report a count for every bin in the set, even if the count 
is zero. Then, noise can be added to each count (including the zeros) and correctly satisfy 
differential privacy. 

28 



NIST SP 800-226 ipd 
December 2023 

Specifying the histogram bins is an additional burden on the analyst that is not typical in 1007 
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traditional database query languages. Sometimes, specifying the bins is easy (e.g., if the 
bins are the months of the year). However, when the bins themselves are complex, the 
burden of specifying them manually can be significant. Techniques do exist for automatically 
determining the set of histogram bins from the data without violating differential privacy [23], 
which can help to eliminate this additional burden. 

Utility 

For a single count, the Laplace mechanism yields better accuracy than the Gaussian mech-
anism for the same value of ε . The Gaussian mechanism works best when adding noise 
to many values at once (e.g., when answering a workload of hundreds or thousands of 
prespecified queries). 

For differentially private counting queries, the noise is determined by the query’s sensitivity, 
which is independent of the size of the group being counted. The same amount of noise is 
added whether the count is 20 or 20 million. This means that the absolute error one can 
expect is constant. However, the relative error is smallest when the size of the group being 
counted (i.e., the signal) is large. As group size gets smaller, the strength of the signal goes 
down while the noise remains the same, resulting in higher relative error. 

In a histogram, the group size associated with each “bin” (i.e., the signal) tends to go down 
as the number of groups goes up. Thus, finer-grained differentially private histograms 
that break down results across more categories tend to result in higher relative error than 
coarser-grained histograms. 

Key Takeaway To minimize relative error in differentially private statistical analyses, 
analyze large groups. 

3.4.2. Summation Queries 

A summation query calculates the sum of specific values. For example, a summation-query 
could return the sum of the transaction amounts for all pumpkin spice latte purchases in a 
year. 

Example (Summation query) What is the total amount spent on pumpkin spice lattes 
since 2010? 

SELECT SUM(amount) 
FROM PumpkinSpiceLatteSales 
WHERE year > 2010 

For a summation query, the amount of noise needed to achieve differential privacy depends 
on the maximum value of the things being summed up. As a result, the analyst is usually 
required to provide an upper bound (and, sometimes, a lower bound) on the values of data 

29 



NIST SP 800-226 ipd 
December 2023 

items, and this bound is enforced during analysis. For large datasets, it is often possible to 1035 
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achieve good utility with differentially private summation queries. See Appendix Section B.4 
for technical details. 

Key Takeaway Differentially private summation queries require upper and lower 
bounds on data elements, which must be given without looking at the data. The bounds 
should generally be as small as possible to reduce noise while ensuring that only extreme 
outliers fall outside of the bounds. 

Utility 

Utility for summation queries is typically measured using the same metrics as counting 
queries. In addition, the clipping parameter C can introduce bias in the results by reducing 
large values while preserving small ones. Utility analysis of summation queries should 
measure and consider this bias. 

The clipping parameters (i.e., the upper and lower limits) are extremely important for 
accuracy. If the upper limit is too high, it will add unnecessary noise. If it is too low, then 
information that was present in the data will be lost by modifying too many of the data 
points (i.e., introducing bias). 

3.4.3. Average Queries 

An average query determines the mean of a set of values. 
Example What is the average amount spent on pumpkin spice lattes since 2010? 

SELECT AVG(amount) 
FROM PumpkinSpiceLatteSales 
WHERE year > 2010 

An average query can be decomposed into a summation query and a counting query, and 
it can be answered with differential privacy via such a decomposition (see Appendix Sec-
tion B.5 for technical details). Other approaches can sometimes improve utility. Differen-
tially private averages can yield high utility for large datasets. 

Utility 

The same metrics are used to evaluate average queries as summation queries. Because this 
process incorporates a summation query, it has the potential to introduce bias into the results. 
Like summation and counting queries, the best relative error will be achieved when group 
sizes are large and the clipping parameter C is set appropriately. 
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3.4.4. Min/Max Queries 1058 
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Two other aggregation functions commonly available in database engines and used in 
statistical analysis are the minimum (min) and maximum (max). These are not commonly 
used in differentially private analyses because they have unbounded sensitivity. These 
aggregation functions do not really aggregate multiple values from the data. Rather, they 
return a single data element that represents the max or min, potentially destroying the privacy 
of the individual corresponding to that value. 

When an estimate of dataset scale (i.e., the size and shape of the data) is needed, differentially 
private quantile estimation is often used instead of the min and max functions. 

3.5. Machine Learning 
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Machine learning techniques are often used to understand data, and 
deep learning techniques have become especially popular because 
of their capabilities in complex domains like vision and language. 

Common machine learning techniques, including the neural net-
works used in deep learning, start with a model that has trainable 
parameters. The model can be used to perform a task (e.g., recog-
nizing pictures of pumpkin spice lattes), and the parameters control how the model operates. 
The training process is designed to set the model parameters so as to maximize the model’s 
ability to perform its task on the training data. For example, a training dataset might contain 
some pictures of pumpkin spice lattes and some pictures of other objects. The goal in 
training would be to set the parameters so that the model correctly identifies all of the 
pictures of pumpkin spice lattes. 

Privacy Risks in Machine Learning 

Privacy Hazard Machine learn-
ing techniques do not automati-
cally protect privacy. Neural net-
works are particularly suscepti-
ble to memorizing training data. 

In the past few years, strong privacy attacks against 
trained models have sometimes allowed an attacker 
to learn information about the training data used to 
train the model. This can raise serious concerns for 
models trained on sensitive data (e.g., medical di-
agnosis models trained on x-ray data or language 
models trained on private emails). 

Deep neural networks are particularly susceptible to these kinds of attacks. Recent work has 
shown that deep neural networks often memorize their training data [24], and techniques 
like membership inference attacks [25] can leverage this kind of memorization to detect 
whether or not a particular data element was used to train the model. 
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To defend against privacy attacks in machine learning, a significant amount of research 
has explored how to train differentially private models [26–29]. The most commonly used 
technique is called differentially-private stochastic gradient descent (DP-SGD) [27] (see 
Appendix Section B.6 for technical details). 

Utility 

Adding differential privacy to the training process using current techniques typically lowers 
accuracy, sometimes significantly [30]. 

In general, two major factors influence the accuracy of differentially private machine 
learning. First, simple models are much easier to train with privacy than complex models. 
Complex models, like deep neural networks, can have millions or billions of trainable 
parameters and are more likely to be affected by the noise added for differential privacy. 
Simpler models, like linear models, can be much easier to train with differential privacy. 
Second, larger training datasets generally lead to more accurate models. As in the analytics 
queries discussed earlier, aggregating over larger groups generally leads to better accuracy, 
and aggregating over smaller groups implies worse accuracy. With enough training data, 
differentially private approaches to machine learning can approximately match the accuracy 
of non-private training [28], but a large amount of data is often required. 

Key Takeaway Current techniques for differentially private machine learning work 
best for simple models and very large training datasets. 

3.6. Synthetic Data 
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A differentially private synthetic dataset is a synthetic dataset 
built with differential privacy. A synthetic dataset looks like the 
original dataset in that it has the same schema and attempts to 
maintain the properties of the original dataset (e.g., correlations 
between attributes). However, it consists of completely invented 
data associated with “fake” individuals. Because it looks like the 
original data, synthetic data is particularly easy to use. It can be analyzed using existing 
tools and workflows without modification. This section summarizes privacy considerations 
for synthetic data, and describes some approaches for constructing it. 

Privacy Considerations of Synthetic Data 

Many techniques have been proposed for constructing synthetic data, some of which satisfy 
differential privacy. Nearly all of these techniques claim to provide some privacy benefits. 
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ID Product Total

6198 PSL $4.86

3687 Coffee $1.72

6372 PSL $4.81

8701 Latte $3.19

...

Product Count

PSL 3481

Latte 1394

Coffee 854

Total 5729

Product Noisy Count

PSL 3485.1

Latte 1382.3

Coffee 859.8

Total 5727.2

Product Noisy %

PSL 60.8%

Latte 24.1%

Coffee 15.0%

Original Data
Histogram Noisy Histogram

1-Way Marginal

Product

Latte

PSL

Coffee

PSL

...

Differentially Private 
Synthetic Data

Fig. 13. Generating a differentially private synthetic data using a marginal distribution. (PSL = 
Pumpkin Spice Latte) 

Synthetic data techniques that do not satisfy differential privacy generally provide only 1123 
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informal privacy guarantees. They may appear to protect the privacy of individuals, but 
like the de-identification techniques discussed earlier, they do not provide robust protec-
tion against all privacy attacks. Recent research has shown that synthetic data generated 
without differential privacy is susceptible to privacy attacks that can reveal the properties of 
individuals in the training data [31]. 

Privacy Hazard Synthetic data 
generated without differential 
privacy may be susceptible to 
privacy attacks. 

Differentially private synthetic data can be used to 
prevent these attacks. This section summarizes some 
techniques for generating synthetic data while sat-
isfying differential privacy. Techniques that do not 
specifically satisfy differential privacy may not nec-
essarily provide robust privacy protection. 

Key Takeaway To provide robust privacy protection, including against rapid develop-
ments in privacy attacks, synthetic data should be generated using differentially private 
algorithms. 

Generating Synthetic Data 

Conceptually, all techniques for generating synthetic data — privacy-preserving or not 
— start by building a probabilistic model of the underlying population from which the 
original data was sampled. This model is then used to generate new data. If the model is an 
accurate representation of the population, then the newly generated data will retain all of the 
properties of that population, but each generated data point will represent a “fake” individual 
who does not actually exist. Building the model is the most challenging part of this process. 
Many techniques have been developed for this purpose, from simple approaches based on 
counting to complex ones based on deep learning. 
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Differentially Private Synthetic Data via Private Marginals 1144 
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Imagine that we would like to generate synthetic sales data for a pumpkin spice latte 
company. One way to accomplish this would be to use a differentially private marginal 
distribution, as in Fig. 13. A histogram could be constructed from the original tabular data 
by counting the number of each drink sold. Next, noise would be added to the histogram 
to satisfy differential privacy. Finally, each noisy count would be divided by the total to 
determine what percentage of all drinks were of a specific type. This final step would 
produce a one-way marginal distribution since it would consider only one attribute of the 
original data and ignore correlations between attributes. The one-way marginal distribution 
could then be used to generate a “fake purchase” using weighted randomness. A drink 
type would be randomly chosen with the randomness weighted according to the one-way 
marginal distribution that has been generated. In the example in Fig. 13, 60.8% of the 
generated purchases should be pumpkin spice lattes, 24.1% should be lattes, and 15.0% 
should be regular coffees. 

Marginal distributions form the basis for many differentially private synthetic data algorithms. 
The major challenge of this approach is preserving correlations between data attributes. For 
example, sales data might include the customer’s age in addition to their preferred drink 
type, and age might be highly correlated with drink type (e.g., younger customers may be 
more likely to purchase pumpkin spice lattes than other drink types). The process used 
above can be repeated on both data attributes separately, but that approach does not capture 
the correlation that was present between the two. 

This correlation can be preserved by calculating a two-way marginal — a distribution over 
both data attributes simultaneously. However, this marginal has many more possible options 
(all of the possible combinations of age and drink type), and it will result in a weaker 
“signal” relative to the noise for each option. Preserving correlations like these requires a 
careful balance between the marginals being measured and the strength of the signal being 
preserved. 

Differentially Private Synthetic Data via Deep Learning 

Another way to build a model of the underlying population from the original data is with 
machine learning techniques. In the past several years, deep learning-based methods for 
generating synthetic data have become more capable in some domains [29]. Approaches 
like generative adversarial networks (GANs) — a particular type of neural network — are 
particularly good at generating convincing photos of imaginary people. The same approach 
can be used to generate synthetic data in other domains (e.g., latte sales data) by training the 
neural network on original data from the right domain. 

Generative models have been used extensively to produce non-private synthetic data. As 
described earlier, these techniques do not necessarily provide robust privacy protection 
for individuals in the original dataset, and the resulting synthetic data may be susceptible 
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algorithm like DP-SGD must be used to train the generative model. 

Privacy Hazard Current deep 
learning-based approaches for 
differentially private synthetic 
data produce significantly lower 
quality data than approaches 
based on marginals. 

To achieve differential privacy, the neural network 
can be trained using a differentially private algorithm, 
like the DP-SGD algorithm described earlier. If the 
neural network modeling the underlying population 
is trained with differential privacy, then by the post-
processing property, the synthetic data it generates 
also satisfies differential privacy. 

Unfortunately, deep learning-based approaches for differentially private synthetic data are 
currently much less useful than the marginal-based approaches for low-dimensional tabular 
data (e.g., the data in the latte example). In fact, deep learning-based approaches often fail 
to preserve even basic statistical properties of the original data. This difference is likely due 
to the model complexity challenges described earlier since generative models tend to be 
especially complex. 

3.7. Unstructured Data 
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Unstructured data often refers to text, pictures, audio, and video 
— formats that often lack structure that relates data to individuals. 
This lack of structure sometimes makes it difficult to think about 
privacy. For example, if an email written by one person that de-
scribes something about another person is released to the public, 
it is unclear whose privacy has been violated. 

In addition, this lack of structure makes it difficult to define a meaningful unit of privacy, 
such as one hour of video versus one minute of video. Both options may fail to protect 
privacy since an individual could appear in many minutes or many hours of video. 

Privacy Hazard For unstruc-
tured data, defining the unit of 
privacy can be difficult or im-
possible because it is often un-
clear what data belongs to whom. 
As a result, defining meaning-
ful differential privacy guaran-
tees for unstructured data is chal-
lenging. 

Due to these challenges, research in differential pri-
vacy has not focused on unstructured data. Existing 
techniques generally require specifying a unit of pri-
vacy that may represent a compromise in privacy 
(e.g., one minute or one hour of video). 

If a suitable unit of privacy can be determined, then 
it is often possible to compute differentially private 
statistics and train machine learning models on un-
structured data. In machine learning, there has been 
significant work on image recognition [27, 28, 32], 
natural language processing [33, 34], and obfuscating the author of a text [35]. Differen-
tial privacy has also been applied to video [36] and to mask patterns of communication 
(including metadata) in anonymous communication systems [37]. 
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This section describes practical concerns in deploying differentially 
private analysis techniques. Chief among these is the threat model 
(Sec. 4.2), which describes who can be considered trustworthy 
and who should be considered malicious. This section also dis-
cusses several implementation challenges for differentially private 
mechanisms that can cause unexpected privacy failures (Sec. 4.3). 
The final subsections describe security concerns (Sec. 4.4) and data collection exposure 
(Sec. 4.5). 

4.1. Query Models 
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Query Model

The deployment of differential privacy is separated into two com-
mon models: the data release model and the interactive query 
answering model.The data release model is simpler and more trust-
worthy but limited. The interactive query answering model is more 
flexible but more complex to deploy and, thus, more vulnerable to 
security bugs in its implementation. 

In the data release model, the queries are known in advance and are often specified by the 
same organization collecting the data. The organization can collect the data, use differentially 
private mechanisms to answer the queries, and release the results all in one step. In the 
data release model, the predetermined queries generally attempt to describe the population 
from which the data was collected. For example, they may generate histograms (§3.4) or 
synthetic data (§3.6). The U.S. Decennial Census is one example of the data release model: 
the queries are prespecified by the U.S. Census Bureau and designed to describe the U.S. 
population. The data release model is simpler than the alternatives, but it requires all queries 
to be specified in advance and does not allow new queries to be asked after the release. 

Privacy Hazard Compared to 
the data release model, the in-
teractive query answering model 
raises significant additional chal-
lenges related to privacy budget-
ing and security. 

In the interactive query answering model, the queries 
are not known in advance, and analysts interact with 
a system designed to answer queries on an ongoing 
basis. Queries may be specified in large batches 
(i.e., a workload) or individually, and analysts may 
or may not be members of the same organization 
that collected the data. The query answering model 
empowers analysts to specify their own custom queries at any time, which is a significant 
advantage over the data release model for some applications. However, compared to the 
data release model, the query answering model raises significant additional challenges in 
the areas of privacy budgeting and security. 
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In the data release model, the entire privacy budget can be allocated among the predetermined 
queries, and the result is intended to adequately describe the important properties of the 
original population. By the post-processing property of differential privacy, the results can 
be used by anyone as many times as desired without incurring additional privacy loss. 

In the interactive query answering model, each query answered by the system incurs 
additional privacy loss and must count against the total privacy budget. In this context, 
budgeting requires forecasting how many queries the system will need to answer. If the 
budget runs out, then the system must refuse to answer new queries — an outcome that may 
be extremely problematic. 

System Security and Malicious Analysts 

In the data release model, the original data can be discarded or archived in a high-security 
environment after the differentially private results are calculated and released. This approach 
provides strong protection against the accidental release of the original sensitive data (e.g., 
due to data breaches). The differentially private results can then be computed by a trusted 
party within the same organization that collects the data. In this context, it is reasonable 
to assume that the party computing the results will make an honest attempt to correctly 
implement differential privacy and will not intentionally issue queries that target individuals. 

In the interactive query answering model, the original sensitive data must be kept available 
for querying on an ongoing basis. The system that accesses the data must therefore be highly 
secure in order to avoid data breaches that expose this data. Ensuring this kind of security 
adds significant complexity to a query answering deployment compared to a data release. 
Analysts may not be trustworthy and may intentionally try to violate the privacy guarantee, 
especially if the query answering system is exposed to the public or to analysts outside of an 
organization. Query answering systems are complex, and implementing them correctly is 
challenging and costly. Even carefully designed systems are likely to have bugs that cause 
security vulnerabilities (see Sec. 4.3 for details). Malicious analysts may attempt to find and 
exploit these bugs to break the privacy guarantee and reveal the original sensitive data. 

4.2. Threat Models 
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Threat Model

A threat model (or trust model) describes assumptions about how 
trustworthy the components of a system are expected to be. In the 
setting of differential privacy, there is typically an assumption that 
final results will be released to the public. Since some members of 
the public may not be trustworthy, such results should be protected 
with a guarantee like differential privacy. However, the final results 
might not be revealed to the public and instead revealed only to a smaller group of people. 
This section describes several different threat models that are commonly used for deploy-
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which are untrusted. 
Definition A trust assumption about a party describes how that party is expected to 
behave when they are given access to sensitive data. 

• A trusted party will keep sensitive data safe and will not reveal it to others. It is 
assumed that no privacy harms will result from sharing sensitive data with trusted 
parties. 

• An untrusted party may not keep sensitive data safe and may reveal it to others. 
Privacy harms may result from sharing sensitive data with untrusted parties. 

Most threat models for differential privacy are described in terms of the trust assumptions 
made about the following three parties: 

1. The data subjects — who the data is about 

2. The data curator — who aggregates the data 

3. The data consumer(s) — who receive differentially private results 

In many cases, the set of data consumers is very large. For example, when differentially 
private results are released to the public, everyone is a member of the set of data consumers. 
In other cases, differentially private results are only released to certain people. 

Table 3 summarizes the trust assumptions made in some commonly used threat models for 
differential privacy. All of the models assume that the data subjects are trusted because 
differentially private systems are designed to protect the data subjects from the other parties, 
and there is no incentive for data subjects to cause privacy harms to themselves. The models 
differ in the trust assumptions for the other parties. 

In general, threat models that require fewer trusted parties are stronger, but stronger threat 
models often trade other desirable features in exchange for lower trust requirements. The 
rest of this section describes these trade-offs in detail. 

Privacy Hazard The trust as-
sumptions made by a differen-
tial privacy guarantee’s threat 
model must hold in the real 
world. A failure of any of the 
trust assumptions makes the cor-
responding differential privacy 
guarantee meaningless. 

When evaluating a differential privacy guarantee, the 
most important consideration is whether the threat 
model’s trust assumptions match reality. For example, 
in the central model of differential privacy (described 
in Sec. 4.2.1), the curator must be trusted. If the 
central model is used with an untrustworthy curator, 
then the differential privacy guarantee breaks down 
because the curator may simply release the sensitive 
data to the public. The choice of threat model is 
therefore directly constrained by realistic assumptions about the trustworthiness of the 
parties involved. 
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Model Data Subjects Data Curator Data Consumer Details 

Central Model Trusted Trusted Untrusted § 4.2.1 

Local Model Trusted Untrusted Untrusted § 4.2.2 

Shuffle Model Trusted Untrusted∗ Untrusted § 4.2.3 

Secure Computation Trusted Untrusted∗ Untrusted § 4.2.3 
∗ indicates additional system-dependent security assumptions. 

Table 3. Common deployment models for differential privacy and their trust assumptions 

Data Subjects Data Curator

Sensitive Data

Data Consumer(s)

Differentially 
Private Data 

Release

Privacy Barrier

Trusted Trusted Untrusted

Fig. 14. Central model of differential privacy 

Trust in the real world is complicated, and it can be difficult or impossible to relate real-world 1322 
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ideas about the trustworthiness of a party to a precise trust assumption in a threat model. For 
example, a differential privacy guarantee that requires an assumption of trust in the curator 
(e.g., central differential privacy) may be better than no guarantee at all, even when the data 
subject may not completely trust the curator in all respects. 

4.2.1. Central Model 

The most commonly used threat model in differential privacy research is called the central 
model of differential privacy (or simply, “central differential privacy”). This threat model is 
summarized in Fig. 14. 

The key component of the central model is a trusted data curator. Each individual submits 
their sensitive data to the data curator, who stores all of the data in a central location (i.e., 
on a single server). The data curator is trusted in that users assume that they will not look 
at the sensitive data directly, will not share it with anyone, and cannot be compromised by 
any other adversary. In other words, with this model, there is an assumption that the server 
holding the sensitive data cannot be hacked. 

In the central model, noise is typically added to results, as in the analyses described in 
Section 3. The advantage of this model is that it allows algorithms to add the smallest 
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Noisy 
Data

Privacy Barrier

Data Subjects
Trusted

Data Curator Data Consumer(s)
UntrustedUntrusted

Differentially 
Private Data 

Release

Fig. 15. Local model of differential privacy 

possible amount of noise and therefore produce results with the maximum accuracy allowed 1339 
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under differential privacy. The figure below demonstrates this process. The privacy barrier 
is placed between the trusted data curator and the data consumer. To the right of the privacy 
barrier, only differentially private results can be viewed, so the data consumer does not need 
to be trusted. 

The disadvantage of the central model is that it requires a trusted data curator, and many 
data curators are not considered trustworthy. In fact, a lack of trust in the data collector is 
often a primary motivation for the use of differential privacy. 

4.2.2. Local Model 

The local model of differential privacy addresses the security issue in the central model by 
eliminating the trusted data curator. Each individual adds noise to their own data before 
sending it to the data curator. This means that the data curator never sees the sensitive data 
and does not need to be trusted. Fig. 15 demonstrates the local model, where the privacy 
barrier stands between the data subjects and the (untrusted) data curator. Even if the data 
curator’s server is hacked, the hackers only see noisy data that already satisfies differential 
privacy. This is why the local model was adopted for Google’s RAPPOR system [38] and 
Apple’s data collection system. 

However, the local model produces less accurate answers than the central model. In the 
local model, each individual adds enough noise to satisfy differential privacy. Thus, the 
total noise for all participants is much larger than the single noise sample used in the central 
model. As a result, the local model is only useful for queries with a very strong “signal.” 
Apple’s system, for example, uses the local model to estimate the popularity of emojis, but 
the results are only useful for the most popular emojis (i.e., where the “signal” is strongest). 
The local model is typically not used for more complex applications like machine learning. 
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4.2.3. Future Directions: Shuffle and Secure Computation Models 1363 
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The central and local models of differential privacy offer a stark trade-off between trust 
assumptions and accuracy. A significant amount of recent research has investigated new 
ways to achieve the higher accuracy of the central model under the stronger trust assumptions 
of the local model. This section summarizes two approaches that are still in the early stages 
of development and have not yet been used in large-scale deployments. 

One approach is the shuffling model, which was first implemented in a system called 
Prochlo [39]. The shuffling model includes an untrusted data curator, individual data 
contributors, and a set of partially trusted shufflers. In this model, each individual adds a 
small amount of noise to their own data and submits that data to the shuffler, which adds 
additional noise before forwarding batches of data to the data curator. The idea is that 
shufflers are unlikely to collude with the data curator or each other, so the small amount of 
noise added by individuals is sufficient to guarantee privacy. Each shuffler operates on a 
batch of inputs (in the same way as the central model), so a small amount of additional noise 
guarantees privacy for the whole batch. The shuffling model is a compromise between the 
local and central models in that it adds less noise than the local model but requires more 
noise than the central model. 

Another approach is to combine differential privacy with techniques from cryptography, 
such as secure multi-party computation (MPC) or fully homomorphic encryption (FHE). 
FHE allows for computing on encrypted data without decrypting it first, and MPC allows a 
group of parties to securely compute functions over distributed inputs without revealing the 
inputs. Computing a differentially private function using secure computation is a promising 
way to achieve the accuracy of the central model with the security benefits of the local 
model. In this approach, the use of secure computation eliminates the need for a trusted data 
curator. Recent work [40–42] demonstrates the promise of combining MPC and differential 
privacy to achieve most of the benefits of both the central and local models. In most cases, 
secure computation is several orders of magnitude slower than native execution, which is 
often impractical for large datasets or complex queries. However, secure computation is an 
active area of research, and its performance is improving quickly. 

Secure hardware enclaves (also known as trusted execution environments) are special 
security-enabled CPUs that can provide security for data during computation by decrypting 
data only within the CPU itself, such as Intel’s Software Guard Extensions (SGX), AMD’s 
Secure Encrypted Virtualization (SEV), and ARM’s TrustZone. Such platforms promise 
similar capabilities to the cryptographic techniques described above but with significantly 
enhanced performance. However, these platforms are still under development, and several 
existing hardware enclaves have been vulnerable to attacks that can extract sensitive data. 

4.3. Mechanism Implementation Challenges 
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Utility Bias

Algorithms & Correctness

Data Collection Exposure

Side Channels Security Access Control

Threat ModelQuery Model

Unit of Privacy

ε
Section 2

Side Channels

Section 3

Section 4

The approaches in the preceding sections were described using 1400 
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math, but in order to use them, they have to be implemented on 
computers. This section gives an overview of the subtle differences 
between the math and the implementation that can cause unex-
pected failures in privacy. Because of these challenges, it is best to 
use existing well-tested libraries whenever possible. The developers of these libraries have 
worked to understand all of the potential implementation-based sources of privacy failure 
and address them. 

Floating-Point Arithmetic 

Privacy Hazard Implementing 
differential privacy mechanisms 
is tricky and requires consider-
ing side-channel vulnerabilities. 

Previous sections have described the Laplace and 
Gaussian mechanisms in terms of infinite-precision 
real numbers. On computers, floating-point numbers 
are typically used instead. Unfortunately, there are 
some real numbers that simply cannot be represented 
using floating-point numbers. For example, with very large numbers, there are large gaps 
between the numbers it is possible to represent. This difference can cause problems with 
noise sampling. When adding a very small amount of noise to a very large number, the 
noise may disappear completely because the gap between the noise-free large number and 
the next representable number is much larger than the value of the noise sample. 

The impact of floating-point imprecision on differential privacy implementations has been 
known for more than a decade [43], and techniques for addressing the associated chal-
lenges have been developed and implemented in most libraries designed for practical use. 
The basic mechanisms in these libraries will generally be safer to use than custom-built 
implementations that do not take floating-point imprecision into account. 

Timing Channels 

In some cases, the time it takes to run a query may reveal something about the underlying 
data. This risk is especially pronounced if untrusted analysts are allowed to write their 
own queries and measure how long it takes to receive the answer. For example, it might be 
possible to write a program whose running time reveals whether or not Joe is a party of the 
data with 100% certainty: 

Example (Timing Channel Attack) 

if Joe in Data: 
return slowQuery() 

else: 
return fastQuery() 

In many settings, timing is not an issue because analysts are not allowed to design and 
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If analysts can submit their own queries and measure running time, careful implementations 
must be used to hide the information revealed by the running time. 

Backend Issues 

In actual deployments where datasets may contain millions or billions of rows, it makes 
sense to reuse existing infrastructures to store and query data. Therefore, many systems 
for differentially private analysis leverage existing databases or distributed data processing 
solutions that were not originally designed for differentially private analysis. 

This distinction can lead to the unexpected loss of privacy. For example, some database 
engines throw an error if a query attempts to divide by zero, so a malicious analyst might 
craft a query that divides by zero exactly when their target individual is part of the dataset. 
In this case, observing whether or not an error is thrown is a direct violation of privacy. 

As in the case of timing channels, these concerns are less serious when analysts are not 
allowed to interact with the system directly. When analysts are allowed to craft their own 
queries and observe the results, it is important to ensure that the underlying systems that 
make up the differentially private query infrastructure do not contain additional channels 
that might leak private information, as in the example above. 

4.4. Data Security and Access Control 

Utility Bias

Algorithms & Correctness

Data Collection Exposure

Side Channels Security Access Control

Threat ModelQuery Model

Unit of Privacy

ε
Section 2

Security

Section 3

Access Control Section 4

The security of data plays an important role in the overall privacy 
guarantee, even though technologies for security are essentially or-
thogonal to the idea of differential privacy. Many of the techniques 
described earlier require direct access to the original noise-free data. 
In the event of a data breach, the release of the original data makes 
the differential privacy guarantee meaningless. For this reason, 
data should be protected with strong security measures, both at rest (i.e., when it is being 
stored for later use) and during computation. Measures for protecting data at rest include 
encryption (combined with careful key management), access control, and strong system 
security. 

Privacy Hazard Failures in 
data security can result in data 
breaches that make differen-
tial privacy guarantees meaning-
less. 

Protecting data during computation is more challeng-
ing because computing on data typically requires 
decrypting it. This challenge has grown in recent 
years with the rise of cloud computing. As men-
tioned in Sec. 4.2, cryptographic techniques, hard-
ware enclaves, and novel system architectures can 
help address this challenge, but all of these are active areas of research and have not been 
commonly deployed. 
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Privacy Hazard Failures in ac-
cess control policy can result in 
data breaches that make differen-
tial privacy guarantees meaning-
less. 

Access control policies describe who is allowed to 1467 
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access the data. For example, if the data is encrypted, 
an access control policy might say who has the keys. 
For many security mechanisms, including encryption, 
the data only remains secure if the individuals who 
have access to it are trustworthy. Some of the techniques discussed in Sec. 4.2 can help shift 
the trust requirements for a differentially private system. 

4.5. Data Collection Exposure 

Utility Bias

Algorithms & Correctness

Data Collection Exposure

Side Channels Security Access Control

Threat ModelQuery Model

Unit of Privacy

ε
Section 2

Section 3

Section 4
Data Collection Exposure

The majority of this publication has explored the technical features 
of a differential privacy guarantee with the assumption that users 
will know ahead of time what they want to learn and what sensitive 
data is needed in order to learn it. This is a strong assumption that 
is often untrue in practice. 

The strongest possible approach to privacy is to not collect the data 
to begin with. When evaluating a differential privacy guarantee, it is important to consider 
whether the data being analyzed needs to be collected at all. In some cases, it may be 
possible to collect less data and still achieve the desired final results. 

Privacy Hazard Differential 
privacy does not eliminate the 
risks associated with collecting 
sensitive data. Organizations 
should minimize data collection, 
even when using differential pri-
vacy. 

By offering strong privacy protection for individu-
als, differential privacy might appear to eliminate the 
risks associated with collecting too much data. How-
ever, the use of differential privacy can reduce but not 
eliminate these risks, as demonstrated by the privacy 
hazards described throughout this document. Differ-
ential privacy should not be an excuse to collect more 
data than necessary. 

4.6. Conclusion 

Differential privacy is currently the best known method for providing robust privacy pro-
tection against known and future attacks, even in the face of multiple data releases. This 
publication has summarized just a few of the many kinds of data analyses that can be 
accomplished with differential privacy, and current research is expanding these capabilities 
every year. In addition, an increasing number of open-source libraries and systems are 
starting to bring these techniques into practice. 

This publication has described important considerations for implementing differential privacy 
and key hazards in evaluating differential privacy guarantees. The privacy parameter ε and 
the unit of privacy are particularly important since differential privacy provides very little 
protection when these parameters are not set appropriately. The whole system implementing 
a differential privacy guarantee should also be carefully considered, including security 
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measures used to protect sensitive data while it is being processed. Weak differential privacy 1504 
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guarantees risk becoming instances of privacy theater — measures that claim to protect 
privacy but actually fail to do so. This publication is intended to help practitioners tell 
the difference between stronger and weaker differential privacy guarantees and deploy 
differential privacy in ways that actually provide robust privacy protection. 

This publication is also intended to be a first step toward building differential privacy 
guarantee standards that provide parameter settings and solutions for all of the privacy 
hazards described in this publication (e.g., the value of ε , the unit of privacy, etc.). For 
some hazards, a standard should describe specific measures that practitioners should take 
to ensure that their deployments are free of problems that would undermine the privacy 
guarantee or lead to other issues (e.g., mechanism implementations are bug-free, results 
do not magnify bias, data collection is minimized, and sensitive data is properly secured). 
Such a standard would allow for the construction of tools to evaluate differential privacy 
guarantees and the systems that provide them as well as certification that systems conform 
with the standard. The certification of differential privacy guarantees is particularly important 
given the challenge of communicating these guarantees to non-experts [44]. A thorough 
certification process would provide non-experts with an important signal that a particular 
system will provide robust guarantees without requiring them to understand the details of 
those guarantees. 

The path to standardization in differential privacy is challenging. There are still parameters 
that are not yet fully understand (e.g., the impact of ε on real-world privacy), and ,differential 
privacy imposes an inherent trade-off between privacy and utility that can be hard to navigate. 
Moreover, managing this trade-off requires considering the often conflicting interests of 
multiple stakeholders. For example, data analysts may prioritize utility, while data subjects 
may prioritize privacy. These challenges have resulted in a complicated policy-making 
process for existing deployments of differential privacy [45]. 

Standards for differential privacy will likely need to enumerate several levels of privacy 
protection with required parameter settings for each one. This process may parallel the 
three levels of Authenticator Assurance Levels defined for identity authentication in SP 
800-63B [46]. The standard should also describe methods for evaluating systems, including 
auditing of the implementation itself and empirical methods for validating the level of 
privacy it provides. 
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Appendix A. Glossary 1667 
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absolute error The absolute difference between the noisy and unaltered versions of a 
query’s output. 

access control policies Policies that describes who is allowed to access the data and/or 
which parts of the data. 

accuracy The degree to which the noisy and unaltered versions of a query’s output differ. 

average query A query that determines the mean of some set of values. Adapted from [15]. 

counting query A query that counts the number of rows in a dataset with a particular 
property. Adapted from [15]. 

data consumer(s) In a threat model for differential privacy, the data consumers are those 
who receive differentially private results. 

data curator In a threat model for differential privacy, the data curator is where the data is 
aggregated. 

data subjects In a threat model for differential privacy, the data subjects are those who the 
data is about. 

differential privacy A mathematical framework that quantifies privacy risk to individuals 
as a consequence of data collection and subsequent data release. Adapted from [11]. 

differentially private synthetic dataset A synthetic dataset that satisfies differential pri-
vacy. Adapted from [15]. 

event-level privacy A unit of privacy that defines neighboring databases as those that differ 
in one event, for example, a single transaction, or a single row. Adapted from [15]. 

gaussian mechanism An algorithmic primitive for differential privacy that adds random 
noise drawn from the Gaussian distribution to the output of a query. Adapted 
from [15]. 

high-dimensional A statistic composed of many numbers—e.g. a histogram with 50,000 
bins, or a vector with 1 million elements. 

human bias A form of bias that results from failures in the heuristics humans use to make 
decisions. Adapted from [17]. 

identifying information Information that could be used to identify a specific individual, 
such as name, address, phone number, or identification number. 
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laplace mechanism An algorithmic primitive for differential privacy that adds random 1697 
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noise drawn from the Laplace distribution to the output of a query. Adapted from [11]. 

linking attack An approach for exposing information specific to individuals in a de-
identified dataset by matching up records with a second dataset. 

low-dimensional A statistic composed of few numbers—e.g. a single count, or a histogram 
with 5 bins. 

neighboring datasets The definition of neighboring datasets is a parameter to the differen-
tial privacy framework. In many contexts, two databases are considered neighbors if 
they differ in the data of one individual. Adapted from [11]. 

outcome-specific utility metrics A way of measuring the utility of data for answering a 
specific question or class of questions. 

privacy budget An upper bound on allowable cumulative privacy loss across all analyses 
that process a single dataset. 

privacy-utility tradeoff The fundamental tension between privacy and accuracy. Adding 
more noise increases privacy but reduces accuracy, and vice-versa. 

relative error The absolute error divided by the unaltered query output. 

sensitivity A quantity that measures how much the output of a query could change as a 
function of a change to the input. Adapted from [11]. 

statistical or computational bias A form of bias that occurs when a data release does not 
reflect the underlying population. Adapted from [17]. 

subsampling An algorithmic strategy where the query output is computed using only a 
fraction of the original data, selected at random. Adapted from [15]. 

summation query A query that sums a derived quantity from each row in a dataset with a 
particular property. Adapted from [15]. 

synthetic dataset An alternative dataset that differs from the original, but also maintains 
specific properties inherent to the original, such as correlations between attributes. 
Adapted from [15]. 

systemic bias A form of bias that results from rules, processes, or norms that advantage 
certain social groups and disadvantages others. Adapted from [17]. 

threat model A collection of assumptions that characterize the trustworthiness of each 
component in a system. 
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trust assumption An assumption that characterizes how we expect a specific party to 1728 
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behave when given access to sensitive data. 

trusted party A party that can be expected to keep sensitive data safe and not disclose it to 
others. 

unit of privacy The choice of definition for neighboring datasets. Adapted from [15]. 

unstructured data Data formats that often lack explicit structure that relates data to indi-
viduals, such as text, pictures, audio, and video. 

untrusted party A party that cannot be expected to keep sensitive data safe or refrain from 
disclosing it to others. 

user-level privacy A unit of privacy that defines neighboring databases as those that differ 
in one user’s data. Adapted from [15]. 

utility The degree to which a dataset or statistic is useful for a specific purpose. 

Appendix B. Technical Details 

Appendix B.1. Definition of (ε,δ )-Differential Privacy

Formally, (ε,δ )-differential privacy is a simple change to the original definition that adds an 
additive δ parameter to the original inequality. The formal definition appears in Definition 3. 
Setting δ = 0 makes the (ε,δ ) definition equivalent to the original pure ε definition (i.e., 
making catastrophic failure impossible). 

Definition (Approximate differential privacy) A randomized mechanism M satis-
fies (ε,δ )-differential privacy if for all neighboring datasets D1 and D2 and all possible 
outcomes S: 

Pr[M (D1) ∈ S] ≤ e ε Pr[M (D2) ∈ S] + δ 

D1 and D2 are considered neighbors if they differ in the data of one individual. 

The other variants in Table 1 use slightly different ways of measuring the distance between 
the probability distributions M (D1) and M (D2). Rényi differential privacy and zero-
concentrated differential privacy bound this distance using Rényi divergence, while Gaussian 
differential privacy does so using f -divergences. 

Appendix B.2. Definitions of Sensitivity and Basic Mechanisms 

The formal definition of L1 sensitivity is: 
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Definition (L1 Sensitivity) For a function f : D → Rk , the L1 sensitivity ∆1 of f is: 

∆1 = max 
neighboring D1,D2 

∥ f (D1) − f (D2)∥1 

where D1 and D2 are neighboring datasets according to the unit of privacy. 

This definition works for any function (or query) that outputs a vector of real numbers 1752 
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(including a single real number, like most aggregation functions). It defines sensitivity to 
be the maximum L1 distance between the function’s outputs for two inputs that differ by 
one unit of privacy (discussed in Sec. 2.4). The corresponding definition for L2 distance is 
called L2 sensitivity: 

Definition (L2 Sensitivity) For a function f : D → Rk , the L2 sensitivity ∆2 of f is: 

∆2 = max 
neighboring D1,D2 

∥ f (D1) − f (D2)∥2 

where D1 and D2 are neighboring datasets according to the unit of privacy. 

Both definitions measure the impact of “one unit of privacy change” on the output of the 
function to determine how much noise needs to be added for privacy. For the user-level 
unit of privacy, sensitivity corresponds to the impact of one person’s data on the function’s 
output, which corresponds with the intuition for differential privacy given earlier. 

Mechanism (Laplace mechanism) For a query with L1 sensitivity ∆1, the Laplace 
mechanism adds noise sampled from the Laplace distribution with center 0 and scale 
∆1 
ε . 

Guarantee: (ε,0)-differential privacy 

Mechanism (Gaussian mechanism) For a query with L2 sensitivity ∆2 and 0 < ε < 1, 
the Gaussian mechanism adds noise sampled from the Gaussian (Normal) distribution 

with center 0 and variance σ 2 = 2∆2
2 log(1.25/δ ) 

ε2 . 

Guarantee: (ε,δ )-differential privacy 

The difference between Laplace and Gaussian noise comes from the type of sensitivity used 
for each mechanism: L1 sensitivity ∆1 for Laplace and L2 sensitivity ∆2 for Gaussian. For 
large vectors of results, ∆2 ≪ ∆1. For a single count, ∆2 = ∆1 = 1. The Gaussian mechanism 
offers much better accuracy in the former setting, while the Laplace mechanism offers better 
accuracy in the latter. When many counts are requested at the same time, ∆2 ≪ ∆1, and the 
Gaussian mechanism should be used. 

Appendix B.3. Details: Counting Queries 

The Laplace mechanism can be used to ensure differential privacy for counting queries if 
the L1 sensitivity ∆1 of the query is determined. For counting queries, this value is always 1. 

52 



NIST SP 800-226 ipd 
December 2023 

The final count can only change by 1 when a single individual’s data is added or removed. 1770 
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This argument holds no matter what the property is or the columns being grouped. Note that 
the argument only applies when no transformation in the unity of privacy is desired. When a 
transformation in the unit of privacy is needed (e.g., bounding user contributions), then the 
sensitivity of counting queries goes up. 

Key Takeaway Counting queries and histograms have a sensitivity of 1 when no 
transformation in the unit of privacy is desired. 

The simple sensitivity analysis for counting queries makes them good targets for differential 
privacy. They are easy to implement and can often give highly accurate results because 
the sensitivity is low. To achieve differential privacy for counting queries, including the 
examples in this section, the Laplace mechanism with ∆1 = 1 and the desired setting for the 
privacy parameter ε are applied. For histograms, the Laplace mechanism with ∆1 = 1 and 
the same setting for ε can be applied when the bins are specified by the analyst. The noisy 
results satisfy (ε,0)-differential privacy. 

Appendix B.4. Details: Summation Queries 

To achieve differential privacy for a summation query, the L1 sensitivity ∆1 of a summation 
query is needed. How much a summation query changes when a row is added to a database 
depends on the row. If someone spends $1 on a pumpkin spice latte, then the increase in the 
sum will be $1. If someone spends $10,000, the sum will increase much more. 

Achieving differential privacy requires an upper limit on the largest possible increase there 
can be when a row is added. For the latte query, that means an upper limit on the price of a 
pumpkin spice latte. This is a big challenge because no matter what limit is set, there may 
hypothetically be a cafe somewhere that charges more than the limit. 

The solution to this problem is called clipping. The idea is to enforce an upper limit rather 
than assuming one. Lattes that cost more than the limit are clipped so that their price is 
equal to the limit. After clipping, all values in the database are guaranteed to fall between 
the lower and upper limits that were set. The guaranteed lower and upper bounds on the 
data can be used to determine sensitivity. If the data is clipped so that lattes cost at most $10, 
then the largest increase in the output of the summation query will be $10 when a single 
latte sale is added to the database. 

The following process can be used to achieve differential privacy: 

1. Clip each value v in the dataset so that 0 < v < C. 

2. Sum the clipped values. 

3. Apply the Laplace mechanism with ∆1 = C and the desired privacy parameter ε . 
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The first step in the process enforces bounded sensitivity, which informs how ∆1 is set in the 1802 
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third step. This approach satisfies ε-differential privacy. 

Appendix B.5. Details: Average Queries 

Unfortunately, bounding the sensitivity of average queries is even more difficult than it is for 
summation queries. In addition to the upper limit on the data values themselves, how much 
an average changes after a row is added depends on how many things are being averaged. If 
one is averaging five numbers, then adding one more number might change the average by 
quite a bit. If one is averaging 5 million numbers, then adding one more probably would not 
change the average very much. As a general rule, however, the sensitivity of a query should 
not depend on the data. Otherwise, the sensitivity might itself be sensitive, meaning that it 
might reveal something about the data. This adds another level of complexity to bounding 
the sensitivity of averages. 

A simple and effective solution for answering an average query using differential privacy is 
to split the query into two separate queries: a summation query and a counting query. To 
split the example query, the two following queries are computed instead: 

1. What has been the total amount spent on pumpkin spice lattes since 2010? 

2. How many pumpkin spice lattes have been purchased since 2010? 

The first is a summation query, and the second is a counting query. The desired average can 
be obtained by dividing the first by the second. By the composition and post-processing 
properties of differential privacy, if differentially private answers to both queries are com-
puted, their quotient also satisfies differential privacy. Therefore, the following process can 
be used to compute the average: 

1. Compute the differentially private sum s with privacy parameter ε1. 

2. Compute the differentially private count c with privacy parameter ε2. 

3. Return the average s 
c . 

This process satisfies ε1 + ε2-differential privacy. For a desired privacy parameter ε , ε1 = 
ε2 = 1 

2ε is typically set to equally “split” the privacy budget across the two constituent 
queries. 

Appendix B.6. Details: Differentially Private Stochastic Gradient Descent 

Figure 16 summarizes the difference between traditional non-private gradient descent and the 
noisy version that satisfies differential privacy. The non-private gradient descent algorithm 
performs many steps (or iterations) of the gradient update rule. This rule first computes 
the gradient of the loss for the current model. The loss quantifies how badly the model is 
performing on the training data, and the gradient’s value directs how to change the model 
parameters to increase the loss. To minimize the loss in order to train a model that performs 
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Gradient Descent (One Step)

Initial Model 
Parameters

Training Data

new parameters = old parameters - gradient Updated Model 
Parameters

Without Differential Privacy

With Differential Privacy

Noisy Gradient Descent (One Step)

Initial Model 
Parameters

Training Data

new parameters = old parameters - (gradient + noise) Updated Model 
Parameters

Fig. 16. Noisy gradient descent for differentially private machine learning 

well, the opposite change is made by subtracting the gradient from the current parameters. 1837 
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This process is repeated many times until the model achieves the desired performance. To 
satisfy differential privacy, the noisy gradient descent algorithm adds noise to the gradient 
before updating the model parameters [27]. Since the training data is only used to calculate 
the gradient, adding noise to the gradient is sufficient to allow the whole algorithm to satisfy 
differential privacy. 

Noisy gradient descent adds noise to the gradient. To determine how much noise to add, the 
sensitivity of the gradient computation must be analyzed. In many settings, including deep 
neural networks, the gradient computation is complex and can have extremely high global 
sensitivity. For this reason, the differentially private SGD (DP-SGD) algorithm [27] enforces 
sensitivity rather than measures it. To enforce an upper bound on sensitivity, the algorithm 
clips the gradient associated with each training example, similar to the summation queries 
discussed earlier. Clipping the per-example gradients ensures bounded global sensitivity 
for the aggregated gradient used in the gradient update rule and informs how much noise is 
needed. 

The primary alternative to DP-SGD is a technique that trains many separate models on 
subsets of the training data and aggregates the models themselves with a differentially 
private aggregation function [32]. This approach can provide more accuracy than DP-SGD 
for the same level of privacy, but it incurs significant computational cost because it requires 
training many models. 
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