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Executive Summary

The National Cybersecurity Center of Excellence (NCCoE) at the National Institute of Standards and
Technology (NIST) built a laboratory environment to emulate a medical imaging environment,
performed a risk assessment, and identified controls from the NIST Cybersecurity Framework to secure
a medical imaging ecosystem. This project used picture archiving and communication system (PACS) and
a vendor neutral archive (VNA) and implemented controls to safeguard medical images from
cybersecurity and privacy threats. PACS and a VNA, hereafter referred to as PACS, comprise the systems
to centrally manage medical imaging data. This effort resulted in a NIST Special Publication 1800 series
Cybersecurity Practice Guide, based on the following considerations relative to PACS:

= PACS allows for the acceptance, transfer, display, storage, and digital processing of medical
images. PACS centralizes functions surrounding medical imaging workflows and serves as an
authoritative repository of medical image information. Medical imaging is a critical component
in rendering patient care. PACS serves as the repository to manage these images and
accompanying clinical information within a healthcare delivery organization (HDO).

= PACS fits within a highly complex HDO environment that includes back-office systems, electronic
health record systems, and pharmacy and laboratory systems, as well as an array of electronic
medical devices. This environment may include cloud storage for medical images. In managing
these systems, HDOs work with a diverse group of individuals who interact with the enterprise
information technology (IT) infrastructure and may include IT operations staff, internal support
teams, and biomedical engineers, as well as vendors and manufacturers.

= Securing PACS presents several challenges. Various departments operating in the HDO have
unique medical imaging needs and may operate their own PACS or other medical imaging
archiving systems. Further, HDOs may use external medical imaging specialists when reviewing
patient medical data. The PACS ecosystem, therefore, may include multiple systems for
managing medical imaging data, along with a diverse clinical user community, accessing PACS
from different locations. This complexity leads to cybersecurity challenges.

= PACS may have vulnerabilities that, given its central nature, may impact an HDO’s ability to
render patient care or to preserve patient privacy. These vulnerabilities could impede patients’
timely diagnosis and treatment if medical images are altered or misdirected. These
vulnerabilities could also expose an HDO to risks of significant data loss, malware and
ransomware attacks, and unauthorized access to other parts of an HDO enterprise network.

=  This NIST Cybersecurity Practice Guide demonstrates how organizations can securely configure
and deploy PACS. This guide presents an example solution that helps HDOs improve medical
imaging ecosystem privacy and cybersecurity.

PACS, by its nature, is a system that cannot operate in isolation. The overall PACS ecosystem consists of
diverse technologies that include medical imaging devices, patient registry systems, and worklist
management systems. PACS also relies on systems to manage and maintain medical image archives,
which may include cloud storage capabilities. The primary role of PACS is interaction with disparate
medical imaging devices, interconnectivity with other clinical systems, and allowing a geographically and
organizationally diverse team of healthcare professionals to review medical images to provide quality
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and timely patient care. Therefore, the threat landscape is broad, and allows for a large attack surface.
The PACS environment may include vulnerabilities. Unauthorized individuals may leverage
vulnerabilities and compromise or corrupt stored information. Also, unauthorized individuals may use
components found in the PACS ecosystem as pivot points to further compromise components in an
integrated healthcare information system.

This practice guide demonstrates how an organization may implement a solution to mitigate identified
cybersecurity and privacy risks. The reference architecture features technical and process controls to
implement:

= adefense-in-depth solution, including network zoning that allows more granular control of
network traffic flows and limits communications capabilities to the minimum necessary to
support business function

= access control mechanisms that include multifactor authentication for care providers,
certificate-based authentication for imaging devices and clinical systems, and mechanisms that
limit vendor remote support to medical imaging components

= a holistic risk management approach that includes medical device asset management,
augmenting enterprise security controls, and leveraging behavioral analytic tools for near real-
time threat and vulnerability management in conjunction with managed security solution
providers

The NCCoE sought existing technologies that provided the following capabilities:

= role-based access control
"= microsegmentation

= behavioral analytics

= data security

= cloud storage

While the NCCoE used a suite of commercial products to address this challenge, this guide does not
endorse these particular products, nor does it guarantee compliance with any regulatory initiatives. Your
organization’s information security experts should identify the products that will best integrate with
your existing tools and IT system infrastructure. Your organization can adopt this solution or one that
adheres to these guidelines in whole, or you can use this guide as a starting point for tailoring and
implementing parts of a solution.

The NCCoE’s practice guide, Securing Picture Archiving and Communication Systems, can help your
organization:

= improve resilience in the network infrastructure, including limiting a threat actor’s ability to
leverage components as pivot points to attack other parts of the HDO’s environment

= |imit unauthorized movement within the HDO environment by authorized system users to
address the “insider threat” as well as limit unauthorized actors once they gain network access
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= analyze behavior and detect malware throughout the ecosystem to enable HDOs to determine
when components evidence compromise and to enable those organizations to limit the effects
of a potential advanced persistent threat such as ransomware

= secure sensitive data (e.g., personally identifiable information or protected health information)
at rest, in transit, and in cloud environments; enhancing patient privacy by limiting malicious
actors’ ability to exfiltrate or expose that data

= consider and address risks that may be identified as HDOs examine cloud storage solutions as
part of managing their medical imaging infrastructure

You can view or download the guide at https://www.nccoe.nist.gov/projects/use-cases/health-it/pacs. If
you adopt this solution for your own organization, please share your experience and advice with us. We
recognize that technical solutions alone will not fully enable the benefits of our solution, so we

encourage organizations to share lessons learned and best practices for transforming the processes
associated with implementing this guide.

To provide comments or to learn more by arranging a demonstration of this example implementation,
contact the NCCoE at hit_nccoe@nist.gov.

Collaborators participating in this project submitted their capabilities in response to an open call in the
Federal Register for all sources of relevant security capabilities from academia and industry (vendors
and integrators). Those respondents with relevant capabilities or product components signed a
Cooperative Research and Development Agreement (CRADA) to collaborate with NIST in a consortium to
build this example solution.
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Certain commercial entities, equipment, products, or materials may be identified by name or company
logo or other insignia in order to acknowledge their participation in this collaboration or to describe an
experimental procedure or concept adequately. Such identification is not intended to imply special
status or relationship with NIST or recommendation or endorsement by NIST or NCCoE; neither is it
intended to imply that the entities, equipment, products, or materials are necessarily the best available
for the purpose.
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The NCCoE, a part of NIST, is a collaborative hub where industry
organizations, government agencies, and academic institutions work
together to address businesses’ most pressing cybersecurity challenges.
Through this collaboration, the NCCoE develops modular, adaptable
example cybersecurity solutions demonstrating how to apply standards
and best practices by using commercially available technology.

LEARN MORE
Visit https://www.nccoe.nist.gov

nccoe@nist.gov
301-975-0200
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Certain commercial entities, equipment, products, or materials may be identified by name of company
logo or other insignia in order to acknowledge their participation in this collaboration or to describe an
experimental procedure or concept adequately. Such identification is not intended to imply special
status or relationship with NIST or recommendation or endorsement by NIST or NCCoE; neither is it
intended to imply that the entities, equipment, products, or materials are necessarily the best available
for the purpose.

National Institute of Standards and Technology Special Publication 1800-24B, Natl. Inst. Stand. Technol.
Spec. Publ. 1800-24B, 102 pages, (December 2020), CODEN: NSPUE2

As a private-public partnership, we are always seeking feedback on our practice guides. We are
particularly interested in seeing how businesses apply NCCoE reference designs in the real world. If you
have implemented the reference design, or have questions about applying it in your environment,
please email us at hit_nccoe@nist.gov.

All comments are subject to release under the Freedom of Information Act.

National Cybersecurity Center of Excellence
National Institute of Standards and Technology
100 Bureau Drive
Mailstop 2002
Gaithersburg, MD 20899

Email: nccoe@nist.gov
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The National Cybersecurity Center of Excellence (NCCoE), a part of the National Institute of Standards
and Technology (NIST), is a collaborative hub where industry organizations, government agencies, and
academic institutions work together to address businesses’ most pressing cybersecurity issues. This
public-private partnership enables the creation of practical cybersecurity solutions for specific
industries, as well as for broad, cross-sector technology challenges. Through consortia under
Cooperative Research and Development Agreements (CRADAs), including technology partners—from
Fortune 50 market leaders to smaller companies specializing in information technology security—the
NCCoE applies standards and best practices to develop modular, adaptable example cybersecurity
solutions using commercially available technology. The NCCoE documents these example solutions in
the NIST Special Publication 1800 series, which maps capabilities to the NIST Cybersecurity Framework
and details the steps needed for another entity to re-create the example solution. The NCCoE was
established in 2012 by NIST in partnership with the State of Maryland and Montgomery County,
Maryland.

To learn more about the NCCoE, visit https://www.nccoe.nist.gov/. To learn more about NIST, visit
https://www.nist.gov.

NIST Cybersecurity Practice Guides (Special Publication 1800 series) target specific cybersecurity
challenges in the public and private sectors. They are practical, user-friendly guides that facilitate the
adoption of standards-based approaches to cybersecurity. They show members of the information
security community how to implement example solutions that help them align with relevant standards
and best practices, and provide users with the materials lists, configuration files, and other information
they need to implement a similar approach.

The documents in this series describe example implementations of cybersecurity practices that
businesses and other organizations may voluntarily adopt. These documents do not describe regulations
or mandatory practices, nor do they carry statutory authority.

Medical imaging plays an important role in diagnosing and treating patients. The system that manages
medical images is known as the picture archiving communication system (PACS) and is nearly ubiquitous
in healthcare environments. PACS is defined by the Food and Drug Administration (FDA) as a Class Il
device that “provides one or more capabilities relating to the acceptance, transfer, display, storage, and
digital processing of medical images.” PACS centralizes functions surrounding medical imaging
workflows and serves as an authoritative repository of medical image information.
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PACS fits within a highly complex healthcare delivery organization (HDO) environment that involves
interfacing with a range of interconnected systems. PACS may connect with clinical information systems
and medical devices and engage with HDO-internal and affiliated health professionals. Complexity may
introduce or expose opportunities that allow malicious actors to compromise the confidentiality,
integrity, and availability of a PACS ecosystem.

The NCCoE at NIST analyzed risk factors regarding a PACS ecosystem by using a risk assessment based on
the NIST Risk Management Framework. The NCCoE also leveraged the NIST Cybersecurity Framework
and other relevant standards to identify measures to safeguard the ecosystem. The NCCoE developed an
example implementation that demonstrates how HDOs can use standards-based, commercially available
cybersecurity technologies to better protect a PACS ecosystem. This practice guide helps HDOs
implement current cybersecurity standards and best practices to reduce their cybersecurity risk and
protect patient privacy while maintaining the performance and usability of PACS.

KEYWORDS

access control; auditing; authentication; authorization; behavioral analytics; cloud storage; DICOM; EHR;
electronic health records; encryption; microsegmentation; multifactor authentication; PACS; PAM;
picture archiving and communication system; privileged account management; vendor neutral archive;
VNA
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The Technology Partners/Collaborators who participated in this build submitted their capabilities in
response to a notice in the Federal Register. Respondents with relevant capabilities or product
components were invited to sigh a Cooperative Research and Development Agreement (CRADA) with
NIST, allowing them to participate in a consortium to build this example solution. We worked with:

Technology Partner/Collaborator Build Involvement

Cisco

Cisco Firepower Version 6.3.0
Cisco Stealthwatch Version 7.0.0

Clearwater Compliance

Clearwater Information Risk Management Analysis

DigiCert DigiCert PKI Platform

Forescout Forescout CounterACT 8

Hyland Hyland Acuo Vendor Neutral Archive Version 6.0.4
Hyland NilRead Enterprise Version 4.3.31.98805
Hyland PACSgear Version 4.1.0.64

Microsoft Azure Active Directory (AD)

Azure Key Vault Version

Azure Monitor

Azure Storage

Azure Security Center Version Standard
Azure Private Link

Philips Healthcare

Philips Enterprise Imaging Domain Controller
Philips Enterprise Imaging IntelliSpace PACS
Philips Enterprise Imaging Universal Data Manager

Symantec, a division of Broadcom

Symantec Endpoint Detection and Response (EDR)
Version 4.1.0

Symantec Data Center Security: Server Advanced (DCS:SA)
Version 6.7

Symantec Endpoint Protection (SEP 14) Version 14.2

Symantec Validation and ID Protection Version 9.8.4
Windows
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Conductor and HIPSwitch Version 2.1

Tripwire Tripwire Enterprise Version 8.7
Virta Labs BlueFlow Version 2.6.4
Zingbox Zingbox loT Guardian
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Medical imaging is a critical component in rendering patient care. The system that provides the
acceptance, transfer, display, storage, and digital processing of medical images is known as a picture
archiving and communication system (PACS) [1] and is nearly ubiquitous in healthcare environments.
The PACS environment serves as the repository to manage these images and accompanying clinical
information within the healthcare delivery organization (HDO). Vendor neutral archive systems (VNAs)
perform archive management functions similar to PACS, and hereafter, this practice guide includes VNAs
when it refers to PACS. PACS fits within a highly complex HDO environment and may interface with a
range of enterprise information technology (IT) systems and healthcare professionals internal and
external to the HDO. This complexity leads to cybersecurity challenges.

To develop practical cybersecurity guidance for securing PACS, we must consider the ecosystem
surrounding PACS, which includes interconnected medical imaging equipment generally described as
modalities. The ecosystem also includes modalities; connected clinical systems such as radiology
information systems (RIS), health information systems (HIS), or the electronic health record (EHR); cloud
storage capabilities; viewer and administration workstations; VNAs; and the PACS itself.

The National Cybersecurity Center of Excellence (NCCoE) at the National Institute of Standards and
Technology (NIST) built a laboratory that emulates a medical imaging environment, performed a risk
assessment, and developed an example implementation that demonstrates how HDOs can use
standards-based, commercially available cybersecurity technologies to better protect a PACS ecosystem.
Any organization that deploys PACS and medical imaging systems can use the example implementation,
which represents one of many possible solutions and architectures, but those organizations should
perform their own risk assessment and implement controls based on their risk posture.

For ease of use, the following paragraphs provide a short description of each section of this volume.

Section 1, Summary, presents the challenge addressed by the NCCoE project, with an in-depth look at
our approach, the architecture, and the security characteristics we used; the solution demonstrated to
address the challenge; benefits of the solution; and the technology partners who participated in
building, demonstrating, and documenting the solution. The Summary also explains how to provide
feedback on this guide.

Section 2, How to Use This Guide, explains how business decision makers, program managers, IT
professionals (e.g., systems administrators), and biomedical engineers might use each volume of the
guide.

Section 3, Approach, offers a detailed treatment of the scope of the project, the risk assessment that
informed platform development, and the technologies and components that industry collaborators gave
us to enable platform development.

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 1
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Section 4, Architecture, specifies the components within the PACS ecosystem from business, security,
and infrastructure perspectives and details how data and processes flow throughout the ecosystem. This
section also describes the security capabilities and controls referenced in the NIST Cybersecurity
Framework through tools provided by the project collaborators.

Section 5, Security Characteristic Analysis, provides details about the tools and techniques used to
perform risk assessments pertaining to PACS.

Section 6, Functional Evaluation, summarizes the test sequences employed to demonstrate security
platform services, the NIST Cybersecurity Framework Functions to which each test sequence is relevant,
and the NIST Special Publication (SP) 800-53 Revision 4 controls demonstrated in the example
implementation.

Section 7, Future Build Considerations, is a brief treatment of other applications that NIST might explore
in the future to further protect a PACS ecosystem.

The appendixes provide acronym translations, references, a mapping of the PACS project to the NIST
Cybersecurity Framework, and a list of additional informative security references cited in the
framework. Acronyms used in figures and tables are in the List of Acronyms appendix.

1.1 Challenge

The challenge with PACS is securing disparate, interconnected systems. A medical imaging infrastructure
offers a broad attack surface with equipment that may have varying vulnerabilities, configurations, and
control implementations. Devices deployed in the ecosystem likely come from different vendors and
suppliers, and how one may implement defensive measures can vary based on the nature of the devices
and how they function vis-a-vis patients and other clinical systems. The ecosystem may also include
legacy devices that are potentially more vulnerable to cyber risks. The care provider team (clinicians and
other healthcare professionals) may reside in different departments and may have components hosted
and used across a wide geography. HDOs may leverage cloud storage environments to store and
maintain medical images. Some actors may be external to the HDO, interacting with sensitive
information across the internet.

As threats to the operational environment increase, PACS and other healthcare systems may become
increasingly vulnerable to:

= system disruption, leading to
e inability to render timely diagnosis and treatment
e inability to access the system for standard use, including inability to schedule procedures

= compromise of image data, leading to incorrect diagnosis and treatment

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 2
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= compromise of components, allowing malicious actors to use the components as pivot points to
attack other parts of the HDO infrastructure

=  privacy concerns that may lead to
e fraudulent or improper use of data

e patient identity theft

1.2 Solution

This NIST Cybersecurity Practice Guide, Securing Picture Archiving and Communication System (PACS),
shows how biomedical engineers, networking engineers, security engineers, and IT professionals can
help securely configure and deploy PACS within HDOs by using commercially available, open-source
tools and technologies that are consistent with cybersecurity standards.

This practice guide leveraged the NIST Cybersecurity Framework in selecting privacy and cybersecurity
controls. Controls and solutions may be procured, obtained as part of an open-source solution, or
internally developed. While the NCCoE obtained commercially available products for this practice guide,
these do not represent the only methods available to HDOs in meeting control objectives.

The reference architecture features technical and process controls to implement the following solutions:

= adefense-in-depth solution, including network zoning that allows more granular control of
network traffic flows and limits communications capabilities to the minimum necessary to
support business function

= access control mechanisms that include multifactor authentication for care providers,
certificate-based authentication for imaging devices and clinical systems, and mechanisms that
limit vendor remote support to medical imaging components

= a holistic risk management approach that includes medical device asset management
augmenting enterprise security controls. It should also leverage behavioral analytic tools for
near real-time threat and vulnerability management in conjunction with managed security
solution providers

= cloud storage for medical images, which makes images scalable and available for HDOs

1.3 Benefits

The NCCoE’s practice guide to securing PACS in HDOs can help your organization:

= improve resilience in the network infrastructure, including limiting a threat actor’s ability to
leverage components as pivot points to attack other parts of the HDO’s environment

= limit unauthorized movement within the HDO enterprise network to address the potential risk
of an insider threat or malicious actors who gain network access

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS)
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= analyze behavior and detect malware throughout the ecosystem to enable HDOs to determine
when components evidence compromise and to enable those organizations to limit the effects
of a potential threat such as ransomware

= secure sensitive data (e.g., personally identifiable information or protected health information
[PHI]) at rest, in transit, and in cloud environments; enhance patient privacy by limiting
malicious actors’ ability to exfiltrate or expose that data

= consider and address risks of potential cloud solutions to manage an HDO’s medical imaging
infrastructure

This NIST Cybersecurity Practice Guide demonstrates a standards-based reference design and provides
users with the information they need to help secure a medical imaging ecosystem. This practice guide
builds upon the network zoning concept described in NIST SP 1800-8, Securing Wireless Infusion Pumps
in Healthcare Delivery Organizations. As part of the implementation, the project used
microsegmentation, role-based access controls, and behavioral analytics in the lab’s security controls.
This reference design is modular and can be deployed in whole or in part.

This guide contains three volumes:

= NIST SP 1800-24A: Executive Summary

= NIST SP 1800-24B: Approach, Architecture, and Security Characteristics — what we built and why
(you are here)

= NIST SP 1800-24C: How-To Guides — instructions for building the example solution

Depending on your role in your organization, you might use this guide in different ways:

Business decision makers, including chief security and technology officers, will be interested in the
Executive Summary, NIST SP 1800-24A, which describes the following topics:

= challenges that enterprises face in securing PACS
= example solution built at the NCCoE
= benefits of adopting the example solution

Technology or security program managers who are concerned with how to identify, understand, assess,
and mitigate risk will be interested in this part of the guide, NIST SP 1800-24B, which describes what we
did and why. The following sections will be of particular interest:

= Section 3.4, Risk Assessment, provides a description of the risk analysis we performed.

=  Section 3.5, Security Control Map, maps the security characteristics of this example solution to
cybersecurity standards and best practices.

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 4
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You might share the Executive Summary, NIST SP 1800-24A, with your leadership team members to help
them understand the importance of adopting standards-based, commercially available technologies that
can help secure a PACS ecosystem.

IT professionals who want to implement an approach like this will find the whole practice guide useful.
You can use the how-to portion of the guide, NIST SP 1800-24C, to replicate all or parts of the build
created in our lab. The how-to portion of the guide provides specific product installation, configuration,
and integration instructions for implementing the example solution. We do not re-create the product
manufacturers’ documentation, which is generally widely available. Rather, we show how we
incorporated the products together in our environment to create an example solution.

This guide assumes that IT professionals have experience implementing security products within the
enterprise. While we have used a suite of commercial products to address this challenge, this guide does
not endorse these particular products. Your organization can adopt this solution or one that adheres to
these guidelines in whole, or you can use this guide as a starting point for tailoring and implementing
parts of the NCCoFE’s risk assessment and deployment of a defense-in-depth strategy. Your
organization’s security experts should identify the products that will best integrate with your existing
tools and IT system infrastructure. We hope that you will seek products that are congruent with
applicable standards and best practices. Section 3.6, Technologies, lists the products we used and maps
them to the cybersecurity controls provided by this reference solution.

A NIST Cybersecurity Practice Guide does not describe “the” solution, but a possible solution.
Comments, suggestions, and success stories will improve subsequent versions of this guide. Please
contribute your thoughts to hit nccoe@nist.gov.

2.1 Typographic Conventions

The following table presents typographic conventions used in this volume.

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 5
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Typeface/Symbol Meaning Example

Italics file names and path names; For language use and style guidance,
references to documents that | see the NCCoE Style Guide.

are not hyperlinks; new
terms; and placeholders

Bold names of menus, options, Choose File > Edit.
command buttons, and fields
Monospace command-line input, mkdir

onscreen computer output,
sample code examples, and
status codes

Monospace Bold command-line user input service sshd start
contrasted with computer
output
blue text link to other parts of the All publications from NIST’s NCCoE
document, a web URL, or an are available at
email address https://www.nccoe.nist.gov.

An HDO enterprise network environment is complex, with IT infrastructure to handle a range of
functions, including back office billing, supply chain and inventory management, EHRs, and a vast array
of connected medical devices. PACS serves an important function within this already complex
environment through its role in aggregating and centralizing the medical imaging ecosystem while
interfacing with other clinical systems. Specialists involved in the workflow may reside in different
departments, be in different parts of an HDO campus, and be external to the HDO, accessing systems
and images from the internet. This practice guide seeks to help the healthcare community evaluate the
security environment surrounding PACS and medical imaging in a clinical setting.

Throughout the Securing PACS project, we collaborated with our NCCoE Healthcare Community of
Interest and technology and cybersecurity vendors to identify standard medical imaging workflows and
actors, define interactions between actors and systems, and review risk factors. Based on this analysis,
the NCCoE developed an architecture and reference design, identified applicable mitigating security
technologies, and designed an example implementation to help better secure a PACS ecosystem. This
volume provides the approach used to develop the NCCoE reference solution. Elements include risk
assessment and analysis, logical design, build development, test and evaluation, and security control

mapping.

To develop the reference solution, we reviewed known vulnerabilities in PACS, the Digital Imaging and
Communications in Medicine (DICOM) protocol [2], [3], and medical imaging process flow, leveraging
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use cases described by Integrating the Healthcare Enterprise (IHE) [4]. We examined how to design the
architecture and component integration to increase the security of the device.

The practice guide used the systems security engineering (SSE) framework discussed in NIST SP 800-160
Volume 1 [5] to introduce a disciplined, structured, and standards-based set of SSE activities and tasks to
the project. This SSE framework provides the starting point and the forcing function to introduce
engineering-driven actions that lead to more defensible and resilient systems. The SSE framework starts
with and builds upon standards for systems and software engineering, then introduces SSE techniques,
methods, and practices into these standard system engineering processes.

Additionally, this project reviewed NIST SP 800-171 Rev. 1, Protecting Controlled Unclassified
Information in Nonfederal Systems and Organizations [6], as well as NIST SP 800-181 Rev.1, Workforce
Framework for Cybersecurity (NICE Framework) [7], for further guidance. Organizations may refer to
these documents in expanding their safeguarding environment as appropriate. These documents serve
as background for this project, with primary emphasis on the NIST Cybersecurity Framework [8] and the
NIST Risk Management Framework [9].

3.1 Audience

The NCCoE provides this guide for professionals implementing security solutions within an HDO. It may
also be of interest to anyone responsible for securing nonstandard computing devices (i.e., the Internet
of Things [IoT]). More specifically, the NCCoE designed Volume B of this practice guide (NIST SP 1800-
24B) to appeal to a wide range of job functions, including IT operations, storage support engineers,
network engineers, PACS support biomedical engineers, cybersecurity engineers, healthcare technology
management (HTM) professionals, and support staff who are responsible for medical imaging devices,
viewing or administrative workstations, PACS, or VNAs. For cybersecurity or technology decision makers
within HDOs, this volume provides a view into how they can make the medical device environment
more secure, to help improve their enterprise’s security posture and reduce enterprise risk. Additionally,
this volume offers guidance to technical staff on building a more secure medical device network and
instituting compensating controls.

3.2 Scope

The NCCoE project focused on securing the environment of a PACS ecosystem but not on reengineering
medical devices or altering medical imaging processes themselves. This project led to a standards-based
practice guide that applies to the wider healthcare ecosystem. This practice guide describes how the
project secured PACS in a laboratory environment at the NCCoE that replicated parts of a typical HDO
environment. The project considered PACS users internal to the HDO as well as external users and
partners needing access to certain components of the HDO environment.

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 7
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3.3 Assumptions

In building this healthcare practice guide, the NCCoE began the project with the following fundamental
assumptions:

= Medical devices will include flaws or weaknesses that may be leveraged as vulnerabilities.
= Patches or fixes for these vulnerabilities may not be available or deployable in a timely fashion.
= QOther components within an HDO’s network may include flaws and vulnerabilities.

= Security controls that one may deploy may themselves include flaws or weaknesses that could
be used to compromise the HDO network.

This practice guide identifies controls that may be appropriate for mitigating risks associated with the
medical imaging ecosystem made up of PACS and VNA. The actual build and example implementation of
this architecture occurred in a lab environment at the NCCoE. Although the lab is based on a clinical
environment, it does not mirror the complexity of an actual hospital network. It is assumed that any
actual clinical environment would represent additional complexity. As a result, in addition to the
assumptions noted above, we also assume implementation of pervasive controls, discussed in more

detail in Appendix C.

3.4 Risk Assessment

NIST SP 800-30 Revision 1, Guide for Conducting Risk Assessments [10], states that risk is “a measure of
the extent to which an entity is threatened by a potential circumstance or event, and typically a function
of: (i) the adverse impacts that would arise if the circumstance or event occurs; and (ii) the likelihood of
occurrence.” The guide further defines risk assessment as “the process of identifying, estimating, and
prioritizing risks to organizational operations (including mission, functions, image, reputation),
organizational assets, individuals, other organizations, and the Nation, resulting from the operation of
an information system. Part of risk management incorporates threat and vulnerability analyses, and
considers mitigations provided by security controls planned or in place.”

The NCCoE recommends that any discussion of risk management, particularly at the enterprise level,
begins with a comprehensive review of NIST SP 800-37 Revision 2, Risk Management Framework for
Information Systems and Organizations [11]—material that is available to the public. The Risk
Management Framework (RMF) [9] guidance, as a whole, proved to be invaluable in giving us a baseline
to assess risks, from which we developed the project, the security characteristics of the build, and this
guide.

In conducting the risk assessment, this document considers threats and risks grouped under
Confidentiality, Integrity, and Availability, commonly referred to as the CIA triad [12].

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 8
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3.4.1 Establishing the Risk Context

As we examine risk, we begin by considering the risk context. The ecosystem itself is complex and
presumes different teams of people, varying processes, and different technologies involved in
acquisition, interpretation, and maintenance of medical imaging information. This section presents the
risk context of the Securing PACS Project, which is established around five scenarios that represent
typical processes found in a medical imaging ecosystem [13]. The risk context, which in this practice
guide is within the medical imaging ecosystem logical boundary, defines where to perform a risk
assessment. Risk context of the PACS environment encompasses the physical and logical components of
the medical imaging ecosystem that interconnect with PACS as well as the various stakeholders within
the ecosystem. For the NCCoE PACS lab environment, risk context contains the components listed below
and the system actors of the PACS, which include both human and system actors, as described in
Section 3.4.2.

Figure 3-1 depicts the notional high-level architecture that bounds the PACS and medical imaging
ecosystem [13]. This depiction provides a starting point in understanding the components addressed in
this project. However, this project took a holistic approach in framing the risk context, beyond some of
the technology components. This project leveraged concepts described in NIST SP 800-160 [5] in
defining context for a PACS ecosystem, understanding risk based on context, and selecting appropriate
controls when designing the control environment needed to mitigate that contextual risk. NIST SP 800-
160, Systems Security Engineering [5], identifies concepts of examining system life cycle and
components, performing holistic analysis on both technical and nontechnical processes, to deliver
“trustworthy” systems. Trustworthiness describes a solution whose objective is to provide “adequate
security” related to stakeholders’ concerns. In order to achieve systems security engineering
“trustworthiness” goals, practitioners should consider system life-cycle processes and frame the risk
context based on a process and entity relationship analysis [5].

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 9
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Figure 3-1 Notional High-Level Architecture
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The system for this project is broadly identified as the PACS, though practically, it incorporates a set of
processes and other systems that make up a medical imaging ecosystem [13]. For purposes of this
project, and in accordance with NIST SP 800-160 [5], we consider the individual components as “systems
of interest,” noted below:

= workstations used to interact with the medical imaging ecosystem
e viewer workstations residing within the HDO perimeter

e viewer workstations residing external to the HDO perimeter, used by remote care
specialists

e workstations used by clinical staff to access peripheral systems, such as order entry
systems, RIS, HIS, or EHR

= modalities, or medical imaging devices that acquire medical images and forward those to the
PACS, based on orders typically received from the EHR or HIS and following workflows typically
defined by the RIS

= clinical systems that interface with modalities and the PACS environment, supporting medical
imaging processes such as scheduling, annotations, or reporting
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= PACS will support interfaces, depicted in Figure 3-1, as “servers.” These interfaces include the
Health Level 7 (HL7) interface that allow clinical systems to interact with the PACS in sharing PHI;
the DICOM interface, which represents a communications and medical imaging standard that
represents a standard method by which medical imaging modalities interoperate with PACS; and
the web server interface, which represents the PACS’ ability to allow clinical interaction with the
PACS to retrieve medical images using hypertext transfer protocol (http) via a standard web
browser.

= arelational database server to manage metadata about the medical images or PACS
administration data

= PACS and vendor neutral archive (VNA) application servers

In addition to the technology components described above and in the PACS Project Description, we
considered other elements, such as stakeholders (system actors) as well as specific business process
flows in which those stakeholders may participate. The processes align with profiles established by
Integrating the Health Enterprise (IHE) [4], which this project leveraged to determine process and data
flows. The four selected profiles translate to the scenarios described below. Based on the PACS Project
Description document, the scenarios of note are Sample Radiology Practice Workflows; Access to
Aggregations and Collections of Different Types of Images; Accessing, Auditing, and Monitoring; Image
Object Change Management; and Remote Access [13].

This practice guide does not examine pervasive risks that an HDO may face but rather focuses on those
risks specific to the medical imaging ecosystem. While this guide suggests specific requirements for
safely and securely hosting PACS, the intent of the guide is not to serve as an omnibus guide for all
facets potentially required to operate a secure HDO infrastructure. This guide addresses measures that
would enhance the security posture for the overall PACS and medical imaging ecosystem, but there may
be elements that HDOs should address beyond the recommendations offered in safeguarding a PACS
and the overall medical imaging ecosystem.

3.4.2 System Actors

This project considered several roles that interact with the PACS and medical imaging system ecosystem.
This project looked at both authorized human and system actors. Human actor roles consist of:

= medical imaging technologists

= clinicians

= clinical systems IT administrators
=  HTM professionals

= |T staff

System actors that interact with the PACS and VNA consist of:
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= modalities
= RIS and HIS
= EHRs

The system actor list excludes patients. The actions focused on medical images, which include creation
of the image, annotation, storage of the image and annotations, interpretation, and changes to those
images. The project limited radiology information systems and EHR systems actions to order
entry/scheduling procedures and to pointing to images for reading/viewing. The scenarios below note
process flows which describe use case profiles defined by IHE, a body that this project identified as
authoritative in defining standard imaging workflow processes [4].

3.4.3 Use Case Scenarios

This project assessed risk for the five scenarios [13] described below. Considering threats,
vulnerabilities, likelihoods, and impacts on medical imaging operations under these scenarios
contributed to the risks documented in Section 3.4.6.

These scenarios frame the processes wherein we considered introduction of threats. In addition to the
scenario, this document investigates those vulnerabilities, threats, and risks that may be evident based
on a holistic view of the architecture, as described in Section 3.4.4, Section 3.4.5, and Section 3.4.6.
Within that viewpoint, the scenarios excluded several threats that are relevant for consideration. While
this document investigates addressing modality interfaces, it does not examine specific modalities or the
risks potentially associated with them. Modality devices themselves are medical devices that may
include vulnerabilities or opportunity for systems or data compromise, loss of data integrity, or
disruption of service, and HDOs should perform independent risk assessments in addressing those risks.

3.4.3.1 Sample Radiology Practice Workflows

Scenario One, shown in Figure 3-2, starts with registration of a patient who requires an imaging
procedure be performed [13]. For the purposes of this project, the assumption is that the HDO registers
the patient into the EHR, determines the patient has appropriate identifiers to be admitted, and the
patient is able to receive procedures. The scenario follows the process flow that begins at scheduling the
procedure, acquiring the image, and allowing the care team to analyze and diagnose. The assumption is
that all modality devices and clinical staff are on-premise, within the boundaries of the HDO. Systems in
this sample radiology practice workflow convey patient information using the HL7 [14] protocol (e.g.,
patient registration and order entry messages). Medical imaging devices would interact with the
PACS/VNA by using DICOM [2], [3].

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 12
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Figure 3-2 Scenario One: Sample Radiology Practice Workflows

Post Processed Post Processing
Image Sets Post by Technologist
Processing
Station
EHR Get Images
Reporting
Order Placed \ REC?W'"S Reports Work Images
Resul U Station - oo
Picture Archiving and
Communication System (PACS)
™,
o o
\ Viewer
) Data Storage
.— ™~ ~ - Image Reviewing
Order Entr\r
Imaging d‘
| Modalities

d : Image mi'lb_;_d;wLwﬂll Archive”) / ,
Schedulmg Acquiring | - ! v

PACS PACS DICOmM
admin workstation viewer

——Order Exam for a Patient
——Post Processing Images
Interpret Images and Reporting

The scenario’s processes are as follows:

=  Patient Registration: The HDO enters a new patient’s information into an HIS. An HIS may also
be referred to as a clinical information system. The function of this process flow is to establish a
patient identity within a hospital where one may not previously exist and then administer the
patient as appropriate.

=  Order Entry: Once the HDO establishes a patient identity, a clinician can order a medical imaging
procedure for the patient by using some form of computerized physician order entry system.

= Order Scheduling: Following a submitted order, clinicians may schedule a medical imaging
procedure involving an appropriate medical imaging modality using a RIS.

= Image Acquisition: After a clinician creates an order and scheduling has been performed, a
clinician performs the imaging procedure using the appropriate modality. Acquisition results in
creation of a medical image.

= |mage Post-Processing: When the modality creates the medical image, imaging technologists
will examine the image and may record initial annotations. The image and annotations are then
pushed to the PACS.

= |mage Analysis and Reporting: An imaging clinician may use a viewer workstation to examine
the image, analyze, interpret, and diagnose, with subsequent notes pushed to the PACS for
reporting.
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Stakeholders: medical imaging technologists, clinicians (medical imaging specialists), and medical
imaging devices (modalities)

Systems of Interest: order entry, RIS, medical imaging devices, viewer workstations, PACS

Protocols Used: DICOM, web (e.g., hypertext transfer protocol secure [https]), HL7, Host Identity
Protocol (HIP)

3.4.3.2 Image Data Access Across the Enterprise

Scenario Two, as shown in Figure 3-3, examines multiple departments that use disparate imaging
devices for acquisition and may involve multiple PACS [13]. The assumption is that different
departments have separate clinical staff and different medical imaging goals and may use different
means to centralize their medical images. This scenario simulates a hospital, in that radiology is not the
only department that uses medical imaging, nor does the radiology department mandate use of its PACS
to centralize medical images across a hospital. Aggregation and centralized management remain the
goal, but the practice guide describes other components in the ecosystem that enable broader clinical
functionality. While PACS implements central medical image storage, access to images is not permitted
for all clinical staff.

Figure 3-3 Scenario Two: Image Data Access Across the Enterprise

Picture Archiving and
Communication Systems (PACS)

Dicom Web

Data Storage

. =3
i
| % o
Pathology VNA (“Vendor Neutral Archive”) Oncalogy
] -
’ Image Viewer lz” Image Viewer
p—_ .

LA

In demonstrating that different groups and technologies are involved, this project shows variables as
“_a” or “_b.” This allows us to show the separation between two components that may be similar in
function but are separate, e.g., “component_a” versus “component_b.”

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 14



"$2-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 984D JO 2314 3|qe|IeAe s| uoneal|gnd SiyL

Stakeholders: medical imaging staff_a, medical imaging staff b, healthcare technology management

professionals, PACS a, PACS_ b, VNA

Systems of Interest: image viewer_a, image viewer_b, PACS_a, PACS_b, VNA

3.4.3.3 Accessing, Monitoring, and Auditing

Scenario Three, as shown in Figure 3-4, examines the infrastructure required for access control, which
includes identity management and authentication for actors who interact with the PACS and VNA
environments, as well as logging, auditing, and monitoring actions with the stored information [13]. The
scenario considers those actions where individuals or devices retrieve and view information (Read
actions) and introduce new information (Write actions), as well as when individuals or devices modify
stored information (Change actions).

Figure 3-4 Scenario Three: Accessing, Monitoring, and Auditing
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This project established identities for users (humans who interact with the system), as well as for
devices and systems. This scenario assumed that individuals have been appropriately identity-proofed
and are provisioned accounts with which they may access and use viewer applications. Given that this
project provisioned identities and accounts for both human and machine actors, all interactions require
authentication. Authentication may involve exchange of passwords, passcodes, biometrics, or
cryptographic keys to validate the actor. A log file recorded all transactions, including authentication
attempts.

This scenario examines clinical use system interaction and does not address privileged user access.
Controls to manage privileged access are discussed in Section 4.1.5.1.1, Privileged Access Management.

Stakeholders: medical imaging staff, medical devices, PACS, VNA
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Systems of Interest: directory servers, user account systems, digital certificate servers

Protocols: public key infrastructure (PKI) (associated protocols such as Certificate Management Protocol,
http, https), domain name system (DNS), Active Directory

3.4.3.4 Imaging Object Change Management

Scenario 4, as shown in Figure 3-5, supports the changes that include (1) object rejection due to quality
or patient safety reasons, (2) correction of incorrect modality worklist entry selection, and (3) expiration
of objects due to data retention requirements [13]. This diagram depicts the change request process.
The scenario considers those actions when an authorized healthcare professional, upon review of the
image, determines that errors or qualitative defects found in an image may lead to an inappropriate
conclusion.

Figure 3-5 Scenario Four: Imaging Object Change Management
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Stakeholders: medical imaging clinicians

Systems of Interest: PACS, VNA

Protocols: HL7, http, https

3.4.3.5 Remote Access

Scenario 5, depicted in Figure 3-6, supports external parties who may need access to the PACS
ecosystem. The scenario provides a pathway for IT vendors to provide remote systems support as well
as for third-party clinical participants to interact with the PACS. IT vendors may consist of clinical
systems support staff who may need to help maintain the PACS or VNA system. Third-party clinical
participants may consist of medical imaging specialists or teleradiology specialists who may need to
review medical images acquired at the HDO.
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Figure 3-6 Scenario Five: Remote Access
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Stakeholders: medical imaging specialists, IT/HTM professionals, teleradiology specialists

Systems of Interest: PACS, VNA

3.4.4 Threats

From NIST SP 800-30 Revision 1, “[a] threat is any circumstance or event with the potential to adversely
impact organizational operations and assets, individuals, other organizations, or the Nation through an
information system via unauthorized access, destruction, disclosure, or modification of information,
and/or denial of service” [10].

In layman’s terms, threats are adverse events that may occur. Threat actors may take actions to
leverage vulnerabilities (described in the subsection below). Actions may include compromising
credentials and accessing, removing, or changing data or making systems not available for legitimate
use. The result of threats is risks [10]. Table 3-1 enumerates threats considered within this practice
guide.
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Table 3-1 Threats

Threat Event

C Abuse of credentials
or insider threat

Description

Aberrant behavior from an individual who may
have legitimate access to the system; however,
they may leverage granted privileges for
unintended purposes.

Unmitigated

Likelihood
High

C Credential
compromise

Malicious actor obtains the means to use
credentials provisioned for others. Credentials
may involve other users or those used by
systems for process or data handling.

High

C Data exfiltration

Removal of data to an unintended destination.
Exfiltration may represent the unauthorized
movement of data from one system to
uncontrolled physical storage media or may
represent movement to uncontrolled virtual
destinations such as volatile memory, or to
unknown storage such as cloud-hosted or virtual
destinations.

High

I Disruption of data in
transit

Distortion or alteration of data in transit that
results in potentially invalid information. The
attack type seeks to distort or alter data in mid-
communication stream. Received data may be
unintelligible or otherwise unreadable when it
arrives at the destination.

Moderate

| Data alteration

Unauthorized changes to the content of the data.

Clinicians may not detect altered information
and misinterpret the image. The attack type
seeks to make changes when data are in an at-
rest state.

Moderate

I Time
synchronization

System components may rely on synchronizing
internal clocks to ensure network session and
data integrity. Attacks may seek to alter time
stamping or ability for systems to synchronize
with an authoritative time source.

Moderate

I Introduction of
malicious software

Introduction of foreign, unauthorized code into a
system. Malicious software deployments may
affect servers or workstations or both.

High

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS)
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Threat Event

Unmitigated
Likelihood

Description

Server components: Server components may run
unauthorized code.

Workstations: Workstations connected to the
PACS ecosystem may run unauthorized code.

I Unintended use of
service

Operating systems may consist of services or High
processes used to support a system’s

functionality; individuals with access to the
system may perform unintended functions.

A Data storage
disruption

Physical media or file space disruption evidenced | High
by prolonged read/write access times or by
corrupted data, thereby causing unavailability of
service.

A Network disruption

Network disruption attacks may take the form of | High
several different approaches. Below are some
disruption approaches that this practice guide
examines:

Denial of service (DoS) or packet flooding:
Introduction of above-normal network traffic
that saturates network infrastructure
components’ ability to deliver network
communication appropriately

Routing: inefficient network traffic flow

DNS or name resolution: Networked hosts are
associated with “friendly names” to facilitate
interaction; however, name resolution to
internet protocol (IP) addressing may be
disrupted to make host discovery difficult.
Similar or soundalike host and domain names
may be introduced to compound confusion.

ARP: Address Resolution Protocol (ARP) is a
localized means by which hosts resolve IP
addresses to media access control (MAC)
addresses stored in host tables. Corruption of
ARP tables may result in misdirected network
traffic or in legitimate devices being unable to
connect to the network.

A Backup/recovery

disruption

Measures that organizations use as a fail-over or | High
recovery from a prolonged outage may be
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C/1/A  Threat Event

Description

compromised, e.g., through introduction of
malicious software to backup storage media,
inability to read and restore from backup media,
or introduction of a supply chain compromise
(per above) at a third-party recovery site. High
availability or replication scenarios may also be
prone to network disruption.

Unmitigated
Likelihood

A Supply chain
compromise

System components may be sourced from
multiple vendors and may allow introduction of
malicious software (noted above).

High

3.4.5 Vulnerabilities

Table 3-2 lists identified vulnerabilities that aggregate vulnerabilities identified in NIST SP 800-30
Revision 1 [10]. As noted in the document, a vulnerability is a deficiency or weakness that a threat
source may exploit, resulting in a threat event. The document further describes that vulnerabilities may
exist in a broader context, such as in organizational governance structures, external relationships, and
mission/business processes. The following table enumerates those vulnerabilities using a holistic
approach and represents those vulnerabilities that this project identified and for which it offers
guidance. For further description, reference NIST SP 800-30 Revision 1 [10].

Table 3-2 Vulnerabilities

Vulnerability

Vulnerability

Pervasiveness
of

5 inti Severity Predisposing Condition Predisposing
escription (Qualitative) Condition
(Qualitative)
Weak or no system | Moderate Workforce may not be aware or may not High
use training have received training on appropriate use
or configuration of the system. Users may
not have sufficient awareness of action
consequences.
Weak or no High Workforce may not be aware of Moderate

security training

procedures on how to report anomalies.
Security teams may not have sufficient
training on how to investigate or may not
have procedures to address security
incidents.
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Vulnerability

Description

Vulnerability
Severity
(Qualitative)

Predisposing Condition

Pervasiveness
of
Predisposing
Condition
(Qualitative)

Deficient supply High Organizations may not be aware of third- | High
chain security party practices or downstream suppliers
controls who may implement technology into the

healthcare organization’s environment.
Deficient High Privileged users may have extended High
separation of responsibility to ensure system
duties operations. “Super user” identities may

allow escalated access to systems, data,

and logging features.
Weak or no High Organizations may have deficient identity | Moderate
identity proofing or review processes.
management
Weak or no Very High Trivial forms of authentication or using Very High
authentication credentials with no authentication
controls requirement. Also found in this category is

the use of default credentials that tend to

be generally discoverable.
Permissive Very High Credentials may be established without Very High
privilege examining the minimum necessary to

perform the required function. As a result,

credentials may exist with access to

perform actions outside the work scope.

Note that permissive privilege may extend

to system services whereby services may

run as “root” or “administrator,” granting

that credential the ability to perform

inappropriate actions.
Out-of-date or High Operating systems, other third-party Very High
unmanaged software, and the PACS application itself
services include a variety of services, allowing

appropriate functionality. Over time,

flaws, in the form of bugs (coding errors)

or the use of libraries or binaries

determined to have security

weakness(es), may be discovered and
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Vulnerability

Description

Vulnerability
Severity
(Qualitative)

Predisposing Condition

Pervasiveness
of
Predisposing
Condition
(Qualitative)

subsequently addressed, resulting in
patches or updates. Systems that do not
apply those patches and updates may
operate with out-of-date services.
Deficient Very High Organizations may have deficient Very High
vulnerability application and operating system
management vulnerability scanning and monitoring
practices. Flaws or deficiencies may exist
in software elements associated with the
overall medical imaging system.
Deficient data High Unauthorized individuals may be able to High
protection read, modify, delete, or exfiltrate sensitive
data.
Deficient logging High System interactions may not be captured | High
and monitoring or retained sufficiently for review. Logs,
when tracked, may not be reviewed for
anomalies on a timely or consistent basis.
Deficient time Moderate Systems may operate on individual High
synchronization internal clocks and may track transactions
independently.
Permissive network | High Configuration may permit unauthorized Very High
boundaries network traffic to access sensitive assets.
Lack of network Very High Components may operate on the same Very High
segmentation network or have implied trust with other
components.
Lack of network High Network sessions may not be secured. High
session security
Deficient certificate | High Organizations using certificates to High
management safeguard network sessions (e.g., secure
sockets layer [SSL]/Transport Layer
Security [TLS] certificates) may allow no
certificate, expired certificates, or
inappropriate certificates.
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Pervasiveness

o Vulnerability of

Vulnerability . . . . . .
5 inti Severity Predisposing Condition Predisposing

escription (Qualitative) Condition

(Qualitative)

Misconfigured High Organizations may have misconfigured High
network network routing or switch settings.
Misconfigured High Medical image storage demands are Moderate
storage media great, and organizations may have

misconfigured storage arrays.

Recovery/restore Very High Organizations may not have created or High
procedures not tested recovery procedures.

tested or not

performed

The vulnerabilities in the table above represent types of known vulnerabilities, that is, based on
vulnerabilities experienced in existing systems and networks.

3.4.6 Risk

NIST SP 800-30 Revision 1, Guide for Conducting Risk Assessments, defines risk as “a measure of the
extent to which an entity is threatened by a potential circumstance or event, and typically a function of:
(i) the adverse impacts that would arise if the circumstance or event occurs; and (ii) the likelihood of
occurrence” [10]. Risk is the adverse impact; that is, risk is the result when a threat (attack) successfully
leverages one or more vulnerabilities. As organizations consider risk, they should note that risk is not
discrete; that is, a successful attack may involve multiple threats or take advantage of a combination of
vulnerabilities. Also, when an organization suffers from an attack campaign, the organization may realize
multiple adverse outcomes.

Ransomware or a DoS attack, for example, could adversely impact an HDO by compromising the
availability of systems and preventing the HDO from treating patients. This practice guide, however,
considers controls and practices that may be appropriate in mitigating or responding to threats affecting
confidentiality, integrity, and availability holistically.

Another risk noted below is systemic disruption. Systemic disruption may affect availability and integrity
of systems or data. An attacker may compromise the targeted system’s operations, or the attacker may
use the targeted system as a platform from which to conduct further attacks across an HDO’s network.
Systemic disruption prevents the HDO from treating patients by either making systems inoperative or
altering patient data when malware is introduced. This practice guide also considers the specific case of
when targeted systems are compromised and used to attack other components within the enterprise.
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Table 3-3 is a list of unmitigated risks applicable to the PACS lab environment, based on the examples of
threat types (Section 3.4.4) and vulnerabilities (Section 3.4.5). These risks are offered in terms relating to
the healthcare environment, and similar risks can be expected in a typical healthcare environment. Note

that the likelihood of threats and vulnerabilities would be based on having implemented effective

controls, which would also affect the level of risk determined.

Table 3-3 Risk

C/I/A Risk Description Risk Level ‘

C Fraudulent use of Should unauthorized individuals retrieve PHI that High
health-related includes health insurance information, those actors
information may be able to submit fraudulent claims and

receive reimbursement from a payer for services
not rendered to the patient.

C Identity theft and Individuals may receive exfiltrated data to commit High
fraudulent use of PHI | identity theft in obtaining healthcare. Fraudulent

individuals may receive health services leveraging a
victim patient’s information and, as a result,
introduce false information into a victim patient’s
medical history. This may result in a patient safety
concern in that treatments performed for the
fraudulent individual would be captured in the
victim patient’s history, potentially leading to
future inaccurate diagnoses when that patient
seeks legitimate care.

I Patient misdiagnosed | Unauthorized imaging data alteration compromises | High
based on data integrity resulting in patient safety risk. Should
interpretations made | an individual make an unauthorized image
from unauthorized alteration, care providers may make inaccurate
changes to medical diagnoses and therefore delay appropriate
images treatment.

A Patient diagnoses Patients may have conditions that require timely High
disrupted, leading to | and accurate diagnosis to achieve optimum
patient safety mortality rates. Communications disruptions that
concerns corrupt or deny data may adversely affect this so

that care teams are not able to make a timely
diagnosis, and patients may have to repeat imaging
processes.

A Process disruption PACS or other systems within the ecosystem may High
due to malware succumb to ransomware or other forms of

malware, rendering those systems and associated
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C/I/A Risk Description Risk Level

data unavailable. Ransomware may cause complete
system unavailability, while other forms of
malware may delay processing capability or
introduce data integrity risk. As a result, the HDO
may not be able to treat patients appropriately or
make diagnoses. Delays may result in patient safety

concerns.
A Systemic disruption Unauthorized individuals may compromise High
due to component components within the PACS ecosystem and use
compromise compromised components as pivot points to attack

other parts of the HDO network. This may result in
delays in patient care.

The project identified the risks above as requirements that the lab environment should address.
Organizations should note that the tables offered here are samples and notionally representative.
Characterizing threats, vulnerabilities, and risk is contextual. HDOs with different security deficiencies or
unique threat situations in their systems and network environments may find their categorization to be
different from what this practice guide describes. HDOs need to consider their unique profile when
categorizing vulnerabilities, threats, and risk. This project identified these risk elements and scored them
accordingly, based on the assessment performed on the lab environment.

3.5 Security Control Map

As the project considered PACS ecosystem risks, the team performed a mapping to the NIST
Cybersecurity Framework [8], establishing an initial set of appropriate control functions, categories, and
subcategories, demonstrating how selected Cybersecurity Framework subcategories map to controls in
NIST SP 800-53 Revision 4 [15]. The table also lists sector-specific standards and best practices from
other standards bodies (e.g., the International Electrotechnical Commission [IEC], International
Organization for Standardization [ISO]), as well as from the Health Insurance Portability and
Accountability Act (HIPAA) [16], [17], [18]. The security control map, shown in Table 3-4, identifies a
comprehensive set of controls, including those specifically implemented in the lab build-out, as well as
the pervasive set of controls as described in Appendix C that HDOs should deploy.
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Table 3-4 Security Characteristics and Controls Mapping—NIST Cybersecurity Framework

NIST Cybersecurity Framework v1.1

Function

IDENTIFY
)

Category

Asset
Management
(ID.AM)

Sector-Specific Standards and Best Practices

NIST SP
Subcategory 800-53 IzE-; TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
164.308(a)(1)(ii)(A)
ID.AM-1: Physical devices and CM-8 164.308(a)(4)(ii)(A) A1
systems within the organization PM-S N/A 164.308(a)(7)(ii)(E) A.8.1.2
are inventoried. 164.308(b) o
164.310(d)
164.310(d)(2)(iii)
45 C.F.R. §§
164.308(a)(1)(ii)(A)
ID.AM-2: Software platforms and CM-8 164.308(a)(4)(ii)(A) A8.1.1
applications within the PM-5 N/A 164.308(a)(7)(ii)(E) A8.1.2
organization are inventoried. 164.308(b) A125.1
164.310(d)
164.310(d)(2)(iii)
ACA 45C.F.R. §§
ID.AM-3: Organizational CA3 164.308(a)(1)(ii)(A) A13.2.1
communication and data flows SGUD 164.308(a)(3)(ii)(A) T
CA-9 A.13.2.2
are mapped. PL-8 164.308(a)(8)
164.310(d)
45 C.F.R. §§
164.308(a)(1)(ii)(A)
) . . 164.308(a)(4)(ii)(A)
'53;/:2:'7;2'afztgsjlo'g”:‘;g.“at'on 2:_';0 RDMP 164.308(a)(7)(ii)(E) A11.2.6
164.308(b)
164.310(d)

164.310(d)(2)(iii)
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NIST Cybersecurity Framework v1.1

Function

Sector-Specific Standards and Best Practices

to determine risk. PM-16

164.308(a)(7)(ii)(D)
164.308(a)(7)(ii)(E)
164.316(a)

NIST SP
Category Subcategory 800-53 IZE_E TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
ID.AM-5: Resources (e.g.,
hardware, devices, data, time, CP-2
personnel, and software) are RA-2 45 C.F.R. §§
prioritized based on their SA-14 SGUD 164.308(a)(7)(ii)(E) A821
classification, criticality, and SC-6
business value.
CA-2
Eﬁ:; 45 C.F.R. §§
RA-3 164.308(a)(1)(i)
ID.RA-1: Asset vulnerabilities are RA-5 MLDP 164'308(3)(1)(!!)(A) A.12.6.1
identified and documented SA-5 RDMP 164.308(a)(1)(ii)(B) A.18.2.3
’ SA-11 SGUD 164.308(a)(7)(ii)(E) T
512 164.308(a)(8)
Sl-4 164.310(a)(1)
SI-5
Risk 45 C.F.R. §§ .
RA-2 164.308(a)(1)(i)
Assessment . . "
ID.RA-4: Potential business RA-3 164.308(a)(1)(ii)(A)
(ID.RA) ) Lo DTBK N A.16.1.6
impacts and likelihoods are SA-14 SGUD 164.308(a)(1)(ii)(B) Clause 6.1.2
identified. PM-9 164.308(a)(6) o
PM-11 164.308(a)(7)(ii)(E)
164.308(a)(8)
45 C.F.R. §§
164.308(a)(1)(ii)(A)
ID.RA-5: Threats, vulnerabilities, RA-2 164.308(a)(1)(ii)(B)
likelihoods, and impacts are used | RA-3 SGUD 164.308(a)(1)(ii)(D) A12.6.1
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NIST Cybersecurity Framework v1.1

Function

Sector-Specific Standards and Best Practices

PROTECT
(PR)

NIST SP
Category Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
ID.RA-6: Risk responses are DTBK 164.308(a)(1)(ii)(B) Clause 6.1.3
identified and prioritized. PM-9 SGUD 164.314(a)(2)(i)(C) o
164.314(b)(2)(iv)
AC-1
AC-2
IA-1
IA-2 45 C.F.R. §§ 22;;
PR.AC-1: Identities and IA-3 ALOF 164.308(a)(3)(ii)(B) " 923
credentials are issued, managed, IA-4 AUTH 164.308(a)(3)(ii)(C) A.9.2.4
verified, revoked, and audited for | IA-5 EMRG 164.308(a)(4)(i) A'9‘2'6
authorized devices, users, and IA-6 NAUT 164.308(a)(4)(ii)(B) A'9‘3'1
processes. IA-7 PAUT 164.308(a)(4)(ii)(C) A.9‘4.2
IA-8 164.312(a)(2)(i) "943
1A-9
Identity 1A-10
Management 1A-11
and Access
Control (PR.AC) Al1111
A.11.1.2
SCER S8 Ty
PE-3 164.308(a)(1)(ii)(B) A11.15
PR.AC-2: Physical access to assets | PE-4 PLOK 164'308(6‘)(7)(!? A11.1.6
. TXCF 164.308(a)(7)(ii)(A)
is managed and protected. PE-5 Al11.2.1
PE-6 TXIG 164.310(a)(1) . A11.2.3
PE-8 164.310(a)(2)(i) A11.2.5
164.310(a)(2)(ii) A11.2.6
A.11.2.7
A.11.2.8

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS)




“7Z-008T"dS LSIN/8209°0T/810°10p//:sd1y :woJy 9818y 40 3.4 3|qe|ieAe s uoedljgnd siyL

NIST Cybersecurity Framework v1.1

Function

Category

Sector-Specific Standards and Best Practices

NIST SP
Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
QIL-JC'JFFH 164.308(a)(4)(i) A6.2.1
. . AC-17 164.308(b)(1) A.6.2.2
rPn':/:aC ZaRemOte access s AC-19 E;URPG 164.308(b)(3) A11.2.6
ged. AC-20 AT 164.310(b) A13.1.1
SC-15 PAUT 164.312(e)(1) A13.2.1
164.312(e)(2)(ii)
AC-1
45 C.F.R. §§
PR.AC-4: Access permissions and AC-2 ALOF 164.308(a)(3) A6.1.2
- AC-3 AUTH A9.1.2
authorizations are managed, 164.308(a)(4)
. . . AC-5 CNFS A.9.2.3
incorporating the principles of 164.310(a)(2)(iii)
. . AC-6 EMRG A9.4.1
least privilege and separation of 164.310(b)
. AC-14 NAUT A9.4.4
duties. AC-16 PAUT 164.312(a)(1) A945
AC-24 164.312(a)(2)(i)
45 C.F.R. §§
PR.AC-5: Network integrity is 164.308(a)(4)1ii)(B) A13.1.1
rotected (e.g., network AC-4 MLDP 164.310(a)(1) A.13.1.3
fe e ion 'ﬁ;twork AC-10 NAUT 164.310(b) A13.2.1
segmgntatién) SC-7 164.312(a)(1) A14.1.2
8 ' 164.312(b) A14.13
164.312(c)
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NIST Cybersecurity Framework v1.1

Function Category

Sector-Specific Standards and Best Practices

164.314(b)(2)(i)

NIST SP
Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
PR.AC-7: Users, devices, fand ALOF A1
other assets are authenticated AC-14
(e.g., single-factor, multi-factor) IA-1 AUTH A9.2.4
car%\.;nengsurate wi:ch the risk of IA-2 CSUP 45CFR.§ A9.3.1
. e , EMRG 164.308(a)(4) A.9.4.2
the transaction (e.g., individuals I1A-3
. . . NAUT A.9.4.3
security and privacy risks and IA-4 PAUT A18.1.4
other organizational risks). IA-5 R
1A-8
1A-9
IA-10
1A-11
45 C.F.R. §§
:\%;JP 164.308(a)(1)(ii)(D)
) . MP-8 164.308(b)(1)
Pfélt)esctlé dData at-restis sc-12 2'::; 164.310(d) A8.23
P : sC-28 orck 164.312(a)(1)
TXCF 164.312(a)(2)(iii)
164.312(a)(2)(iv)
Data Security
(PR.DS) FR.
45 CFR. 8§ A.8.2.3
IGAU 164.308(b)(1) A13.11
N - sc-8 NAUT 164.308(b)(2) o
PrRC.)ItDeSCtZédData in-transit is sC-11 STCF 164.312(e)(1) ﬁi:;;
P : SC-12 TXCF 164.312(e)(2)(i) A14.10
TXIG 164.312(e)(2)(ii) A1413
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NIST Cybersecurity Framework v1.1

Function

Category Subcategory

PR.DS-5: Protections against data
leaks are implemented.

NIST SP
800-53
Revision 4

PS-3
PS-6
SC-7
SC-8
SC-13
SC-31
Sl-4

Sector-Specific Standards and Best Practices

IEC TR 80001-
2-2

HIPAA Security Rule

ISO/IEC 27001

AUTH
IGAU
MLDP
PLOK
STCF
TXCF
TXIG

45 C.F.R. §§
164.308(a)(1)(ii)(D)
164.308(a)(3)
164.308(a)(4)
164.310(b)
164.310(c)
164.312(a)

A6.1.2
A7.11
A7.1.2
A731
A8.2.2
A8.2.3
AS.11
AS.1.2
A9.23
AS9.4.1
AS.4.4
AS.45
A.10.1.1
All11.4
A11.1.5
Al11.21
Al13.1.1
A13.1.3
A13.2.1
A.13.2.3
A13.24
A.14.1.2
A14.1.3

PR.DS-6: Integrity-checking
mechanisms are used to verify
software, firmware, and
information integrity.

SC-16
SI-7

IGAU
MLDP

45 C.F.R. §§
164.308(a)(1)(ii)(D)
164.312(b)
164.312(c)(1)
164.312(c)(2)
164.312(e)(2)(i)

Al12.2.1
A125.1
A14.1.2
A14.1.3
Al4.24
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NIST Cybersecurity Framework v1.1

Function Category

Information
Protection
Processes and
Procedures
(PR.IP)

Sector-Specific Standards and Best Practices

NIST SP
Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
. ) . CM-2
oAb onfewaion | Gy
industrial control s sterr%:is cM-4 CNFS 45CF.R. 58 A12.5.1
e o maint;'ine ) cM-5 CcsuP 164.308(a)(8) A.12.6.2
incorporating securit ’rinci les CM-6 DTBK 164.308(a)(7)(i) A14.2.2
e ionce ioﬂeasz princip cM-7 NAUT 164.308(a)(7)(ii) A.14.2.3
fufc':cionalitp) cM-9 Al4.24
vl SA-10
A.12.1.2
45 C.F.R. §§ A.12.5.1
PR.IP-3: Configuration change cM-3 CNFS 164.308(a)(8) A.12.6.2
. CM-4 CSUP .

control processes are in place. SA-10 DTBK 164.308(a)(7)(i) A14.2.2
164.308(a)(7)(ii) A14.2.3
A.14.2.4
164.308(a)(7)(ii)(A) A123.1

PR.IP-4: Backups of information CP-4 164.308(a)(7)(ii)(B) o
_ DTBK . A.17.1.2
are conducted, maintained, and CP-6 PLOK 164.308(a)(7)(ii)(D) A1713
tested. CP-9 164.310(a)(2)(i) A'18'1'3

164.310(d)(2)(iv) T

A.8.2.3

_ . 45 C.F.R. §§

:fc':;';'n Zizalo'iﬁ:jtroyed MP-6 DIDT 164.310(d)(2) (i) 2‘2'3‘;

164.310(d)(2)(ii) A1127
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NIST Cybersecurity Framework v1.1

Sector-Specific Standards and Best Practices

NIST SP
Function Category Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
PR.IP-9: Response plans (Incident 45 C.F.R. §§
Response and Business CP-12 164.308(a)(6) A.16.1.1
Continuity) and recovery plans CP-13 DTBK 164.308(a)(6)(i) Al17.1.1
(Incident Recovery and Disaster IR-7 SGUD 164.308(a)(7) A17.1.2
Recovery) are in place and IR-8 164.310(a)(2)(i) A17.1.3
managed. IR-9 164.312(a)(2)(ii)
PE-17
cP-4
PR.IP-10: Response and recovery IR-3 DTBK 45 C.F.R. §§ A17.13
plans are tested. PM-14 SGUD 164.308(a)(7)(ii)(D)
45 C.F.R. §§
. 164.308(a)(1)(i) A12.4.1
LT R e s | A242
imolemented. and reviewed in AU Family AUDT 164.308(a)(5)(ii)(B) A12.43
acfor e 164.308(a)(5)(ii)(C) A12.4.4
, poticy. 164.308(a)(2) A12.7.1
Protective 164.308(a)(3)(ii)(A)
Technology
(PR.PT) 45 C.F.R. §§
PR.PT-3: The principle of least 164.308(a)(3)
functionality is incorporated b AC-3 AUTH 164.308(a)(4)
configurin Z stems ":o rovidey CMm-7 CNFS 164.310(a)(2)(iii A9.1.2
onl gsseng'ciaTca abilitizs SAHD 164.310(b)
¥ P : 164.310(c)

164.312(a)(1)
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NIST Cybersecurity Framework v1.1

Sector-Specific Standards and Best Practices

NIST SP
Function Category Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
AUTH ..
PR.PT-4: Communications and 5C-23 MLDP 164.308(a)(1)(ii)(D) A13.1.1
control networks are protected. 5C-24 PAUT 164.312(a)(1) Al3.2.1
SC-25 SAHD 164.312(b) A.14.1.3
SC-29 164.312(e)
SC-32
SC-36
SC-37
SC-38
SC-39
SC-40
SC-41
SC-43
DE.AE-1: A baseline of network AC-4 Al121.1
DETECT Anomalies and | operations and expected data CA-3 CNFS 45 CFR. 85 . A12.1.2
) CSUP 164.308(a)(1)(ii)(D)
(DE) Events (DE.AE) | flows for users and systems is CM-2 MLDP 164.312(b) A13.1.1
established and managed. Sl-4 ’ A.13.1.2
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NIST Cybersecurity Framework v1.1

Sector-Specific Standards and Best Practices

NIST SP
Function Category Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
AU-6 164.308(a)(1)(i)
DE.AE-2: Detected events are CA-7 AUDT 164.308(a)(1)(ii)(D) Al124.1
analyzed to understand attack IR-4 MLDP 164.308(a)(5)(ii)(B) A.16.1.1
targets and methods. S1a 164.308(a)(5)(ii)(C) A.16.1.4
164.308(6)(i)
164.308(a)(6)(i)
45 C.F.R. §§
’é:_‘: 164.308(a)(1)(ii)(D)
DE.AE-3: Event data are collected IR-4 AUDT 164.308(a)(5)(ii)(B) A12.41
and correlated from multiple RS MLDP 164.308(a)(5)(ii)(C) A.16.1.7
sources and sensors. IR-8 SGUD 164.308(a)(6)(ii) A
sia 164.308(a)(8)
164.310(d)(2)(iii)
45 C.F.R. §§
164.308(a)(1)(i)
o IR-4 DTBK 164.308(a)(1)(ii)(D)
aDi’Ziti b'.flﬂ‘jj"t alert thresholds | o o MLDP 164.308(a)(5)(ii)(B) A.16.1.4
IR-8 SGUD 164.308(a)(5)(ii)(C)
164.308(6)(i)
164.308(a)(6)(i)
AC-2 45 C.F.R. §§
Security AU-12 AUDT 164.308(a)(1)(i)
Continuous DE.CM-1: The network is CA-7 CNFS 164.308(a)(1)(ii)(D)
Monitoring monitored to detect potential CM-3 Csup 164.308(a)(5)(ii)(B) N/A
(DE.CM) cybersecurity events. SC-5 MLDP 164.308(a)(5)(ii)(C)
SC-7 NAUT 164.308(a)(2)
Sl-4 164.308(a)(3)(ii)(A)
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NIST Cybersecurity Framework v1.1

Function

Sector-Specific Standards and Best Practices

RESPOND

(RS)

NIST SP
Category Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
25'_212 164.308(a)(1)(ii)(D)
DE.CM-3: Personnel activity is AU-13 AUDT 164.308(a)(3)(ii)(A) A12.4.1
monitored to detect potential CA-7 EMRG 164.308(a)(5)(ii)(C) A‘12.4'3
cybersecurity events. PAUT 164.312(a)(2)(i) R
CM-10
M1 164.312(b)
164.312(d)
g . 45 C.F.R. §§
Est'ng:é' Malicious code is 2:: :\(A;fgp 164.308(a)(1)(ii)(D) A12.2.1
: 164.308(a)(5)(ii)(B)
22:712 45 C.F.R. §8
, L 164.308(a)(1)(ii)(D)
Eﬁéin;'im"'te?g:fnf;r gm: AUDT 164.308(a)(5)(ii)(B) A12.4.1
connections dpevices an,d PE-3 PAUT 164.308(a)(5)(ii)(C) Al4.2.7
software is ’erforme’d PE-6 PLOK 164.310(a)(1) Al5.21
P ‘ e 164.310(a)(2)(ii)
Sl-a 164.310(a)(2)(iii)
_ " 45 C.F.R. §§
D:;](cioh:lr;séglulnerablhty scans are RA-S ::/:_IE)DKP 164.308(a)(1)(i) A12.6.1
P ' 164.308(a)(8)
45 C.F.R. §§
164.308(a)(6)(ii)
Response RS.RP-1: Response plan is CP-2 DTBK 164'308(3)(7)(9
. . CP-10 164.308(a)(7)(ii)(A)
Planning executed during or after an MLDP . A.16.1.5
(RS.RP) avent IR-4 SGUD 164.308(a)(7)(ii)(B)
: ' IR-8 164.308(a)(7)(ii)(C)
164.310(a)(2)(i)
164.312(a)(2)(ii)
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NIST Cybersecurity Framework v1.1

Function Category

RECOVER
(RC)

Recovery
Planning
(RC.RP)

Subcategory

RC.RP-1: Recovery plan is
executed during or after a
cybersecurity incident.

Sector-Specific Standards and Best Practices

NIST SP

800-53 IZE_E TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
164.308(a)(7)
DTBK 164.308(a)(7)(i)
IR-4 MLDP 164.308(a)(7)(ii) A.16.1.5
IR-8 SGUD 164.308(a)(7)(ii)(C)

164.310(a)(2)(i)
164.312(a)(2)(ii)
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3.6 Technologies

Table 3-5 lists all the products and technologies used in this project and provides a mapping among the
generic application term, the specific product used, and the security control(s) that the product provides
or supports. Refer to Table 3-4 for an explanation of the NIST Cybersecurity Framework subcategory

codes.

The Products and Technology table represents the solutions provided by the project collaborative
partners and applied to the lab environment. This project selected these solutions based on their
alignment to the NIST Cybersecurity Framework control objectives. Organizations should note that they
may achieve control objectives through any number of means, including open-source or internally
developed approaches.

Table 3-5 Products and Technologies

Component/
Capability

PACS and VNA

Product

Function

NIST
Cybersecurity
Framework
Subcategories

Hyland Acuo Vendor Provides access to medical images | PR.AC-1
Neutral Archive Version and documents. PR.AC-4
6.0.4 Stores and retrieves images in a PR.DS-2
standard format for various PR.IP-4
vendor-neutral systems to access. | PR.PT-1
Hyland NilRead Provides medical image viewing PR.AC-1
Enterprise Version and manipulation. PR.DS-2
4.3.31.98805 PR.PT-1
Hyland PACSgear Provides ability to capture and PR.AC-1
Version 4.1.0.64 share medical images. PR.DS-2
Provides ability to scan and share PR.PT-1
medical documents.
Philips Enterprise Provides role-based user-access PR.AC-1
Imaging Domain control.
Controller
Philips Enterprise Manages medical images through PR.DS-2
Imaging IntelliSpace access and collaboration. PR.IP-4
PACS PR.PT-1
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Component/  Product Function NIST
Capability Cybersecurity
Framework
Subcategories
Philips Enterprise provides web-based DICOM PR.DS-2
Imaging Universal Data integration PR.IP-4
Manager provides image life-cycle PR.PT-1
management
DCMA4CHEE Open- Open-source PACS solution N/A
Source Clinical Image allows the lab to demonstrate
and Object data-in-transit workflow control
Management Enterprise
Version DCM4CHEE-arc-
light5v. 5.21.0
DVTk Modality open-source utility used to N/A
Emulator demonstrate clinical workflow and
interaction with medical imaging
devices
allows the lab to demonstrate
data-in-transit workflow between
clinical systems and medical
devices
DVTk RIS Emulator open-source utility used to N/A
demonstrate clinical workflow and
interaction with medical imaging
devices
allows the lab to demonstrate
data-in-transit workflow between
clinical systems and medical
devices
Asset Virta Labs BlueFlow provides discovery, categorization, | ID.AM-1
Management | Version 2.6.4 grouping, tagging, and ID.AM-2
identification of medical devices ID.AM-4
provides flexible user-defined risk | ID.AM-5
assessment and scoring ID.RA-1
provides vulnerability management ID.RA-5
capabilities PR.IP-1
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Component/  Product
Capability

Function NIST
Cybersecurity
Framework
Subcategories

= provides reporting on risk and
security properties for groups of
assets

= provides threat feed for known
medical devices

Clearwater Information | = provides asset inventory ID.AM-1
Risk Management management ID.AM-2
Analysis = provides risk assessment and ID.AM-4
compliance ID.AM-5
Tripwire Enterprise = provides security configuration ID.RA-1
Version 8.7 management ID.RA-5
= provides file integrity monitoring PR.DS-6
(FIM) PR.IP-1
= provides patch management. PR.IP-3
PR.PT-3
Enterprise Active Directory = provides authentication and PR.AC-1
Domain and authorization for users and PR.AC-4
Identity computers in the domain PR.AC-7
Management = provides authentication and PR.PT-3

authorization to multiple
applications within the
environment

DigiCert PKI Platform

= provides SSL/TLS certificates for PR.AC-1
secure communication between PR.AC-4
devices PR.AC-7

= enables devices to perform data-in- | PR.DS-2
transit encryption

= provides certificate management

Symantec Validation
and ID Protection
Version 9.8.4 Windows

= integrates with TDi ConsoleWorks PR.AC-1
using the Remote Authentication PR.AC-3
Dial-In User Service (RADIUS) PR.AC-7
protocol
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Component/
Capability

Product

Function

NIST
Cybersecurity
Framework
Subcategories

Network
Control and
Security

provides multifactor authentication
for remote access
Cisco Firepower provides console management for | PR.AC-5
Management Center Firepower Threat Defense PR.PT-4
(FMC) 6.3.0 provides centralized control over
network and communication
provides network visibility
Cisco Firepower Threat prevents intrusion PR.AC-5
Defense (FTD) 6.3.0 provides network segmentation PR.PT-4
provides policy-based network
protection
Tempered Networks provides network segmentation PR.AC-5
Identity Defined provides end-to-end encryption for | PR.DS-2
Networking (IDN) device traffic PR.PT-4
Conductor and
HIPswitch Version 2.1
Zingbox loT Guardian provides passive device discovery ID.AM-3
and classification ID.RA-1
provides behavioral modeling to ID.RA-5
identify suspicious behavior DE.AE-1
assesses vulnerability DE.AE-2
DE.AE-3
DE.AE-5
DE.CM-1
DE.CM-7
Forescout CounterACT 8 provides passive device discovery PR.AC-4
and profiling PR.AC-7
provides network access control PR.PT-4
DE.AE-1
DE.AE-3
DE.CM-1
DE.CM-7
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Component/  Product Function NIST
Capability Cybersecurity
Framework
Subcategories
Symantec Endpoint centrally manages threats across DE.CM-1
Detection and Response endpoint, network, and web traffic | DE.CM-4
(EDR) Version 4.1.0
Cisco Stealthwatch provides insight into who and what | ID.AM-3
Version 7.0.0 is on the network DE.AE-1
analyzes the network through DE.AE-2
machine learning and global threat | DE.AE-3
intelligence DE.AE-5
detects malware for encrypted DE.CM-1
traffic DE.CM-3
DE.CM-7
Secure TDi Technologies provides remote access for PR.AC-3
Remote ConsoleWorks Version external collaborators PR.AC-7
Access 5.1-0ul logs and monitors remote access
activities
Endpoint Symantec Data Center protects physical and virtual PR.DS-6
Protection Security: Server servers PR.IP-3
and Security | Advanced (DCS:SA) detects and prevents intrusion
Version 6.7 monitors file integrity
Symantec Endpoint centrally manages assets through DE.CM-4
Protection Version 14.2 agent-based protection DE.CM-8
provides advanced machine
learning and behavioral analysis
techniques to identify known and
unknown threats
provides anti-virus capabilities
Cloud Storage | Microsoft Azure Block cloud storage for medical images PR.AC-1
Blob Storage account (unstructured data) PR.AC-4
access control using storage access | PR.AC-7
keys and policies PR.DS-1
encryption at rest using service- PR.DS-2
managed or customer-managed PR.DS-6
keys PR.PT-4
encryption in transit using https
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Product

Component/
Capability

Function

storage firewalls to limit attack
surface and to control
communications

NIST
Cybersecurity
Framework
Subcategories

service (PaaS) services hosted on
the Azure platform

Microsoft Azure strengthen security posture by ID.RA-1

Security Center identifying weak or insecure ID.RA-5

Standard configurations DE.AE-1

DE.AE-2

identify threats against Azure DE.CM-1
resources, including Azure Storage | pg.cM-8
accounts

Microsoft Azure Key safeguard cryptographic keys and | pR.AC-1

Vault Premium other secrets used by cloud PR.DS-1
applications and services
holds storage account encryption
key.

Microsoft Azure management and monitoring PR.AC-1

Monitor services PR.IP-1
centralized collection and retention | PR.PT-1
of audit logs from various Azure DE.CM-7
services

Microsoft Azure Active identity and access management PR.AC-1

Directory for Azure services PR.AC-4
user and sign-in risk detection and | PR.AC-7
remediation PR.PT-3

DE.CM-3
Microsoft Azure Private private virtual network PR.DS-2
Link connectivity for platform as a PR.PT-4
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When designing the PACS reference architecture, this practice guide implements the PACS environment
within an HDO enterprise. NIST SP 1800-8, Securing Wireless Infusion Pumps in Healthcare Delivery
Organizations describes implementing the HDO enterprise infrastructure and a network zone approach.
This practice guide leverages that larger enterprise described in NIST SP 1800-8 and in Section 4.1
identifies zones in as they relate to PACS. This practice guide extends data storage by provisioning a
cloud storage provider for long-duration storage.

The FDA defines the PACS as “a device that provides one or more capabilities relating to the acceptance,
transfer, display, storage, and digital processing of medical images. Its hardware components may
include workstations, digitizers, communications devices, computers, video monitors, magnetic, optical
disk, or other digital data storage devices, and hardcopy devices. The software components may provide
functions for performing operations related to image manipulation, enhancement, compression or
quantification” [19]. In addition to the PACS, this project used VNA solutions that meet the Food and
Drug Administration’s definition of PACS but have other features that HDOs may use to enhance their
overall image management ecosystem. This guide recognizes that healthcare systems interoperate and
that the reference architecture needs to accommodate a broad view of the medical imaging ecosystem.

4.1 Architecture Description

This practice guide’s architecture looks at components from three primary layers:

= business, where we deployed our core medical imaging components
= security, where we implemented security tools
= infrastructure, which represents our network

Figure 4-1 illustrates the project’s high-level architecture.
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Figure 4-1 High-Level PACS Architecture
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A PACS ecosystem includes components that address data in transit, data at rest, and data processing
and provides applications allowing authorized individuals to review and interact with data stored in their
respective systems. Clinical systems are also part of our architecture, including imaging modalities and
applications such as the RIS, that each play business process roles that interact with the PACS and VNA.
Medical imaging generally uses standard protocols, including DICOM.

DICOM is an international standard specific to storing, retrieving, printing, processing, and displaying
medical information. The DICOM standard assures medical image information operability and provides a
common standard, allowing different medical imaging product vendors to integrate their solutions into
the medical imaging ecosystem [2], [3].
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In addition to the DICOM standard, PACS uses the HL7 protocol for clinical documentation and image
reporting. HL7 defines a markup standard for exchanging health information in a structured format by
using a clinical document architecture [20].

This document examines standard technology components in addition to the protocols noted above.
Central to PACS are storage media, the network infrastructure, supporting operating systems, as well as
application servers to support information exchange (e.g., HL7, DICOM, and web servers).

The architecture described for this project implemented several zones composed of:

Clinical application services consist of systems such as the EHR, order entry, health information
systems, and others used by patient care teams in recording information during patient treatment.

Clinical workstation/viewer establishes a network zone that segregates clinical workstations from the
nonclinical production network. Clinical workstations are special-purpose devices used to interact with
clinical systems. Those devices may use vendor-specified operating systems, applications, and
configurations that vary from the HDO standard build. Configuration and patch management may be
asynchronous with how the HDO manages its productivity or standard build systems.

Enterprise network services are grouped into a separate zone for enterprise operations. Enterprise
operations include services such as email communications, Active Directory, DNS, and security services
that include certificate management.

Imaging modalities provide a zone for departments using imaging equipment, generally termed as
modalities. These are medical devices using operating systems that are not consistent with an HDO's
baseline. Configuration and patch management are likely asynchronous with how the HDO manages its
productivity or standard build systems. For purposes of this project, this zone includes emulated
modalities. This project used simulation software to generate medical images.

PACS and VNA systems segregate the PACS and VNA applications from clinical applications, general
workstations, and storage media. This zone provides the higher-level application functionality to interact
with aggregated medical images.

Data storage management isolates large-scale storage, such as storage area networks (SANs) or
network-attached storage (NAS) devices. Data stored in this zone may be unstructured, large files that
may contain sensitive, personal, or PHI.

Cloud storage is external to the HDO infrastructure and represents the use of a third-party cloud storage
provider where medical images are archived.

Vendor Net supports remote connectivity, e.g., remote vendor support. This zone segregates external
network traffic used when vendors may need to perform maintenance on systems or other equipment
while the support engineer is off premises.
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4.1.1

PACS Ecosystem Components

The PACS ecosystem includes those components that support the clinical processes associated with
medical imaging acquisition, review, annotation, and storage. Clinical applications, such as the RIS,
generate image acquisition worklists and apply worklists to associated modalities. Modalities retrieve
worklists from the RIS. The lab environment included two distinct PACS and a VNA systems and
deployed image viewing software associated with those systems on workstations to review and
annotate medical images. In building the lab environment, this project emulated some of the
components rather than obtaining full-scale solutions. This project emulated both modalities and an RIS.
The project also used a mobile phone device for document scanning. Figure 4-2 depicts a high-level view
of these components and how we approached implementing them in the lab environment.

Figure 4-2 PACS Ecosystem Components
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emulate medical imaging modalities and an RIS. The project deployed two instances of the RIS Emulator
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into the clinical application services zone. The DVTk RIS Emulators associate the modalities with
separate PACS and provide worklists for those modalities associated with two respective PACS,
reflective of an HDO that may operate multiple PACS. The project used Philips IntelliSpace PACS and
DCMA4CHEE (https://www.dcm4che.org/), an open-source PACS, to support this premise. Hyland Acuo
VNA was deployed to model HDOs using this technology.

This project deployed the modalities to a modalities network zone. Using emulated modalities allowed
the project team to simulate DICOM image acquisition, interaction with the RIS, and transferring images
from the modality device to the PACS and VNA for storage and management. The project used an
iPhone to operate the PACS Scan Mobile app provided by Hyland, connecting to a PACSgear Core Server.
The iPhone was treated as a modality, with the application facilitating document scanning and, through
the PACSgear server, transferring mobile-acquired images to the VNA.

4.1.2 Data and Process Flow

For this project, we examined data and process flows as described in Section 3.4.1, Establishing the Risk
Context, that include the following scenarios:

= sample radiology practice flows

= access to aggregations and collections of different types of images
= accessing monitoring and auditing

= image object change management

= remote access

The scenarios identify medical imaging acquisition processes, starting with scheduling the patient for a
procedure, and follow the life cycle through when the patient interacts with an imaging device to when
a medical imaging specialist processes and forwards the annotated image to a clinician for interpretation
and diagnosis. Scenarios also examine processes after direct patient interaction, such as when
authorized individuals access images for later review or when images need to be updated.

Figure 4-3 shows a simplified data communication flow in the PACS ecosystem.
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Figure 4-3 PACS Ecosystem Data Communication Flow
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A typical radiology department workflow may begin with patient registration and admission, followed by
a physician ordering an imaging procedure. The order is entered into a RIS to create a worklist. A
medical imaging technologist attends to a patient and performs the image capture procedure. The
medical imaging technologist may make annotations for a physician’s review. The system forwards that
information to a PACS or VNA. A physician retrieves the images from the PACS or VNA and uses an
image viewing station to review the images and document findings and diagnoses. On completion, the
physician transfers the information back to the PACS. Results may cross-reference with the EHR system.

4.1.3 Security Capabilities

This practice guide built upon the zoned network architecture described in NIST SP 1800-8, Securing
Wireless Infusion Pumps in Healthcare Delivery Organizations [21]. Network zoning provided a baseline
upon which engineers deployed the medical imaging ecosystem infrastructure. The practice guide
identified and deployed security capabilities to the environment, consisting of the following:
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= asset and risk management

= enterprise domain and identity management

access control
privileged access controls

user authentication

© O O

device and system authentication

0 data access control

= network control and security

network segmentation and virtual local area networks (VLANS)
firewall and control policies

microsegmentation

anomalies and events detection (behavioral analytics)

intrusion detection and prevention systems

= endpoint protection and security

device hardening and configuration

malware detection

= data security

data encryption (at-rest)

data encryption (in-transit)

= secure remote access

While the project takes a holistic approach when evaluating the medical imaging environment, the
control scope noted in this practice guide is bound to those elements that are inherently or highly

supportive of acquiring, interpreting, or storing medical images. An HDO’s infrastructure is larger in
scope than that used to support the medical imaging environment. An HDO may and should implement
additional pervasive controls to secure the overall environment. This document references pervasive
controls not implemented during this project and assumes an organization will implement appropriate
controls to address its broader risk profiles. Refer to Appendix C for details. Figure 4-4 below depicts
contextual controls deployed in the project’s test build.
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Figure 4-4 Base Controls on Test Build Components
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4.1.4 Asset and Risk Management

Asset management is a critical control that aligns with the function known as Identify in the NIST
Cybersecurity Framework [8]. This project assumes a pervasive control exists, such as a governance, risk
and compliance (GRC) solution. The HDO manages IT general assets through the GRC solution. Medical
imaging devices may fall outside the scope of IT general assets for many HDOs. For this reason, this
project implemented Virta Labs BlueFlow for asset and inventory management for medical imaging
devices. BlueFlow captures inventory, configuration, and patch management information [16], [22], [23].

4.1.5 Enterprise Domain and Identity Management

This project looked at identity management controls as including several concepts that encompass
identity proofing, credentialing, and providing a means to authenticate devices and systems. Human
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actors (clinical, IT administrative, and general HDO staff), medical devices, and systems may have
identities established within the HDO. An identity is a broader concept than credentials or user
accounts. This project assumed that HDOs perform adequate identity proofing and provisioning. This
involves processes that allow HDOs to verify that an individual is who they claim to be, also ensuring
that the individual has appropriate credentials to interact with clinical systems and medical imaging
information. Regarding provisioning, this project assumed that following identity proofing, the
organization can create and securely deliver credentials (e.g., user accounts in which the individual can
select and update passwords or challenge responses known only to that individual).

Identities may include multiple user accounts or access mechanisms that may be applied. For example,
an individual may have a job function as an IT administrator. As a member of the HDO workforce, they
may be credentialed to access certain systems such as email or productivity software. They may also
have access to separate privileged accounts to be used when they perform IT administrative duties.
Having separate credentials established based on functionality or role is a common practice in
healthcare and provides a form of separation of duties.

Medical devices and systems may also have identities, that are authenticated using digital certificates,
keys, or other unique identifiers such as host identifiers or MAC addresses.

4.1.5.1 Access Control

Access control is applied contextually, based on the identity type. This project implemented access
control for privileged users, clinical users, devices, and systems. Subsections below provide more detail
on the project’s approach.

4.1.5.1.1 Privileged Access Management

Privileged access includes those credentials that have permissions to systems that are greater than
standard users. Privileged access accounts often allow greater visibility of resources stored on systems
and may allow modifying configuration settings or permitting installation of software components. One
measure that this guide implements is segregating privileged access accounts. These accounts were
unique and distinct from those accounts we created that were able to access information via DICOM
viewer applications. When activities required privileged access, access actions routed through lab
environment’s TDi ConsoleWorks implementation, which enforced the project’s multifactor
authentication solution.

For further guidance on privileged account management, HDOs should reference NIST SP 1800-18,
Privileged Account Management for the Financial Services Sector [24]. While the document identifies
solutions for financial services, the underlying technology solution applies to healthcare and other
sectors.
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4,1.5.1.2 User Authentication

User authentication involves the use of different factors. Factors are characteristics by which a user may
be able to assert their identity. In many cases, users are authenticated using a single factor (e.g., a
username and password combination). One means to strengthen single-factor authentication is to use
pass phrases rather than passwords. This approach reduces the possibility that a malicious actor may be
able to brute-force-attack the credential [25].

Another aspect that HDOs may consider is to implement multifactor authentication where appropriate
or feasible. Multifactor authentication includes a need to pass two or more factors that represent
something a user knows, has, or is. Memorized passwords or pass phrases represent factors that a user
knows. Including other factors, such as something a user has, which may represent a physical token; or
something a user is, such as biometrics that include fingerprints, retinal, or facial scans, would provide
greater assurance that the user is whom they claim to be. Multifactor authentication may not be
implementable in all cases, and HDOs may need to determine their risk tolerance and implementation
practicality when considering enhancing their authentication models [26].

4.1.5.1.3 Device and System Authentication

For this project, we emulated medical imaging devices and implemented the HIP. Emulated modality
devices authenticated to a HIPswitch, routing modality traffic across a HIP-secured software-defined
network. For further information, refer to the discussion in Section 4.1.6.3, Microsegmentation.

For systems authentication within the HDO, this project used digital certificates and keys. This project
deployed digital certificates to the PACS and VNA servers as well as to a mobile device where we
installed software used to scan documents and images that would be added to our medical imaging
store. Authentication between VNA servers and cloud data storage is achieved using access keys.

This practice guide uses digital certificates to secure network sessions using a key management solution
provided by the cloud provider. The HDO configures key management to maintain private key control.
However, this project did not implement a data security manager or hardware security manager on
premise.

4.1.5.1.4 Data Access Control

PACS and VNA solutions often support a “multitenant” concept to allow for different departments,
clinics, or hospitals within a larger healthcare system. These applications may implement or integrate
with directory services that allow solutions administrators to provide access based on role or business
function. This project used role-based access control capabilities found in the Philips IntelliSpace and
Hyland Acuo systems. For this project, the VNA plays a vital role for managing medical images across
the simulated HDO. The VNA manages, retrieves, and stores medical images to a cloud storage provider.
Access to the data in the storage account is managed through access keys and policies.
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4.1.6 Network Control and Security

This project continued with the network zoning and segmentation concepts established in NIST SP 1800-
8 and built on those concepts by implementing several tools to advance protective and detective
capabilities. As examples of these enhancements, this project deployed a next-generation firewall,
introduced microsegmentation, and implemented behavioral analytics in its network control and
security in its approach. Subsections below provide additional information on these topics.

4.1.6.1 Network Segmentation and VLANs

The PACS ecosystem is made up of a variety of different devices with independent requirements to
ensure proper functionality. While some devices may require network access to remote services, others
may operate effectively with limited connectivity outside their subnet. To meet these needs, we
implemented VLANs to segment the PACS network based on devices of similar needs and functionalities.
This complies with the concept of network zoning introduced in NIST SP 1800-8 [21]. With this approach,
we eliminated inherent trust between VLANSs. The project allowed devices to communicate with only
trusted devices based on carefully crafted network policies.

The PACS project implemented the architecture described in Section 4.1 by constructing a network that
was segmented into VLANSs. The project limited the implementation to the main components necessary
for the PACS ecosystem. The project segmented the network into the following VLANSs:

= vendor net

= enterprise services
= clinical viewers

= PACSA

= PACSB

= modalities

= clinical applications
= guest services

= databases

®= remote storage

= security services

This project established segmentation through virtualization, with separate subnets implemented for
each VLAN listed above. The project placed each VLAN behind a router/firewall that implements policies
defined by VLAN’s purpose. Figure 4-5 below depicts the network architecture.
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Figure 4-5 NCCoE Lab Environment Network Architecture
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4.1.6.2 Firewall and Control Policies

This project used Cisco’s Firepower Next Generation Firewall (NGFW). The NGFW provides several
features that combine features previously found in separate perimeter security products such as
intrusion prevention systems, application firewalls, proxy servers, and network packet inspection tools.
The NGFW allows integration of other tools to defend the network against malicious activity.

As network and application attacks become more advanced, network controls should be enhanced
beyond stateful traffic filtering. NGFW goes beyond ports, protocols, and IP addresses, providing
standard policy-based protection, while including more advanced tools such as intrusion prevention
systems, application filtering, uniform resource locator (URL) filtering, and geo-location blocking. The
PACS ecosystem faces a variety of threats from different sources, and a comprehensive approach to
network security is vital. The lab implemented network zoning by using policy and configuration settings
through Firepower. This allowed the project to implement network zoning and proactive network traffic
filtering.

4.1.6.3 Microsegmentation

Microsegmentation uses software-defined networking (SDN) to create a virtual overlay network over
the existing network infrastructure. Devices may be grouped based on usage, with developed policies
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that establish granular degrees of trust. This project implemented the SDN overlay using host identity
protocol (HIP) over the existing network infrastructure and offers in-transit network encryption. This
project used microsegmentation to establish network control for modalities. Modalities represent
medical imaging devices. These endpoint devices may contain exploitable vulnerabilities and may not
have practical means to mitigate compromise beyond network protection. While VLAN-defined network
zoning may afford network protection, this guide implements microsegmentation for these medical
devices to reduce VLAN management complexity and provide more robust network segregation for
medical devices. A microsegmentation approach may offer a solution that requires less impact to
network configuration while limiting adverse interaction with the modalities.

This practice guide implemented microsegmentation through Tempered Networks’ HIP solution that
includes HIPswitches implementing HIP, as described in the Internet Engineering Task Force (IETF)
request for comments 4423 [27]. HIP provides a cryptographically defined host identifier bound to
endpoints rather than IP addresses. Network traffic between HIP-enabled endpoints traverses a series of
HIPswitches deployed in the lab network infrastructure, creating a cloaked network that operates on top
of the physical network. The cloaked network uses advanced encryption standard (AES)-256 encryption
to secure data in transit and uses secure hash algorithm (SHA)-256 to authenticate data packets from
HIP-enabled endpoints [27], [28], [29]. Figure 4-6 below depicts the microsegmentation architecture
deployed in the project’s test build.
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Figure 4-6 Microsegmentation Architecture
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While VLAN segmentation can help reduce unwanted lateral movement within a network, it does not
restrict lateral movement within that zone. For some devices and workloads, it may be necessary to
isolate their operations and allow only a select few interactions with other devices. The project team
determined that microsegmentation would be an appropriate control to protect medical imaging
devices that may operate embedded operating systems or firmware where patch release cycles may be
different from current commercial off-the-shelf operating systems. Microsegmentation provides this
fine-grained approach to isolation and can be implemented within an existing network.

Within the PACS ecosystem, we identified an area where microsegmentation would improve operational
security. This guide implements microsegmentation through a solution based on HIP. HIP uses
cryptographic host identifiers rather than IP addresses to address and authenticate endpoints and to
create secure tunnels. This guide uses this concept to abstract IP addressing away from the modalities,
using identity-defined perimeters where endpoint devices are authenticated to HIPswitches and allow
secure tunnel communications to other HIPswitches [27].

For this practice guide’s architecture, it was important to secure this line of communication and ensure
that appropriate defenses protect devices from potential threats. To accomplish this, the project
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established two identity-defined perimeters on two separate VLANSs. This project then placed a modality
behind one perimeter and a PACS behind the other. This project configured these perimeters to allow
only authorized traffic between them, meaning the modality was allowed to communicate only with the
PACS and vice versa. Additionally, the project encrypted all traffic between the two perimeters, ensuring
the data were secure in-transit.

4.1.6.4 Anomalies and Events Detection (Behavioral Analytics)

Medical devices often operate within strict requirements and limited resources. This makes certain tasks
like vulnerability assessment difficult to manage, as they often require obtrusive operations such as a
host-installed agent. Network-based behavioral analytics can perform the same assessments, identifying
suspicious operations without affecting medical device function or performance. Behavioral analytics is
an automated feature that collects and analyzes network traffic flow and compares the results to a pre-
established baseline to determine whether devices are operating abnormally.

For the PACS architecture, the project identified network flows, primarily among PACS, VNA, and
modalities, where it is important to monitor for abnormal behavior. With a baseline established, the
project can identify when endpoints attempt to conduct network operations outside their normal
profile. With this information, we can verify and remediate the threat. The project implemented the
Zingbox loT Guardian solution.

4.1.6.5 Intrusion Detection and Prevention Systems

Components managed through an HDO’s IT operations team would implement control mechanisms to
perform malware detection, vulnerability scanning, and remediation. This project involved several
workstations (e.g., image viewing devices), as well as servers that may operate commercially available
operating systems. This project deployed host-based agents, as appropriate, to permit the IT team to
perform regular vulnerability scanning for those non-modality systems. This project implemented
Symantec Endpoint Protection on image viewing workstations. Also, the project implemented the Cisco
Firepower NGFW that included a network-based intrusion prevention mechanism [30].

4.1.7 Endpoint Protection and Security

This practice guide implements endpoint protection and security through device hardening and
configuration controls. Protected endpoints include both workstations and servers. This project used
several workstations to represent clinical workstations and used medical image viewers as the means to
connect to the PACS and VNA servers. The project deployed endpoint protection to servers by installing
Symantec Endpoint Protection as the automated solution addressing vulnerability management
requirements. The practice guide installed Tripwire Enterprise for configuration management on the
servers.
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Endpoints represent potential targets for malicious actors, and assuring appropriate control is critical
to enterprise risk management. Automated tools that leverage endpoint-deployed agents that process
policy may provide HDOs greater asset control and limit potential compromise.

4.1.8 Device Hardening and Configuration

This project deployed Tripwire Enterprise on server components (e.g., the Hyland Acuo server and the
Philips IntelliSpace server) to address device hardening and configuration management.

This project deployed a host intrusion prevention system (HIPS) to protect servers performing critical
functions in the HDO. The HIPS tool prevents the internals of an operating system from performing
unintended or malicious activity. This mechanism can provide further protection from attackers
attempting to compromise the system by preventing installation or execution of malicious software. This
tool supports policy-based rules for monitoring file system changes of critical operating system
application and system file directories. This allows the tool to monitor critical settings of the operating
system, such as Windows registry keys. In our environment, we used these tools to ensure that new
executables were not installed, thus reducing the attack surface of critical systems.

In conjunction with HIPS, a FIM system protects clinical servers in the reference architecture. This
system monitors file system changes, looking for suspicious changes. The FIM system also evaluates
policy compliance to ensure the critical servers comply with the HDO policies.

4.1.8.1 Malware Detection

An endpoint-based malware detection system, commonly referred to as anti-virus software, prevents,
detects, and removes malicious software from systems. This function is critical to protecting the systems
that healthcare professionals use to interact with the PACS, such as the imaging workstations. The anti-
virus software implemented in our reference architecture analyzes suspicious behavior, performs
firewall functions, and allows custom, policy-based enforcement. These added functions enhance the
ability for HDOs to respond to the threat of malicious software on healthcare systems. This practice
guide deployed the Symantec Endpoint Protection solution on workstations hosting our DICOM image
viewers.

A network-based malware detection system, commonly referred to as an intrusion detection system
(IDS), detects malicious activity over the network. In our reference architecture, the IDS interfaces
directly with the manager of the endpoint-based malware detection system. This gives the IDS the
ability to use data collected from the endpoint to better detect malicious activity on the network [30].

4.1.9 Data Security

This project considered challenges associated with data loss and data alteration. A challenge noted while
looking at the medical imaging ecosystem is the diversity of data types that may be prone to varying
threat types, with compromise resulting in different adverse outcomes. This project examined data
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flows between the implemented components and identified a need to secure data in-transit and data at-
rest.

4.1.9.1 Data Encryption (at-rest and in-transit)

Microsoft Azure provides cloud storage for this practice guide. Encrypted network sessions between the
HDO and the cloud storage provider use TLS, Internet Protocol Security (IPSec) and Internet Key
Exchange (IKE). Azure assigns a storage account to the HDO. Access to medical images stored in the
cloud service requires storage account credentials. Azure enforces storage account access control using
HTTPS with TLS, Perfect Forward Secrecy, and Rivest-Shamir-Adleman (RSA) cryptosystem 2048-bit
encryption keys. Azure assures data-at-rest encryption using service-managed keys. Azure encrypts
partitions or blocks of data using AES-256 bit keys [31].

This practice guide recommends referring to NIST SP 1800-11, Data Integrity: Recovering from
Ransomware and Other Destructive Events [32], for measures that address backup and recovery. This
project implemented PACS and VNA solutions on Windows servers, and this practice guide recommends
implementing secure server message block best practices, e.g., as provided by Department of Homeland
Security Cybersecurity and Infrastructure Security Agency [33].

Examining the communications traffic flow, the project team determined that relevant data are sensitive
in nature. Medical images and accompanying clinical notes and diagnoses are PHI and have
requirements that align with confidentiality, integrity, and availability.

This project authenticates communications from the modalities to the PACS and VNA using HIP, which
also provides network encryption. HIP employs AES-256 encryption [27], [28], [29] to secure network
sessions. By deploying HIP, this project sought to defend against network-borne attacks, including man-
in-the-middle attacks where data may be altered in transit.

When multiple PACS data were aggregated into the VNA, the project enabled TLS tunneling. TLS uses
DigiCert TLS certificates to implement AES-256 network encryption [28], [29], [35].

Image viewers, as well as mobile devices using Hyland’s PACSgear scanning tool, use https/TLS when
connecting and communicating to the VNA or PACS respectively [35].

4.1.10 Remote Access

Both healthcare and IT systems require access by vendor-support technicians for remote configuration,
maintenance, patching, and updates to software and firmware. The project used a remote access
network segment to provide these external privileged users with privileged access to these components
that reside within our reference architecture. A virtual private network (VPN) solution provides a secure
way in which an organization can extend its private network across the internet, ensuring that only
properly authenticated users can access their organization’s private network. This project configured
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and managed the NCCoE VPN in our environment using vendor-recommended practices [36]. This
project implemented TDi ConsoleWorks as a remote access mechanism into the infrastructure.

To further secure access to remote resources, the team implemented a privileged access management
(PAM) solution [24]. The PAM solution provides two-factor authentication (2FA), fine-grained access
control, and monitoring user access to remote resources. 2FA is provided via domain-based username
and password and an application-based security token available on the user’s mobile device. This project
implemented 2FA in the test build using Symantec Validation and ID Protection (VIP) solution. The
project integrated Symantec VIP into the ConsoleWorks authentication mechanism to enforce username
password plus onetime passcode to make up the two factors.

4.2 Final Architecture

The target architecture, depicted in Figure 4-7, demonstrates control measures such as
microsegmentation and network segmentation as described by this practice guide. The architecture
depicts network zones using VLANSs, with the modalities zone implemented using microsegmentation.
The target architecture also includes using cloud storage for long-term archiving and serves to enhance
resiliency and recoverability should the HDO be subject to an adverse event.
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Figure 4-7 PACS Final Architecture
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The purpose of the security characteristic analysis is to understand the extent to which the project
meets its objective of demonstrating the security capabilities described in the reference architecture in
Section 4. This evaluation focuses on the security of the reference design itself. In addition, it seeks to
understand the security benefits and drawbacks of the example solution.

5.1 Assumptions and Limitations

The security characteristic analysis has the following limitations:

= |tis neither a comprehensive test of all security components nor a red-team exercise.
= [t cannot identify all weaknesses.

= [t does not include the lab infrastructure. It is assumed that devices are hardened. Testing these
devices would reveal only weaknesses in implementation that would not be relevant to those
adopting this reference architecture.
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5.2 Scenarios and Findings

One aspect of our security evaluation involved assessing how well the reference design addresses the
security characteristics that it was intended to support. The Cybersecurity Framework subcategories
were used to provide structure to the security assessment by consulting the specific sections of each
standard cited in reference to a subcategory. The cited sections provide validation points that the
example solution would be expected to exhibit. Using the Cybersecurity Framework subcategories as a
basis for organizing our analysis allowed us to systematically consider how well the reference design
supports the intended security characteristics.

5.3 Analysis of the Reference Design’s Support for Cybersecurity
Framework Subcategories

Using the NIST Cybersecurity Framework subcategories to organize our analysis also provided additional
confidence that the reference design addresses our use case security objectives. The remainder of this
subsection discusses how the reference design supports each of the identified Cybersecurity Framework
subcategories [8].

Table 3-5 lists the reference design functions and the security characteristics, along with products that
we used to instantiate each capability. The focus of the security evaluation is not on these specific
products but on the Cybersecurity Framework subcategories. There may be other commercially
available products that meet the objectives found in the NIST Cybersecurity Framework. Practitioners
may substitute other products that provide comparable security control within the reference design.

5.3.1 Asset Management (ID.AM)
This practice guide considered ID.AM-1, ID.AM-2, ID.AM-4, and ID.AM-5 to address asset management.

The practice guide implemented ID.AM-1 using Virta Labs BlueFlow to address modality asset
management. Establishing an asset inventory is a fundamental component in determining appropriate
controls for the environment. The ID.AM-1 Subcategory specifies, “[p]hysical devices and systems within
the organization are inventoried,” and ID.AM-2 specifies, “[s]oftware platforms and applications within
the organization are inventoried.” This practice guide groups the ID.AM-1 and ID.AM-2 subcategories
together. The practice guide identifies tools that align with objectives defined by one or more of the
Cybersecurity Framework subcategories. Physical devices include workstation, server, and storage
components, whereas software assets include those applications that run on the physical components.

The practice guide emulates HDOs in that HDOs often have separate biomedical engineering teams,
distinct from central IT operations. The implication is that IT general assets and medical devices may
have distinct asset-tracking mechanisms. BlueFlow captures inventory, configuration, and patch
management information.
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ID.AM-4 specifies, “[e]xternal information systems are catalogued.” The Clearwater Information Risk
Management Analysis tool would track cloud services as part of the IT asset inventory.

Medical device asset tracking may be distinct from what is maintained in a general IT asset database. For
this project, the team maintained simulated medical imaging devices and implemented the Virta Labs
BlueFlow tool for asset tracking and configuration management.

ID.AM-5 specifies, “[r]esources (e.g., hardware, devices, data, time, personnel, and software) are
prioritized based on their classification, criticality, and business value.” To address ID.AM-5, this project
implemented solutions to identify communication and data flows between IT and biomedical
engineering assets. The project implemented the Zingbox loT Guardian and Cisco Stealthwatch solution
to analyze NetFlow traffic across the laboratory infrastructure. In capturing NetFlow patterns, the
project provided two primary benefits: 1) a baseline of communication flows between medical imaging
devices, workstations, and PACS/VNA systems, and 2) an ability to determine when communication
patterns were anomalous.

5.3.2 Risk Assessment (ID.RA)

This project selected ID.RA-1 and ID.RA-5 to address the Risk Assessment category. ID.RA-1 specifies,
“[a]sset vulnerabilities are identified and documented,” and ID.RA-5 specifies “[t]hreats, vulnerabilities,
likelihoods, and impacts are used to determine risk.” The project identified and deployed tools to
address these control requirements.

This project used Symantec’s Endpoint Protection solution to address threats to image viewer
workstations. The project used Tripwire Enterprise to monitor server assets. This practice guide
implemented Virta Labs BlueFlow to manage and assess medical imaging devices. The project also used
Zingbox loT Guardian to perform NetFlow analysis. Practitioners may use information from these tools
when needed to determine the risk profile of the HDO environment.

5.3.3 Identity Management and Access Control (PR.AC)

To implement identity management and access control, the project team focused on PR.AC-1, PR.AC-4,
and PR.AC-7 Subcategories. PR.AC-1 specifies, “[i]dentities and credentials are issued, managed, verified,
revoked, and audited for authorized devices, users and processes.” PR.AC-4 specifies, “[a]ccess
permissions and authorizations are managed, incorporating the principles of least privilege and
separation of duties.” PR-AC7 specifies, “[u]sers, devices, and other assets are authenticated
commensurate with the risk of the transaction.”

5.3.3.1 Identity Management

The project used Microsoft Active Directory to provision human user access to workstations and
systems. This project implemented the Symantec VIP. The Symantec VIP tool gave the project
multifactor authentication (MFA) capability. MFA enhances non-repudiation within the authentication
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process. MFA provides additional factors, apart from a password, that assures that when an individual
presents a credential, they are doing so appropriately. For further information on MFA, practitioners
may consult with NIST 800-63-3 Digital Identity Guidelines [34]. Table 5-1 describes how the project
managed different user types and describes some general characteristics of that user type.

Table 5-1 Identity Management Characteristics

User Type Identity Characteristics

Human Users Active Directory | Active Directory Human user authentication
method dependent on interaction
type

Medical Imaging Host Identifier Tempered Imaging devices abstracted from

Devices Networks IDN the production network over a
cloaked network implementing
HIP

System to System | Certificate DigiCert Managed | Automated interactions between

PKI systems authenticated
HDO to Cloud Access Keys; Microsoft Azure Authentication to cloud storage
Storage Provider Azure Active provider is provided using access
Directory keys.

This project emulated medical imaging devices. They authenticate using HIP, implemented in Tempered
Networks’ microsegmentation capability. The Tempered Networks solution, IDN, uses the HIP, which
incorporates a key exchange capability between endpoint devices and gateways, or HIPswitches.

The practice guide included a document scan utility installed on a mobile device. To enable device
authentication in this case, the project used DigiCert Managed PKI, providing certificate-based
authentication.

The project augmented device authorization management by limiting PACS accessibility based on
workstation zone provisioning. The practice guide installed Symantec VIP to enable multifactor
authentication for certain devices. The practice guide secured network sessions with TLS applying
DigiCert-issued certificates [35].

5.3.3.2 Access Control

To implement PR.AC-4, this project used role-based access control (RBAC) features built into the PACS
and the VNA systems. Philips IntelliSpace and Hyland Acuo VNA implement RBAC, allowing least
privilege access enforcement.

This project also took advantage of the network zoning concept and limited access based on firewall
policies that restrict traffic between different zones. For example, the project limited image viewer
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workstation network traffic to the PACS and VNA for image retrieval and interaction to specified
network zones.

Administrative functions are restricted and are performed through TDi ConsoleWorks sessions that
enforce multifactor authentication.

The project implemented PR.AC-3 using TDi Technologies ConsoleWorks to provide remote access to the
lab network. The ConsoleWorks environment provided a solution for vendor remote access as well as
general user remote VPN, including access by third-party medical imaging services that may need access
to patient images [36].

To implement PR.AC-5, the project made significant use of network segmentation through VLANs
implemented with Cisco Firepower NGFW and through microsegmentation implemented using
Tempered Networks IDN. Identity Defined Networking (IDN) implements an SDN that this project used
to secure communications between the simulated medical imaging devices and the PACS/VNA
environment.

The project managed access to Azure resources in two ways. Management plane functions, which
include creation, modification, and deletion of cloud resources, are protected using Azure AD and RBAC.
Best practices for management plane access include least privilege, MFA, and secure administrative
workstations. Access to services inside Azure resources is referred to as data plane functions.
Authentication at this layer occurs in multiple ways. For storage accounts, authentication occurs using
access keys and policies. The interaction between storage accounts and the Key Vault for encryption key
retrieval uses Azure Active Directory.

5.3.4 Data Security (PR.DS)

For this project, the team identified PR.DS-1, “[d]ata-at-rest is protected;” PR.DS-2, “[d]ata-in-transit is
protected;” PR.DS-6,“[i]ntegrity checking mechanisms are used to verify software, firmware, and
information integrity” subcategories to address data security.

This practice guide implements Microsoft Azure for cloud storage. The HDO environment establishes a
TLS tunnel using digital certificates that Azure manages. The TLS tunnel assures data-in-transit
protection. Azure also implements AES-256 encryption for data-at-rest.

The project installed Symantec Encryption Platform to protect workstations in this practice guide.

This project implemented TLS and HIP to assure data in-transit protection. Image viewing workstations
connecting to the PACS/VNA environments use TLS encryption to ensure data-in-transit protection [27],
[28], [35]. This project also implements microsegmentation with Tempered Networks and ensures data-
in-transit protection by HIP-managed encryption between emulated medical imaging devices and the
PACS/VNA environment.
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The practice guide uses Tripwire Enterprise and Symantec DCS:SA to provide integrity monitoring of
system software files.

PR.DS-6 includes a control objective to additionally manage firmware; however, the lab used emulated
medical imaging devices for its modalities, operating as virtual machines. These emulated devices did
not include a firmware component.

5.3.5 Information Protection and Procedures (PR.IP)

This project selected PR.IP-1, PR.IP-3, and PR.IP-4 to implement the Information Protection and
Procedures Category. PR.IP-1 specifies, “[a] baseline configuration of information technology/industrial
control systems is created and maintained incorporating security principles (e.g., concept of least
functionality).” PR.IP-3 specifies, “[c]onfiguration change control processes are in place;” and PR.IP-4
specifies, “[b]ackups of information are conducted, maintained, and tested.”

Servers supporting the PACS and VNA systems were built using guidance received from Philips and
Hyland, respectively. This project regarded these configurations as baseline configurations and
determined them to be based on application functionality requirements. Tripwire Enterprise monitors
modifications.

Virta Labs BlueFlow manages medical imaging device configurations. The practice guide emulated
medical imaging devices deployed in the lab. Emulated medical devices did not involve firmware.

5.3.6 Protective Technology (PR.PT)

To implement Protective Technology, this project selected PR.PT-1, PR.PT-3, and PR.PT-4. PR.PT-1
specifies, “[a]udit/log records are determined, documented, implemented, and reviewed in accordance
with policy.” PR.PT-3 specifies, “[t]he principle of least functionality is incorporated by configuring
systems to provide only essential capabilities;” and PR.PT-4 specifies, “[clommunications and control
networks are protected.”

To address PR.PT-1, the Hyland Acuo VNA, Hyland NilRead Enterprise, Hyland PACSgear, Philips
Enterprise Imaging IntelliSpace PACS, and Philips Enterprise Imaging Universal Data Manager
components provided the capability to create audit log records.

The practice guide implemented Zingbox loT Guardian to assure regular network traffic monitoring. The
tool aggregated NetFlow traffic across the lab environment and performed behavioral analytics. HDOs
should also consider using a security incident event management (SIEM) system that would aggregate
logs from different operating systems, applications, and component types. SIEM tools often can support
scripts that may trigger alerting to incident response teams.

To address PR.PT-3, this project implemented operating systems that were configured with the
minimum functionality necessary to support PACS and VNA operations, based on guidance from Hyland
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and Philips, respectively. These collaborators provided configuration recommendations that were
applied as baseline settings. The practice guide then used Tripwire Enterprise to monitor this baseline.

This project implements PR.PT-4 through constructing network zones with VLANs and using the
Tempered Networks microsegmentation solution. The project used VLANSs to establish a base set of
network zones, and the Tempered Networks IDN created a means to control network traffic between
the simulated medical imaging devices and the PACS/VNA leveraging the HIP, which protects data on
networks via data encryption.

The project used the Cisco Firepower NGFW to protect the infrastructure from malicious activity.

TLS and IPsec tunneling protected external connections where appropriate [35], [36].

5.3.7 Anomalies and Events (DE.AE) and Security Continuous Monitoring
(DE.CM)

This project grouped together the Functions DE.AE Anomalies and Events and DE.CM Security
Continuous Monitoring. The project then selected DE.AE-1, DE.AE-2, DE.AE-3, DE.AE-5, DE.CM-1, DE.CM-
3, and DE.CM-7 to address these control areas.

Selected controls for DE.AE Anomalies and Events include DE.AE-1: “[a] baseline of network operations
and expected data flows for users and systems is established and managed”; DE.AE-2: “[d]etected
events are analyzed to understand attack targets and methods”; DE.AE-3: “[e]vent data are collected
and correlated from multiple sources and sensors”; and DE.AE-5: “[i]ncident alert thresholds are
established.” This project implemented Zingbox loT Guardian and Cisco Stealthwatch to achieve these
objectives through implementing behavioral analytics. The practice guide configured Zingbox for
continuous monitoring by directing NetFlow traffic to its cloud-hosted back end where it performed
analysis. The practice guide configured Stealthwatch for monitoring and analysis on-premise.

DE.CM-1 specifies, “[t]he network is monitored to detect potential cybersecurity events”; DE.CM-3:
“[p]ersonnel activity is monitored to detect potential cybersecurity events”; and DE.CM-7: “[m]onitoring
for unauthorized personnel, connections, devices, and software is performed.” The project addresses
DE.CM-1 through the Zingbox and Stealthwatch implementations. The solutions perform network
monitoring and cybersecurity event detection by analyzing NetFlow traffic. The project performed
additional network monitoring using the Cisco Firepower Next Generation Firewall deployment.

DE.CM-4 specifies, “[m]alicious code is detected”; and DE.CM-7 specifies, “[m]onitoring for
unauthorized personnel, connection, devices, and software is performed.” This project implemented
Symantec Endpoint Protection to address DE.CM-4 and DE.CM-7. The practice guide implemented
intrusion prevention with the Cisco Firepower Next Generation Firewall. The practice guide deployed
Symantec Endpoint Protection on workstations, including image viewer workstations.
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5.4 Security Analysis Summary

The practice guide’s reference design implementation of security surrounding the PACS/VNA helps
reduce risk from the PACS/VNA, even when practitioners identify vulnerabilities in a PACS or VNA. The
key feature is the multilayered security capabilities defined in Section 4.1.3. This practice guide followed
our collaborative partners’ recommended security practices to harden devices and systems; monitor
traffic; limit access to only authorized users, devices, and systems; and ensure data security across the
ecosystem. Any organization following this guide must conduct its own analysis of how to employ the
elements discussed here, in its own environment. It is essential that organizations follow security best
practices to address potential vulnerabilities and to minimize any risk to the operational network.

We conducted a functional evaluation of our example implementation to verify that several common
provisioning functions used in our laboratory test worked as expected. We also needed to ensure that
the example solution would not alter normal PACS and VNA functions.

In developing a test plan, this project identified implemented cybersecurity controls and identified a
method to demonstrate control functionality. Also, this project identified five IHE use case scenarios
that implemented multiple cybersecurity controls to augment business process functionality. The
identified scenarios found in Section 3.4.3 served as the basis of a functional test plan to demonstrate
overall security control efficacy.

Section 6.1 describes the format and components of the functional test cases. Each functional test case
is designed to assess the security capabilities of the example implementation to perform the functions
listed in Section 4.1.3.

6.1 PACS Functional Test Plan

Each test case consists of multiple fields that collectively identify the goal of the test, the specifics
required to implement the test, and how to assess the results of the test. Table 6-1 describes each field
in the test case.

Table 6-1 Test Case Fields

Test Case Field Description

Parent Requirement Identifies the top-level requirement or the series of top-level
requirements leading to the testable requirement
Testable Requirement Drives the definition of the remainder of the test case fields and

specifies the capability to be evaluated
Associated Cybersecurity Lists the NIST Cybersecurity Framework Subcategories addressed by the
Framework Subcategories | test case
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Test Case Field Description

Description

Describes the objective of the test case

Associated Test Cases

In some instances, a test case may be based on the outcome of
(an)other test case(s). For example, analysis-based test cases produce a
result that is verifiable through various means (e.g., log entries, reports,
and alerts).

Preconditions

The starting state of the test case. Preconditions indicate various
starting-state items, such as a specific capability configuration required
or specific protocol and content.

Procedure

The step-by-step actions required to implement the test case. A
procedure may consist of a single sequence of steps or multiple
sequences of steps (with delineation) to indicate variations in the test
procedure.

Expected Results

The expected results for each variation in the test procedure

Actual Results

The observed results

6.1.1 PACS Functional Evaluation Requirements

Table 6-2 identifies the PACS functional evaluation requirements addressed in the test plan and
associated test cases. The evaluations are aligned with the basic architecture design and capability
requirements from Section 4, Architecture.

Table 6-2 Functional Evaluation Requirements

Capability Parent Requirement Subrequirement Test Case
Requirement
(CR) ID
CR-1 Business workflows that support | Sample Radiology Practice PACS-1
image acquisition and transfer to | Workflows PACS-11
archival (e.g., PACS and VNA) are
performed.
CR-2 Asset and Inventory Management PACS-2
CR-3 Enterprise Domain and Identity
Management—Access Control
CR-3.a Privileged Access PACS-3
Management PACS-10
CR-3.b User Authentication PACS-3
PACS-4
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Capability

Requirement

Parent Requirement

Subrequirement

Test Case

(CR) ID
PACS-5
PACS-10
CR-3.c Device and System PACS-3
Authentication PACS-4
PACS-5
PACS-11
CR-3.d Data Access Control PACS-3
PACS-5
CR-4 Network Control and Security
CR-4.a Network Segmentation and PACS-7
VLANSs
CR-4.b Firewall and Control Policies PACS-7
CR-4.c Microsegmentation PACS-4
CR-4.d Anomalies and Events PACS-8
Detection (Behavioral
Analytics)
CR-4.e Intrusion Detection and PACS-9
Prevention
CR-5 Endpoint Protection and Security
CR-5.a Device Hardening and PACS-9
Configuration
CR-5.b Malware Detection and PACS-9
Prevention
CR-6 Data Security
In-Transit Encryption PACS-4
CR-6.a PACS-5
PACS-12
CR-7 Remote Access Remote Access PACS-10

6.1.2 Test Case: PACS-1

Parent Requirement

(CR-1) Business workflows that support image acquisition and transfer
to archival (e.g., PACS and VNA) are performed.
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Testable Requirement

Description

Associated Test Case

Associated Cybersecurity
Framework Subcategories

Preconditions

Procedure

Expected Results

(CR-1) Sample Radiology Practice Workflows

Demonstrate that the installed PACS can be used to acquire images
from a simulated modality, store those images based on department,
and view those images by using a DICOM viewer.

N/A

N/A

= |Implement PACS architecture, and test that network connections are

operational.

= Configure DICOM communication between DVTk RIS Emulator and
DVTk Modality Emulator.

= Load patient studies into the RIS.

= Configure DICOM communication between DVTk Modality Emulator
and the PACS.

= Configure the DICOM viewer to connect to the PACS archiving
system.

= Provision and give proper permissions to user accounts.

Start the DVTk RIS simulator.
Start the Modality Emulator.

Click the Request Worklist button on the Modality Emulator to
display the RIS’ preinstalled patient studies.

Select one of the Patient Names from the given list.

5. Click the enabled Store Image button to send the images for the
selected patient to the connected PACS server.

6. To verify the archived images stored in the Philips PACS server, run
Explorer as a Manager.

7. Loginto the client web by using the URL

https://192.168.140.131/clientweb. (Alternatively, use a thin client

Philips IntelliSpace PACS Enterprise to verify the archived images.)

8. From the Folder List > Exam Lookup, click the Search button to list
the patient studies. The image for the patient selected in this test
should be listed in the exam lookup view table.

The user should be able to display the image by using the Philips
Client Web or the Philips PACS Enterprise client.

Note: If you need to repeat the same procedure using the same
samples, clear the stored image from the Philips PACS. The cleared
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image stored in the Default folder will be moved to the Exceptions
Lookup folder. Clear the image from the Exceptions Lookup folder as
well.

Actual Results

The implemented PACS environment successfully scheduled images by
using the RIS, sent and stored the images in the PACS using the
modality, and viewed the stored images using a web client.

6.1.3 Test Case: PACS-2

Parent Requirement

(CR-2) Asset and Inventory Management

Testable Requirement

(CR-2) Asset and Inventory Management

Description

Demonstrate how to identify and manage medical assets.

Associated Test Case

N/A

Associated Cybersecurity
Framework Subcategories

ID.AM-1, ID.AM-2, ID.AM-4, ID.AM-5, ID.RA-1, ID.RA-5, PR.IP-1

Preconditions

PACS network infrastructure is operational.

Virta Labs BlueFlow is deployed in the Security Services VLAN.

Network groups are created in the BlueFlow interface to allow
automatic organization of discovered devices.

Procedure

1. Open a web browser, navigate to the Virta Labs BlueFlow web
portal URL, and authenticate to the portal.
Navigate to Connectors > Discovery.
Enter a subnet range (192.168.0.0/16) from which BlueFlow will
discover devices.

4. Click Run and allow the discovery process to populate a network
group.

5. Navigate to Inventory. Under Networks, click a network object,
and display a list of discovered devices.

6. Click a device name, navigate to the Tools tab, and click
Fingerprint.

7. Verify the populated information and click Run to perform a scan.

8. Once the scan is complete, navigate back to the device’s
information page, and verify that the fingerprint tool has

accurately identified information about the device such as
operating system and Open TCP Ports.

9. Manually fill in other information about the device if needed.
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Expected Results

= Devices are discovered within the specified subnets and appear as
devices in the network group.

= The fingerprint tool identifies device operating system and open
transmission control protocol (TCP)ports.

= Device information can be modified manually.

Actual Results

More than 20 new devices were discovered within the PACS VLANSs.
These new devices were placed automatically into predefined network
segments, and devices that did not fit into a predefined network
segment were placed into an Other Assets category. The fingerprint
tool populated descriptive information for several discovered devices
while all other necessary information was filled in manually.

6.1.4 Test Case: PACS-3

Parent Requirement

(CR-3) Enterprise Domain and Identity Management—Access Control

Testable Requirement

(CR-3.a) Privileged Access Management, (CR-3.b) User Authentication,
(CR-3.c) Device and System Authentication, (CR-3.d) Data Access
Control

Description

Demonstrate the capability authentication to the PACS application by
using enterprise active directory (AD).

Associated Test Case

N/A

Associated Cybersecurity
Framework Subcategories

PR.AC-1, PR.AC-4, PR.AC-7

Preconditions

= Domain controller has been deployed and configured in the
Enterprise Services VLAN.

= The Philips PACS has been configured to incorporate the enterprise
AD with a display name of AD PACS.

= Domain groups have been created and assigned proper policies
and roles.

= Atest user with username pacs-user has been set up in the test AD
PACS.

Procedure

1. Launch the IntelliSpace PACS application on the IntelliSpace PACS
Enterprise server.

2. To set the authentication source, select AD PACS from the Log on
to drop-down list.

3. Enter the username and password, and then click the login button
to login.

Expected Results

=  Authentication via AD PACS is successful.
= Access to patient data is based on group policy settings.
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Actual Results

A PACS-user, who is in the AD, was used to test the access setup. After
entering the username and the correct password to the Philips
IntelliSpace PACS Enterprise login page by using the AD PACS as the
authentication source, the login was successful. The PACS-user account
was validated to assure that appropriate access control settings were
applied.

PACS-user authentication was further tested, first by entering an
incorrect password and next by incorrectly spelling the username.
These attempts failed.

6.1.5 Test Case: PACS-4

Parent Requirement
Testable Requirement
Description

Associated Test Case

Associated Cybersecurity
Framework Subcategories

Preconditions

Procedure

(CR-4) Network Control and Security
(CR-6) Data Security

(CR-4.c) Microsegmentation, (CR-6.a) In-Transit Encryption

Demonstrate secure transfer of medical images from modalities to
archive systems by using microsegmentation.

PACS-3

PR.DS-2, PR.PT-1, PR.PT-3, PR.PT-4

= Deploy and configure microsegmentation into the network
infrastructure.

= |nstall, configure, and deploy modalities.

= Configure network connections between RIS and modalities to
establish a DICOM connection.

= Configure network connections between modalities and PACS to
establish a DICOM connection.

= Populate RIS with simulated patient studies.
= Install and configure a network traffic analyzer.

To schedule radiology patient studies with the DVTk Modality Emulator

1. Launch the RIS Emulator desktop application and click the Start
button to open a DICOM connection with the Modality Emulator.

2. Using the Modality Emulator, click the Request Worklist button to
display a list of requested patient studies being sent from the RIS.

3. Select a requested patient study from the list to send to the Philips
PACS server.
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To store patient studies on the Philips PACS server by using DVTk
Modality Emulator

the Philips PACS.
To verify that data are encrypted between the modality and the PACS

1. Start a packet capture with Cisco Firepower between the
HIPswitches associated with the modality and the PACS,
respectively. A new window will appear with attribute text boxes.
For the Source Host, provide the IP address of the modality’s
HIPswitch. For the Destination Host, provide the IP address of the
PACS HIPswitch.

2. Export the produced packet captures to a packet capture (PCAP)
file.

3. Import the PCAP file into Wireshark and try to read the data
captured.

1. Click the Store Images button to send the selected patient study to

RIS establishes a DICOM connection with the modality to schedule
patient studies.

DICOM communications channel is established between modalities
Expected Results and the PACS.

Modality Emulator can send patient studies to the PACS.
= |n-transit data are encrypted.

The RIS, Modality, and the PACS succeeded in establishing DICOM
connections after microsegmentation was implemented. Data being
transferred from Modality to the PACS was encrypted through the
secured connection.

Actual Results

6.1.6 Test Case: PACS-5

(CR-3) Enterprise Domain and Identity Management—Access Control

Parent Requirement .
(CR-6) Data Security

(CR-3.b) User Authentication, (CR-3.c) Device and System
Testable Requirement Authentication, (CR-3.d) Data Access Control, (CR-6.a) In-Transit
Encryption

Show how clinical departments have access to only their department’s
Description medical images and show that an encrypted connection is used when
clinical departments are accessing medical images.

Associated Test Case PACS-3
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Associated Cybersecurity PR.AC-1, PR.AC-4, PR.AC-7, PR.DS-2, PR.PT-1, PR.PT-3, PR.PT-4
Framework Subcategories

= Define different clinical departments (e.g., radiology, cardiology,
and dermatology).

= Create role-based access control by assigning user accounts to
clinical departments.

= Configure and enable TLS connections on the PACS and VNA.

= Patient records for multiple departments are stored on the VNA.

Preconditions

To transfer patient studies from the Philips PACS server to the
radiology user group on the Hyland VNA server

1. Login to the Philips PACS to view stored patient records.

2. Start a packet capture on Cisco Firepower on the PACS A interface.
A new window will appear with attribute text boxes. For the Source
Host, provide the IP address of the PACS. For the Destination Host,
provide the IP address of the VNA.

3. Select a patient study to send to Hyland VNA to be stored in the
radiology department.

4. Export the selected patient study to the radiology department on
the Hyland VNA.

To confirm that Hyland VNA user accounts can access only approved

departments

5. Loginto the Hyland VNA by using credentials with access to the
radiology department’s patient records.

Procedure

6. Verify that the patient study sent in the steps above is shown.
To evaluate TLS connection from the Philips PACS to Hyland VNA
7. Export the produced packet captures in step 2 to a PCAP file.

8. Import the PCAP file into Wireshark and try to read the captured
data.

9. Verify that the PACS applies encryption to data in-transit and is
unreadable.

= The PACS transfers patient studies to a specific department group
on an archiving system.

= User accounts on the archiving system are restricted to view
records to assigned department.

= Data transfers from the PACS to the VNA are encrypted through
TLS communication.

Expected Results

PACS was able to securely transfer patient studies by using TLS

Actual Results ; ; o
encryption to the radiology group on the archiving system. User
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accounts with access to view radiology patient studies were able to
access only studies linked to the radiology department.

6.1.7 Test Case: PACS-6

(CR-3) Enterprise Domain and Identity Management—Access Control

Parent Requirement .
(CR-6) Data Security

(CR-3.b) User Authentication, (CR-3.c) Device and System
Authentication, (CR-6.a) In-Transit Encryption

Testable Requirement

Description Show how to securely review archived medical images.

Associated Test Case PACS-3

Associated Cybersecurity PR.AC-1, PR.AC-4, PR.AC-7, PR.DS-2, PR.PT-1, PR.PT-3, PR.PT-4
Framework Subcategories

= Enable https connections on a web server and outside web

browser.
=  Configure DICOM image web viewer to connect to outside web
browser.
Preconditions = Define different clinical departments (e.g., radiology, cardiology,

and dermatology), and create user accounts to correspond to
clinicians who may work in those departments.

= Create role-based access-control by assigning user accounts to
clinical departments.

To authenticate as a radiology user and securely view patient studies
for radiology department on the VNA

1. Access Hyland NilRead on a web browser by using https
(https://<ip address of NilRead Viewer>).

2. Start a packet capture on Cisco Firepower on the Clinical Viewers
interface. A new window will appear with attribute text boxes. For
the Source Host, provide the IP address of the web viewer. For the

Procedure Destination Host, provide the IP address of the client computer

accessing the PACS viewer through a web browser.

3. Loginto the viewer as a radiology user.

Click the patient study record stored from Test Case 4 and verify
that the viewer is using https when displaying patient images.

To evaluate encrypted data transfers from Hyland VNA to Hyland
NilRead Viewer

5. Export the produced packet captures in step 2 to a PCAP file.
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6. Import the PCAP file into Wireshark and try to read the data
captured.

7. Verify that the VNA applies encryption to data in-transit and is
unreadable.

= DICOM image web viewer should be accessible and display patient
images using https.

Expected Results L . .

= Data sent from an archiving server to the DICOM image web viewer

should be encrypted.

Web viewer securely connected to the archiving server and transmitted

Actual Results S .
patient images to a client computer over https.

6.1.8 Test Case: PACS-7

Parent Requirement (CR-4) Network Control and Security

(CR-4.a) Network Segmentation and VLANSs, (CR-4.b) Firewall, and

Testable Requirement .
qul Control Policies

Demonstrate network segmentation and routing between VLANs

Description ol . .
P within the PACS architecture by restricting guest network access.

Associated Test Case N/A

Associated Cybersecurity PR.AC-5, PR.PT-1, PR.PT-3, PR.PT-4
Framework Subcategories

= Domain controller is deployed and configured in the Enterprise
Services VLAN.
=  Windows computer is deployed to the guest network.
=  Cisco FTD interfaces are configured.
=  Cisco Firepower access control policy, with a default action of Block
All Traffic, is created and applied to the Cisco FTD Appliance.
=  Cisco Firepower access control policy is configured with the
following access control rules:
e Allow dynamic host configuration protocol (DHCP) traffic
from Guest network to Domain Controller.
e Allow DNS traffic from Guest network to Domain
Controller.
e Allow http and https traffic from Guest network to wide
area network (WAN) interface.
= DHCP relay is configured on the Guest network interface through
Firepower Management Center.

Preconditions

To test that DHCP services are available for Guest network

Procedure

1. Power on Windows computer on the Guest network and log in.

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 79



"$2-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 984D JO 2314 3|qe|IeAe s| uoneal|gnd SiyL

2. Right-click the Windows Start button and select Network
Connections.

3. Right-click the network interface connected to the Guest network
and select Properties.

4. Click Internet Protocol Version 4 (TCP/IPv4), click Properties,
select Obtain an IP address automatically, then click OK.

Run the Command Prompt from the Windows Start button.
At the command line, type ipconfig /all
Ensure the DHCP Enabled is set to Yes.

Ensure the IPv4 Address, Subnet Mask, Default Gateway, and
DHCP Server are populated according to your DHCP settings.

O N o w

To test that DNS services are available for Guest network

1. Right-click the Windows Start button and select Network
Connections.

2. Right-click the network interface connected to the Guest network
and select Properties.

3. Click Internet Protocol Version 4 (TCP/IPv4) and click Properties.
Select Obtain the DNS server address automatically and click OK.

Run the Command Prompt from the Windows Start button.

o

At the command line, type ipconfig /all

Ensure the DNS Server is populated according to your DHCP
settings.

7. Atthe command line, type nslookup

Verify that the Default Address and Address are populated with
the correct DNS server.

9. At the prompt, type a URL (nist.gov) and ensure that an IP
address (129.6.13.49) is returned by the DNS server.

To test that traffic from Guest network to internal VLANSs is blocked

1. Open a web browser from the Windows computer connected to
the Guest network.

2. Type into the address bar an IP address (192.168.140.131) that
corresponds to a PACS web server from one of the internal PACS
VLANSs. The web browser should not be able to retrieve the web
page.

3. Right-click on the Windows Start button and select Command
Prompt. At the command line, attempt to ping the VNA server

from one of the internal PACS VLANSs by typing ping
192.168.130.120
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4. Ensure command prompt returns Request timed out and no
packets are received.

To test that only web traffic from Guest network to the WAN is allowed

1. Open a web browser from the Windows computer connected to
the Guest network.

Type a URL (https://www.nist.gov/) into the address bar.

Wait for website to load properly.

Right-click the Windows Start button and select Command
Prompt.

5. At the command line, attempt to ping an external web server by
typing ping nist.gov

6. Ensure the command prompt returns Request timed out and no
packets are received.

=  Computers with interfaces connected to the Guest network will
automatically be provisioned an IPv4 address.

=  Computers with interfaces connected to the Guest network will
automatically be provisioned a DNS server address.

Expected Results = All traffic, excluding the exceptions for DNS and DHCP, originating
from the Guest network and destined for any internal PACS VLAN
will be blocked.

= http and https traffic originating from the Guest network and
destined for the WAN interface will be allowed.

Upon booting up for the first time, the Windows computer on the
Guest network was allocated an IPv4 address within the DHCP scope
address pool and provisioned a DNS server address and was
successfully able to resolve the IP address of a provided URL. The
Actual Results computer was not able to communicate with other devices in the
internal PACS VLANs (192.168.140.131 and 192.168.130.120) using
different network protocols (https and internet control message
protocol) but was able to communicate with external web servers
through a web browser using http and https.

6.1.9 Test Case: PACS-8

Parent Requirement (CR-4) Network Control and Security

Testable Requirement (CR-4.d) Anomalies and Events Detection (Behavioral Analytics)

Demonstrate the capability to detect abnormal network traffic across
the PACS architecture.

Description

Associated Test Case PACS-7
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Associated Cybersecurity
Framework Subcategories

Preconditions

Procedure

Expected Results

Actual Results

DE.AE-1, DE.AE-2, DE.AE-3, DE.AE-5, DE.CM-1, DE.CM-3, and DE.CM-7

PACS architecture is implemented and network connections have
been tested and are operational.

Zingbox Inspector is deployed and configured in the Security
Services VLAN.

Virta Labs BlueFlow is deployed and configured in the Security
Services VLAN.

1. Open a web browser and navigate to the web portal of Virta Labs
BlueFlow.

Enter credentials and log in.
Navigate to Connectors > Discovery.

Enter a subnet range (192.168.0.0/16) on which BlueFlow will run
an IP scan.

5. Click Run and wait for the discovery process to finish.

Open a web browser and navigate to the web portal of Zingbox
Cloud.

7. Enter credentials and log in.
Navigate to Alerts > Security Alerts.

9. Under Alerts, look for an alert named Suspicious internal IP scans
and an alert type of scanner.

10. Expand the alert, hover over a subsection, and click View Details.

11. On the Alert Details page, verify that the client IP that the IP scans
originated from corresponds to the BlueFlow device.

= Zingbox correctly identifies BlueFlow’s IP scan and creates a
security alert for suspicious activity.

Zingbox identified BlueFlow’s IP scan as suspicious activity and created
a security alert. Zingbox also created a security alert the second time a
BlueFlow IP scan was run but stopped creating alerts for subsequent IP
scans from the BlueFlow device. While the BlueFlow scan was

approved and not malicious, this type of scanning can be performed by

malicious devices attempting to discover devices on the network.

6.1.10 Test Case: PACS-9

Parent Requirement

(CR-4) Network Control and Security
(CR-5) Endpoint Protection and Security
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Testable Requirement

Description

Associated Test Case

Associated Cybersecurity
Framework Subcategories

Preconditions

Procedure

(CR-4.e) Intrusion Detection and Prevention, (CR-5.a) Device Hardening
and Configuration, (CR-5.b) Malware Detection and Prevention

Demonstrate the capability to detect threats affecting PACS servers
and related end points. This test also demonstrates an intrusion
detection capability.

N/A

DE.CM-1, DE.CM-4, PR.PT-1, PR.PT-3, PR.PT-4

= PACS architecture is implemented and network connections have
been tested and are operational.

= Symantec Endpoint Protection appliance is deployed and
configured in the Security Services VLAN.

= Symantec Endpoint Protection agent is installed on an end point.

= The endpoint agent is connected to the Symantec Endpoint
Protection Manager.

To verify that the endpoint agent is connected to the SEP management
server

1. Loginto the SEP management console
(https://192.168.190.172:8443/console/apps/sepm), click Clients,
and select the target group (e.g., PACS).

2. Click the Client tab in the PACS group to list the client information
in a table.

3. The endpointis listed under the Name column with a Health State
of online.

To verify that the endpoint receives the current policy updates

1. Navigate to the Client tab in the SEP management console.

2. The policy serial number should match the serial number of the
endpoint found at Help > Troubleshooting in the endpoint agent.

To verify that the proper protections are enforced on the endpoint

1. Navigate to the Client tab in the SEP management console.

2. Inthe PACS group, change the drop-down list selection to
Protection Technology, and review the protection categories
status (enabled or disabled).

To add a System Lockdown policy to prevent unwanted applications

from running

1. Enable the System Lockdown policy from the parent group of PACS.

2. Select the Blacklist Mode, add a test application (e.g., 7zFM.exe) to
the list, and save the policy.
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3. From the end point, click the Symantec shield icon, and click
Update Policy.

To verify that the virus and spyware protection policy works

1. Use a browser on the end point to download an anti-virus test file
from the EICAR website (https://www.eicar.org/).

Click the image labeled DOWNLOAD ANTI MALWARE TESTFILE.

Click the eicar.com link under Download area using the secure, SSL
enabled protocol https.

4. A Symantec notification will appear, informing you that a risk is
found.

= Files added to this list are not allowed to be run.
Expected Results = Linking to the test virus file will lead to a warning, and the threat
should be locked.

Prior to the lockdown policy enforcement, the 7zFM.exe file and 7zFM
file manager console were able to run on the end point. After the
lockdown policy enforcement, the 7zFM.exe file was not able to run,
and a warning message appeared stating, “Windows cannot access the
specified device, path, or file. You may not have the appropriate
permissions to access the item.”

Actual Results

When accessing the malware test file, the following message appeared:
“Symantec Endpoint Protection [SID:24461] Diagnostic: EICAR Standard
Anti-Virus Test File detected, Symantec Service Framework.”

6.1.11 Test Case: PACS-10

(CR-3) Enterprise Domain and Identity Management—Access Control

Parent Requirement
(CR-7) Remote Access

Testable Requirement (CR-3.a) Privileged Access Management, (CR-3.b) User Authentication

Demonstrate the capability to provide controlled remote access to
PACS using two-factor authentication.

Associated Test Case PACS-3

Associated Cybersecurity PR.AC-3
Framework Subcategories

Description

= TDi Technology ConsoleWorks is installed and configured to use
active directory for username and password authentication.

=  Proper access control rules, tags, and profiles are defined to allow
access to necessary resources.

Preconditions
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= User accounts for remote access are set up and linked to profiles
set for each remote user who needs to access the PACS servers.

= Symantec VIP Enterprise Gateway is installed and integrated with
ConsoleWorks by using the RADIUS connection.

= To supplement standard username/password logins on a variety of
servers and services, the VIP Access mobile phone application is
installed, and a credential ID has been acquired from Symantec for
receiving time-sensitive tokens.

= Test user credentials are registered in the VIP manager and
associated to the account.

To verify that username/password are not sufficient to log in

1. Use a web browser to connect to the TDi console
(https://192.168.1.4:5176) and log in with username/password.

2. Verify that the login is unsuccessful.
To verify the two-factor authentication using username/password with

a VIP token

1. Use a browser to connect to the TDi console:
(https://192.168.1.4:5176).

2. Open the VIP Access mobile phone application. It should display a

AR security code with a valid time duration.

3. Login to the TDi console with username/password followed by the
VIP security token found in the mobile phone application.

To verify that the user can access only the granted resources

1. Select the Graphical menu to open a Graphical View.

2. Check the list of graphical connections to ensure that only allowed
connections are visible.

3. Check each of the graphical connections by clicking Connect and
verifying that the console properly connects.

= Logging in to the TDi console with a valid username/password
without a 2FA token should fail with the message “Invalid User
Credentials.”

= Logging in to the TDi console with a valid username/password with
valid 2FA token should be successful.

= Authenticated user should have access to the list of approved
graphical connections and should be able to connect to these
servers.

Expected Results

Using a pre-created Hyland user as an example, the first attempt to log
Actual Results in to the TDi console with only a username and password failed. The
second attempt to log in, this time with a 2FA token, was successful.
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From the dashboard, the Graphical View menu was opened, and only
approved graphical connections that were visible to the Hyland user

(e.g., Hyland VNA, Hyland Database). The user was able to connect to
these remote servers and authenticate with a Hyland service account.

6.1.12 Test Case: PACS-11

Parent Requirement

Testable Requirement

Description

Associated Test Case

Associated Cybersecurity
Framework Subcategories

Preconditions

Procedure

(CR-1) Business workflows that support image archiving and retrieving
from archival (e.g., PACS and VNA) are performed.
(CR-3) Enterprise Domain and Identity Management—Access Control

(CR-1) Sample Radiology Practice Workflows, (CR-3.c) Device and System
Authentication

Demonstrate that the installed PACS and the VNA system can connect to
a dedicated remote cloud storage server to archive patient images.

PACS-1

PR.AC-1, PR.AC-7

= PACS-1 test case produces successful results that prove the PACS
created patient studies and the VNA stored the studies.

= A Microsoft Azure storage account exists.

= The VNA contains a Microsoft Azure storage archive device instance.

= The VNA radiology storage application connects to the VNA Azure
Archive device.

1. Login to the Hyland VNA Acuo Admin Portal.

2. Navigate to Storage Management > Archive Devices.

3. Add a New Azure Archive Device.

4. Enter Microsoft Azure account information provided after creating a
storage blob for the VNA (e.g., Account Name, Account Key)

5. Click Test Connection.

6. Change a few characters in the Account Key.

7. Click Test Connection.

To identify when images should be archived in the Azure cloud storage

for testing purposes

8. Loginto Hyland Acuo Admin Portal.

9. Navigate to Storage Applications > RADIOLOGY.

10. Click Azure Archive Device.

11. Set the parameters for when the VNA should store patient studies in
Microsoft Azure for archival. For testing purposes, set all parameters
to 0.

12. Check Write files to archive.

To identify how long images should stay in the cache for testing

purposes
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13. Login to Hyland Acuo Admin Portal.

14. Navigate to Storage Applications > RADIOLOGY.

15. Click Edit Cache Cleaner Configuration.

16. Set the parameters for how long the VNA should retain patient
studies in the cache. For testing purposes, keep patient studies in the
cache for 3 days.

17. Check Verify Archive Location Before Removing from Image Cache.

To store images in Microsoft Azure Cloud Storage

18. Log in to the PACS server.

19. Select a patient study to send to Hyland VNA to store in the
radiology department.

20. Export the selected patient study to the radiology department on the
Hyland VNA.

21. The VNA will receive the patient study and automatically send the
patient study to Microsoft Azure.

To retrieve images stored in Microsoft Azure Cloud Storage

22. Log in to NilRead and verify that the patient study stored is
accessible.

23. Open the patient study.

24. Verify the study retrieval from cloud storage by evaluating metadata
stored in the underlying database.

To retrieve images stored in VNA Cache

25. Log in to NilRead and verify that the patient study stored is
accessible.

26. Open the patient study.

27. Verify the study retrieval from cache by evaluating metadata stored
in the underlying database.

= Hyland Acuo VNA should automatically store patient studies in
Microsoft Azure within the time frame identified.

Expected Results = VNA should retain studies in the cache for the time frame identified.

= The user should be able to retrieve images stored in Microsoft Azure
cloud storage or the VNA's cache.

Microsoft Azure successfully received and stored a patient study in the

Actual Results dedicated storage blob. Users were able to retrieve the study stored in

the cloud instance and in the VNA’s cache.

6.1.13 Test Case: PACS-12

Parent Requirement (CR-6) Data Security

Testable Requirement (CR-6.a) In-Transit Encryption

Demonstrate secure transfer of medical images from VNA to Remote
Cloud Storage using TLS.

Description
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Associated Test Case \ N/A

ST =0 eV T T s PR.DS-2, PR.PT-4
Framework Subcategories

= VNA and Microsoft Azure can communicate with each other.

=  Microsoft Azure cloud storage instance is associated with the VNA's
radiology department.

= PACS server contains simulated patient studies.

= A network traffic analyzer is set up to evaluate packet transfers
between the VNA and Microsoft Azure.

Preconditions

1. Logintothe PACS server.

2. Select a patient study to send to Hyland VNA to store in the
radiology department.

3. Export the selected patient study to the radiology department on
the Hyland VNA.

4. Start a packet capture on Cisco Firepower on the PACS A interface. A
new window will appear with attribute text boxes. For the Source
Host, provide the IP address of the VNA. For the Destination Host,
provide the IP address of the cloud storage blob.

5. The VNA will receive the patient study and automatically store the
patient study to Microsoft Azure.

6. Export the packet captures produced from step 4 to a PCAP file.

7. Import the PCAP file into Wireshark and try to read the data
captured.

8. Verify that the VNA applies encryption to data in-transit and is
unreadable.

= VNA utilizes TLS encryption for data transfers from the VNA to a

Expected Results Microsoft Azure cloud storage blob.

VNA was able to securely transfer patient studies by using TLS

Actual Results . .
encryption to the Microsoft Azure storage blob.

Procedure

7 Future Build Considerations

The healthcare landscape continues to evolve as industry develops and adopts new technologies and
services. In the medical imaging ecosystem, one such new development is the use of cloud-based
enterprise imaging solutions. These solutions can help ensure data security in the event of a disaster,
increase patient access to their own data, and improve efficiencies within the HDO. However, cloud-
based enterprise imaging solutions may introduce new cybersecurity risks. An update to this practice
guide could review the implications and potentially improve the cybersecurity of cloud-based enterprise
imaging solutions.
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2FA
AES
AD
ARP
AV
CIA
CcT
DHCP
DICOM
DNS
DoS
EHR
FDA
FIM
FTD
GRC
HDO
HIP
HIPAA
HIPS
HIS
HL?7

HTM
http

Two-Factor Authentication

Advanced Encryption Standard

Active Directory

Address Resolution Protocol

Anti-Virus

Confidentiality, Integrity, and Availability
Computed Tomography

Dynamic Host Configuration Protocol
Digital Imaging and Communications in Medicine
Domain Name System

Denial of Service

Electronic Health Record

Food and Drug Administration

File Integrity Monitoring

Firepower Threat Defense

Governance, Risk, and Compliance
Healthcare Delivery Organization

Host Identity Protocol

Health Insurance Portability and Accountability Act
Host Intrusion Prevention System

Health Information System

Health Level 7

Healthcare Technology Management

Hypertext Transfer Protocol
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https
IDN
IDS
IEC
IETF
IHE
loT
IPSec
IT
MAC
MFA
MRI
NCCoE
NGFW
NIST
Paa$
PACS
PAM
PCAP
PET
PHI
PKI
RADIUS
RBAC
RIS
RMF

Hypertext Transfer Protocol Secure

Identity Defined Networking

Intrusion Detection System

International Electrotechnical Commission
Internet Engineering Task Force

Integrating the Health Enterprise

Internet of Things

Internet Protocol Security

Information Technology

Media Access Control

Multifactor Authentication

Magnetic Resonance Imaging

National Cybersecurity Center of Excellence
Next Generation Firewall

National Institute of Standards and Technology
Platform as a Service

Picture Archiving and Communication System(s)
Privileged Access Management

Packet Capture

Positron Emission Tomography

Protected Health Information

Public Key Infrastructure

Remote Authentication Dial-In User Service
Role Based Access Control

Radiology Information System

Risk Management Framework
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RSA
SDN
SP

SSE
SSL/TLS
TCP/IP
URL
ViP
VLAN
VNA
VPN

Rivest-Shamir-Adleman

Software Defined Networking

Special Publication

Systems Security Engineering

Secure Socket Layer/Transport Layer Security
Transmission Control Protocol/Internet Protocol
Uniform Resource Locator

Validation and ID Protection

Virtual Local Area Network

Vendor Neutral Archive

Virtual Private Network
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This practice guide limits its scope to a defined boundary regarding scheduling, acquiring, using, and
storing medical imaging and associated information for those images. Conceptually, this is bound in a
medical imaging ecosystem and applies contextual controls to that ecosystem. Healthcare delivery
organization (HDO) environments, however, feature greater complexity than this practice guide may
address. That is, the medical imaging ecosystem resides within an enterprise infrastructure that should
implement a pervasive set of controls. The project assumes that an HDO implements pervasive controls
that may have material impact on mitigating the HDO’s overall cybersecurity risk profile, but the project
did not implement in the lab build. Pervasive controls may be inherited by systems that operate within
the HDO infrastructure, but coverage may not be absolute. Therefore, practitioners may implement
contextual controls to address gaps or to augment pervasive control capabilities. Pervasive controls tend
to be organizational in scope, although they may also apply to specific systems and network
components within the organization. Pervasive controls may be technical or procedural in nature. The
pervasive control concept is borrowed from auditing frameworks that discuss the use of entity controls
that have varying degrees of effects that are pervasive or have a widespread effect across an entity or
organization [37].

An analogy can help explain the pervasive control concept. An individual may live in a house or
apartment, which exists in a neighborhood. That neighborhood may then be part of a town or a city. The
town or city may include a number of services, such as police, fire, and rescue. The town or city (or
through a third-party service) may also provide utilities, such as water and electricity, to its residents.
Pervasive controls are those that, while available to the house or apartment, the occupant has not
implemented or have direct control over. The house or apartment may have locks, alarms, or fire-
suppressant devices that the occupant installed or has direct control over. Those controls are contextual
to the house or apartment. In this analogy, the medical imaging ecosystem is the house that resides in
an HDO town or city.

Pervasive control examples within HDOs include governance, risk, and compliance (GRC) systems that
address a diverse range of functions needed to operate a cybersecurity strategy, including performance
and management of enterprise risk, tracking information technology (IT) assets, incident response
processes, IT disaster recovery and business continuity, and data loss prevention (DLP), which would
prevent data exfiltration by using tools that are outside the picture archiving and communication system
(PACS) and medical imaging ecosystem. This project implemented contextual controls pertinent to the
medical imaging ecosystem and assumes implementation of pervasive controls across the enterprise.
For purposes of this project, pervasive controls that we feel are material but are not implemented in the
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medical imaging ecosystem context pertinent to the immediate control environment of the laboratory’s

PACS environment are noted in Table C-1 below.

Table C-1 Pervasive Security Controls

Cybersecurity

Framework
Subcategory

ID.AM-1, ID.AM-2

Description

ID.AM-1: Physical
devices and systems
within the organization
are inventoried.
ID.AM-2: Software
platforms and
applications within the
organization are
inventoried.

Potential Implementation

GRC suite that includes an asset management
module. A potential tool that may address may be
Clearwater Compliance IRM Analysis tool.

The application of such tools would address IT
general assets such as servers, workstations, and
other components that may interact with the PACS
environment but do not fall within the control
environment established for this project.

IT general assets may be managed by a centralized
IT organization that is not directly involved in
supporting or maintaining the PACS environment or
medical imaging devices.

ID.RA-4, ID.RA-6

ID.RA-4: Potential
business impacts and
likelihoods are
identified.

ID-RA6: Risk responses
are identified and
periodized.

These two controls address enterprise risk
management. ID.RA-4 may be addressed through
implementing business impact assessments or
enterprise risk assessments.

ID.RA-6 considers the case where enterprise risk
has been identified or where the HDO has
determined that existing controls need to be
enhanced or added. Those determinations are
often documented in a Plan of Action and
Milestones that describes tasks needing to be
addressed, resources required, and milestone dates
for realizing tasks.

Typical control implementation to address ID.RA-4
and ID.RA-6 would include a GRC suite with an
enterprise risk management module.

The Clearwater Compliance IRM Analysis tool may
be relevant as well.

PR.AC-2

PR.AC-2: Physical
access to assets is
managed and
protected.

Server assets may be hosted in a data center with
appropriate physical security and environmental
controls.
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Cybersecurity

Framework
Subcategory

PR.DS-5

Description

PR.DS-5: Protections
against data leaks are
implemented.

Potential Implementation

This control addresses the possibility of data
exfiltration and may consider options wherein
clinical or other sensitive data are migrated outside
the HDO perimeter by using email or web services.
Typical controls to be deployed at the internet
border may include DLP tools. An example tool may
be the Symantec DLP solution.

PR.IP-6

PR.IP-6: Data is
destroyed according to
policy.

This control addresses the need to destroy data as
appropriate should that data reach its end of life.
PACS and VNA control mechanisms would address
objects within their purview, but HDOs should look
at pervasive mechanisms to address when data may
reside on workstations, endpoint devices, or
removable media. In addressing appropriate data
destruction measures, HDOs should consult
National Institute of Standards and Technology
Special Publication 800-88 Rev. 1, Guidelines for
Media Sanitation.

PR.IP-9
PR.IP-10

PR.IP-9: Response
plans (Incident
Response and Business
Continuity) and
recovery plans
(Incident Recovery and
Disaster Recovery) are
in place and managed.
PR.IP-10: Response and
recovery plans are
tested.

These controls pertain to enterprise response and
recovery planning, including disaster recovery, and
assurance that the plans are regularly tested.

Incident response planning may be addressed in
several different ways that include establishing an
incident response team, capturing data regarding
reported or detected security events, and
remediating. Inclusive of establishing incident
response procedures, organizations may consider
developing “play books” that could consist of
established procedures based on determining
certain threat types that may require courses of
action different from standard incident handling.

Recovery plans, which may consist of business
continuity plans, and disaster recovery plans should
be established. Organizations may consider
maintaining these plans, including establishing play
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Cybersecurity Description

Framework
Subcategory

Potential Implementation

books, as maintained out of band, e.g., in physical
format or in mechanisms that provide assurance
that the plans themselves are inaccessible in case of
a security event.

Management of such plans may be maintained in
GRC suites that include modules designed to house
such plans and establish regular testing schedules.

RS.RP-1 Response planis
executed during or
after an event.

Response plans may be managed through a GRC
solution. Physical copies of response plans should
be maintained to allow for potential system
outages.

RC.RP-1 Recovery plan is
executed during or
after a cybersecurity

incident.

Recovery plans may be managed through a GRC
solution. Physical copies of recovery plans should
be maintained to allow for potential system
outages.
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Appendix D Aligning Controls Based on Threats

C/1/A Threat Event

C Abuse of credentials or
insider threat

National Institute of Standards and Technology
Cybersecurity Framework Mitigating Control

PROTECT (PR)
Access Control
User Identification and Authentication

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

C Credential compromise

PROTECT (PR)

Access Control
User Identification and Authentication

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

C Data exfiltration

PROTECT (PR)

Data Security and Privacy
Information Protection Processes and Procedures
Protective Technology

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

I Data-in-transit disruption

PROTECT (PR)

Data Security and Privacy
Communications and Network Security

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

| Data alteration

PROTECT (PR)

Access Control

Data Security and Privacy
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Threat Event

National Institute of Standards and Technology

Cybersecurity Framework Mitigating Control

DETECT (DE)

Anomalies and Events Detection

Security Continuous Monitoring

I Time synchronization

PROTECT (PR)

Data Security and Privacy
Maintenance
Communications and Network Security

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

| Introduction of malicious
software

PROTECT (PR)

Protective Technology

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

I Unintended use of service

IDENTIFY (ID)

ID.AM-2: Software platforms and applications within the
organization are inventoried.

PROTECT (PR)

PR.PT-3: The principle of least functionality is incorporated by
configuring systems to provide only essential capabilities.

DETECT (DE)

Security Continuous Monitoring

A Data storage disruption

IDENTIFY (ID)

ID.BE-5: Resilience requirements to support delivery of
critical services are established for all operating states (e.g.,
under duress/attack, during recovery, during normal
operations).

PROTECT (PR)
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Threat Event

National Institute of Standards and Technology

Cybersecurity Framework Mitigating Control

Data Security and Privacy
Information Protection Processes and Procedures
Communications and Network Security

PR.PT-5: Mechanisms (e.g., failsafe, load balancing, hot swap)

are implemented to achieve resilience requirements in
normal and adverse situations.

A Network disruption

PROTECT (PR)

Data Security and Privacy
Communications and Network Security

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

A Backup/recovery disruption

PROTECT (PR)

Information Protection Processes and Procedures

RECOVER (RC)

Recovery and Restoration

A Supply chain compromise

IDENTIFY (ID)
ID.SC-5: Response and recovery planning and testing are
conducted with suppliers and third-party providers.
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As a private-public partnership, we are always seeking feedback on our practice guides. We are
particularly interested in seeing how businesses apply NCCoE reference designs in the real world. If you
have implemented the reference design, or have questions about applying it in your environment,
please email us at hit_nccoe@nist.gov.

All comments are subject to release under the Freedom of Information Act.
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The National Cybersecurity Center of Excellence (NCCoE), a part of the National Institute of Standards
and Technology (NIST), is a collaborative hub where industry organizations, government agencies, and
academic institutions work together to address businesses’ most pressing cybersecurity issues. This
public-private partnership enables the creation of practical cybersecurity solutions for specific
industries, as well as for broad, cross-sector technology challenges. Through consortia under
Cooperative Research and Development Agreements (CRADAs), including technology partners—from
Fortune 50 market leaders to smaller companies specializing in information technology security—the
NCCoE applies standards and best practices to develop modular, adaptable example cybersecurity
solutions using commercially available technology. The NCCoE documents these example solutions in
the NIST Special Publication 1800 series, which maps capabilities to the NIST Cybersecurity Framework
and details the steps needed for another entity to re-create the example solution. The NCCoE was
established in 2012 by NIST in partnership with the State of Maryland and Montgomery County,
Maryland.

To learn more about the NCCoE, visit https://www.nccoe.nist.gov/. To learn more about NIST, visit
https://www.nist.gov.

NIST Cybersecurity Practice Guides (Special Publication 1800 series) target specific cybersecurity
challenges in the public and private sectors. They are practical, user-friendly guides that facilitate the
adoption of standards-based approaches to cybersecurity. They show members of the information
security community how to implement example solutions that help them align with relevant standards
and best practices, and provide users with the materials lists, configuration files, and other information
they need to implement a similar approach.

The documents in this series describe example implementations of cybersecurity practices that
businesses and other organizations may voluntarily adopt. These documents do not describe regulations
or mandatory practices, nor do they carry statutory authority.

Medical imaging plays an important role in diagnosing and treating patients. The system that manages
medical images is known as the picture archiving communication system (PACS) and is nearly ubiquitous
in healthcare environments. PACS is defined by the Food and Drug Administration as a Class Il device
that “provides one or more capabilities relating to the acceptance, transfer, display, storage, and digital
processing of medical images.” PACS centralizes functions surrounding medical imaging workflows and
serves as an authoritative repository of medical image information.
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PACS fits within a highly complex healthcare delivery organization (HDO) environment that involves
interfacing with a range of interconnected systems. PACS may connect with clinical information
systems and medical devices and engage with HDO-internal and affiliated health professionals.
Complexity may introduce or expose opportunities that allow malicious actors to compromise the
confidentiality, integrity, and availability of a PACS ecosystem.

The NCCoE at NIST analyzed risk factors regarding a PACS ecosystem by using a risk assessment based on
the NIST Risk Management Framework. The NCCoE also leveraged the NIST Cybersecurity Framework
and other relevant standards to identify measures to safeguard the ecosystem. The NCCoE developed an
example implementation that demonstrates how HDOs can use standards-based, commercially available
cybersecurity technologies to better protect a PACS ecosystem. This practice guide helps HDOs
implement current cybersecurity standards and best practices to reduce their cybersecurity risk and
protect patient privacy while maintaining the performance and usability of PACS.

KEYWORDS

access control; auditing; authentication; authorization; behavioral analytics; cloud storage; DICOM; EHR;
electronic health records; encryption; microsegmentation; multifactor authentication; PACS; PAM;
picture archiving and communication system; privileged account management; vendor neutral archive;
VNA
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The Technology Partners/Collaborators who participated in this build submitted their capabilities in
response to a notice in the Federal Register. Respondents with relevant capabilities or product
components were invited to sigh a Cooperative Research and Development Agreement (CRADA) with
NIST, allowing them to participate in a consortium to build this example solution. We worked with:

Technology Partner/Collaborator Build Involvement

Cisco

Cisco Firepower Version 6.3.0
Cisco Stealthwatch Version 7.0.0

Clearwater Compliance

Clearwater Information Risk Management Analysis

DigiCert DigiCert PKI Platform

Forescout Forescout CounterACT 8

Hyland Hyland Acuo Vendor Neutral Archive Version 6.0.4
Hyland NilRead Enterprise Version 4.3.31.98805
Hyland PACSgear Version 4.1.0.64

Microsoft Azure Active Directory

Azure Key Vault Version

Azure Monitor

Azure Storage

Azure Security Center Version Standard
Azure Private Link

Philips Healthcare

Philips Enterprise Imaging Domain Controller
Philips Enterprise Imaging IntelliSpace PACS
Philips Enterprise Imaging Universal Data Manager

Symantec, a division of Broadcom

Symantec Endpoint Detection and Response (EDR)
Version 4.1.0

Symantec Data Center Security: Server Advanced (DCS:SA)
Version 6.7

Symantec Endpoint Protection (SEP 14) Version 14.2

Symantec Validation and ID Protection Version 9.8.4
Windows
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The following volumes of this guide show information technology (IT) professionals and security
engineers how we implemented this example solution. We cover all of the products employed in this
reference design. We do not re-create the product manufacturers’ documentation, which is presumed
to be widely available. Rather, these volumes show how we incorporated the products together in our
environment.

Note: These are not comprehensive tutorials. There are many possible service and security configurations
for these products that are out of scope for this reference design.

1.1 How to Use this Guide

This National Institute of Standards and Technology (NIST) Cybersecurity Practice Guide demonstrates a
standards-based reference design and provides users with the information they need to replicate all or
parts of the example implementation that was built in the National Cybersecurity Center of Excellence
(NCCoE) lab. This reference design is modular and can be deployed in whole or in part.

This guide contains three volumes:

= NIST SP 1800-24A: Executive Summary
= NIST SP 1800-24B: Approach, Architecture, and Security Characteristics — what we built and why

= NIST SP 1800-24C: How-To Guides — instructions for building the example solution (you are
here)

Depending on your role in your organization, you might use this guide in different ways:

Business decision makers, including chief security and technology officers, will be interested in the
Executive Summary, NIST SP 1800-24A, which describes the following topics:

= challenges that enterprises face in securing a Picture Archiving and Communication System
(PACS)

= example solution built at the NCCoE
= benefits of adopting the example solution

Technology or security program managers who are concerned with how to identify, understand, assess,
and mitigate risk will be interested in NIST SP 1800-24B, which describes what we did and why. The
following sections will be of particular interest:

= Section 3.4, Risk Assessment, describes the risk analysis we performed.

= Section 3.5, Security Control Map, maps the security characteristics of this example solution to
cybersecurity standards and best practices.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 1
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You might share the Executive Summary, NIST SP 1800-24A, with your leadership team members to help
them understand the importance of adopting standards-based, commercially available technologies that
can help secure a PACS ecosystem.

IT professionals who want to implement an approach like this will find this whole practice guide useful.
You can use this How-To portion of the guide, NIST SP 1800-24C, to replicate all or parts of the build
created in our lab. This How-To portion of the guide provides specific product installation, configuration,
and integration instructions for implementing the example solution. We do not recreate the product
manufacturers’ documentation, which is generally widely available. Rather, we show how we
incorporated the products together in our environment to create an example solution.

This guide assumes that IT professionals have experience implementing security products within the
enterprise. While we have used a suite of commercial products to address this challenge, this guide does
not endorse these particular products. Your organization can adopt this solution or one that adheres to
these guidelines in whole, or you can use this guide as a starting point for tailoring and implementing
parts of a PACS security solution. Your organization’s security experts should identify the products that
will best integrate with your existing tools and IT system infrastructure. We hope that you will seek
products that are congruent with applicable standards and best practices. Section 3.6, Technologies, in
NIST SP 1800-248B lists the products that we used and maps them to the cybersecurity controls provided
by this reference solution.

A NIST Cybersecurity Practice Guide does not describe “the” solution, but a possible solution.
Comments, suggestions, and success stories will improve subsequent versions of this guide. Please
contribute your thoughts to hit nccoe@nist.gov.

Acronyms used in figures can be found in Appendix A.

1.2 Build Overview

The NCCoE built a hybrid virtual-physical laboratory environment to explore methods to effectively
demonstrate the capabilities in securing a PACS ecosystem. While the project implemented PACS and
vendor neutral archive (VNA) solutions as well as security controls, the environment leveraged modality
emulation to simulate medical image acquisition. The project also implemented an emulated radiology
information system (RIS), used to generate modality work lists and therefore, support common medical
imaging workflows. The project then applied security controls to the lab environment. Refer to NIST
Special Publication (SP) 1800-24B, Approach, Architecture, and Security Characteristics, for an
explanation of why we used each technology.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 2
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1.3 Typographic Conventions

The following table presents typographic conventions used in this volume.

Typeface/Symbol Meaning Example
Italics file names and path names; For language use and style guidance,
references to documents that | see the NCCoE Style Guide.
are not hyperlinks; new
terms; and placeholders
Bold names of menus, options, Choose File > Edit.
command buttons, and fields
Monospace command-line input, mkdir

onscreen computer output,
sample code examples, and
status codes

Monospace Bold

command-line user input
contrasted with computer
output

service sshd start

blue text

link to other parts of the
document, a web URL, or an
email address

All publications from NIST’s NCCoE
are available at
https://www.nccoe.nist.gov.

1.4 Logical Architecture Summary

Figure 1-1 depicts a reference network architecture, introduced in NIST SP 1800-24B, Section 4.2, Final
Architecture, which defines groupings that translate to network segments or zones. The rationale
behind segmentation and zoning is to limit trust between areas of the network. In considering a hospital
infrastructure, the NCCoE identified devices and usage and grouped them by usage. The grouping
facilitated network zone identification. Once zones are defined, infrastructure components may be
configured so that those zones do not inherently have network access to other zones within the hospital
network infrastructure. Segmenting the network in this fashion limits the overall attack surface posed to
the PACS environment and considers the network infrastructure configuration as part of an overall

defense-in-depth strategy.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)
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Figure 1-1 PACS Final Architecture
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This section of the practice guide contains detailed instructions for installing and configuring the
products that the NCCoE used to build an instance of the example solution.

The project implemented security capabilities across the laboratory infrastructure to safeguard the
emulated modalities, emulated RIS, viewer workstations, and PACS and VNA systems. Security control
products that align with capabilities were implemented for the environment. Products that align with
the security capabilities are enumerated in NIST 1800-24B, Section 3.6, Technologies, Table 3-5.

2.1 Picture Archiving and Communication System (PACS)

This project implemented two separate PACS: Philips IntelliSpace solution and an open-source PACS
(DCMA4CHEE). These PACS emulate the case where a healthcare delivery organization (HDO) may have
different PACS vendors installed in its environment.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)
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2.1.1  Philips IntelliSpace PACS

The project implemented the Philips IntelliSpace PACS solution as a central component to the lab build.
IntelliSpace includes several common features, such as the ability to integrate Digital Imaging and
Communications in Medicine (DICOM) and non-DICOM images and allowed the project team to emulate
common medical-imaging workflow processes. The project deploys an IntelliSpace instance to receive
images from an open-source modality emulator tool, which allows the project to simulate working HDO
environments. The project integrates IntelliSpace with the Hyland VNA solution also installed in the lab.

System Requirements

The Philips IntelliSpace system consists of several components installed on different VMware virtual
machines (VMs). Table 2-1 depicts base configuration requirements to construct the IntelliSpace VMs.

Table 2-1 Base VM Configuration Requirements

VM Name Description Central Memory Storage Operating Software
Processing System
Unit (CPU)
DC1 Domain 4 8 gigabytes 200 GB | Microsoft | Microsoft
Controller (GB) of Windows | Structured Query
(DC) random Server Language (SQL)
access 2012 2012, Internet
memory Information
(RAM) Services (lIS) 7
IntelliSpace | Infrastructure, | 4 8 GB RAM 200 GB Microsoft | Microsoft SQL
Server Integration, Windows | 2012,1IS7
Rhapsody Server
Health Level 7 2012
(HL7), DICOM
processor,
SQL Database
(DB),
Anywhere
Viewer (web
client)
Universal UbM, WEB 4 8 GB RAM 200 GB Microsoft | Microsoft SQL
Data DICOM Windows | 2012,1IS7
Manager services Server
(UDM) Image 2012
Lifecycle
Management

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 5
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Description Central Memory Storage Operating Software

Processing System
Unit (CPU)

Image pre-

fetching from

VNA

IntelliSpace PACS Client Installation

The project team collaborated with a team of Philips Healthcare deployment engineers to install the
environment. Based on the base VM configuration requirements, the NCCoE team created the VMs by
using the open virtualization format (OVF) files provided by Philips Healthcare. Philips engineers
deployed the applications on the VMs and created instances for DC1, IntelliSpace server, and UDM, as
noted in Table 2-1. VM instances were deployed on respective servers.

IntelliSpace PACS is a web-based distributed system. Clinicians, referring physicians, nurses, or
bioengineers use web-based client applications on workstations to view, analyze, and qualify medical
images. Once the server components were installed, the web-based client installation was performed
using the following procedures:

1. Open Internet Explorer from a workstation and assign the IntelliSpace server with the internet
protocol (IP) address 192.168.140.131. Enter the IntelliSpace server IP address in the address bar by
using the following uniform resource locator (URL): https://192.168.140.131/clientweb/installers.

2. Select IntelliSpacePACSEnterpriseSetup.exe under the Standalone Installers bullet list of available
IntelliSpace PACS Installers screen to start the installation.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)



"$2-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 984D JO 2314 3|qe|IeAe s| uoneal|gnd SiyL

IntelliSpace PACS Installers

» Standalone Installers
IntelliSpacePACSEnterpriseSetup exe
End users with appropriate privileges should use this file to install IntelliSpace Enterprise.
IntelliSpacePACSRadiologySetup exe
End users with appropriate privileges should use this file to install IntelliSpace Radiology.

« MSI Installation Packages
IntelliSpace PACS Enterprise msai
This file is to be used for automated rollout ONLY, and should not be used by an end user to
install IntelliSpace Enterprise.
IntelliSpace PACS Radiology msi
This file is to be used by PACS Administrators ONLY. It should not be used to install IntelliSpace
Radiology on an individual workstati

« Package Manager Download

PhilipsPackageManager
This file is to launch PhilipsF

3. An option to choose setup language displays. Select the English (United States) from the drop-down
and click OK.

Choose Setup Language

Ok I Cancel |

4. After the setup language has been set, the InstallShield Wizard begins the installation process.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 7
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InstallShield Wizard e

. Preparing to Install..

IntelliSpace PACS Enterprise Setup is preparing the
Installshield Wizard, which will guide you through the
program setup process. Please wait.

Extracting: InteliSpace PACS Enterprise.msi

I —

Cancel

5. Use the default setting for the Custom Setup and click the Next > button that appears at the bottom
of this window.

ﬁ Intellipace PACS Enterprise 4.4.553.20 - InstallShield Wizard

Custom Setup
Select the program features you want installed.

Feature Description

Click on an icon in the list below to change how a feature is installed.
IntelliSpace PACS Enterprise Web Control

i fes (=) + | IntelliSpace PACS Enterprise Desktop
-|—3 = | Language-Specific Files
-i= = | PMS Integration
- = = | Integration Tools

This feature reguires 166MB on
your hard drive, Ithas 1of 1
subfeatures selected, The
subfeatures require 17768 on

€ > your hard drive.
Install to:
C:'Program Files (x86)\Philips\InteliSpace PACS Enterprise\d. 4\ [ Change. T

InstallShield

Hp | e ] [ o

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 8
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6. On the Client Configuration Info window, enter 192.168.140.131 as the Server IP address, and click
Install.

ﬁ IntelliSpace PACS Enterprise 4,4.553.20 - InstallShield Wizard

Client Configuration Info

Please enter the Hostname or [P Address of the server that the IntelliSpace
PACS Enterprise 4.4.553.20 dient will connect to.

Serwver: 1972, 168, 140, 131]

InstallShield

7. When installation is finished, the InstallShield Wizard provides a message indicating successful
installation. Click Finish.

ﬁ IntelliSpace PACS Enterprise 4.4.533.20 - InstallShield Wizard >

InstallShield Wizard Completed

The InstallShield Wizard has successfully installed InteliSpace
PACS Enterprise 4.4.553.20. Click Finish to exit the wizard.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)
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8. Once the installation is done, the installer places an IntelliSpace PACS Enterprise icon on the
desktop. Type Tester in the User Name field and the corresponding password in the Password field,
then click OK to log in.

~—

Weicome to InteilliSpace PACS @ NCCOE

IntelliSpace PACS

IntelliSpace PACS Enterprise
Logon

User Name | Tester

[CET LR LW AD PACS x
Logon Mode | Passward o
Location |Main Location =

o |

9. When the program launches, the default page launches the Patient Lookup screen.

h Philips IntelliSpace PACS Enterprise = (m] x

.
| Shorcuts  Folder List =l [ search |F Exams with images only [~ Append results clear all
E-£3 Enterprise Toals

iy Exam Lookup

Patient Lockup T

AP Patient Lookup = A Patients, Name PatientiD 'Inl"zi

B Installed Programs L@ CR - No Descriptions

g iQuery < 4 TST_Reiten, Michael 903-25-000-5CIEIETO 12112
[ Local Exam Cache

@ Local Export

B Locked Exams
L3 Machine Filters
2 MergeiLink Candidat
€3 My Filters
£ My Histary
FHO Queues
ISy Rescived Exceptions
AP Statistics
&P Study Lookup
-0 System Filters
€3 Personal Falders
3 Public Folders

10. To view an exam, navigate to Exam Lookup, which lists a summary of a patient’s exams. Double-click
an exam in the list. If the exam has an image, it will be displayed. An example is below.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 10
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@ Philips IntelliSpace PACS Enterprise [= = s

PATIENTS, NAME MRN: PatientiD, Sex: M, BirthDate: 1/1/2000
Referring: Unavailable, Last Known Patient Class: N/A, Visit Location: N/A

IntelliSpace PACS Client Configuration

Philips Deployment Engineers accomplished deployment and configuration by using PowerCLI and
scripts. Other basic configurations can be implemented through the administration web page provided
by the IntelliSpace PACS by using the URL https://192.168.140.131/PACSAdministration.

1. Enter the admin as the User Name, enter the proper Password, select AD PACS from the Logon to
drop-down list, select Password from the Logon Mode, then click OK.

e@! & https://localhost/PACSAdministration/ Authentication/Login.aspx L~

IntelliSpace PACS AdminTool

Logon

User Name |Ed""i"

Logon ® |20 pacs

"m IDasword E

I Login using Integrated Windows authentication

o< |

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 11
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2. Onthe admin home page, add a new user by navigating to Security, found on the far-left column of
the Common Tasks screen. Click Users, then click Add a New User.

Common Tasks
I Last T Date and 11:01:05 AM

3. To add a new user, navigate to SECURITY, found on the far-left column of the Common Tasks screen,
and click Users.

a. Enter the User ID.

b. Enter the user’s First Name.

c. Enter the user’s Middle Name (optional).
d. Enter the user’s Last Name.

e. Enter the user’s Email Address (optional).

f.  Assign an IntelliSpace PACS AdminTool Password for the user (required). Enter the password
again to confirm it.

Configure Sources for User Authentication

IntelliSpace supports either a locally hosted or an external authentication source. An authentication
source provides a directory structure that authenticates and manages user and group accounts. The
internal authentication source, called iSite, implements a local DB of users and groups. IntelliSpace also
supports a lightweight directory access protocol (LDAP) server connected to a Microsoft Active Directory
(AD). The external user authentication is used as the configuration source. The following steps describe
how to create an LDAP authentication source:

1. From the navigation bar, click the Security button, then click Authorities.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 12
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Authentication Sources

PACS Administration | Name ~ " |..w.. d

Create External Authentication Source

PACS Administration General Information
Authority Name | s
Display Name: |
Description: |
Name Resolution: [HostName | ~]
+ Enabled

& Show in Login Screen

Back Cancel

3. Onthe External Authentication Source page, set the following values, then click Next.
a. Set Authority Name to AD.PACS.HCLAB.
b. Set the Display Name to AD PACS.
c. Select HostName for Name Resolution.

d. Check the box next to Enabled.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)
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e. Check the box next to Show in Login Screen.

PACS Administration

Edit External Authentication Source

‘General Information
Authority Name [AD.PACS HCLAB

Display Name: |AD PACS

Description: |
MName Resolution: [HostName v
' Enabled

¥ Show in Login Screen

4. Inthe Advanced Directory Configuration, set DNS Host Name as ad.pacs.hclab and Port as 389.

PACS Administration

Edit External Authentication Source

Host Query Configuration
DMNS Host Name: [ad.pacs.hclab

Porl: |389

[ Gack Il Newt [l Cancel

5. Navigate to the Edit External Authentication Source screen. In this project, the Directory Type is
ActiveDirectory, and the Supported Credentials is Password. Click Save to save the settings.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)
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- Edit External Authentication Source

PACS Administration Advanced Directory Configuration

Directory Type: |ActiveDiractory v]
Authentication: |Negotiate 2

Search Root: [DC=pacs, DC=hclab

Supported [0
Credentials: | Cenificates

Referral Chasing: [None ~]

|_Back ] I Save [ [Cancel]

6. The interface provides a test feature to allow engineers to determine connectivity with the external
authentication source. From the navigation bar, select Security > Authorities. Click the name of the
External Authentication Source, and click Test.

Test External Authentication Source

PACS Administration External Realm
Authority Name: AD.PACS.HCLAB
Name: AD PACS
Description:

Test Account

'# username and Password

User Name: |

Password: |

=

Configure Connection to Modality Emulator

We used the open-source DVTk Modality Emulator as a modality for testing the communication
between IntelliSpace PACS and a modality. Installation of the DVTk Modality Emulator can be found in
Section 2.4.1. The following procedures configure several components. These components include the

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 15
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Radiology information system (RIS), modality performed procedure step manager (MPPS manager), and
PACS/Workstation systems storage.

1. From the DVTk Modality application, click the Configure Emulator tab to set up a proper System
Name, e.g., Modality; an application entity title (AE Title), e.g., DVTK_MODALITY; and a
communication Listen Port, e.g., 104 for the emulator itself.

W Modality Emulator L |
File Help
AEQTO « 1
Control | Activity Loggng  Corfigure Emulator | Workist Query | MPPS-Progress | MPPS-Discontinued | M22S Complsted | Imags Stora 4| ¥ |
System Name: |Modaity
AE Title: [ovTK_MoDALITY
Implementation Class UID: [128260.1 36800432 15856310
Implementation Version Name: |I-b:la'.nyEmu|aw(
Local IF Address |__] j
Listen Port ’V

Storage Commit Made

¥ In Single Association (Sync commitment)

" In Different Association (Async commitment)

\ohait fime for N-EVENT-REFORT from PACS (in sec) 1.

2. From the DVTk Modality application, click the Remote Systems tab to configure the remote systems,
including RIS System, MPPS Manager, and PACS/Workstation Systems. Information for each
system’s IP address as well as the port number is needed. Particularly, the AE Title for the Philips
IntelliSpace PACS is required for the AE Title field. These are the input values:

RIS System
= IP Address: 192.168.160.201
= Remote Port: 105
= AE Title: DVTK_RIS

MPPS Manager
= IP Address: 192.168.160.201
*= Remote Port: 108
= AE Title: DVTK_MPPS

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 16
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PACS/Workstation Systems—Storage Config
= IP Address: 192.168.140.131
= Remote Port: 104
= AE Title: STENTOR_SCP
PACS/Workstation Systems—Storage Commit Config
= |P Address: 192.168.140.131
= Remote Port: 104
=  AE Title: STENTOR_SCU

[ Modality Emulator [=To
File Help
ABSED0 &= 1=
Control | Activity Logging Corfigure Remote Systema
RIS System
IP Address 192.168.160.201
Remote Port: 105

AE Title: DVTH_RIS

MPPS Manager

IP Address: EEEE
Remote Port: 108

AE Title: DVTK_MPFS

PACS/Workstation Systems

Storage Config Store Commit Config
IP Address: 192.168.140.131 IF Address: |192.16€ 140,131
Remate Port: E]m Remate Port: 104
A Tie G — AE Title: [sTentoRscu

3. To configure the Philips IntelliSpace PACS AE Title and communication port, log on to the iSite
Administration web site by using the URL https://192.168.140.131/iSiteWeb. Select Configure >
DICOM > General, set the following values, and then click Save to save the settings.

= Normal AE Title: STENTOR_SCP

= High-Priority AE Title: STENTOR_HI
= Port: 104

= Secure Port: 2762

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)
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°©i B hitps/ Nocalhost/iSiteWeb/Main/Navigator.aspx

0 ~ & ¢ || 2 phifips PACS Administration L..

ConSgure Vaw Tes!

+  Advanced

FOwenl Snge CTuk @lop TiSpmChck QRefwhDBCache QReanDMWL  ResmAl

System Genersl Export Q/R scp IQuery S/CSCP  Import/Exp.  Conformance
Main Locstion DICOM Support
Mormal & ETmie oo ser 0 0 | oemes
High P oy A ITRE [sTemon_a || oera:
Part T
Securs Port ez Der
Restace Non Latia- 1 Durng § mport Clenssie [ oeraue

+ Enable/Dsable Exporton DICOM Processing Host{s)

o —— T

4. To test the connectivity, go to the DVTk Emulator application, then go to the Modality Emulator
home page as shown below. Click the Ping PACS/Workstation and DICOM Echo buttons to verify

the success of the pings. You should receive Ping Successful and DICOM Echo Successful messages.

File Help

AEDEO « 1=

RIS System

Modality RIS System

[~ PACSMorkstation Systems.

Modality PACS Workstation

I Modality Emulator (=TS |

Control | Activi Logging | Configurs Emulstor | Workist Query | MPPS-Progress | MPPS.Discontinued | MPPSComplated | Image Stora 4 | *

Ping RIS
DICOM Echo
Request Worklist

Ping PACS/\workstation Fing successful
DICOM Eche DICOM Echo successful

Configure IntelliSpace PACS to Communicate with Hyland VNA

Refer to Section 2.2.2 for detailed installation guidance for Hyland VNA.

1. Obtain the Hyland VNA AE Title and port information for communication. Log in to the iSite

Administration page by using the URL https://192.168.140.131/iSiteWeb.
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2. From the Configure drop-down list, select DICOM to open the DICOM configuration page.

3. Fillin the known Hyland AE Title (e.g., RADIOLOGY), IP Address (e.g., 192.168.130.120), Port (e.g.,
114), and other necessary information.

Cofoue Vew Temt
Tl [ Leswiees [ SDwn Masagrwis | Gusgraghiond Mewiier [ DICOM | s [ Dipeses | ey dasesd Gevariy | Dukeies [ Clem [ Tremsfeems | Bsenps bewepy [ LT]
o i - xpart
= Main Locaion .
i oo ImageN ¥ o 1 ACTOSsEL Mot SR
oo Oatstmes.
ORI |, . S,
Eem e brvmna vnn,
. oz 183130 120
ra
oo i  ———
e ] 1 ]
B 2t ey [anme e
o Comten e o
Pty Clanssn o
Lausam Atimay en Leasen v
e e Clenase
[eros B e o

4. Loginto the IntelliSpace PACS Administration page by using
https://192.168.140.131/PACSAdministration.

5. Click the Configuration button on the left panel to configure the Auto Export Rule.

6. Click the New button to create a new rule named ForwardHylandVNA.

Auto Export Rules

¥ Enable Auto Export Rules Processing on the Server

ForwardHylandVNA true
< >

Lo ]\ Ceo ) [omee ] (oo |

Import/Export AutoExport Configuration
Action: ® 1mport ) Export

Rules File: | _ Browse... |

nport |

7. Set the Trigger Type as New Data Arrival.
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8. Set the Receiving AE Title as Stentor_SCP, which is the AE Title for Philips IntelliSpace PACS.

9. Choose Hyland VNA (RADIOLOGY) from the Selected Destination box.

- Edit AutoExport Rule

PACS Administration

‘AutoExportRule Configuration
Rule Name |ForwardHylandVNA

[

Trigger Type |New Dats Amival
Enable Priors []
Prior Criteria [] Modality []BodyPart

Mo. Of Priors

Configuration

—Matching Criteria

Modality type |

Manufacturer Name |

Sending AE title |

Receiving AE title [STENTOR_SCP

Study description |

Manufacturer model |

Refarring physician's first name |

Referring physician's last name |

Reading physician's first name |

Reading physician's last name |

Requested Procedure
Description |

Study Date and Time |

Body part|

Protacol Name |

Series Description |

Configured Export Destinations ' Selected Destinations
Hyland V& (RADIOLOGY)

il
iI

Save ] Cancel

2.1.2 DCMACHEE

DCMACHEE is a collection of open-source applications that communicate with each other using DICOM
and HL7 standards for clinical image management and archival. In this study, DCM4CHEE listens for
connection requests from specific application entities like DVTk’s Modality Emulator to receive patient
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studies. DCMACHEE will store these patient studies in a PostgreSQL DB and can archive these studies to
the Hyland VNA. This build utilizes Docker to deploy the DCM4CHEE software.

System Requirements

= CPUs:2

= Memory: 4 GB

=  Storage: 80 GB

=  Operating System: Ubuntu Linux 18.04
= Network Adapter: VLAN 1402

= Software: Docker

DCMACHEE Installation

The guide for installing Docker on Ubuntu 18.04 can be found at [1].

1. Go to https://github.com/dcm4che-dockerfiles/dcm4chee-arc-psql/tree/5.21.0 to download the
software.

2. On the right-hand side of the page, click the Clone button to begin the file download.

3. Extract the downloaded content from the dcm4chee-arc-psql-5.21.0.zip file to a preferred directory.
4. Open a terminal with root privileges.

5. Navigate to the directory where the extracted content is located.

6. Run docker-compose up.

7. Open a web browser and navigate to https://localhost:8443/dcm4chee-arc/ui2.

Studies |

—e— |
< — A 2

DCMACHEE to VNA Configuration

1. Click the dark blue menu dongle (B) on the left-hand side of the screen.

2. Select Configuration.
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Select AE list.
Click New AET, and provide the following information:

= Name: RADIOLOGY

®= Hostname: 192.168.130.120

= Port: 114

= AE Title: RADIOLOGY

Click Apply.
]

Register new Application Entity

Name RADIOLDGY

Hostname 192.168.130.120

Port 114

AE Title  RADIOLOGY
Network Connection Reference & rapioLocy

AE Description

Application Cluster

DCMACHEE to DVTk Modality Configuration

1.

2.

In the Modality Emulator, click the Configure Remote Systems tab at the top of the window.

Navigate to the PACS\Workstation Systems section, and input the information with the following
values:

RIS System
= |P Address: 192.168.140.160
= Remote Port: 105
= AE Title: RIS

MPPS Manager
= IP Address: 192.168.140.160
®= Remote Port: 108
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= AE Title: MPPS
PACS/Workstation System—Storage Config
= |P Address: 192.168.141.210
= Remote Port: 11112
= AE Title: PACS
PACS/Workstation System—Storage Commit Config
= IP Address: 192.168.141.210
®= Remote Port: 11112
= AE Title: PACS

¥ Modality Emulator S—
File Help
E B -1 =
Control  Corfigure Remote Systems |
RIS System
i 152.168.140.160
Remote Port: W
AE Title: RIS
MPPS Manager

IP Address: 192.168.140.160
Remote Port 108

AE Title: MPPS

PACS/vforkstation Systems

Storage Config Store Commit Config

IP Address 192.168.141.210 1P Address: 192.168.141.210
RemotePort  [17112 Remote Port 11112

AE Title: [DCMACHEE AE Title: DCMACHEE

DCMA4CHEE View Stored Data and Archive to VNA

1. Click the dark blue menu dongle (B) on the left-hand side of the screen.
2. Select Navigation.

3. Select DCMACHEE under Web App Service on the right-hand side of the screen.
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g T

Studies

|

4. Select Submit to see stored patient studies.

o —
Studies

N T Secornbary Cope 043
T 166.118.156.2003.2.0 1130050801353

\

5. Click the dark blue ellipsis () on the left-hand side of the study on the second row.

6. Click the Export (£]) icon.

';‘-,1["—' W e r

Studies

¥ Feee Seconbey Caary 3600 Cl i

B90.110.136.5004.3 1 115049950129 3 Te20z | NGE | VeME ik 3 :1{

7. Select RADIOLOGY from the drop-down list.

8. Click Export.

Export study

Satoct e by of the meperias

O Synchranaed DICOM sxparer
L

Srbes? the destrtan METre

AL DGr
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2.2 VNA

Hyland Acuo VNA features several different systems and applications, which include:

= Acuo VNA: core application server with services used to store, track, and retrieve digital assets
stored in an archive

= PACSgear Core Server: image processing and routing server, and back-end services
= PACS Scan Mobile/Web: mobile device image acquisition and file-import application
= NilRead: enterprise image-viewing application

The diagram in Figure 2-1 shows the connectivity between the Hyland Acuo VNA systems and
applications.

Figure 2-1 Hyland Systems and Applications Connectivity

PACS Scan

W GEET|
Mobile PACSgear

Installation procedures for the above Hyland products are described in the sections that follow.

2.2.1  Hyland Database Server

Hyland Database Server supports operations for other Hyland products, including Hyland Acuo VNA and
Hyland NilRead. The installation and configuration procedures can be found below:

System Requirements

= CPUs:4
= Memory: 12 GB RAM

= Storage:
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- Hard Drive (HD)1: 80 GB (operating system [OS] installation)
- HD 2:20 GB (DB drives)
- HD3:10 GB (Tx logs)

= Operating System: Microsoft Windows Server 2016

= Network Adapter: VLAN 1801

Hyland Database Server Installation

Install the SQL Server 2017 according to the instructions detailed in Install SQL Server from the
Installation Wizard (Setup) [2].

Hyland Database Configuration

1. The installation creates default service accounts for each service. The project used these default
service accounts. User and privileged login accounts were created for the Hyland application suite
and linked to unique Microsoft domain users. The project created the PACS\AcuoServiceUser and
PACS\Administrator accounts.

2. The project implemented Windows Authentication Mode for the SQL Server.

3. Application DB instances were created as needed automatically when product applications were
installed.

4. This project implemented the following DB instances through the SQL Server Management Studio:
AcuoMed, HUBDB, NILDB, and PGCORE.

5. The project also implemented instances for OPHTHALMOLOGY, RADIOLOGY, and WOUND_CARE.

2.2.2  Hyland Acuo VNA

Hyland Acuo VNA provides access to medical images and documents through interactions with a variety
of different PACS, modalities, and image viewers. Acuo VNA also supports various standards, including
HL7 and DICOM. The installation and configuration procedures can be found below.

System Requirements

= CPUs:6
= Memory: 12 GB RAM
= Storage:
- HD 1: 80 GB (OS installation)
- HD 2: 80 GB (Dilib cache drive)
- HD 3:500 GB (image cache drive) was installed
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= Operating System: Microsoft Windows Server 2016
= Network Adapter: VLAN 1301
Hyland Acuo VNA Installation

1. Inthe NCCoE test environment, the Hyland Acuo VNA was installed on a VM preconfigured with the
0OS and network requirements provided by Hyland. Engineers supplied by Hyland performed the
installation.

2. Upon completion of the installation, three Windows services were created: AcuoMed, AcuoAudit,
and AcuoStore. AcuoMed is associated with a DICOM DB containing the patient, study, and series
record information that describes the images physically present on the Acuo VNA archive system.
The AcuoStore also has its own DB for storing information related to bulk storage of digital images
and related data, including information about the shares and about the applications that use those
shares.

3. The installation created a web application for the AcuoAdmin Portal, where a secure sockets layer
(SSL) certificate signed by DigiCert was created and assigned to the application for hypertext
transfer protocol secure (https) enforcement.

Hyland Acuo VNA Configuration

Hyland engineers performed configurations using the Microsoft MMC console and the AcuoAdmin
Portal (https://192.168.130.120:8099/vnaweb/#1/home). The screenshots of the console management
for these administration approaches are below:

| '@ ATConsole - [Console Root\AcuoMed Image Manager (local)\lImage Manager Server (Mode = StandAlone)\Router Configuratio.. — O X
:6 File Action View Favorites Window Help - & X
| 2m = B
Console Root * || Destination Name Destination Mame Type Batch Store Priority Batch Store Run
¥ Q) AcuoMed image Manager (local) (§ RADIOLOGY AcuoMed DICOM Database Expedited Run Immediateh)

v } Image Manager Server (Mode = StandAl
) Feature Validation
v ﬁ Router Configuration
v 0§ Destinations
v &8 AcuoMed DICOM Databases
|§ OPHTHAMOLOGY
[§ RADIOLOGY
|§ WOUND CARE
B External DICOM Devices
v (2 Routes
@ OPHTHAMOLOGY
7} RADIOLOGY
¢ WOUND CARE
~ i DICOM Configuration
£ Any Ip Address
{4 Tag Rules
& External SCUs
¥ Registered Sops
[ DICOM Data Dictionary
‘ Move/Route Mapping
a HIS/RIS Connections v

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 27



"$2-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 984D JO 2314 3|qe|IeAe s| uoneal|gnd SiyL

To verify successful completion of the VNA installation, the Hyland engineers launched the Acuo
Administrator Portal application from the VNA server (local host). The Acuo Administrator Portal screen
sample is below.

Acuo  Home v & “~

i Acuo Admin Portal

9 = a
! ) —=]
|
Patient Explorer Workflow Route Management
e e
=) v
Storage Management Enterprise Reporting Worklist
=
XDS Explorer System Management System Diagnostics
Rrcwas and Minags KO8 Documart ww 20 Manage Vysier Saafin Actiwty Moritaring, Logs, and b

K e (& .

2.2.3  PACSgear Core Server

PACSgear Core Server is a capture and connectivity suite used to process DICOM and non-DICOM
medical data, including patient demographics, images, videos, and HL7 messages. PACSgear Core Server
can be accessed from a web browser to handle user accounts, security, and client connectivity
configuration. Installation and configuration procedures are described below.

System Requirements

= CPUs:4
= Memory: 8 GB RAM
= Storage:
- HD 1: 80 GB (OS installation)
- HD 2:170 GB (application)
=  Operating System: Microsoft Windows Server 2016
= Network Adapter: VLAN 1501

PACSgear Core Server Installation
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Hyland engineers installed the Hyland PACSgear Core Server as listed below:

1. Hyland engineers installed the PACSgear Core Server following their technical guidelines.

2. The installation created a web application for the PACSgear Core Portal, where an SSL certificate
signed by DigiCert was created and assigned to the application for https enforcement.

PACSgear Core Server Configuration

The Hyland engineers configured the PACSgear Core Server. The basic configuration involves managing
connection settings to external devices, lookup data sources, and event trace-managing departments for
multitenancy architecture, and managing user access, among many more features. Each organization will
configure the PACSgear based on its specific needs.

During the DB configuration, the Hyland engineers created instances for representative departments
(e.g., ophthalmology, radiology, and departments that may see patients who need wound treatment).

Add New Departments: To add the ophthalmology department, complete the following steps:

1. The Hyland engineers logged on to the PACSgear Admin portal by using https://hyland-
pgcore.pacs.hclab/PGAPPS/Admin.

@ 192168150, % | MewTab X @ login-Pacs: X @ PACSgearCor X | @ Login-Pacs: X | +

« c & https//hyland-pgcore.pacs.hclab/PGAFPS/ A r I 2IPGAPF fAdmir i o T

=] Login

User name
fadmin

Password

Log In

{ \ Hyland LLC

N/ 2019 - anrghts reserved

2. On the Settings menu, select Departments.
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# Home  [H Modlink +

Dashboard

Sorver States L

Companent Status Date Message sation
. Server Siatus Py N et Svatatie i Iaie
. Server Version 41084
Logins: Last 30 Days [7)
Login Ceunt
as| ™
S
"

3. After selecting Departments from the Settings pull-down, the screen advances to a Departments
screen. The Departments screen lists sample hospital departments created during the installation.
The project then added a new department by clicking the + Add button.

Departments

Show 10  * entries Search:

Default *+  Name %  Default Query Source L
General

RADICLOGY RADICLOGY

RADICLOGY

3

parwing 110 3 of 3 eniries Provious | 1

4. After clicking the + Add button, the Add/Edit Department screen opened and allowed the engineers
to enter corresponding information.
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Add/Edit Department

Default AE title
Name Modality
None X

Apply series per image

— ,
| Destinations | XDS Lookup Sources Client Series

VNA RAD RADIOLOGY DEPT

Name Description

WOUND DEPT Wound Care Department

Cancel

5. Inthe Name text box, the engineers entered Ophthalmology to create a department that ties with

the ophthalmology database instance created during DB configuration. Engineers also added the AE

title as Ophthalmology and selected a CT Scan for the modality.

Add/Edit Department
Default AE title
- Ophthalmology
Name Modality
Ophthalmology CT v

Apply series per image

Destinations XDS Lookup Sources Client Series

Description

L VNA RAD RADIOLOGY DEPT

WOUND DEPT Wound Care Department

Cancel

6. On the Destinations and Lookup Sources tabs, the engineers set up the destination and lookup

sources for each department.

7. Onthe Client tab, the engineers set up the client access permissions to this department’s resources.
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Add/Edit Department

Default

Name

Destinations XDS

GENERICIOS

ANDROID

MMDVTOENTOI IEH

Apply series per image

AE title

Modality

None ¥

Client Series

Allow
Camera
Import

NO v MED hd MED b 305ec v NO v

NO Y MED Y MED v  30Sec v | NO v

NN v MEM A MFEM A I Car v L] v v
Cancel Save

8. On the Series tab, click Add, type a description, click Save.

9. Verify that the department has been added to the list, based on what is displayed.

Departments

Show 10 entries

Dhetauit

#  Detault Query Source [

Add LDAP/Active Directory Server: To use an LDAP/Active Directory server, configure these parameters:

1. Create an LDAP_User account in Active Directory before proceeding.

2. Using a browser, log on to the PACSgear Admin portal by using https://hyland-
pgcore.pacs.hclab/PGAPPS/Admin.

3. On the Settings menu, select Users.
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Users

Restrict access permissions to: E
Device Provisioning

Show 10 + entries Search: admin
User Name “  Group #
admin ADMIN
katang ADMIN

4. Onthe Users screen, navigate to Restrict access permissions to: and click the LDAP Users button.
Enter 192.168.120.100 to populate the Server text box, and then enter pacs.hclab for Domain.

W log - @ Help -

Users

Restrict access permizsions to:

ocal s o
Server:
192 168 120 100
Dormain:
pacs helab
Bt S
Show 10 ¥ entries Search: admin

ADH

5. Click the Test button located under the Domain entry box.

6. Enter the LDAP_User credentials to verify connectivity to the AD.
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Test LDAP Settings x

Username:

LDAP_User

Password:

7. A message box displays indicating the test is successful. Click OK.

hyland-pgcore.pacs.hclab says

Test Successful

PACS Scan Mobile Configuration: Install and configure the PACS Scan application to an Apple iPhone by
applying these steps:

1. OntheiPhone, navigate to the App Store. Search for PACS Scan Mobile, from Perceptive Software.
Perceptive Software is a Hyland business unit. Select the GET button to install the software, and
then select the OPEN button. Select Allow to permit the software to send notifications.

2. On aworkstation, log in to PACSgear Core Server by using the administrator credentials; a
dashboard displays and provide a Provision Device QR code.

3. On the mobile device PACS Scan App, tap the Quick Response (QR) code icon that appears under
the Log In button. This turns on the built-in camera on the iPhone.
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PACS Scan Mabile

Leg In
r'mﬂ
|

@

Point the camera at the QR code on the PC screen until a message box appears indicating Setting
Updated Your settings have been updated. This setting configures the mobile PACS Scan
application to the address of its PACSgear Core Server instance.

From a workstation, acquire the trusted root certificate from DigiCert. Further information for using
DigiCert is described in Section 2.6.2.

Download the root certificate to the workstation local drive and attach the certificate as an email
attachment sent to the installer.

The installer opens the email from the iPhone and double-clicks on the attachment to install the
certificate to the device.

To verify the certificate installation, go to Settings > General > Profiles & Device Management to list
all the certificate profiles.

Find the certificate you installed and click to display the detail. An example appears below:

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 35



"$2-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 984D JO 2314 3|qe|IeAe s| uoneal|gnd SiyL

3:17 il = -

< Back Profile

@ DigiCert Test Root CA SHA2

Slgned by DigiCert Test Root CA SHAZ
Verified "

s Certificate

More Details

Remove Profile

10. To verify the PACS Scan Mobile App functionality, from the iPhone, double-click the PACS Scan App.
The login page displays. Use an account and password that has been associated with a clinical
department to log in. Successful login displays a patient information input page, as shown below:

PACS Scan Mobile

Patient

MRN

Last

First

Middle

DoB X

[ Male [ Female ] Other ]

Study
Acc.
Desc.

Series

Select description h 4

Confidential

Clear
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2.2.4  Hyland NilRead

Hyland NilRead provides image access and viewing from various devices, including clinical viewing
stations, tablets, and mobile devices. NilRead also provides image manipulation, interpretation, and
collaboration across departments. The installation and configuration procedures are below.

System Requirements

= CPUs:6
= Memory: 12 GB RAM
= Storage:
- HD 1: 80 GB (OS installation)
- HD 2: 200 GB (web application)
- HD 3:100 GB (image cache)
=  Operating System: Microsoft Windows Server 2016
= Network Adapter: VLAN 1301

Hyland NilRead Installation

1. Hyland engineers installed Hyland NilRead based on Hyland’s proprietary installation package and
installation guides. NilRead has three services: Hub Front End service, Nil Back End service, and Nil
Front End service. The Hub Front End service provides management service for multitenant
configuration. The operation context is defined by the Nil DB content and includes user accounts,
data life-cycle rules, hanging protocols, DICOM connectivity setup, and cached DICOM data index.

2. The installation created two web applications for the NilHub and NilRead Viewer, where SSL
certificates signed by DigiCert were created and assigned to the applications for https enforcement.

Hyland NilRead Configuration

NilHub configuration is done from the NilHub web application. Launch a web browser from the NilHub
server, and authenticate as admin, using the URL https://localhost:8080/, as follows:
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<« C @ localhost

NilHub

1. To add a new site from the NilHub home page, click the Sites tab in the top left-hand side of the

screen.

NiIHUb ites 5 Settings Logout

Hub /

Sites s = &

Name Code AE Title Partition

RADIOLOGY 123 RADIOLOGY *

< +

E-Mail Version

none@yaho... 4.3.31.93805

2. Click the + icon on the right-hand side of the screen to create a new site for the WOUND_CARE
department, provide the information below, then click Save.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 38



"$2-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 984D JO 2314 3|qe|IeAe s| uoneal|gnd SiyL

= Name: WOUND_CARE

= Details: Wound Care Department
= Code: 974

=  AE Title: WOUND_CARE

=  VNA Partition: WOUND_CARE

= Database Name: WOUND_CARE

= Email: none@hyland.com

NilHub

3. Log back in to NilHub specifying the WOUND_CARE Site in the top section of the login screen.

NilRead

by Hyland
|
. D

Login

5 ur connection speed

Connectio 4 Auto detect ud

Waiting Room |58 J"

4. Click the Settings tab. Navigate to the User Management section and click Accounts.
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5. Click Add on the bottom left-hand side of the screen, and provide this information:

6. Identify Member Groups to which the user needs access and click the Add button.

Settings
Settings

« Preferences
User Preferences
= Workslation Preferences
= Modality Preferences
Radiation Therapy Templates
= Reading Enviionment Vernhcation
= Hanging Froacols
» Mouse, Keyboard And Tools
= Sludy Mole Templates
= AS5els
Work Lists and Folders
= Confdentiatity Profiles
= Confdentiaity lMasks
= Advanced
« User Management
= Profile
ACCounts

User Name: pacs\ptester

Last Name: Tester

First Name: Pacs

Role: User

E-Mail: ptester@hyland.pacs.com

Password: *****

7. Specify the Granted Privileges that the user needs and click the Grant button.

8. Click the Save button on the bottom left-hand side of the screen.
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pacs\plester

Criries— ]

BookmarkSaveSend
Cellazoration

| ComerDownload
ContentUplosd
Grant

Timehne data SOUITE BECESS MESICIGNS.
Local Wound Care WA

Hyland engineers repeated the above steps to have multiple sites that accessed different VNA
partitions/tenants, such as Radiology with access to all VNA tenants and Ophthalmology with access to
only the Ophthalmology VNA partition/tenant.

2.3 Secure DICOM Communication Between PACS and VNA

Hyland Acuo VNA and Philips IntelliSpace PACS support DICOM Transport Layer Security (TLS). DICOM
TLS provides a means to secure data in transit. This project implemented DICOM TLS between the Acuo
VNA and IntelliSpace PACS via mutual authentication as part of the TLS handshake protocol [3].

2.3.1  Public Key Infrastructure (PKI) Certificate Creation

Server/client digital certificates are created for the Hyland Acuo VNA and Philips IntelliSpace server. This
project used DigiCert for certificate creation and management. The procedures that follow assume
familiarity with DigiCert. Refer to Section 2.6.2 for further detail.
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2.3.1.1 Create PKI Certificate for Hyland Acuo VNA

1.

5.

Use the DigiCert Certificate Utility for Windows to generate a certificate signing request (CSR) for
Hyland Acuo VNA. Information needed for requesting the certificate for Hyland Acuo VAN is below:

= Common Name: Hyland-VNA.pacs.hclab

=  Subject Alternative Name: Hyland-VNA.pacs.hclab

=  Organization: NIST

= Department: NCCoE

=  City: Rockville

= State: Maryland

= Country: USA

= Key Size: 2048

Submit the created CSR to DigiCert portal for certificate signing.

Download and save the signed certificate along with its root certificate authority (CA) certificate in
the .pem file format.

Import the saved certificate to DigiCert Certificate Utility for Windows, then export the certificate
with its private key in the .pfx format.

The certificate is ready for installation.

2.3.1.2 Create PKI Certificate for Philjps IntelliSpace PACS

1.

Use DigiCert Certificate Utility for Windows to generate a CSR for PACS server. Information needed
for requesting the certificate is below:

= Common Name: nccoessl.stnccoe.isyntax.net

=  Subject Alternative Name: nccoessl.stnccoe.isyntax.net

=  Organization: NIST

= Department: NCCoE

= City: Rockville

=  State: Maryland

= Country: USA

= Key Size: 2048

Submit the created CSR to DigiCert portal for certificate signing.
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3. Download and save the signed certificate along with its root CA certificate in the .pem format.

4. Import the saved certificate to DigiCert Certificate Utility for Windows, then export the certificate
with its private key in the .pfx format.

5. The certificate is ready for installation.

2.3.2  Public Key Infrastructure (PKI) Certification Installation

After creating the signed certificates for Acuo and IntelliSpace respectively, the certificates must be
installed to the servers. The steps that follow describe how to install those certificates. Certificates must
be applied for each server instance and assume access to both.

2.3.2.1 Install PKI Certificate for Hyland Acuo VNA
Install the certificate on Hyland Acuo VNA server by using the procedures below:
1. From the Acuo server, click Start > Run > mmc.

2. Select File > Add/Remove Snap-in...

Enables you to add snap-ins 1o o remave them from the snap-in consale

3. Select Certificates and click Add.
a. Choose Computer Account.
b. Choose Local Computer.

4. Click Finish, then click OK.
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i Console1 - [Console Root] - O x

Fi File Action View Favorites Window Help | %

o« [ =2 HE

v G Certificates (Local Compt » || Name Aitions
> & Personal (¥ Certificates (Local Computer) Console Root S
» |l Trusted Root Certifice . =]
» ] Enterprise Trust More Actions »
> [ Intermediate Certifice

> [ Trusted Publishers

» [ Untrusted Certificate:
> [] Third-Party Root Cert
> [ Trusted People

» [ Client Authentication
> [ Preview Build Roots
» ] AAD Token Issuer

> [ eSIM Certification Au

» [ FSFirePassRoot

> || Homegroup Machine

» [ Local NonRemovable G

I, VAP N (e,

< >

Contains more actions that can be performed.

5. Once the snap-in has been added, navigate to Certificates (local computer)/Personal/Certificates.

Certificates snap-in hd

This snap-in will always manage certificates for:
(O My user account
() Service account

(®) Computer account

6. Right-click and select All Tasks/Import.
a. Browse to the exported .pfx certificate.

b. Select the file and click Open.
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& Consolet - [Console Aot Certificates (Local Computer]iPersonal o x
B File Adion View Favorites Window Help A ke
= 2m 0 cls Bm
v L Certificates (Local Compe * || Oibject Type Actions
~ |l Personp! - Persanal
-
Car Find Certificates.
i Mare Adtions 3
A Tasks * Find Certificates..

Enterpr

Intermd View Request New Certificate_.

Trurtac New Windaw from Here Import..

Unitrust

| Third-F New Taskpad View. Advanced Operations

Trusted T

| Client £ Goisben

Preview Export List.

Test Ro

s g

- e e s S

Homegroup Machine

Remote Desktop

Certificate Enrolimen

Semart Card Trusted R

SMS .
<
| Add a certificate to a store

7. Add the appropriate permissions to the newly generated certificate private key.
a. Navigate to Certificates > Personal > Certificates.
b. Right-click the certificate, select All Tasks > Manage Private Keys...
c. Add the AcuoServiceUser and grant full control permissions. Click OK.

This procedure also installs the signing root CA certificate (DigiCert Test Root CA SHA2) and its

Intermediate Root certificate (DigiCert Test Intermediate Root CA SHA2) into the server computer.

2.3.2.2 Install PKI Certificate for Philips IntelliSpace PACS

Install the certificate on the PACS server by using the procedures that follow:
1. From the IntelliSpace server, click Start > Run > mmc.

2. Select File > Add/Remove Snap-in...

& Consolet - [Console Root] - O ¥
B File Action View Favorites Window Help - &%
L] New QN
Open.. s | im—'
::fu_ i Theve are no items 1o show in this view. ] gsnls es =
Mare Actions b

AddRemove Snap-in_ Crr+M
Options.
1 devmgmtmsc

Exit

Enables you o add snap-ins to o remave them from the snap-in console.
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3. Select Certificates and click Add.

a. Choose Computer Account.

b. Choose Local Computer.

c. Click Finish; click OK.

&R Console1 - [Conscle Root] b (m] *
E File Action \View Favorites Window Help - & X
e @ = B
w G Certificates (Local CompL * || Name | Actions
; 2 :::?er: :?tool Certifice 1P tificatus fcal Compute iSeosels gy =
Mare Actions 4

>

» ] Enterprise Trust

» [ Intermediate Certifice

» [ Trusted Publishers

» [ Untrusted Certificate:

» [l Third-Party Root Cert

> [ Trusted Pecple

¥ _ Client Authentication
~| Preview Build Roots

» j AAD Token lssuer

» [ eSIM Certification Au

» (] FSFirePassRoot

> B Homegroup Machine

> [ Local NonRemovable |

5 R nie Praalibam
< >

Contains more actions that can be performed,

4. Once the snap-in has been added, navigate to Certificates (local computer)/Personal/Certificates.

Certificates snap-in

() My user account
() Service account

(® Computer account

This snap-in wil always manage certificates for:

X

< Back

Cancel
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5. Right-click and select All Tasks/Import.
a. Browse to the exported .pfx certificate.

b. Select the file and click Open.

B Console? - [Console RootiCertificates (Local Computerf\Persanal] o X
B File Acion View Favorites Window Help
o« Am 0 &= B
w L Certificates (Local Compe * || Oibject Type Actions
b Personal
Car Find Certificates.

Trusted More Actions »
Al Tasks. > Find Certificates_

Interrme View Request New Certificate_
L"II“I“‘: New Window from Here Import.
o
Third-F New Taskpad View. Advanced Operations
Trusted
Client £
Preview Export List_
Tl‘i.| Ro Help
eSIMCG
Homegroup Machine
Remote Desktop
Cartificate Enrolimen

Rafrosh

Srmart Card Trusted R
SMS

| Acdd a certificate to a store

This procedure also installs the signing root CA certificate (DigiCert Test Root CA SHA2) and its
Intermediate Root certificate (DigiCert Test Intermediate Root CA SHA2) into the server computer.

2.3.3  TLS Secure DICOM Configuration

With the signed certificates installed to the Acuo VNA and IntelliSpace PACS servers, proceed to
configuring DICOM TLS. The procedures that follow describe TLS configuration that must be performed
on both Acuo VNA and IntelliSpace PACS. This will enable DICOM TLS communications between these
two end points, and secure data-in-transit communications bidirectionally between the VNA and PACS.

2.3.3.1 TLS Configuration for Hyland Acuo VINA

For receiving TLS DICOM messages from IntelliSpace PACS, configure a new service-class provider (SCP)
in Acuo VNA using Microsoft Windows Console. Configuration is done from the Acuo VNA server.

1. Open Microsoft MMC to access the AcuoMed Image Manager (local):

2. From the Console > AcuoMed Image Manager (local) > DICOM Configuration, right-click Any IP
Address > New SCP ... to create a new service class provider (SCP) for TLS encryption.
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ATConscle - [Console Root\AcucMed lmage Manage
File Action  View Favorites  Window  Help

o= 1F = HE

| Console Root ~
+ () AcuoMed Image Manager (local)
v @ Image Manager Server (Mode = StandAl
[ta Feature Validation
v % Router Configuration
v & Destinations
&8 AcuoMed DICOM Databases
External DICOM Devices
[-3 Routes
v @& DICOM Configuration
v ﬂ Any lp Address
3 Scp [ Listening Port: 114]
3 Scp [ Listening Port: 1443 ]

3. On the Connectivity tab of the SCP Properties page, provide the information below and click Add,
Apply, then Finish:

= Port: 1443

=  Check the TLS checkbox.

= Client Certificate CN: nccoessl.stnccoe.issyntax.net
= Server Certificate CN: HYLAND-VNA.pacs.hclab

= Cipher Suite: TLS_RSA_WITH_AES_128_CBC_SHA

= Check the Authenticate Client Certificate checkbox.
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SCP Properties

Connectivity | Tuning Parameters

r TCP/IP

PAddress: | O . 0O . O

Port: [IEZE W TLS

(=]

—TLS Settings

Client Certificate CN: Inccoess1 stnccoe isyntax.net

e

Server Certificate CN: IHYLAND-VNﬁ.pacs.hdab

Cipher Suite: ITLS_HSA_WITH_)\ES_'IQB_CBC_SHA

¥ Authenticate Client Certificate

=

| Fmsh || canced || Ay |

4. To add the Called AE to the SCP, right-click the created SCP [Listening Port:1443] and select New >

5.

Called AE ... to open the AE Properties form.

ﬁ ATConscle - [Console Root\AcucMed lmage Manage
ﬁ File Action View Favorites Window Help

o |xH = HE

[ 7] Console Root ~
+ () AcuoMed Image Manager (local)
v @ Image Manager Server (Mode = StandAl
[ta Feature Validation
v % Router Configuration
v & Destinations
5 &2 AcuoMed DICOM Databases
External DICOM Devices
» [-3 Routes
v @& DICOM Configuration
v ﬂ Any lp Address
> % ScplListening Port: 114]

» 3 Scp [ Listening Port: 1443 |

Fill in the Called AE Name: e.g., RADIOLOGY; and Default Route Name: e.g., RADIOLOGY. After
populating the information, click Add.
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Called AE Properties x

Man | S0P Configuration | Extemal SCU Autharization | Options | Reconciiation | Postfietch Properties | Domain |

AE Identfication

Called AE Name =

Collaborative Routing

“Default Route Name: [RADIOLOGY =]

Tag Rule Routing
Associated Tag Fliles (And the A 4 D

Tag Rules

“Tag Falure Route: [<Mo Foute Defned> =l

Stat Route
=Stat Route Mame: [ <No Route Defined> =]

* Immediate C-5TORE p g depends on the Settings for this AE. C-5TORE processing will
be delayed urtil the reconciiation delected problem is resolved # reconciiation is set for this AE

== The C-5TORE i= aways sant on this route aven f it does not pase reconciliation.

Storage Destination Fiterng

™ Enable Ftering Tag: I

[huen || cancel || et |

For sending a TLS DICOM message to IntelliSpace PACS, configure an External DICOM Device from the
Acuo VNA by using Microsoft Windows Console.

1. Open Microsoft MMC to access the Image Manager Server:

2. Navigate to Image Manager Server > Router Configuration > External DICOM Devices, right-click
External DICOM Devices, and click New.

ﬁ ATConscle - [Console RoothAcucMed Image Manage

File Action View Favorites Window Help
| HE =]
|| Console Root ~
v () AcuoMed Image Manager (local)
v @ Image Manager Server (Mode = StandAl
[ta Feature Validation
v % Router Configuration
v &8 Destinations

» &8 AcuoMed DICOM Databases
External DICOM Devices
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3. Onthe Main tab of the External DICOM Devices Properties page, provide the information below
and click Apply, then click Finish:

=  SCP Destination Name: PHILIPS

= Called AE Name: STENTOR_SCP

= |P Address: 192.168.140.131

=  SCP Listening Port: 2762

= Enable TLS by clicking the TLS checkbox next to the listening port number.
= Called AE Name: ACUO

* |Implementation UID: 1.2.840.114158.1.1.3

= Client Certificate CN: HYLAND-VNA.pacs.hclab

= Server Certificate CN: nccoessl.stnccoe.isyntax.net

= Cipher Suite: TLS_RSA_WITH_AES_128 CBC_SHA

External DICCOM Device Properties >

Main | SOP Configuration | Options | Domain |

SCP Destination Name:  [HAINIS Page Actions

Extemal Device

Called AE Name: [STENTOR_SCP

TCR/IP Connectiviy

" Host Name |

& lp Address: 192 . 168 . 140 . 1

SCF Listening Port: 2762 ¥ Ts

AcuoMed
Calling AE Name: [ACUO

Implementation UID: |12.340.114:5& 113

Version Name: |AcuoMed

TLS Seitings

Cliert Cestficate CN: [HYLAND-VNA pacs hclab

Server Cesificate CN: |nccosss1.unccoe.x,ntax.nss

Cipher Sute: [TLS_RSA_WITH_AES_128_CEC_SHA ~|

Connection Testing
Press the test button to validate DICOM connectivity.

[ pneh [ omst [ v |

4. Restart the AcuoMed service.
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2.3.3.2 TLS Configuration for Philijps IntelliSpace PACS

Next, configure TLS on the IntelliSpace PACS server. Take the steps below to enable this feature on the
PACS:

1. Access the Philips iSite Administration web site https://192.168.140.131/iSiteWeb by using
administrator credentials.

T
st T

s

2. Click Configuration > DICOM to navigate to the DICOM configuration screen.

P~ B & Navigator

Support
Erp & nt 3 nccoezal)
Mermal AETR [rrecon scr
Higa Priorky ATRN _lﬁ mm_' enan |
ret T
secus pon T ———
Mepisce Mo Latie-d During Import Dease L

# Enable /Disable Export on DICOM Processing Host{s)

* Advanced

=T —

3. Onthe top menu, click iExport to open the iExport screen. Provide the information below, and click
Save:

= AE Title: RADIOLOGY
= Description: Hyland VNA
= |IP Address: 192.168.130.120
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=  Port: 1443

= Use Secure Connection: checked

[;@ hitps://localhost/iSiteWeb/Main/Navigator © ~ @ c]] & Navigator ’_l Qf{ o3

S/CSCP  Import/Exp.  Conformance

Unmare

Barand Study an Rty [ Enable T

Cane

[ W e o

4. Click Configuration > Advanced Security, and make these selections:

= TLS 1.0 or higher: Selected

= Enable Secure Web Services Communication.

= Enable Image Access in Secure Mode.

= Default Client Certificate: CN= nccoessl.stnccoe.isyntax.net
= Default Server Certificate: CN=HYLAND-VNA.pacs.hclab

= Click Save to save the settings.
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getr P~ RC|

Configur View Test
= System Genaral

= Main Location Ciractory
s Deiselansgellis i ibuticn 1 ar coeee ] o b (/SSL 31 00r Nigher (® TLS 1.0 ar higher | TLS L1orhigher || TLS1.2
DIooM

Session  Semwe WebServiees Mlenatie

|
a

Image Acces i Secure [ Enatie
iy

[EMemccousst stnccow inyatex ~ut. OUSNCCSE. O=NIST-NCCSE. LaRockrlle, |

i

[Chemcosesst stncene isyntax net. OU=MCCaE. O=RIST-NCCal, Lefiocirlle, |

it

XU Check weis Dutust |

o

== S Dutwo |

Revoation

Quack for - 7

! :I
i

i
?
/
i
f

5. On the iSite Administration screen, click Next, and click Next again to open the page that follows:

a. Enable Validate Client Certificate for DICOM.
b. Enable Validate Server Certificate for DICOM.

c. Click Save to save the settings.

im\f-?.l

[Gmenl [TJStmage [(Tasks (Blogs [ [SystemCheck (JRefreshDB Cache (JRestartDMWL  (JRestart All
= System

=1 Main Location I

Advanced Security : DICOM

DICOM Secur ity Mode Secure and Unsecure V|
date Clant Certif ) Enabia [ Defauii |
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6. Restart the iSite Monitor Service.

2.3.4  PACS and VNA TLS Integration Tests

After implementing the above PKl-certification installation and TLS-enabling configuration, the Acuo
VNA and IntelliSpace PACS servers are ready to perform the TLS secure DICOM communication tests.
The secure DICOM communication tests were conducted for bidirectional data exchanges between Acuo
VNA and IntelliSpace PACS to confirm:

= DICOM communication is still functional.
=  DICOM communication is encrypted.

The test proves the DICOM communication was successful, with the accurate data exchange between
the Acuo VNA and IntelliSpace PACS.

The network flow and dataflows monitoring tool indicate that the mutual authentication between Acuo
VNA and IntelliSpace PACS is established. Encrypted application data were exchanged.

2.4 Modalities

Modalities represent medical devices used to capture medical images. The build did not implement
physical devices but rather used virtualized or simulated modalities to source image files. The RIS was
also emulated using open-source tools.

2.4.1 DVTk Modality Emulator

DVTk Modality is a modality emulator that can emulate all the DICOM functions of a modality system. It
can simulate a real modality to test and verify communication with all the DICOM services. It uses
DICOM files as input for queries, MPPS, and storage actions. Consequently, this project used the DVTk
Modality as an emulator to test the connectivity, communication, workflow, and interaction between
PACS and modality in the lab.

System Requirements

= Operating System: Microsoft Windows 7 (with Microsoft .NET 4.0 Framework)
= Network Adapter: VLAN 1402
DVTk Modality Installation

1. Download the installation software from the DVTK site [4].

2. Click the Modality Installation file (e.g., DVTk-Modality-Emulator-5.0.0.msi) to start the installation
process.
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Welcome to the DVTk Modality Emulator Setup

The installer will guide you through the steps required to install DY Tk Madality Emulator on wour
computer.

WARMING: This computer program is protected by copyright law and intemational treaties.
Unauthorized duplication or distribution of this program, or any portion of it, may result in severe civil
of criminal penalties, and will be prosecuted to the maximum extent possible under the law.

3. Follow the wizard instructions to continue the installation until it successfully completes.

Installation Complete

DWTk Modality Emulator has been successfully installed.
Click "Close" to exit.

Please use Windows Update to check for any critical updates to the NET Framework.

Cancel | <Back | Clase

4. Close the installation window.

5. The DVTk Modality Emulator can be launched from the PC Start menu. The Modality Emulator
interface is below.
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R s EmEr—

Ping RIS
DICOM Echo
Regquest Workfist

Hint:

Modality RIS System

PACSWorkstation Systems

Ping PACS Warkstation
DICOM Echo

Hint:

Modality PACS Workstation

“

DVTk Modality Configuration

Configuration of the DVTk Modality involves configuration of the communications with different
external systems, including the RIS, which is the worklist provider or a work-list broker connected to the
RIS; the MPPS manager that handles the MPPS messages for status reporting; and the PACS and its DB
where the images will be stored. The information needed for these external systems should include the
correct IP address, Port number, and Application Entity Title (AE Title). Input the information with these
values:

= RIS System

= |P Address: 192.168.160.201

= Remote Port: 105

= AE Title: RIS

= MPPS Manager

= IP Address: localhost

= Remote Port: 105

= AE Title: RIS

= PACS/Workstation Systems—Storage Config
= |P Address: localhost
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= Remote Port: 106

=  AE Title: MPPS

= PACS/Workstation Systems—Storage Commit Config
= IP Address: localhost

= Remote Port: 107

= AE Title: PACS

= Store Commit Config

= |P Address: localhost

= Remote Port: 107

=  AE Title: PACS

1P Address: locathost

Remote Pat 105

AE Title: IS

MPFS Manages

IP Address: Iocalhost
Aemote Port IE_

AE Tith: |Mppg 2

PALCS Awfoekstation Systems
Statage Conbg Store Comirat Config
IPAddress:  [iocabont N IPAddress:  [iocahost

Remote Pat.  [107 Femote Post. 107

AE Title PACS AE Title: [PaCs

The configuration of the modality itself is also needed to indicate its AE Title (e.g., DVTK_MODALITY),
Local IP Address (e.g., 172.31.138.126), and Listen Port (e.g., 104) to be paired for association negation
with other remote systems. The screenshot that follows indicates the options for the Modality Emulator
configuration:
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¥ Modality Emulator = =] x
File Help

ABRED =1 =

Cortrel  Configure Emuator [wmsm[ MPPS-Progress | MPPS-Discontinued | MPPSCompleted | Image Storage | Dummy Patiert |

System Name: [Modaiey

BE Title: [ovTK_MODALITY

Implementation Class UID: [1 2.826.0.1.3680043.2.154563.1.0
Implementation Version Name: !ﬁoddiyEmu.ldor

Local IP Address: 231338726 =]
Listan Fort: ,r‘

Storage Commit Mode

%' In Single Asscciation (Sync commitment)

" In Different Association [Async commitment)

\wiait time for N-EVENT-REPORT from PACS (in sec): [1_

Several tabs exist for configuring the behavior of the emulator. They can be configured as needed or by

using the default settings. Once the configuration is done, the emulator front graphical user interface
(GUI) provides some test buttons for verifying the connectivity, including RIS System and
PACS/Workstation Systems server Internet Control Message Protocol pings and DICOM echo:

=

= Modality Emulator

Eie el

REENEH® & t=
[Conil| Corbgue Remcte Systems |
RIS System

Png RIS Fing nuccesshd

DICOM Echa DICOM Echo successhl

Request \wWorkdist
I |

Modality RIS System Hink

PALCS AWorkstation Systems.

Fing PACS MWodkstation | Fing successiul

DICOM Echo DICOM Echo sucessshd
L Eennes | B
[ st Conminil_ |

Modality PACS Workstation ~ Hint
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2.4.2 DVTk RIS Emulator

DVTK, the Health Validation Toolkit, is an open-source software. The DVTk RIS Emulator is an application
that handles Modality Worklist and Modality Performance Procedure Step requests from remote
applications and then responds with the emulated results using the DICOM files specified by the users.

System Requirements

= Operating System: Microsoft Windows 7 (Microsoft .NET Framework 2.0)
DVTk RIS Emulator Installation

1. Download the DVTk RIS Software installer RIS Emulator .msi file from http://www.dvtk.org.

2. Start the installation procedure by double-clicking the .msi installation file.

3. Follow the wizard screen instructions to continue the installation until the end of successful
installation displays.

4. Close the installation window and start the RIS Emulator. The user interface of the RIS Emulator
tool that follows is shown with the tabs that follow for selecting the modes:

=  Worklist

= MPPS

= Edit DCM Files
= Activity Logging

= Results
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?}' RIS Emulator
File Stored Files About

Workiet | MPPS | Ed2 DCM Fées | Resuts | Activey Logging |

Local AF title |3\-"'I'K_Ri5
Local port: 107
Start p—

Q Remote AE title |DVTK_MODALITY

Specify TS

.' View information model... | View the MWL information model constructed from the Dicom files
- Sy
Import Dicom files.. | Import DICOM files to default data directory for emulating WLM responses.

¥ Set Scheduled Frocedure Step Date'Time to current dateitime

[ Select data directory for sending WLM responses

DVTk RIS Emulator Configuration

1. Worklist Configuration

= Local AE title: AE title of the RIS Emulator
= Local Port: the port of the RIS Emulator for incoming association
= Remote AE title: AE title for the service-class user paired with the RIS Emulator

= View Information Model: information model used for sending the emulator response; default
value is taken

2. Select Data Directory for sending WLM responses: location for storing the emulated responses to

the Worklist requests. A default setting can be used, which is C:\Progam Files\DVTk\RIS
Emulator\Data\Worklist\

3. The RIS Emulator also supports other parameter configurations such as MPPS and Store Files
functionality. These can be done as needed.

4. Configuration of the RIS Emulator and the modality storage emulator should be done accordingly so

they can communicate with each other.
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2.5 Asset and Risk Management

The build includes commercially available tools used to implement asset and risk management for
medical devices. The implemented tool provides an asset inventory of medical devices that are
identified via NetFlow traffic data. The tool also automates vulnerability detection and depicts a risk
score. In addition to modality devices, we used other tools to manage server components.

2.5.1 Virta Labs BlueFlow

Virta Labs BlueFlow is a medical asset management software that allows discovery and management of
medical devices on the network. This project used BlueFlow to create an organized inventory of the
medical devices in the PACS architecture.

System Requirements

= CPUs:2

= Memory: 8 GB RAM

= Storage: 100 GB (thin provision)
=  Operating System: CentOS 7

= Network Adapter: VLAN 1201

Virta Labs BlueFlow Installation

1. Runrpm -ihv blueflow-2.6.0-1.x86_64.rpmin the CentOS 7 terminal.
a. Wait for the package installation process to complete.

b. Depending on your environment, you may need to install some dependencies before the
BlueFlow package can be successfully installed.

a* Applications  Places  Terminal @ Wed1335 & @) O

root@test-blueflow:~/Documents - & X

File Edit View Search Terminal Help
[root@test-blueflow Documents]# rpm -ihv blueﬂow-z,ﬁ.o-1.x36_64.rpml

2. Run sysyemctl status blueflow.service in the CentOS 7 terminal.

3. Ensure blueflow.service is active.
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«* Applications Places  Terminal

root@test-blueflow:~/Documents

@ Wed1341 & 4 O

x

File Edit View Search Terminal Help

[root@test-blueflow Documents]# systemctl status blueflow.service

o blueflow.service - BlueFlow Service
Loaded: loaded (/etc/systemd/system/blueflow.service; enabled; vendor preset: disabled)
Active: since Wed 2019-07-83 13:39:09 EDT; 2Zmin 31s ago

atus=0/SUCCESS)

Main PID: 18711 {code=exited, status=8/SUCCESS)
Tasks: @
CGroup: /system.slice/blueflow.service

Jul 83 13:39:09 test-blueflow systemd[1]: Starting BlueFlow Service...
Jul 83 13:39:09 test-blueflow systemd[1]: Started BlueFlow Service.
[root@test-blueflow Documents]#

Process: 18711 ExecStart=/bin/echo blueflow.service governs all the other blueflow services (code=exited, st

4. Visit https://localhost to verify that BlueFlow web service is operating as expected, with a BlueFlow

Login page.

| BlueFlow 2.6.0 - Mozilla Firefox

host/accounts/ /dashboard/

BlueFlow Login Help

Please login to see this page.
blueflow
LA LAl L]

[C'Remember Me

Lost password?

Flow 2.6.0 - Mozilla Firefox

Virta Labs BlueFlow Network Groups Configuration

1. Login to the BlueFlow web console.
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BlueFlow Login Help

Please login to see this page.
blueflow

ssssssnsm

Remember Me

Lost password?

2. Navigate to the Inventory tab.

3. Under the Networks section, click the gear icon.

Search B @ vueion
Inventory — All Assets

44 Fr- -
assels

Group % Identified
Top 20 manufacturers v | by asset count
No groups

N &% Networks =

_ %
Network CIDR Identified

. i Cl L3 192.168,130.0/24 100.0%

192.168,140.0/24 100.0%

i PACS B (2) 192.168.141.0/24 50.0%
@ Assels by Tag -
1. Radiology (5} 192.168.150.024 60.0%
i%: Clinical Applications  192.168.160.0/24  100.0%
Tag name # Assers

192.168,180.0¢24  100.0%

192.168.100.0v24 0.0%

192.168,120.0/24 0.0%

4. Enter Security Service as a Name for the new network group.
5. Enter 192.168.190.0/24 as a classless inter-domain routing (CIDR) for the new network group.

6. Click create.
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VLAY

User Profile &5 Networks

Custom Asset Fiolds

Network
T2 Clinical Work Stations (3)

22 PACS A (4)

Tags «+: PACS B (2)

Risk Factors &

Controls
Conneclors ases (1)
Logs i3 Internal-Network (4)

« Enterprise-Sa

MNew network

Name Securily Services

CIDR 192.168.190.0/24

ﬁ @ blueflow

CIDR Delete
192.168.130.0/24
102.168.140.0/24

192.168.141.0/24

192.168.150.0024
192.168,160,0/24
192.168.180.0/24
192.168.100.0:24

B = 5 & 5 5 8 5

192.168.120.0/24

create

7. Verify that the new network group (Security Services) has been created.

8. Click the name of the new network group.

\afy

User Profile a5 Networks

Custom Asset Fields
Network
Asset Groups
%3 Clinical Work Stations (3)

Networks

Tags

Risk Factors &

Controls 2. Clinical Applications (1)
Conneciors i+s Databases (1)
Logs 52 Internal-Network (4)

%, Enterprise-5

ces (9)

3 Security Services (7)

New natwork

Name

CIDR

Search B @oueton

CIDR Dalete
192.168.130.0/24 (]
192.168.140.0/24 i
192.168.141,0/24 [}
192.168.150.0/24 m
192.168.160.0/24 i
192.168,180.0/24 (1]
192.168.100.0/24 [i]
192.168.120.0/24 i}
192.168.190.0/24 (1]

9. Assets will be listed on this page if they match the network group’s criteria.
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10. If there are no assets currently listed, you can manually add them by navigating to Inventory > Add
Inventory or by running an IP discovery scan (detailed in the next section).

afy

Assels
Actions ~

Asset
Asset-130
Asset-128

Asset-120

Tags

Network: Security Services

1-7 of 7 Pren

IF Address

192.168.180. 122

192.168.190.120

192.188.180.121

192 168.180.140

182.168.180.160

192 168.180.170

192.168.180.172

Search

Name
CIDR:
Risk Score L3 Details
saf | sec/ total =
00/20/1.0
0.0/20/10
Asset
0.0/2.0/1.0 count:
0.0/20/1.0 Ansete
identified:
00/2.0/1.0
Assels
0.0/20/1.0 ot
identified:
00/20/1.0
Average
safety
risk
Average

B ©vuenon

Secur

182.168.190.0/24
These All
assets  assets
7 44
0.0% 20.5%
100.0%  70.5%
0.0 0.0
20 20

Running an IP Discovery Scan in Virta Labs BlueFlow

1. Login to the BlueFlow web console.

BlueFlow Login

blueflow
seee .0.+

Remember Me

Lost password?

Help

Please login to see this page.
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2. Navigate to Connectors > Discovery.

Connectors

Connectors o

17 connectors;

showing only
enabled connectors
below.

BlueFlow Pulse |

T
Fingerprint
i Nessus Import
Netflow ]
l MNexpose Import |
| Password Checker
Ping |

|

Connector Tasks

Risk
Metrics

Fingerprint

Fingerprint

Fingerprint

Fingerprint

Fingerprint

Fingerprint

Fingerprint

Discovery

Risk
Metrics

Search m @ blueflow

Previous = MNext

finished Yesterday at 12:22 PM Success

finished Last Tuesday at 4:30 PM  Success
finished Last Tuesday at 4:29 PM  Success
finished Last Tuesday at 4:28 PM  Success
finished Last Tuesday at 4:27 PM  Success
finished Last Tuesday at 4:14 PM  Success
finished Last Tuesday at 4:13 PM  Success
finished Last Tuesday at 4:04 PM  Success
finished Last Tuesday at 3:23 PM  Success

finished Last Tuesday at 12:22 Success
PM

3. Under Discovery, click the gear icon.

VLTAVE:

Connector: Discovery

Discovery

target

fill defaults  fill reces

Connector Tasks

Discovery

Discovery
Discovery

Discovery

Search m @ blusfiow

Pravicus = Mext

finished Last Tuesday at
3:23 PM

finished 04/28/2019

finished 04/27/2019

finished 04/26/2019

Success

Success

Success

Success

[ Discovery

Discover assets using an ICMP ping
scan,

By default, this connector will not create
new assets when it receives responses
from connected assets. To configura
this behavior, visit the connector
seftings.
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4. Check the box next to allow_create_asset.

5. Click Save.

LAV TAV F Search & @ bluefiow
Settings: Connector

User Profile Discovery Settings =

Custom Asset Fields

: anabled v
Assal Groups
Enable or dizable this
Networks connector
Tags
allow_create_asset ¢

Risk Factors & Confrols

Connectors

Logs

Save

6. Enteran P (e.g., 192.168.190.0/24), host name, or CIDR that you would like to scan.

7. Click Run.

8. Wait for the discovery scan to finish.

NS\, Search B oo

Connector: Discovery

Discovery o @ DlSCOVery
Discover assets using an ICMP ping
target 192.168.190.0/24 -

ame or CIDR

ery scan

IP, hostn By default, this connector will not create
for di new assets when it receives responses
from cannecled assets. To configure
this behavior, visit the connector

il defaults  fll recent m seftings

Connector Tasks

Previous  Next

Discovery finished Today at 10:45 Success
AM

Discovery finished Last Tuesday at  Success
323 PM

Discovery finished 04/28/2019 Success
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9. Click the row of the completed scan to view more details.

Note: From this page, you can view the output of the scan, including how many devices were
discovered within the provided network range.

LY AV Search _ﬂ @ bluefiow

Connector Task

Discovery Success
Inputs Name Value
target
External URL
Submitted Today at 10:45 AM
Started Today at 10:45 AM
Finished Today at 10:45 AM
Duration a few seconds
Returned
Cutput il
Running nmap can on 192.168.190.8/24. This might take a while.

-PE 192.168.198.8/24

2.5.2  Tripwire Enterprise

Tripwire Enterprise is a security configuration management software that monitors file integrity through
software-based agents. For this project, we used Tripwire Enterprise to monitor file changes on PACS
servers and the VNA DB.

System Requirements

= CPU:1

®= Memory: 4 GB RAM

= Storage: 120 GB (thin provision)

=  Operating System: Microsoft Windows Server 2016
= Network Adapter: VLAN 1201
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Tripwire Enterprise Console Installation

1. Inthe tripwire install folder under java, double-click the jre-8u202-windows-x64 application file.

& = | java

Share View

> te_server 8.7.3_en_windows_amd64 > java
Name Date modified Type Size
# Quick access

= Desktop o+

£ jre-Bu202-windows-x64 3/22/2019 8:04 AM Application

4 Dowrloads

2 Documents o+

2. Click Run.

Open File - Security Warning X

Do you want to run this file?

Name: ..n_windows_amd64\java\jre-8u202-windows-x64.exe

Publisher: Oracle America, Inc.

Type: Application
From: C\Users\Administrator\Desktop\te_server_8.7.3_en_...

Run ‘ | Cancel

Always ask before opening this file

g While files from the Internet can be useful, this file type can
@ potentially harm your computer. Only run software from publishers
you trust. What's the risk?

3. Click Install >.

Java Setup - Welcome e x

Welcome to Java

Java provides access to a world of amazing content. From business solutions to helpful utilities and
entertainment, Java makes your Internet experience come to life.

Mote: No personal information is gathered as part of our install process. Click here for more information on
what we do collect.

Click Install to accept the license agreement and install Java now.

[] change destination folder Cancel ] [ install> |

4. Click OK.
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Change in License Terms == x

Important Information about Oracle Java SE Roadmap

Changes are coming which will impact your access to future releases of Java SE from Oracle,

Corporate users will be impacted with the April 2019 update.

These changes do not affect the version you are about to install.
For additional guidance please follow the link below.

More information.

5. Wait for the installation process to complete.

lava Setup - Progress =

Status: Installing Java
—

3 Billion

Devices Run Java

E >Java”  #1 Development Platform ORACLE

6. Click Close.

Java Setup - Complete e x

+/ You have successfully installed Java

You will be prompted when Java updates are Always install updates to get the latest performance
and security improvements.
Mor, out update settings

_ Close

7. With Java installed, double-click the Tripwire install application, install-server-windows-amd64.
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\d e Application Tools te_server_B.7.3_en_windows_amd6d
Home Share View Manage

- v 4 ¥ te server 8.7.3 en windows_amd6d
Name Date modified
o Quick access
e i dis 6/26/2019 12-14 PM
m De 3
S ol 3 extras 6/26/2019 12:14 PM
4 Downloads
java B/26/2019 12:14 PM
El -
Documents twagents 6/26/2019 12:14 PM
= Pictures - 12 install-server-windows-amd64 2/4/2019 10:52 AM
Symantec DCS & 2 license 019 10:52 AM

Tripwire Enterprise PORTS & CREDENTIALS 2/2019 2:47 AM

Type Size

File folder

File tolder

File folder

File folder

Application 532,219 KB
HTML Document 30 KB
Text Document 1KB

8. Select the version of Java, Oracle/Sun 1.8.0 64-bit, that was previously installed.

9. Click OK.

Please select the Java(tm) Runtime to use

Oracle/Sun 1.8.0 64-bit C:/Program Files/Java/jre1.8.0_202/bin/java.c ~

oK . Cancel

L JVM Selection — 0 25

10. Click Next >.

m Tripwire Enterprise Console Installer = X

RPN Welcome to the Tripwire Enterprise Console installation wizard.
.ENTERPR& This wizard will install and configure Tripwire Enterprise Console.

8 7 Before continuing, please review the installation documentation to
El

Failure to meet all requirements may cause the installation to fail.

ensure that you are in compliance with all installation requirements,

< Back Cancel

11. Check I accept the agreement.
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12. Click Next >.

m Tripwire Enterprise Console Installer — X

License Agreement m

Please read the following License Agreement. You must accept the terms of this agreement
before continuing with the installation.

IMPORTANT INFORMATION )

TRIPWIRE SOFTWARE IS LICENSED, NOT SOLD. USE OF THIS SOFIWARE IS
SUBJECT TO LICENSE RESTRICTIONS. CAREFULLY READ THIS LICENSE
|JAGREEMENT BEFORE USING THE SOFIWARE. USE OF SOFIWARE INDICATES
CCMPLETE AND UNCONDITIONAL ACCEPTANCE OF THE TERMS AND CONDITIONS
SET FORTH IN THIS ACREEMENT. ANY ADDITICNAL OR DIFFERENT PURCHASE
ORDER TERMS AND CONDITIONS SHALL NOT APPLY.

greement
(O I do not accept the agreement

Do you accept this license?

<Back | Net> || Cancel

13. Specify an installation directory, C:\Program Files\Tripwire\TE, for the Tripwire installation.

14. Click Next >.

m Tripwire Enterprise Console Installer = X

Please specify the directory where all Tripwire Enterprise components will be installed.

[GEEIETLE TGO C:\Program Files\ Tripwire\T

< Back Next > Cancel

15. Verify the host name for the machine on which you are installing Tripwire (e.g., WIN-
RUQDO7KL8A7).

16. Click Next >.
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m Tripwire Enterprise Console Installer s X

Tripwire Enterprise Console Configuration Part 1 of 4 m

Please provide the hostname of the system where Tripwire Enterprise Console will be
installed.

TE Server Hostname WIN-RUQDOTKLBA?I

< Back Next > Cancel

17. Specify the HTTPS Web Services port as 6000, HTTP EMS Integration Port as 8080, and Tripwire
Enterprise RMI Port as 9898.

18. Click Next >.

ig Tripwire Enterprise Console Installer ¥ X

Tripwire Enterprise Console Configuration Part 2 of 4 m

Specify the ports that Tripwire Enterprise Console uses to communicate.

This port is used for user-initiated Web console sessions.

HTTPS Web Services port [600d] |

This port is used for external integrations (such as plugins).

HTTP EMS Integration Port ~ |8080 |

This port is used for Console/Agent Java communications.

Tripwire Enterprise RMI Port 9898 |

< Back Next > Cancel

19. Create a password for Tripwire Enterprise services.

20. Click Next >.
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m Tripwire Enterprise Console Installer s X

Tripwire Enterprise Console Configuration Part 3 of 4 m

The services passphrase is used to secure Tripwire Enterprise communications.

This password must be between 19 and 64 characters, and cannot contain single-quote ('),
double-quote (), less-than (<), greater-than (>), or backslash (\) characters, most other
characters are allowed. See the Installation and Maintenance Guide for more details.

Confirm Passphrase

Services Passphrase

< Back Next > Cancel

21. Verify that planned installation settings are correct.

22. Click Next >.

m Tripwire Enterprise Console Installer — X

Tripwire Enterprise Console Configuration Part 4 of 4 m

Please review the installation settings for Tripwire Enterprise Console.

The following settings are configured for Tripwire Enterprise Console:

Installation Directory: C:\Program Files\Tripwire\TE
Available Disk Space: 12709 MB

Hostname: WIN-RUQDO7KLBAT

IP Address(Listening): 0.0.0.0

HTTPS Web Services Port: 6000

HTTP EMS Integration Port: 8080

TE Services (RMI) Port: 9898

TEConsolelnstaller: Java Version detected: 1.8.0_202 64

< Back Next > Cancel

23. Check Install Real-time Monitoring.
24. Specify Real-time Port as 1169 for monitoring.

25. Click Next >.
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{E Tripwire Enterprise Console Installer s X

Tripwire Enterprise Agent Configuration m

Tripwire Enterprise Agent software is installed on the Tripwire Enterprise Console system to
enable monitoring of that system. Do you want to install Real-time Monitoring functionality
for this local Agent? The Real-time Monitoring feature can also be installed later.

Install Real-time Monitaring
Please specify the local port to be used by the Real-time subsystem.
Real-time Port  |1169

nstallBuilde

<Back | Net> | Cancel

26. Click Next >.

ig Tripwire Enterprise Console Installer — X

-~ riuir]

The installer is ready to begin installing Tripwire Enterprise Console.

Click Next to begin installing Tripwire Enterprise.
Click Back to make any changes before you begin the installation.

| <Back [ Net> || Cancel

27. Wait for Tripwire Enterprise installation to complete.
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m Tripwire Enterprise Console Installer s X
Installing
Unpacking C:\Program [...] Tripwire\TE\Server\lib\common\jsch-0.1.40,jar
< Back E Cancel
28. Click Finish.
m Tripwire Enterprise Console Installer — X
Ly The installation is complete.
S ENTERPRISE
Open a browser after clicking Finish to continue configuring
Tripwire Enterprise.
= M
To finish configuration later, use a browser to access
https://WIN-RUQDO7KL8AT
<Bock | [ Finish || Cancel

29. Open SQL Server Configuration Manger.

30. Under SQL Server Network Configuration > Protocols for SQL Server, ensure that the TCP/IP
protocol is set to Enabled.
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& 5 Server Configuration Manager
File Action View Help
Ll ARAREREYY 7|
ﬁ SQL Server Configuration Manager (Local) Protocol Name Status
TJ SQUL Server Senvices % Shared Memory Enabled
v _d_ :SE“L Server Network Configuration (32bit) ¥~ Named Pipes Disabled
-;1. Protocols for SCSP TCP/IP Enabled
8 501 Native Client 11.0 Configuration (32bit) v - -
31. Open SQL Server Management Studio.
I_g,; Microsoft SOL Server M Studio (Adminkstrator)
File  Edit View Project Tools ‘Window Help
|- %> a2 W Brewowey B S 8 88| - .3
i ' |

Object Fxplorer
Connect~ ¥ ¥

Databases
Security
Server Objects
Replication
Managerment
# 0 XEvent Profiler

32. In the Object Explorer, expand the selection for your DB, right-click Databases, and select New

Database...

4+ Microsoft SQL Server Manag t Studio
File  Edit View Project Tools Window Help

. E'E' - ““lJQNm(luerv MB SR

Object Explorer » B x
Connect~ § ¥ (VIS
© WIN-RUQDOTKLBAT\SCSP (SOL Server 1

Systd Mew Database..,
7w dese Attach..,
¥ w SCSH Restore Database...

Security  Restore Files and Filegroups...

ERIES Deploy Data-tier Application,..
i ™ Replical 5 s
Import Data-tier Application...
# % Manag
1 XEvent Start PowerShell
Reports
Refresh

2 | |2 -¢-|&

33. On the left, under Select a page, select General.

34. Enter a Database name as TE_DB.

35. Under Database files, for the data file, set Initial Size to at least 2,000.
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36. Click the button under Autogrowth.

B New Database — 0 X
s Osept v @ Hep
£ Genersl
& Options
& Flegroups Dalabase mame: |Te_oe
Owner [<cefaut> |
Database files
Logical... File.. Filegroup Initial Si... Autogrowth / Max.. Path
TE_DB ROWS.. PRIMARY 2000 By 1 MB, Unimied :\Program Files ¢686)\Common Files\Symartec Shared\St
TE_DBlog  LOG Net Applicable 500 By 10 percert. Unlimited e:\Program Files (<86)\Common Fles\Symartec Shared\S|
Conneclion
Server
WIN-RUQDOTKLBAT\SCSP
Connection:
WIN-RUQDOTKLBAT Adrmirisiratc
¥ View connection propetties
Progress
Ready i 2
Add Remove
Cone

37. Check Enable Autogrowth, set File Growth to at least 20 MB, and set Maximum File Size to

Unlimited.

38. Click OK.

Selectapage O st v @ Hep
£ General
& Options
¥ Flegroups Database name: [Te_oB
Owner: [<ctefaut> |
Database files
Logical... Fi i X Path
TE_DB R Change Autogrowth for TE_DB lc2\Progrem Files &B6]\Common Fies'\Symantec Shared\St
TEDElbg L le2\Program Files &BEJ\Common Fles\Symantec Shared\St
Enable Autogrowth
File Growth
() inPercent 0
(®) n Megabyies 202
Measemum Fle Size
() Lmitedto MB) 100/ =
Gommocim (®) Unimied
Server
WIN-RUGDOTKLEAT\SCSP
T
WIN-RUQDOTKLBAT Administratc
¥ View connection properties
Progress
Ready i v
Add Remove
=
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39.

40.

41.

42.

43.

44,

45.

46.

47.

Under Database files, for the log file, set Initial Size to at least 500.

Click the in Megabytes button under Enable Autogrowth.

Check Enable Autogrowth, set File Growth to at least 20 MB, and set Maximum File Size to

Unlimited.
Click OK.
SIECGT D TSoit v @ Hebp
F Genersl
% Options
F Filegroups Database name: [TE_oB |
Owner: [<defact> |
Databass fles
Logical... Fi Path
TE_DB R | Change Autogrowth for TE.DB_log X lc:\Program Files (x86)\Common Files\Symantec Shared\S|
TEDBlg L :\Program Files §<36]\Commen Fles'\Symartec SharedSt
Enable Autogrowth
Fie Growth
() InPercent 0=
(®) In Megabytes A=
Mzdmum File Size
() Uimitedto (ME) 100/5
Connection
= (@) Unlimted
Server:
WINFUGDOTKLBAT\SCSP
[ ok ]| cancel
Connection:
WIN-RUQDOTKLEAT Admiristratq
¥ View connection properties
Progress
Ready < >
Add Remave
Cancel

On the left, under select a page, select Options.

Set Collation to Latin1l_General_CS_Al.

Set Recovery model to Simple.

Under Other Options > Miscellaneous, set ANSI NULL Default to True.

Click OK.
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i New Database

ey Osept v @ Heb
# Generl
& Options
# Flegrops Colation Lstin1_General CS_Al
Recovery model Simple
Compatiity level: SQL Sever 2012 110)
Containment type: None
Other options
@21A
RELFA
Defaut Cursor GLOBAL

~ FILESTREAM
FILESTREAM Directory Name

FILESTREAM Non-Transacted Accsss Off
~ Misc
AlowScrpting Tue
ideFieSettings Faksa
<~ Miscellaneous
Alow Srapshot lsolation False
True
ANSINULLS Enabled False
ANSI Padding Enabled False
Connection ANSI Wamings Enabled False
Server Athmeic Abor Enabled False
TN ALGDOTKLEAT\SCSP Concatenate Null Yields Null False
p— Cosrdtese Ourestp O Enes e
I, iate Carelation Optimization Enablet e
WIN-RUQDO7KLSAN Admiristratd s Read Committed Snapshot On False
¥ View connection properties Numeric Round-Abort False
Paramelerization Simple
Quoted ertfiers Enabled False
Recursive Triggers Enabled False
Tustworthy Fakse
Progress
ANSI NULL Default
Ready

Ll<(1€|[=

Cancel

48. In the Object Explorer, right-click your DB and select New Query.

4 Microsoft SQL Server M Stucio (Administrator)
File  Edit View Project Tools Window  Help

E B-uo-& W | B Newouery B R & R &
Object Explorer * ) x

(VIR

Connect...

Connect = ‘f ’?

Databases
Disconnect

Register

+ o Systemn Databases

E W dosc_umc
@ SCSPDB

ew Cluery

=@ TE 08 Activity Mornitor
il ™ Security
Server Objects
t = Replication Stap
Management Pause
+ [ XEvent Profiler i
Restart
Policies »
Facets

Start PowerShed|

Azure Data Studio
Reports
Rafrash

Properties

49. Type the following query:

ALTER DATABASE [TE_DB] SET READ_COMMITTED_SNAPSHOT ON
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50. Click Execute in the toolbar above the SQL Query window.

51. Under the SQL Query window, in the Messages window, verify that the command completed
successfully.

3¢ SO Cuery? 5q) - WIN-RUCDOTELEAT\SCSE master [WIN- 07 KLIA T\Administrator (13411 - Microscit SOL Server Management Studia . il A = B x
fle Ldt  View Ouey  Fropct  fools  Window  ielp
-0 8- -t W Bty AR R AR KIS 2-0-| B Resa-,
S| mesten b = vEBR]|F A ARD sE|Ee.
oo N &> ALTER DATABASE [TE_DB] SET READ_COMMITTED_SNAPSHOT ON *

B WIN RUGDOTKLAATYSCSP [SCIL Sanve 1

0% -
< > §6 Query emested sucomsiully. WIN-RUQDOTKLEATSCSP (110 . WIN-RUDOTKLEATAderin_  mastin | DO.00:00 0 rows

52. Clear the SQL Query window, then type the following query:

SELECT name, is_read_committed_snapshot_on FROM sys.databases WHERE
name="<db_name>"

53. Click Execute in the toolbar above the SQL Query window.

54. Under the SQL Query window, in the Messages window, verify the value for
is_read_committed_snapshot_on is set to 1.
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3¢ SO Cuery? 5q) - WIN-RUCDOTELEAT\SCSE master [WIN- 07 KLIA T\Administrator (13411 - Microscit SOL Server Management Studia . il A = B x
File  Ldt  View OQuery  Froject Tools  Window  Help
-0 8- -t M Bty AR R AR KA 20|82 dmssa-,
- . b ate = o 55 B[E] 5 @] Bl@D | | .
Sl 500 Cuiery1 5] - WL dmenistrator (134" @ X
(= ¥y & - ~SELECT name, is_read committed_snapshot_on FROM sys.databases WHERE +
B WIN RUGDOTKLAATISCSP (S0 Sarver | name="TE_DB' i
Datal =
1% -4 3
< > B Cuery smecuted sucomsiully. WIN-RUQDOTKLEATSCSP [11.0 . WIN-RUGDOTKLBAT i mmastin 00000 rowrs

55. In the Object Explorer, expand the selection for your DB, expand the Security section, right-click
Logins, and select New Login...

3 Solution] - Microsaft SOL Server Mansgemsent Studic (Administrator) h {Chl Pl - B
fle Ldt  View Fromct fooks  Window  Help
- Bro-Ued Bty AR BAQ - B mrs@-,

i | |

Conmcis § 'R TS
SOTKLAATISCSP (SO Senves |

56. On the left, under Select a page, select General.

57. Create a Login name.
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58. Select SQL Server authentication.
59. Create a password.
60. For Default database, select the DB previously created.

61. For Default language, select English.

| Login - New — O pd
Ecectarn LT Sciipt w @) Help
F General
F Server Roles
& User Mapping Login name: te_admin Search...
F Securables ) o
K Status O Windows authentication
@ SQL Server authentication

Password: |uuouu |

Confim p i: | |

Enforce password policy

l:‘ Enforce password expiration
Connection

O Mapped to cerificate

Server:
WIN-RUQDO7KLBAT\SCSP O Mapped to asymmetric key

Connection: )
WINRUQDOTKLEAT Adnmiistrard || Ma to Credentia v Add
¥ Miew connection propetties Mapped Credential Credential Provider
Progress Remove
Ready Default database: TE_DB b
Defautt language: {English Lo
Cones

62. On the left, under Select a page, select User Mapping.

63. Under the Users mapped to this login window, perform these actions for the row containing the
previously created DB:

a. Check the box in the Map column.
b. Inthe Default Schema column, type the name of the new user being created.

64. Click OK.
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i Login - New

Selecta page
K General

F Server Roles
# User Mapping
K Securables
F Status

Connection

Server:
WIN-RUQDO7KLBAT\SCSP

Connection:
WIN-RUQDO7KLBAT Administratg

ﬁ View connection properties

Progress
Ready

T seipt v @ Help

Users mapped to this login:
Map Database

| desc_umc

| master

| model

| msdb

|  scseos
| | TEDB
| tempdb

Database role membership for: TE_DB

User

te_admin

Default Schema

|| db_accessadmin
|| db_backupoperator
|| db_datareader
| db_datawriter

|| db_ddladmin
db_denydatareader
db_denydatawriter
db_owner
db_securityadmin
public

NEEE

Cancel

65. In the Object Explorer, expand the selection for your DB, expand the Databases section, right-click
the DB created previously, and select Properties.

% Solution? - Microsoft SQL Server

File Edit View Project Tools
©-0 8- -2 By AR RS|

Studio [Admini )

Window  Help

Object Explorer -
Connect~ ¥ ¥ G+

B WIN-RUGQDOTKLBANSCSP (SOL Server 1

Databases
System Databases

¥ W desc_ume
& W SCSPDB
: ;Kum: New Database...
T MNew Cuery
Replica Saipt Database as

i ™ Manag Tasks
HE XEvenltl  poficies
Facets
Start PowerShell
Azure Data Studic
Reports
Rename
Dedete
Refresh
|_ Properties

B x

)
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66. On the left, under select a page, select Permissions.
67. Under Permissions for user, check the box in the Grant column for the following permissions:

= Connect

= Create Function

= Create Procedure
= Create Table

= Create View

= Delete
= Insert
= Select
= Update
68. Click OK.
@ Database Properties - TE_DB - Ul X
EElECT e IT Script @) Help
K General
K Files
& Fiegroups Server name: |WIN-RUGDO7KLBAT\SCSP |
& Opiors View SErver permissions
J Change Tracking
F Pemissions Database name: |TE_DB |
F Bxtended Properties
Users or roles: Search...
Type
User
Connection
Server:
WIN-RUQDOT7KLEATSCSP Permissions for te_admin:
Connection: Bwplict  Effective
WIN- 7l 7 i .. .
WIN-RUQDOTKLEATMmINS= | Dermission  Grantor Grant With ...  Deny ~
ﬁ View connection properties Connect replicati | | | |
Connect dbo v : | | | |
Control | | | |
Create aggregate | | | |
Progress
Create assembhy | | | |
Ready Create asymmetri... | | | |
Create cerfficate [ [ hd
Conce
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69. Open Internet Explorer and navigate to the web page of the server where Tripwire Enterprise was
installed.

70. Enter the services password created during the installation process.

71. Click Login.

(=] x

ee & ity /win ruqeo TRIZA7-6000/confige £ = € | # Tripwine Enterprise Console

Tripwire Enterprise Post-Install Configuration

Tripwire ise needs additi

To finish installing, please enter your Services Passphrase for authentication. The Senvices Passphrase was created when you installed Tripwire Enterprise.

72. Under Database Configuration Settings, provide the information that follows:

Remote Database Type: Microsoft SQL Server
Authentication Type: SQL Server

Login Name; *¥****%x

Password: ***x#xkxx

Database Host: WIN-RUQDO7KL8A7
Database Name: TE_DB

Instance Name: SCSP (Note: This may not be necessary, depending on how your SQL Server
Database is configured.)

SSL: Request
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Tripwire Enterprise Post-Install Configuration Lad

Database Configuration Settings

These settings control how the TE Console connects to a remote database that stores data for all TE operations. You can check the current configuration here, and
make any necessary changes in the fields below.

Remote Database Type:
Microsoft SQL Server v Remote Database Type: The type of remote database used by TE.

Authentication Type:
SOL Server v Authentication Type: Specifies whether the database login should authenticate using a Windows account (typically
of the format domain\user), or an SOL Server account (an account defined only in SOL Server). With the Windows

authentication type, NTLMv2 should be used, as it is cryptographically superior to the first version of NTLM.
However, as NTLMvZ is configured in the operating system, not in the database or application, TE can be usad with
NTLM to ensure compatibility.

ogin Name:
h Login Name: The login name that TE will use to authenticate with the database.

Password:

_ Password: The password that TE will use to icate with the

Database Host:

WIN-RUQDOTKLBAT Database Host: The fully qualified domain name, hostname or IP address of the system where the database is

installed.

Port (default 1433):

(UDP 1434) Port: The TCP port that the database is listening on. If an Instance Name is specified here, then the database
connaction will use UDP 1434 to connect to the SQL Server Browser Service, and this Port field will be disabled.
The SQL Server Browser service listens for incoming connections to a named instance and provides the client the
TCP port number that corresponds to that named instance.

TE_DB Database Name: The name of the database thal TE should use when connecting fo the remote database. Note that

the login name in SCQL Server should have this dalabase set as the default, and the login name should be mapped
to this database.

SCSP Instance Name {Optional): The location/name of the database instance on the server. Ask your DBA if a non-
default instance should be used for TE.

S5L:
SSL (Secure Sockets Layer): Specifies whether the database connaction should request, require or authenticate v
sl

73. Click Test Database Login and verify that the connection is successful.

74. Click Save Configuration and Restart Console.
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ogin Name:
te_admin Login Name: The login name that TE will use to authenticate with the database.
Password:
Password: The password that TE will use to authenticate with the datat
Database Host:
Database Host: The fully qualified domain name, hostname or IP address of the system where the database is
installed.
Port (default 1433}
(UDP 1434) Port: The TCP port that the database is listening on. If an Instance Name is specified here, then the database

connection will use UDP 1434 to connect to the SQL Server Browser Service, and this Port field will be disabled.
The SQL Server Browser service listens for incoming connections to a named instance and provides the client the
TCP port number that corresponds to that named instance.

Database Nama:

TE_DB Database Name: The name of the database that TE should use when connecting to the remote database. Note that
the login name in SQL Server should have this database set as the default, and the login name should be mapped
to this database.

Instance Name (Optional):
SCEP Name (Opti }: The i rame of the i on the server. Ask your DBA if a non-
default instance should be used for TE.

S5L:
SSL (Secure Sockets Layer): Specifies whether the database connection should request, require or authenticate
S5L.

* Request - S5L will be used if available.

* Require - 351 will always be used, and an error will occur if S5L is not available for the database.

* Authenticate - SSL will always be used, and an emor will occur if SSL is not available for the database. In
addition, the certificate chain of the database server's public key will be authenticated using TE's trust store. If
the certificate chain does not originate from a trusted source, an eror will occur,

+» Off - S5L will never be used. This setting is not recommendad.

Test Database Login | v

Test Resulls:
Connection Succeeded.

Tripwire Enterprise 8.7.3.b8.7.3.r20190111122005-03196dc.b24 Save Configuration and Restart Console

75. Wait for Tripwire Enterprise to restart and redirect you to the login page.

Tripwire Enterprise

Tripwire Enterprise is restarting.

Your will be ically redi to the Tripwire Enterprise loading page when the service is successfully restarted.

76. Enter the services password created during the installation process.

77. Click Login.
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Tripwire Enterprise Post-Install Configuration

Tripwire Enterprise needs additional configuration.

Services Passphrase:

SENNNNNNNNNNNNRR N 4

Login |

To finish installing, pleaze enter your Services Passphrase for authentication. The Services Passphrase was created when you installed Tripwire Enterprize.

78. Under Create Administrator Password, create a password for the Tripwire Enterprise administrator

account.

79. Click Confirm and Continue.

Tripwire Enterprise Post-Install Configuration

Configuration Steps Needed:

Tripwire administrator account password needs to be changed from the default.

Create Administrator Password

Passwords must:
Be 8and 128 in length
Contain at least 1 numeric character
Contain at least 1 uppercase character
Contain at least 1 non-alphanumeric character

Supported characters: "—!@#S%A&"()-_=+[{J}\)::"<.>0?

Support Information

Still having problems with your installation?

Contact Tripwire Support:
A ri pwil ' fooni

Or cpen a Support tickel: hifps:/'secure fripwire. com/customers/

Tripwire Enterprise 8.7.3.b8.7.3.r20190111122005-03196dc.b24

Password:

Confirm Password:

I.lll."'ll

Canfirm and Continue ]

For faster assistance from Support, please generate a support bundle to collect
infarmation about your system and this installation. Attach the support bundle file to
your web ticket or email. What is a Support Bundle?

Generate Support Bundle

80. Enter the username and password for the Tripwire Enterprise administrator account.

81. Click Sign In.
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@ ENTERPRISE 8.7

Console Login
The username or password is incorrect.

Narme: sdmenisteator |

Password: [sess

locale:  [English (Urited Ststes) -

Sign In | [ Help |

82. Click Configure Tripwire Enterprise to begin the c

@ ENTERPRISE
Fast Track

P

Triprmirn Entirprine Fast Trach

onfiguration process.

Tripwire Enterprise Agent Installation

1. Run te_agent.msi.

2. Click Next >.

# Tripwire Enterprise Agent - InstallShield Wizard

TP Welcome to the InstaliShield Wizard for
S ENTERPRISE Trpwire Enterprise Agent

nstructions provided.

8.6
Hrinwire] WARNING: This program is protected by copyright law and
M nternational treaties,
Copyright 1538 - 2018 Tripwire, Inc. Use of this software is
subject to kcense restrictions, see
hittp: /fwww. tripwire. com flegal/eula/ for more infi

< Back Next > Cancel

The InstallShield{R) Wizard wil instal Tripwire Enterprise Agent
on your computer, To continue, dick Next, To instal, follow the
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3. Check I accept the terms in the license agreement.

4. Click Next >.

‘ﬁ Tripwire Enterprise Agent - InstallShield Wizard
License Agreement

Please read the following license agreement carefully.

IMPORTANT INFORMATION

TERMS AND CONDITIONS SHALL NOT APPLY.

END-USER LICENSE AGREEMENT ("Agreement”)

(@)1 accept the terms in the license agreement
(01 do not accept the terms in the license agreement

InstaliShield -

oo [ ]| s

TRIPWIRE SOFTWARE IS LICENSED, NOT SOLD. USE OF THIS
SOFTWARE IS SUBJECT TO LICENSE RESTRICTIONS. CAREFULLY
READ THIS LICENSE AGREEMENT BEFORE USING THE SOFTWARE.
USE OF SOFTWARE INDICATES COMPLETE AND UNCONDITIONAL
ACCEPTANCE OF THE TERMS AND CONDITIONS SET FORTH IN THIS
AGREEMENT. ANY ADDITIONAL OR DIFFERENT PURCHASE ORDER

5. Specify an installation directory for the Tripwire Enterprise Agent.

6. Click Next >.

ﬂ Tripwire Enterprise Agent - InstallShield Wizard
Destination Folder
Click Next to install to this folder, or dick Change to install to a different folder.

Install Tripwire Enterprise Agent to:
./

InstaliShield

TN e

C:\Program Files\Tripwire {TE \Agent), Change...

7. Enter the TE Server identifier (e.g., WIN-RUQDO7KL8A7?) of the server where Tripwire Enterprise is

installed.

8. Enter 9898 as the Services Port established during the installation process of Tripwire Enterprise.

9. After installation, check Start Agent.
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10. Check Install Real-Time Monitoring and specify a Monitoring Port.
11. Uncheck Enable FIPS.

12. Click Next >.

ﬂ Tripwire Enterprise Agent - InstallShield Wizard

Tripwire Enterprise Server Information

Enter the Tripwire Enterprise Server hostname and the number of the Services Port for your
Tripwire Enterprise Console:

*7TE Server is the fully-qualified domain name of the machine where Tripwire Enterprise
Console is installed.

*The Services Port was specified when you installed the Tripwire Enterprise Console,

* For more information on Real-Time Monitoring, see the Tripwire Enterprise User Guide.

* For more information on FIPS, see the Tripwire Enterprise Installation & Maintenance Guide.

IE Server: |WIN-RUQDO7KLBA7

Services Port : !9395

[ start Agent after installation

[ Install Real-Time Monitoring Port: |1169

[JEnable FIPS HTTP Port ISDSQ
InstaliShield
<Back Next > | Cancel

13. Specify a Proxy Host and Proxy Port if necessary.

14. Click Next >.

ﬂ Tripwire Enterprise Agent - InstallShield Wizard

Tripwire Enterprise Proxy Information

If the Tripwire Enterprise Agent should use a proxy to communicate with the Tripwire
Enterprise Server, enter the Tripwire Enterprise Proxy hostname and port number for your
proxy host. Otherwise, leave these fields blank.

Proxy Host: || (leave blank for no proxy)

Proxy Port: {leave blank for default)

InstaliShield

<Back |[__MNext> | Cancel

15. Enter the Services Password created during the installation process for Tripwire Enterprise.
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16. Click Next >.

ﬁ Tripwire Enterprise Agent - InstallShield Wizard X
Tripwire Enterprise Services Password

Enter your Services Password for your Tripwire Enterprise Console:
*The Services Password was specified when you installed the Tripwire Enterprise Console.

Services Password : || sesssnne |

Contin: [ ETEEERD |

InstaliShield

<Back [ Next> || cancel |

17. Click Install.

f Tripwire Enterprise Agent - InstallShield Wizard X

Ready to Install the Program
The wizard is ready to begin installation.

Click Install to begin the installation.
1f you want to review or change any of your installation settings, dick Back. Click Cancel to
exit the wizard.
InstaliShield
| <Bak [ mmstal || cancel

18. Wait for the installation process to complete.
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ﬁ Tripwire Enterprise Agent - InstallShield Wizard s

Installing Tripwire Enterprise Agent
The program features you selected are being installed.

[d| Please wait while the InstallShield Wizard installs Tripwire Enterprise Agent,
This may take several minutes.

Status:

InstaliShield -

oo e

19. Click Finish.

ﬂ Tripwire Enterprise Agent - InstallShield Wizard x

TRPAE" liShield Wizard ed
SiNERRISE '

The InstaliShield Wizard has successfully installed Tripwire
8 6 Enterprise Agent. Click Finish to exit the wizard.
L]

CONFIDENCE: 5200510

InstaliShield

2.6 Enterprise Domain Identity Management

For this build, enterprise domain identity management relied upon Microsoft Active Directory, domain
name system (DNS), and dynamic host configuration protocol (DHCP). Digital certificates were also
implemented for services that enable certificate-based authentication. The build implemented these
core services.
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2.6.1  Domain Controller with AD, DNS, and DHCP

Within the PACS architecture, we established a Windows Server 2012 R2 Domain Controller to manage
AD, DNS, and DHCP services for the enterprise. The following section details how the services were
installed.

System Requirements

CPU: 1

Memory: 4 GB RAM

Storage: 120 GB (thin provision)

Operating System: Microsoft Windows Server 2012 R2
Network Adapter: VLAN 1201

Enterprise Domain Services Installation

Install the DC, AD, and DNS appliances according to the instructions detailed in Building Your First
Domain Controller on 2012 R2 [5].

DNS Server Forward Lookup Zone Configuration

1.

2.

Open Server Manager.

i oy
ROLES AND SIRVIR GROUPS
1 Wi Al servers 1

W soos 1 & DNS 1

In the top right, click Tools > DNS.

3. The DNS forward lookup zone should have already been created during the DNS setup process

performed previously. If not, follow these instructions:
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Active Disectory Administrative Center
Active Directory Domains and Trusts
Active Dinectory Sites and Senvices
Active Directory Users and Computers
ADSI Edit

Companent Services

Computer Management

Defragment and Optimize Drives

DHCP

DNS

Event Viewer

Group Policy Management

iSCSI Initiator

Local Security Policy

ODBC Dats Sources (32-bit)

ODBC Data Sources (64-bit}

Performance Monitor

Resource Monitar

Security C Wizard

U e

System Configuration

(® Ma | System information

Task Scheduler

Windaws Firewall with Advanced Security
Windaws Memery Diagnastic

Pet | Windows PowerShell

BRI Windows PowerShell (x26)

Windows PowerShell ISE

| Windows PowerShell 15 (x86)

i Windows Server Backup

Eve

Ser

a. Right-click your server’s name, and select Configure a DNS Server...

File Action View Hd.p - )

o9 2@ XE ez Bm iE@a
£ Ons | Mame

«[F A [ERinnatl

"B ﬂl_gofﬁ_gma DNS Server...

@

Create Default Application Directory Partitions...

New Zone...

— Set Aging/Scavenging for All Zones..,

Scavenge Stale Resource Records

Update Server Data Files

Clear Cache

Launch nslookup

Al Tasks »

b. Click Next >.
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2 DNS Manager
File Action View Help

e z2m RE o= HE a8

2 omis Name
4 § AD | [l Global Logs
b g4 Global Logs ' Forward Lookup Zones

b (] Forward Lookup Zones || [ Reverse Lookup Zones
b [ Reverse Lookup Zones || /=) Trust Points
I [ Trust Points |

_| Conditional Forwarders
I [ Conditional Forwarders

£/ Reot Hints
|| Forwarders

Welcome to the Configure a DNS

Server Wizard
= This wizard heips you configure a DNS server by creating
; forward and reverse lookup zones and by specifying root
hints and forwarders.

Ta continue, dick Next.

c. Click Next >.

d. Under Select Configuration Action, select Create a forward loading zone...

Select Configuration Action
You can choose the lookup zone types that are appropriate to your network
size. Advanced administrators can configure root hints.

Select the action you would like this wizard to perform:

(®) Create a forward lookup zone (recommended for small networks):

This server is authoritative for the DNS names of local resources but forwards all
other queries to an ISP or other DS servers. The wizard will configure the root
hints but not create a reverse lookup zone,

() Create forward and reverse lookup zones (recommended for large networks)

This server can be authoritative for forward and reverse lookup zones. It can be
configured to perform recursive resolution, forward queries to other DMS servers,
or both, The wizard will configure the root hints,

() Configure root hints only (recommended for advanced users only)

The wizard will configure the root hints only. You can later configure forward and
reverse lookup zones and forwarders.

<Back | MNext> | [ Cancel

e. Click Next >.
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f.

g.

h.

j.

Under Primary Server Location, select This server maintains the zone

Click Next >.

Primary Server Location
You can choose where the DNS data is maintained for your network resources.

Which DNS server maintains your primary forward lookup zone?

(®) This server maintains the zone!
The wizard will help you create a primary forward lookup zone.

(_) An ISP maintains the zone, and a read-only secondary copy resides on this server
The wizard will help you create a secondary forward lookup zone.

Enter PACS.TEST as the Zone name that was established previously during setup.

Click Next >.

Zone Name
What is the name of the new zone?

The zone name spedfies the portion of the DNS namespace for which this server iz
authoritative, It might be your organization's domain name (for example, microsoft. com)
or a portion of the domain name (for example, newzone.microsoft.com). The zane name is
not the name of the DNS server.

Zone name:
| PACS, TEST|

[<a | o> ] [ conca

Select Allow only secure dynamic updates.
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k. Click Next >.

Dynamic Update
You can spedfy that this DNS zone accepts secure, nonsecure, or no dynamic
updates,

Dynamic updates enable DNS dient computers to register and dynamically update their
resource records with a DNS server whenever changes occur.

Select the type of dynamic updates you want to allow:

(@) iAllow only secure dynamic updates (recommended for Active Directory):
This option is available only for Active Directory-integrated zones.

() Allow both nonsecure and secure dynamic updates
Dynamic updates of resource records are accepted from any dient.
& This option is a significant security vulnerability because updates can be
accepted from unirusted sources,
() Do not allow dynamic updates
Dynamic updates of resource records are not accepted by this zone. You must update
these records manually.

< | woes ] [ ]

|.  Add Forwarders (8.8.8.8 and 8.8.4.4 are Google’s DNS servers).

m. Click Next >.

Forwarders
Forwarders are DMS servers to which this server sends queries that it cannot

answer.,

Should this DMS server forward queries?
(®) Yes, it should forward queries to DNS servers with the following IP addresses:

IP Address Server FQDMN Validated Delete

google-public-dns... Ok
google-public-dns... CK

(") Mo, it should not forward gueries

If this server is not configured to use forwarders, it can still resolve names using
root name servers.

<Back | MNext> | [ Cancel

n. Click Finish.
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Completing the Configure a DNS
Server Wizard

You have successfully completed the Configure a DNS Server
Wizard. When you dick Finish, the following settings will be
saved.

Settings:

DNS server to configure: AD s
Forward lookup zone to create: PACS. TEST |
IP address of forwarder: 8.8.8.88.8.4.4

b

Configure the hosts that will use this DNS server to point to
this DMNS server for name resolution, and then verify name
resolution using nslookup. If you added a new primary zone,
add resource records to it for the hosts whose names need
to be resolved by this DMNS server,

To dose this wizard, dick Finish.

DNS Server Reverse Lookup Zone Configuration

1. Open Server Manager.

B o WELCOMAE TO SERVER MANAGER

T Loot Server

& ons
R File andt Stovage Services & |

ROLES AND

W aoos

A8 Servers ~ .

: ° Configure this local server
AD DS -

T8 oHCR

File and Storage
3 0

1§ once 1 & ONS 1 ok

B tocsl Senver

1 W a0 servers 1

(@ Marageaiity
Erents
Sonices
Portarmance
BFA ety

® Mansgestiity @ Manageabiity (@ Maragessiity

Events Events Events
Sorvices Sorvices Sarvices
Portanmancs Portanmance Partarmancs

ERA taiilty ERA sty EFA sty

@ Maragestiity
Events.
Servces
Farormance

EFA sty

@ Maragestiity
Events
Services
Farlormance

ERA resulta

2. Inthe top right, click Tools > DNS.
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DHCP

Active Directory Administrative Center
Active Directory Doeains and Trusts
Active Directory Module for Windows PowerShell
Actrve Directory Sites and Senvices

Active Directory Users and Computers.

ADSI Edit

Compaonent Sendces

Computer Management

[ Tons

Eve

Sel

Event Viewer

Group Policy Management
I5CS! Initiator

Local Security Policy

QDBC Dt Sources (32-brt)
ODEC Data Sources (54-bit}
Performance Manitor
Resource Monitar

Security Configuration Wizard
B oAl s

System Configuration

® Ma | Systeminformation

Task Scheduler

Windaws Firewall with Advanced Security
Windows Memary Diagnastic
Pef | Windows PowerShell

BP, Windows PowerShell [x36)
Windows PowerShed ISE
Windows PowerShell ISE (x86)
Windows Server Backup

3. Right-click Reverse Lookup Zones folder, and select New Zone...

File Action View Help
o 2m x| BHm iaa

£ DNS
a a0
t [l Global Logs

4 [ Forward Lockup Zones
b [ _medes PACSTEST
71 PACSTEST

Marne
) _msdcs. PACS.TEST
[l PACSTEST

- [ Conditior

Type
Active Directory-Integrated Pr...
Active Directary-Integrated Pr...

Status.
Running
Running

DMSSEC Status
Not Signed
Mot Signed

Key Master

4. Click Next >.
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2 DNS Manager
File Acticn View Help

ew amcz Bm i@

£ DNs Mame Type Status DINSSEC Status Key Master
4 § 4D 2] _msdes PACS.TEST Active Dwrectory-Integrated Pr..  Running Met Signed
b (] Global Lags (] PACS.TEST Active Directory-Integrated Pr_.  Running Mct Signed

a7 Forward Lockup Zones
b [ _msdes.PACSTEST
b ] PACS.TEST
" Reverse Lockup Zones

b 2 Trust Points

p 1 Conditicnal Forwarders

Welcome to the New Zone

Wizard

is wizard helps you create 8 new zone for your DNS
SErver,
A zone transates DNS names o related data, such as P
addresses or network services.

To continue, dick Next.

e [

5. Click Next >.
6. Under Zone Type, select Primary zone.
7. Select the Store the zone in Active Directory... checkbox.

8. Click Next >.

Zone Type
The DMS server supparts various types of zones and storage.

Select the type of zone you want to create:

copy of a zone that can be updated directly on this server.

() Secondary zone
Creates a copy of a zone that exists on another server, This option helps balance
the processing load of primary servers and provides fault tolerance.

() Stub zone

Creates a copy of a zone containing only Name Server (M3), Start of Authority
{504}, and possibly glue Host (4) records. A server containing a stub zone is not
authoritative for that zone.

[w] Store the zone in Active Directory (available only if DNS server is a writeable domain
controller)
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9. Click Next >.
10. Under Active Directory Zone Replication Scope, Select To all DNS servers running...

11. Click Next>.

Active Directory Zone Replication Scope
You can select how you want DNS data replicated throughout your netwaork.

Select how you want zone data replicated:
(") To all DNS servers running on domain controllers in this forest: PACS.TEST

(®) iTo all DNS servers running on domain controliers in this domain: PACS, TEST:

() To all domain controllers in this domain (for Windows 2000 compatibility): PACS. TEST

() To all domain controllers spedified in the scope of this directory partition:

12. Choose the Internet Protocol version 4 (IPv4)—IPv4 Reverse Lookup Zone option—and click Next >.

Reverse Lookup Zone Name
A reverse lookup zone translates IP addresses into DNS names.
Choose whether you want to create a reverse lookup zone for IPv4 addresses or IPvG
addresses.
(®) IPv4 Reverse Lookup Zonei

() IPw6 Reverse Lookup Zone

e | > | [ ]

13. Establish what IP addresses should be included in reverse lookup (the example above encompasses
all devices in the 192.168.120.0/24 subnet), then click Next >.
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Reverse Lookup Zone Name
A reverse lookup zone translates IP addresses into DMS names.

To identify the reverse lookup zone, type the network ID or the name of the zone.
(@) Network ID:
192 168 120 .

The network ID is the portion of the IF addresses that belongs to this zone. Enter the
network ID in its normal {not reversed) order.

If you use a zero in the network ID, it will appear in the zone name. For example,
netwaork ID 10 would create zone 10.in-addr.arpa, and network ID 10.0 would create
zone 0. 10.in-addr.arpa.

(_) Reverse lookup zone name:
| 120. 168. 192.in-addr.arpa

14. Choose the Allow only secure dynamic updates (recommended for Active Directory) option, then
click Next >.

Dynamic Update
‘You can spedify that this DNS zone accepts secure, nonsecure, or no dynamic
updates.

Dynamic updates enable DNS dient computers to register and dynamically update their
resource records with a DNS server whenever changes occur.

Select the type of dymamic updates you want to allow:

(®) illow only secure dynamic updates (recommended for Active Directory)i
This option is available only for Active Directory-integrated zones.

) Allow both nonsecure and secure dynamic updates
Dynamic updates of resource records are accepted from any dient.
& This option is a significant security vulnerability because updates can be
accepted from untrusted sources.

() Do not allow dynamic updates
Dynamic updates of resource records are not accepted by this zone. You must update
these records manually.

<wa | o> ] [ ]

15. Click Finish.
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New Zone Wizard -

Completing the New Zone Wizard

‘You have successfully completed the New Zone Wizard. You
specified the following settings:

Mame:  120.168.192.in-addr.arpa -
Type: Active Directory-Integrated Primary

Lookup type: Reverse

o

Mote: You should now add records to the zone or ensure
that recards are updated dynamically. You can then verify
name resolution using nslookup.

To dose this wizard and create the new zone, dick Finish.

< Back || Finish || Cancel

DHCP Server Installation

Install the DHCP server according to the instructions detailed in Installing and Configuring DHCP Role on

Windows Server 2012 [6].

DHCP Server Configuration

1. Open Server Manager.

WELCOME TO SERVER MANAGER

QK S1ART

AT WEW

LA adaE

ROLES AMD SERVER GROUPS

" = s File and Siceage

i apps 1 18 DHep 1 & DNS 1 L Tl B Local Server Wi AN Servens
Services

@ Manageativey @ Maragestiscy (@ Manageatiiey @ Manageatsiey @ Mansges
Lventy Lventy

2. Inthe top right, click Tools > DHCP.
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Active Directory Administrative Center
Active Directory Domains and Trusts
Active Directory Module for Windows PowerShell
Active Directory Sites and Services
Active Directory Users and Computers
ADSI Edit
Companent Senvices
Computer Management

and Optimize Drives

| DHCP
| DNS
Event Viewer
Group Policy Management
iSCS1 Initiator
Lacal Security Policy
ODBC Data Sources (32-bit)
(ODBC Data Sources (64-bit)
Performance Monitor
Resource Monitor
] Security Configuration Wizard
B A |Semies
System Configuration
(® Ma | System Information
Task Scheduber
Windows Firewall with Advanced Security
Windows Memary Diagnostic
Pe Windows PowerShell
BP) Windows PowerShell (36)
Windows PowerShell ISE
Windows PowerShell ISE {x86)
| Windows Server Backup

Evg

3. If you see a green check mark on the IPv4 server, the DHCP server is up and running.

File Action Miew Help
= nE B H
T DHCP
4 ; ad.pacs.test
3 Server Options
4] Policies

b [ Filters

b IPVE

DHCP Scopes Configuration

Performed on Windows Server 2012 R2

1. Open Server Manager.
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2.

W File and Srorage Services &

WELCOME TO SERVER MANAGER

ROLES AND SERVER GROUPS

i aoos 1| 1§ once & ONS

@ Manageabiity (@ Manageabinty @ Manageabiity
Events Events Events
Senvices Services Service
Perarmance Performances Partormance
BPA results BPA results BPA results

File and Starage
B e

B tocal Server

B anseners

(@ Manageabiity
Events
Sonves
Prrdormarnce

BPA results

@ Managestiity
Events
Sarvices
Pertormance

BPA results

@ Manageabiity
Events
Senvces
Pertormance
EPA results

In the top right, click Tools > DHCP.

| [l' Manage  Tools
5
Active Directory Administrative Center
Active Directory Domains and Trusts
Actve Directory Module for Windows PowerShell
Active Directary Sites and Services.
Active Directory Users and Computers
ADS! Edit
Companent Services
Computer Management
and Optimize Drives

DHCP

DS

Event Viewer

Group Policy Management
1SCS1 Initiator

Local Security Policy

ODBC Data Sources (32-bit)
ODEC Data Sources [64-bit)
Performance Manitor
Resource Manator

Security Configuration Wizard
Services

System Configuration

System Information

Task Scheduler

Windows Firewall with Advanced Security
Windows Memory Diagnostic
Windows PowerShell
Windows PowerShell (x38)
Windows PowerShell ISE
Windaws PowerShell ISE (x86)
Windows Server Batkup

3. Right-click IPv4, and select New Scope...
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3 DHCP
Fle Acion View Help
e 2B BT
G pHep
W e @ risen
Desplay Statistics..
e A scopeis s range of IP addresses sssigned to computers requesting a dynamic P address, Vou must creste and configure before dynamic [P addresses can be ssigned
i LI; Hew Multicast Seope... Te add a rew scope, on the Actsan menu, chck New Scope,
Configure Fadover— For mare information about setting up 8 DHCP server, see anline Help.
Replicate Fadover Scopes..,
Define User Classes...
Define Vendor Classes.
Recancie All Scopes..
Set Predefined Options .
View
Redresh
Preperties
Help
4. Click Next >.
¥ DHCP
Fe  Action View Help
«n o @ c Bim 2
@ DHCR
4 § sdpacuren
o r
~ g:::;omons Ascope s # range of I addresses assigned to computers negquenting & dynaemic IP address. You must creste and canfigure 8 scope befoee dynamsc P addresses can be assigned
b o Fiters To add 2 new scope, on the Action menu, dick New Scope.
S L]

For more infarmation sbout setting up & DHCP senver, see online Help.

M_Smp‘e_wmm
Welcome to the New Scope
Wizar

This wizard heloa you 38l 2 & scope for datrbuting 1
BekEmeaet 15 CompuEN N your network.

To continue. ik Ned

5. Provide a Name such as Radiology Devices and a Description such as Collection of hospitals

Radiology equipment in the New Scope Wizard.

6. Click Next >.
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Scope Name
You have to provide an identifying scope name. You also have the option of providing
a description.

Type a name and description for this scope. This information helps you quickly identify
how the scope is to be used on your network.

Name: IHEldioIog)r Devices

Description: ICoIIection of hospitals Radiology equipment

7. Establish the IP range (192.168.120.200-192.168.120.254) from which the DHCP server should hand

out IPs for devices in this scope.

8. Click Next >.

IP Address Range
You define the scope address range by idertifying a set of consecutive IP addresses.

—Corfiguration settings for DHCFP Server
Enter the range of addresses that the scope distibutes.

Start IP address: |192.163.120.2m
End IP address: |192.163.120.254|

— Configuration settings that propagate to DHCP Client

Length: I 24_.:'
Subret mask: |255.255.255.u

<Back || Ned> | | Cancel

9. Click Next >.
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Add Exclusions and Delay
Exclusions are addresses or a range of addresses that are not distributed by the
server. A delay is the time duration by which the server will delay the transmission of a
DHCPOFFER message.

Type the |P address range that you want to exclude. i you want to exclude a single
address, type an address in Start |P address only.

Start IP address: End IP address:
| ez . B : : : Add

Excluded address range:

Remove |

Subnet delay in milli second:

Lease Duration
The lease durstion specifies how long a client can use an IP address from this scope.

Lease durations should typically be equal to the average time the computer is
connected to the same physical networl. For mobile networks that consist mainly of
portable computers or dial-up clients, shorter lease durations can be useful.
Likewise, for a stable network that consists mainly of desktop computers at fied
locations, longer lease durations are more appropriate.

Set the duration for scope leases when distributed by this server.

Limited to:
Days: Hours: Minutes:
M= [o= [oF

[ <Back | Net> | [ Cancel

11. Choose Yes, | want to configure these options now, then click Next >.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

111



'VZ-OOQ'['dS'_LS|N/gzog'0'[/8J0'!0p//2$d11l.{ ‘wouy BBJEqD JO 994} 9|qe|leAe s| uop,eouqnd SIYyL

Configure DHCP Options
You have to corfigure the most common DHCP options before clients can use the
scope.

When clients obtain an address, they are given DHCP options such as the |P
addresses of routers (default gateways), DMNS servers, and WINS settings for that
scope.

The settings you select here are for this scope and overide settings corfigured in the
Server Options folder for this server.

Do you want to configure the DHCP options for this scope now?

% ¥Yes, | want to corfigure these options now

" Mo, | will corfigure these options later

12. Enter the subnet’s Default Gateway as 192.168.120.1.

13. Click Add.

Router (Default Gateway)
You can specify the routers, or default gateways, to be distributed by this scope.

To add an |P address for a nouter used by clients, enter the address below.

IP address:
192 . 168 . 120 . 1

14. Click Next >.
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Router (Default Gateway)
You can specify the routers, or default gateways. to be distributed by this scope.

To add an IP address for a router used by clients, enter the address below.

IP address:
I ; ; : Add
192.168.120.1 Remove |

(e

(=}
\E_

=)

| <Bek || mex> ||

15. Ensure IP address in bottom-right box is the IP address (192.168.120.101) for the DNS server
configured earlier.

16. Click Next >.
Domain Name and DNS Servers

The Domain Name System (DMNS) maps and translates domain names used by clients
on your network.

You can specify the parent domain you want the client computers on your network to use for
DNS name resolution.

Parent domain: |PACS.TEST

To corfigure scope clients to use DNS servers on your network, enter the |P addresses for those
servers.

Server name: IF address:

Resolve | 192.168.120.101

17. Click Next >.
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WINS Servers

Computers unning Windows can use WINS servers to convert NetBIOS computer
names to |P addresses.

Entering server IP addresses here enables Windows clients to query WINS before they use
broadcasts to register and resolve MetBIOS names.

Server name: IP address:
| Add
Rezolve | Bemaove |

Up

L

Do

Teo change this behavior for Windows DHCP clients modify option 046, WINS/NBT Node
Type, in Scope Options.

Activate Scope

Clients can obtain address leases only if a scope is activated.

Do you wart to activate this scope now?

(% ¥es, | want to activate this scope now

£ Mo, | will activate this scope later

19. Click Finish.
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New Scope Wizard

Completing the New Scope
Wizard

You have successfully completed the New Scope wizard.

To provide high availability for this scope, configure failover for
the newly added scope by right clicking on the scope and

clicking on configure failover.

To close this wizard, click Finish.

[ <Back || Finish

20. Scope should appear under the IPv4 drop-down. Ensure Scope Options are correctly established

with these values:

= 003 Router: 192.168.120.1
= 006 DNS Servers: 192.168.120.101
= 015 DNS Domain Name: PACS.TEST

2

File Actien Yiew Help

- 2 i (= B &
¥ DHCP Option Name Vendor
4 § adpacstest i 003 Router Standard
4 [ IPwt 1] 006 DNS Servers Standard
4 Seope [192.168.120.0) Radiclogy Deveces 1] 015 DMS Domain Name Standard

3 Address Poo
T Address Leases

b Reservations
Scope Options
Policies
4 Server Options
Palicies
# Filters
(a0

2.6.2  DigiCert PKI

DHCP

Palicy Name
Hane
Hane
Haone

DigiCert is a cloud-based platform designed to provide a full line of SSL certificates, tools, and platforms
for optimal certificate life-cycle management. To use the service, an account must be established with
DigiCert. Once an account is established, access to a DigiCert dashboard is enabled. From the dashboard,
DigiCert provides a set of certificate management tools to issue PKI certificates for network

authentication and encryption for data-at-rest or data-in-transit as needed.
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The instructions below describe the process to obtain an SSL certificate on behalf of medical devices
using the DigiCert certificate signing services.

Create CSR

A CSRis represented as a block Base64 encoded Public Key Cryptography Standards (PKCS)#10 binary
format text that will be sent to a CA for digital signature when applying for an SSL certificate. The CSR
identifies the applicant’s distinguished common name (domain name), organization name, locality,
country, and the public key. The CSR is usually generated from the device where the certificate will be
installed, but it can also be generated using tools and utilities on behalf of the device to generate a CSR.
Below are instructions on how to use the Certificate Utility for Windows (DigiCertUtil.exe) provided by
DigiCert to generate CSRs for a medical device or a server.

Download and save the DigiCertUtil.exe from the DigiCert site [7].

1. Double-click DigiCertUtil.exe to run the utility.

2. Click the Create CSR link to open a CSR request window.

3. Onthe Create CSR window, fill in the key information (some of the information is optional).

= Certificate Type: Select SSL

= Common Name: HYLAND-VNA.pacs.hclab

= Subject Alternative Names: HYLAND-VNA.pacs.hclab
= Organization; ***#x**x*

= Department: HCLAB

=  City: Rockville

=  State: Maryland

= Country: USA

= Key Size: 2048

4. Click Generate to create a CSR. This will also generate a corresponding private key in the Windows
computer from which the CSR is requested. The Certificate Enrollment Request is stored under
Console Root\Certificates(Local Computer)\Certificate Enrollment Requests\Certificates.
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@ DigiCert Certificate Utility for Windows®© x

Create CSR

Certifcale Delads Infurmaten

Certificate T ui
Certificate Type: @ 5SL (O Code Signing REDUELICE)
Choose how you are going to use the
Commeon Name: | HYLAND-VNA.pacs.hclab certificate.

; If you choose SSL, then the certificate will be
Subject | HYLAND-VNA.pacs.hclab b reliopusdle
Alternative saved in the machine certificate store.
Names: A
@ If you choose Code Signing, then the
cerificate will be saved in your own certificate

store.
Organization: | NIST-MCCoE
Department: | HCLAB
City: | Rockville
State: | Maryland v]
Country: USA 2
Key Size: 2048 &
-
5. The figure below is a sample CSR.
@ DigiCert Certificate Utility for Windows®© - Renew Certificate X

e The certificate request has been successfully created.

~----BZGIN WEW CERTITICATE RECUEST--—-—
.

Frepr

B

=B3g2 1 e T -
1T42gnvL S0/ EhvnE
3717 30T e ap Tt B4 22T +HF
ADEACIRY L
Bgeq SDALHCAG Jeyborann
3 i v Wieges
o = L 11 ¥
Anfhd
Jak1e3L
tar 7174uDCT

~====EKD WEW CEATIFICATE REQUEST--=-s

Sveorle | cme

6. Select and copy the certificate contents to the clipboard or save to an American Standard Code for
Information Interchange text file. Use the text contents to paste into the DigiCert order form.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 117



"2-008T°dS’ LSIN/8Z09°0T/840°10p//:s0d11y :woJy 984eyd jo 9344 d|qe|ieAe s uoedlgnd sty

7.

Issue Signed Certificates. With a created applicant CSR, request a signed certificate using DigiCert
CertCentral portal by following these steps:

a.

Log in to a DigiCert dashboard (https://www.digicert.com/account/login.php) with your account
username and password. In the portal, select CERTIFICATES > Requests, then navigate to
Request a Certificate, and select Private SSL to open a certificate request form.

Paste the CSR information to the area called Add Your CSR, including the ----- BEGIN NEW
CERTIFICATE REQUEST----- and ----- END NEW CERTIFICATE REQUEST----- tags. Once the pasting
is done, some of the fields will be populated automatically.

After filling in all the required information, scroll down to the bottom of the page, and select the
| Agree to the Certificate Services Agreement Above checkbox. Next, click the Submit
Certificate Request button at the bottom of the form to submit the certificate for signing
approval.
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File Edit View Favorites Tools Help

Qdigicert® | CERTCENTRAL®

P REQUEST A CERTIFICATE A Select a Product

Request Private SSL Certificate

il DASHBOARD

U CERTIFICATES
Certificate Settings

Add Your CSR®
Click to upload s CSR or paste one below

), INSPECTOR

Common Hame

+Show Recently Crested Demains

HYLANDVHA paes helab

ACCOUNT
B Include both [ your-domain .oom and www. your-domain ] com in the osrtif
& SETTINGS Validity period
1 year
2 years.
@ 3years

Custom expiration date

Custom length

Additional Certificate Options +

Organization

Organization Info

HIST-NCCoE

9700 Great Seneca Huy
Rockville, MD, US 20850

301-975-0212

Contacts

Organization Contact

Kangmin Zheng

Sr. Cyberseourity Engineer
kzheng@mitre. org
301-975-0291

dick here.

8. The certificate is listed under Orders. Once the order status changes to Issued, the certificate is

ready for download.
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File Edit View Favorites Tools SEIE

T T T

Onder # » Date Common Hame Statu

Mational Institute of Standards and Technology = Kangmin Theng = %, = (1)

9. Click a specific order number to display the certificate details with a list of actions that can be
performed. Click Download Certificate As to download certificates with signed CA and Root CA
certificates. A variety of certificate formats can be downloaded, such as .crt, .p7b, .pem.

10. Save the downloaded certificate in a location where it can be used for further processing if needed.

Import and Export the Signed Certification

After downloading the SSL certificate from DigiCert, you can use the DigiCert Certificate Utility for
Windows to install it. With the DigiCert Utility tool, you can further manipulate the certificates to
combine with the private key and export the signed certificate to the certificate requesting device

server.

1. From the DigiCert Certificate Utility for Windows, click the Import button to load the downloaded
signed Certificate file to the utility. The downloaded file was saved in step 10 of Section 2.6.2. Click

the Next button to import.

2. From the DigiCert Certificate Utility for Windows, click SSL to list all the imported files.

3. To export the certificate, select the certificate you want to export as a combined certificate file and

key file in a .pfx file or separated as a certificate file and key file, then click Export Certificate.
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f—
'@ DigiCert Certificate Utility for Windows: =

iqi ¥ | cenrericare uriiry 1.800.896.7973
Qdigicert | « i . 73
support@digicert.com
SSL Certificates @ Create CSR. + Import ©Refresh
Issued To Expire ... Serial Number Friendly Ma... Issuer

l.ri HYLAND-VNA pacs.... 04-JUN,
158 .t 1E-FER

§-FEB... OFD 30... 1SECertByD,

071B282800... Hyland-vna DigiC...

Export Certificate Test Key View Certificate

key file to a desired location in the device.

Live Chat

4. Click the Next > button, then follow the wizard instructions to save the certificate file and private

@ DigiCert Certificate Utility for Windows®© X
Certificate Export

This wizard will export a certificate and optionally its private key from the
certificate store to disk.

You must select the private key option if you wish to install this certificate on a
different computer.

Do you want to export the private key with this

(® Yes, export the private key

fx file
OF Include all certificates in the certification path if possible

(O key file (Apache compatible format)
(O No, do not export the private key

< Back Next > Cancel
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2.7 Network Control and Security

Network control and security was implemented throughout the network infrastructure. The build
features perimeter security that includes firewall feature sets and network traffic monitoring. The
internal lab environment implements VLANSs to establish network zones. Modality devices are further
isolated by using micro-segmentation. The build also includes behavioral analysis tools that alert upon
anomalous activity.

2.7.1  Cisco Firepower

Cisco Firepower, consisting of Cisco Firepower Management Center and Cisco Firepower Threat
Defense, is a network management solution that provides firewall, intrusion prevention, and other
networking services. For this project, Firepower was used to provide network segmentation and both
internal and external routing. Access control and intrusion prevention policies were also implemented.

Cisco Firepower Management Center Appliance Information

= CPUs:8

= RAM: 16 GB

=  Storage: 250 GB (thin provision)

= Network Adapter 1: VLAN 1201

=  Operating System: Cisco Fire Linux

Cisco Firepower Management Center Virtual Installation Guide

Install the Cisco Firepower Management Center Virtual appliance according to the instructions detailed
in Cisco Firepower Management Center Virtual for VMware Deployment Quick Start Guide [8].

Cisco Firepower Threat Defense Appliance Information

= CPUs:8

= RAM: 16 GB

= Storage: 48.5 GB (thin provision)
= Network Adapter 1: VLAN 1201
= Network Adapter 2: VLAN 1201
= Network Adapter 3: VLAN 1099
= Network Adapter 4: VLAN 1099
= Network Adapter 5: Trunk Port
= Network Adapter 6: Trunk Port
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Network Adapter 7: VLAN 1101
Network Adapter 8: VLAN 1101
Network Adapter 9: VLAN 1701

Operating System: Cisco Fire Linux

Cisco Firepower Threat Defense Virtual Installation Guide

Install the Cisco Firepower Threat Defense Virtual appliance, according to the instructions detailed at
Cisco Firepower Threat Defense Virtual for VMware Getting Started Guide [9].

Adding Firepower Threat Defense (FTD) Appliance to Firepower Management Center (FMC)

1.

2.

3.

Log in to the FMC Console.
Navigate to Devices > Device Management.

Click the Add drop-down button and select Add Device.

Overview Analysis Policies JMOUTEEE Objects AMP Intelligence Deploy , System Helpv admin v

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

Device Management

List of all the devices currently registered on the Firepower Management Center.

View By : | Group ¥ | Al(1) | Ewor(1) | Waming (0) | Offline (0} | Mermal (0 Deployment Pending (0 , Search Device

Name Model Vers... Chassis Licenses Access Control Poli...

4 ] Ungrouped (1)

&) Add -
() Device
@ High Availability
&) Stack
& Group

Enter 192.168.120.141 as the IP address of the FTD appliance.

Enter FTD-PACS as a display name to identify the FTD appliance.

Enter the manager key created when configuring the manager on the FTD appliance.
Click the Access Control Policy drop-down and select Create New Policy.

a. Create a name for the policy.

b. Select Block All Traffic.

c. Click Save.

Under Smart Licensing, check the boxes next to Malware, Threat, and URL.

Under Advanced, check the box next to Transfer Packets.
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10. Click Register.

Add Device

Host:™ |192.168.120.141|

Display Name: | FTD-PACS

Registration Key:® | ciscol23

Group: | Mone

Access Control Policy:* | PACS Global Policy

Smart Licensing
Malware:

Threat:
URL Filtering:

Advanced
Unigue NAT ID:T

Transfer Packets: |+

ﬁ On Firepower Threat Defense devices version 6.2.1 onwards, AnyConnect
VPN licenses can be enabled from smart license page

[ Register J l Cancel J

11. The FTD appliance will be added to the FMC’s device list.

Overview Analysis Policies i Objects AMP Intelligence

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

Device Management

List of all the devices currently registered on the Firepower Management Center.

View By : | Group ~| AW(1) | Emor(1) | Waming (0) | Offine (0) | Meormal (0} | Deployment Pending (0) [ search Device (@ adw - |

4 ] Ungrouped (1)

[}

FTD-PACS e’
192,168,120.141 - Routed FTD for VMWare 6.3.0.3 N/A Base, Threat (2 more...) PACS Global Policy. & 0 R

FTD Interfaces for PACS Architecture Configuration

Each physical interface connected to the Cisco FTD will appear in the FMC device management section
under the interface tab. To configure the eight subnets needed for the PACS architecture while also
allowing management, diagnostic, and wide area network (WAN) traffic, we dedicated two interfaces
set up as a redundant pair for all internal subnet traffic. To accomplish this, a sub-interface was created
for each of the eight PACS subnets (e.g., Enterprise Services, Imaging Modalities, Security Services) and
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established redundant interfaces for WAN traffic and traffic on VLAN 1101. The following guidance
describes how the redundant interfaces and sub-interfaces were created.

1.

N

e

Log in to the FMC Console.
Navigate to Devices > Device Management.
Find your FTD device and click the edit icon.

Navigate to Add Interfaces > Redundant Interface.

Overview Analysis Policies JsENTI"C8 Objects AMP Intelligence Daploy , System Helpv admin v
Device Management NAT VPN ¥ QoS Platform Settings FlexConfig Certificates
FTD-PACS You bave usaved chaages l'il Save £ cancei |
co Firepower Threat Delense for VMWare
Device Routing l=:= =I Inkine Sets DHCP
emcol e L S s BN e (e Sanit) B drien
diagnostic Physical H Ryiscy
oup Interface
Physical - -
c Physical
Glgabiteth Physical
GlgabitEth Physhcal P
lnabitEthaer Physical &
Physical
Guest Physical GUEST 68.170.1/24(Static)
WAN Redundant WAN 10,32.50,130/ 28{Static}
LaN Redundant
Sublnterface Enterprise-Services a
Sublnterface  Clinical-Workstations 192,168,130, 1/24(Static) 78
PACS-A Sublnterface PACS-A 192.168.140.1/24(Static) &8
PACS-B Sublnterface  PACS-B 192.168.141.1/24(Static) <8
Sublnterface  Radiology 192.168.150.1/24(Static) 78
pplications Sublnterface I-Applications 1592,168,160.1/24(Static) |
Sublnterface 192.168.180.1/24( Static) 78

Enter Internal-Network as the name for the redundant interface.
Create and/or add a security zone to the redundant interface.
Assign a Redundant ID (e.g., Internal-Network) to the redundant interface.

Select a primary interface and secondary interface for the redundant pair.
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Device Management | MNAT | VPN v - Qaes 'L Hlﬁomsmngs | F!mcmﬂg' l Certificates
FTD-PACS o
Clsco Firepower Threat Defense for VMWare
4 Device  Routing .. -.".
| @ osgnostcon 8  Add Redundant Interface 7 x
[@ GigatitEthernetoso
B omorcencrt EEZE0 ro+ 1pvs | Advanced
m MName: Internal-Network ® Enabled ) Management Only
- Description:
[ GigabitEtherneto/
(@ Gigabitetherneto/a
.G“a Security Zone: Internal-Metwork ¥
i@ GigabitEtherneto/s :
@ooo o MTU: 1500 (64 - 9000)
[@ cigabitethernato/e Gu 168.170)
Redundant 1D *: 3 (1:8)
B Redundantt we 250,130
s a Primary Interface: GigabitEthernetd/4 w
Redundant2
. el Enl Secondary Interface: {_Gi.g!:!llElher_neloﬁ _V 168120
B Redundant2.1301 chi 168.130
B Redundant2. 1401 L 168 1al)
o oK Cancel
8 redundant2.1402 Pl e
| ey e i it

9. Navigate to the IPv4 tab.
10. Assign an IP address and netmask (e.g., 192.168.100.101/24) to the interface.

11. Click OK.

Device Management | | VPN v l Qos L Platform Settings | FlexCanfig  Certificates |
FTD-PACS il
Cisco Firepower Threat Defense for VMWare
&, Search by namd
[@ oiagnosticoro 2 Add Redundant Interface 7 x
GigabitEthernet0/o
General m IPvE  Advanced
GigabitEthermeto/1
1P Type: Use Static 1P el
GigabitEthemnetiy/2 —
@ 1P Address: [192.168.100.101/24 | 25, 1920.2.1/255:255255.128 o
[@ Gigatitethemetoss 2
GigabltEthemeto/4
GigabltEthernetn/s
GigabltEthemett/s Gu 16817
Bl Redundant1 wie 2.50.13
Brenie “
8 redundant2 1201 En 168 12
8 Redundant2 1301 il 168.13
8 Redundantz 1401 PA 168, 14
ok Cancel
I8 Redundantz.1402 PA e 166,14
=] 15 Radiology Sublnterface _ Radiloay 192.168.15
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12.

13.

14.

15.

16.

17.

Navigate to Add Interfaces > Sub Interface.

Overview Analysis Policies JeEWTEE Objects AMP  Intelligence Deploy , System Helpv admin ¥
Device Management NAT VPN ¥ QoS Platform Settings FlexConfig Certificates

FTD-PACS Qs
“isco Firepower Threat Defense for VMWare

Device Routing Interfaces Inline Sets DHCP

& sync Device 1| 3 Add Interfaces v

Aogest Noma Type Security Zones MAC Address (Active/Standby) 1P Address O Sub Interface
& Redundant Tnterface
e % Bridge Group Interface
Physkcal
Physical
Physical
Physical

Guest Physical GUEST 192.168.170.1/24(5tatic)
WAN Redundant WAN 10.32.50.130/28( Static) 78
B redundant2 LaN Redundant S8
B Redundant2. 1201 Sublnterface  Ente 192,168.120.1/24(Static) S8
8 Redundant2. 1301 Sublnterface  Clinical-Waorksta 192,168,130, 1/24(Static) 7B
B redundantz 1401 PACS-A Subinterface  PACS-A 102.168,140,1/24(Static) 70
i Redundant2.1402 PACS-B Sublnterface PACS-B 192.168.141.1/ tic) > Il]

ﬂ Redundant2,1501 Rasdiology Sublnterface Radiolagy 192,168,150

B8 redundantz. 1601 Clinical-Applications Sublnterface  Clinical-Applications 192.168.160.1/24(Static)

8 redundant2. 1801 Data-Center Subinterface  Data-Center 192168, 24(Stathc) S8

B Redundant2.1901 Security-Services Sublnterface  Security-Services 192.168.190.1/24(Static) &8
B Rodundant3 Internal-Network Redundant Tnternal- 192.168.100.101/24(Static) 8

Enter VNA as the name for the subinterface.
Create and/or add a security zone, VNA, to the subinterface.
Select an interface under which the subinterface will operate.

Note: For our build, we placed each subinterface under Redundant 2, the redundant interface for
GigabitEthernet0/2 and GigabitEthernet0/3. These two physical interfaces were the destination for
each VLAN'’s traffic.

Assign 1403 as the Sub Interface ID to the subinterface.

Assign 1403 as the VLAN ID to the subinterface.
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Device Management | NAT | VPN = QoS | Platform Sattings = FlexConfig | Certificates
FTD-PACS
Cisco Firepower Threat Defense for VMWare
&, Search by name
| P
. B GigabitEthermetat Add Sub Interface ?
| @ Goabitethemeta/2 [ Generst BRI
| Eogoanemans Heime: VA i Enabled Mansgement Only
| Ewamnm Description:
(@ sigabitEtherneto/s
| (@ cigabitethemeto/s Gu  Securlty Zone: WhA - 168.170.
B Redundantt LT 1500 (54 - 9000) 2.50.1304
B Redundantz B nterface =: Redundant? ¥
I Redundantz. 1201 B | cbrrna S {1 - 4294967295) 168,120,
- I 168.130.1
B ez 301 i T —
8 Redundant2. 1401 A 168.140.
| W Redundant2. 1402 PA 168.141.
8 Aecundantz 1501 Ra = = 168.150.1
| I redundant2.1601 Clinan e r2.168.160.1

18. Navigate to the IPv4 tab.
19. Assign an IP address and netmask (e.g., 192.168.142.1/24) to the subinterface.

20. Click OK.

Device Management ~ NAT | VPNv | QoS | Platform Settings | FlexConfig | Certificates |
FTD-PACS
Cisco Firepower Threat Defense for VMWare
| medae  lesiaiName  Twe  Seariyones  MACAddress (AcvefSundby) 1P Addn
Gmummwl Add Sub Interface ? %
WW? General m 1Pv6  Advanced
GigabitEthernet0/3 1P Type: Use Static 1P v
(& Gigabitetherneto/s 1P Address: [ioziesaazfza ‘ o:g.zﬁg..c:;rz}.;fzss.zss.zss. 128 or
GigabitEthernetd/s
GigabitEthernet/6 Gu 168,
B redundantt Wi 2.50)
Bl Redundantz L
8 Redundant2. 1301 ali 168
8 recundant2.1401 PA 168,
I redundant2 1402 A 168,
B Redundant2. 1501 Fa oK Cancel &
8 redundant2. 1601 Cliyear e Linnarap 172168,
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21. Click Save.

22. Click Deploy and wait for deployment to FTD to complete.

23. Refresh the page and confirm that the redundant interface and subinterface are running (shown

with a green dot on the interface’s icon).

Overview Analysis Policies JIENIEN Objects = AMP  Intelligence

System  Help v  admin v

Device Management MNAT VPN ¥ Qos Platform Settings FlexConfig Certificates
FTD-PACS O Concel
Cisen Firepawer Threat Defense for VMWare
Device  Routing l== Inline Sets  DHCP
2 Sync Devica || i Add Interfaces. =
I o Logical Name Tvpe - Security Zones MAC Address [Active/Standby} IP Address
Physical
Physical
Physical
Phiysical
Guest Physical GUEST 192.168,170,1/24(Static) P
WAN Redundant WAN .50 + O
7 8
" Enterprise-Services 192.168.120.1/24( 78
@ redu Clinical-Workstations 192.168.130.1/24{Static) 78
@ redundantz 1201 PACS-A 192.168,140,1/ S8
W redundantz 1202 PACS-B s 8
8 redundantz. 1403 VNA 192 168,142 1/24(Static) 78
I8 redundant2, 1501 Radiclogy 192.168.150.1/; i a8
@ redundantz. 1601 Clinical-Applications 192.168.160,1/24{Static) &
8 Redundant2.1801 Data-Center 192,168,180, 1/24({Static) o |
8 redundantz. 1901 192,168,190, 1/24(Stati) 7
B Redundants Internal-Netwark Redundant Internal-Netwark 192.168.100,101/2 78 -
I € Page |1 b -

DHCP Relay Through Cisco Firepower Management Center Configuration

1. Logintothe FMC Console.
2. Navigate to Devices > Device Management.

3. Find your FTD device and click the edit icon.
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w  Analysis Devices ects | AMP Intelligence

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

Device Management

List of all the devices currently registered on the Firepower Management Center.

View By : | Group ¥ oall(1) |

4 ] Ungrouped (1)

@ FTD-PACS FTD for VMware 6.3.0.3 N/A

192.168.120.141 - Routed more...}

Base, Threat (2 PACS Global Policy

S R

4. Navigate to the DHCP tab.

Overview Analysis Policies SUle=:-8 Objects AMP Intelligence

Deploy

4 System

Help v admin v

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates
FTD-PACS
Cisco Firepower Threat Defense for VMWare

Device  Routing Interfaces Inline Sets [V (03]

[ @ cancel |

* DHCP Server Ping Timeout 50

DHCP Relay

Lease Length
DDNS a 3600

Auto-Configuration

Interface

Override Auto Configured Settings:

Domain Mame

Primary DNS Server v|@  Primary WINS Server @

Secondary DNS Server v|@  Secondary WINS Server @
o

Interface Address Pool Enable DHCP Server

5. Navigate to the DHCP Relay Agent section.
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w  Analysis Devices

Help v adm

FTD-PACS

Cisco Firepower Threat Defense for VMWare

Device  Routing Interfaces Inline Sets [ (03

Device Management NAT VPN v QoS Platferm Settings

FlexConfig Certificates

DHCP Server
» DHCP Relay IPv4 Relay Timeout: 60 immik

DDNS
1PV6 Relay Timeout: |60 s
DHCP Relay Agent [is]: 010200
Interface Enable DHCP Relay Set Route(IPv4)
Clinical-Workstations  (1pv4 only) L4
PACS-A & (1Pva only) v
PACSB  (1Pva only) i
Radiology  (1pva only) ¢
Clinical-Applications o (1pv4 only) A
Data-Center 4 (IPv4 only) v
Security-Services  (1pva only) L4
Internal-Network ¥ (1pva only) v
Guest  (1pva only) i

6. Under DHCP Relay Agent, click Add.

Overview Anal Devices bjects AMP Intell

ence

), System Help v  adm

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

FTD-PACS e

Cisco Firepower Threat Defense for VMWare

Device  Routing  Interfaces  Inline Sets
DHCP Server
» DHCP Relay 1Pv4 Relay Timeout: |60 Seconds
DDNS
1PV6 Relay Timeout: |60 Seconds
DHCP Relay Agent [0iz(o - 0
@ Add

Interface Enable DHCP Relay Set Route(IPv4)
Clinical-Workstations o (e only) o &8
PACS-A « (1pva only) & S8
PACS-B & (1Pva anly) o &8
Radiology + (1Pv4 only) v /L
Clinical-Applications o (e only) J &8
Data-Center + (1Pv4 only) 4 L
Security-Services o (1Pva only) v &8
Internal-Network « (1Pva only) % S8
Guest o (1Pva only) % &8

7. Assign an FTD interface as LAN.
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8. Check the box next to Enable IPv4 Relay.

9. Check the box next to Set Route.

10. Click OK.

Overview Anal

Device Management

FTD-PACS

AMP Intelligence

NAT VPN v | QoS Platform Settings FlexConfig

Cisco Firepower Threat Defense for VMWare

Device  Romting  Interfaces I.nlmesmm

Certificates

DHCP Server
» DHCP Relay
DDNS

IPv4 Relay Timeout:

IPv6 Relay Timeout:

DHCP Relay Agent

Range: 1-3600

Range: 1-3600

Clinical-Workstations
PACS-A

PACS-B

Radiology

Clinical-Applications

DHCP Relay:

LAN

Add DHCP Relay Agent Configuration

¥ Enable IPv4 Relay

#| Set Route

Enable IPv6 Relay

L (IPv4 only)

QK

|| Cancel

7 X

11. Ensure that the new relay, LAN, is in the DHCP Relay Agent list.

verview Analysis Policies

Devices

), System Help v ad

De

Management NAT
FTD-PACS
Cisco Firepower Threat Defense for VM

Device  Routing  Interfaces

VPN v QoS Platform Settings

Ware

Inline Sets DHCP

FlexConfig Certificates

You bzvs wnsaved changss | [ Save || €3 Cancel |

DHCP Server
» DHCP Relay
DDNS

IPv4 Relay Timeout: &0 Seconds
IPv6 Relay Timeout: | 60 Seconds
o s

| @ Add |
Interface Enable DHCP Relay Set Route(IPv4)
PACS-A & (1pv4 only) S8
Pacs B  (1Pud oniy) v s8
Radiology o (1Pva only) ' &8
Clinical-Applications ¥ (1Pus only) < P |
Data-Center  (1Pva only) 4 &8
Security-Services  (1pva only) s P |
Internal-Network  (1Pva only) L4 |
Guest ¥ (1Pua only) L4 &8
LAN  (1Pva only) L4 8 7

12. Under DHCP Servers, click Add.
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Overview Analysis Policies [USUIeEl Objects = AMP Intelligence

Deploy

Device Management NAT VPN¥ QoS Platform Settings FlexConfig Certificates

), System Help v admin v

FTD-PACS (@ concel |
Cisco Firepower Threat Defense for Viware
Device  Routing  Interfaces  Inline Sets [BV:(n3J
DHCP Server
» DHCP Relay IPv4 Relay Timeout: &0 Seconds.
DDNS
1Pv6 Relay Timeout: |60 Seconds
DHCP Relay Agent I)H(.‘P Servers
| @ Add |
Server Interface
DHCP-AD-Server Enterprise-Services P

13. Click the green + button to create a new object for the DHCP server.

Overview Analysis Policies QCUGGEE Objects | AMP  Intelligence

Device Management NAT VPN v Qos Platform Settings FlexConfig Certificates

FTD-PACS

Cisco Firepower Threat Defense for VIMWare

Do | Bz | Mimres msmm

DHCP Server
» DHCP Relay IPv4 Relay Timeout: Seconds
DDNS
ST -

DHCP-AD-Server Server

Interface

Range: 1-3600

Range: 1-3600

DHCP Relay Agent ])HC'P Servers

Configuration

>~

~

| OK | | Cancel

B

14. Enter Test-DHCP-Server as a name for the DHCP server.
15. Enter 192.168.100.170 as an IP address for the DHCP server.

16. Click Save.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

133



"$2-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 984D JO 2314 3|qe|IeAe s| uoneal|gnd SiyL

New Network Object
MName: Test-DHCP-Server

Description:

Network: ® Host () Range () Network

192,168.100.170]

Allow Overrides:

Save | |

Cancel

17. Select the newly created DHCP server.

18. Select an FTD interface through which the DHCP server can be connected.

19. Click OK.

AMP Intelligence

FTD-PACS

Cisco Firepower Threat Defense for VMWare

Device Routing Interfaces Inline Sets DHCP

DHCP Server

DDNS

» DHCP Relay

1Pv4 Relay Timeout: Seconds Range: 1-3600
1PvE Relay Timeout: Seconds Range: 1-3600

DHCP Servers

Add DHCP Relay Server Configuration

DHCP-AD-Server Server Test-DHCP-Servel] @

Interface Internal-Network hd

| 0K | | Cancel

20. Ensure that the new server is in the DHCP Server list.
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21. Click Save.

22. Click Deploy to add the new configuration settings to the FTD appliance.

Overview Analysis Policies JUSUl«=0 Objects =~ AMP Intelligence Deploy

), System Help v admin v

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates
FTD-PACS Youbave unsaved changes | [ Save | [ @3 Cancel |
Cisco Firepower Threat Defense for VMWare

Device  Ronting  Interfaces  Inline Sets [1)i(wd

DHCP Server
» DHCP Relay IPv4 Relay Timeout: 60 Seconds

DDNS
IPv6 Relay Timeout: 60 Seconds
DHCP Relay Agent DH(.'-P Servers

| @ Add |

Server Interface
DHCP-AD-Server Enterprise-Services S8
Test-DHCP-Server Internal-Network di)

Network Address Translation (NAT) Rules Configuration

1. Navigate to Devices > NAT.

Overview Analysis Policies JeUIEER Objects | AMP  Intelligence Deploy System Help v admin ¥

Device Management NAT VPN ¥ | QoS Platform Settings FlexConfig Certificates

i New Policy |
i HAT Poficy - |
PACS NAT Threat O i &

2. Click New Policy > Threat Defense NAT.

Overview Analysis Policies JelaNIEER Objects | AMP  Intelligence , System Help v admin v

Davice Management NAT VPN ¥ Qos Platform Settings FlaxConfig Cartificates

iid New Policy

Firepower NAT

PACS NAT Threat Defense

Threat Defense NAT

devices ———

3. Give the new policy a Name as PACS NAT.
4. Assign the FTD appliance to the new NAT policy.

5. Click Save.
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8.

9.

New Policy

Name: | PACS NAT

Description:
Targeted Devices
Select devices to which you want to apply this policy.
Available Devices Selected Devices
&, Search by name or vahe & FTD-PACS

Click the NAT policy’s edit icon.
Click Add Rule.
Set NAT Rule to Auto NAT Rule.

Set Type to Dynamic.

10. Under Interface Objects, set Source Interface Object to one of the FTD appliance’s LAN interfaces.

11. Set Destination Interface Object to the FTD appliance’s WAN interface.
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(0] ew Analysis Policies AMP Intelligence

Device Management  NAT

PACS NAT You have unsaved changes

Enter Description

VEN v | QoS | Platform Settings | FlexConfig | Certificates.

Add NAT Rule

NAT Rule: | Auto NAT Rule o
s Type: Dynamic -
_— ™ Translation PAT Pool  Advanced
F 3 - Drynamic i
Available Interface Objects € Source Interface Objects (1) Destination Interface Objects (1)
B Dynamit [y search by nams ] 5 VNA &) [ wan ] |
# - Dynamic s Duest-Services - |
iy Imaging-Modalities | Add to |
N Byfamic | | <. jntermal-Network Source 1
b o [ Addte
PR Dynamie |+ PACSA penasioncs] ]
s PACS-8 ———
L Bynamle | o cooyrity-services |
L Dynamig  <+s VNA |
wwn WAN
ER 3 Dynamic |
= - Dynamic 1
OK Cancel
L Dynamic S e s e e g pnsaus |

12. Under Translation, set Original Source to the network that corresponds with the source interface
object established in the previous step.

13. Set Translated Source to Destination Interface IP.

14. Click OK.
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Overview An s Po

Intelligence

UPNY QoS  Platform Settings | FlexConfig  Certificates

Device Management |~ NAT
PACS NAT You have unsaved changes

Enter Description

Add NAT Rule

NAT Rule: Auto NAT Rule 5
Type: Dynamic wr
— Interface Objects mﬁm PAT Pool  Advanced

# - Drynamic

Original Packet Translated Packet
# - Dynamic Original Source:* VNA - -,g Translated Source: Destination Interface [P b

() The values selected for Destination Interface

L Drynamic Gbjects in ‘Interface Objects' tab will be used

Original Port: TCF w
# - Drynamic
= Dynamic
2w Dynamic
E Dyynamic
=z - Drynamic
= -, Dynamic

OK Cancal

E Dynamic SE LR P e gy v

15. Ensure that the new NAT Rule has been created.
16. Repeat these steps if needed for each LAN interface attached to FTD appliance.
17. Click Save.

18. Click Deploy to add the changes to the FTD appliance.
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Overview Analysis Policies eIl Objects = AMP  Intelligence

System Help v admin v

Daevice Management NAT VPN * QoS Platform Settings FlexConfig Cartificates

PACS NAT wve unsaved changes ([0 Saves) (OCanca
[ Policy Assignments (1)
8 Filter by Device 3 Add Rula
" Original Packet====——""%, = Translated Packet™y
#  Direction Type ‘Source Destination Original Ori .. Translated Options
Interface Objects Interface Dbjects Sources De ...  Sources )
P NAT Rules Before
.v Auto NAT Rules
- Dynamic 1. Securlty-Services 2 WaN 8 Security-Services o} Interface o Onsifalse 7
- Dynamic WAN & Interface 4} Ons:false 7§
- Dynamic WAN o Interface @ Ons:false 7 §
H - Dynamic i PACS-A o WaN &8 PACS-A o interface ) Ons:faise 7 [
- Dynamic = PACS-B o WAN o8 PACSB o Interface ) Onsifalse o7 [§
- Dynanmiic 2 WAN & Imaging-Modalities o} Intarface o Ons:false 7
-» Dynamic WAN o} Interface o O
- Dynamic WAN ) Interface o Dns:faise 7
- Dynari . Datacenter = WAN S Datacent o Interfaco & Dns:false .7 §
- Dynamic san Internal-Network S WaN &8 Internal-Network o Interface @ Drsifalse 7§
» Dynamic L A w N 2 VNA o} Interface ) Drs:false 7§
¥ NAT Rules After
Displaying 1-13 of 13 rows 1€ Page 1 <

Access Control Policy Through Firepower Management Center Configuration

The Firepower Management Center allows configuration of access-control policies that can then be
applied to individual FTD appliances. The purpose of the access-control policy is to create rules that
specify how traffic is managed within the network. Each access-control policy contains multiple rules
followed by a default action established when the policy is created. For the PACS architecture, one
access-control policy was established to manage the traffic on each FTD interface. The steps below
describe how the policy and rules were created, as well as how to utilize an intrusion policy with the
access-control policy. Additional information on the Cisco Firepower access control list and intrusion

prevention configuration is available [10].

1. Navigate to Policies > Access Control > Access Control.

Overview Analysis JELIIEEEN Devices Objects | AMP Intelligence

Access Control » Access Control Network Discovery Application Detectors Correlation Actions v

Deploy

I

Systermn  Help v admin »

Object Management Intrusion  Network Analysis Policy  DNS  Import/Export
! New Ool-ac\f
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2. Click New Policy.

3. Enter PACS Global Policy as the name for the access control policy.
4. For Select Base Policy, select None.

5. For Default Action, select Block all traffic.

6. Add the FTD appliance to the policy.

7. Click Save.

New Pelicy
Name: PACS Global Py
Description:

Select Basa Policy: None lw

Dafault Action: = Block all traffic Intrusion Pravention Motwaork Discovery
Targeted Devices.

Seloct devices to which you want to apply this palicy.
Available Devices Selected Devices

4, Search by name or valus g FTD-PACS &

save || Cancel

8. Click the access-control policy’s edit icon.

Note: The policy in the screenshots that follow contains categories created during the process of
building the PACS architecture. These categories are not preconfigured.
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Access Control » Access Contral | hetwork Discovery | Application Detactors  Comlation  Actions v

PACS Glabal Palicy Y - T

Prefitter Policy: Delaut Srefite Police 551 Palicy: hiune Tdentity Palicy: tooe

i bt Settings | (] Poticy Assigrmants (1)

EZIED secicity trtaligence  WTTP Raspomies Logging  Advanced

i Fikec by Devke - - Show fvke Coflicts 4| 43 Add Cotegory | 43 Add Rele | o (ks

w Mandatory - PACS Gobal Pulicy (1-34)

» Global (17}

» Enterprise Services (8-10]
#» Clinkcal Viewers (11-14)

» PACS A (15:15)

» PACS A (16.16)

» Imaging Modalithes (17-21)
¥ Clindcal Application Services (22-23)
» Guest Services (24 34)

» Datscenter (35:35)

» Security Services {#6-27)
» Insernal Network {20-30)
» VA (11-33)

LA L0 LSO R L L L
{SU8 =L (a8 (%1 =Y\ SCH [={8 {40 <0 [Se) (=1} (= e |~

» WAN (34.34)

B Default - PACS Global Pulicy (-}

Create a Category

1.

2.

Click Add Category.
Enter PACS as the name for the category.
Insert the category into the Mandatory section.

Click OK.

Add Category

Name: | pacy

Insert: into Mandatory ¥

Create a Rule that Allows Application Traffic Between Security Zones
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1. Click Add Rule.

2. Enter PACS-VNA as the name for the rule.

3. Insert the rule into the category created in the previous step.

4, Set Action to Allow.

Note: Because we set the default action to block all traffic when creating the policy, all of the rules

we created were set to Allow.

5. Add security zone(s) to the Source Zone, and add security zone(s) to the Destination Zone.

Note: The two primary methods for adding source and destination networks to an access control
rule are through security zones or networks. Security zones are objects that can contain multiple
FTD interfaces. Networks can be different types of network objects, including network segments
(192.168.1.0/24) or individual devices (192.168.1.1).

Add Rule

Mame |PACS-VNA

Actlon | o Allow

_m Networks  VLAN Tags

Insert |into Category
.v

<. Users Applications Ports URLs  SGT/ISE Attributes

Available Zones €

Source Zones (2) Destination Zones (1)

[& Search by name

aoa VNA

s Datacenter
iou Enterprise-Services
i5s Guest-Services
aan Imaging-Modalities
i Internal-Network
i PACS-A
ieu PACS-B
o% Securlty-Services
axn VNA
5 WAN

6. Under Applications, add the application(s) you would like to allow between the specified zones.

Note: This can also be accomplished by specifying the port you would like to allow under the Ports
tab. By specifying a specific port, this will open the port to all traffic regardless of the type of traffic

(e.g., DICOM) being sent.

7. Click Add.
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Add Rule

Mame |PACS-VNA o Enabled Insert |into Category

Action | o Allow 4

Zones  Networks VLAN Tags . Users EETTITCLELEE Ports  URLs  SGT/ISE Attributes Logging G

Application Filters & Claar All Filters & Available Applications (1) & Selected Applications and Filters (2]
{ :

fimaai (Gthar]
VTR Low = All apps matching the filter O oicom

multimedia (TV/video) 86 [l pacs

" network protocols/services
I3 netwark utilities

13 news

|03 pacs
I3 peer to peer

[ osix

173 remote administration
IC3 remote desktop control
(3 remota file storage

search engine

admin

Access Control » Access Control Metwork Discovery Application Detectors Correlation Actions ¥

PACS Global Policy

Prefilter Policy: Default Prefi

551 Palicy: None Identity Policy: Nooe
Tg Inheritance Settings | 8] Policy Assignments (1}

m Security Intelligence  WTTP Responses  Logging  Advanced
#8 Filler by Device ) Add Category | A Add Rule

w Mandatory - PACS Global Policy (1-35)

» Global (1-7) w O
» Services (8-10) « 8
» Clinical Viewers {11-14) w8
» PACS A (15-15) o O
» PACS B (16-18) o 8
» 1maging Madalities (17-21) &
» Clinical Application Serviees (22-23) o
» Guest Sorvices (24-24) & 0
» Datacenter (25-25) & 8
» Security Services (26-27) o O
» Internal Netwark (28-30) w O
» VMA [31-33) o0
» WAN (34-34) o B
it tleso o Sl w4
35 PACS-VMA W VA o Allow ] o 78

b Default - PACS Global Policy (-}

Default Action Access Control: Block ANl Traffic

Displaying 1 - 35 of 35 rdes Page |1 of 1 € | Page Sire: 100 =

Create a Rule that Allows Traffic on a Specific Port Between Networks

1. Click Add Rule.
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2. Enter PACS-Internet as the name for the rule.
3. Insert the rule into the category created previously.
4. Set Action to Allow.

5. Under Networks, add a source network(s) and destination network(s).

Add Rule

Name | PACS-Internet * Enabled Insert |into Category

Action | & Allow o L8

m VLAN Tags - Users Applications Ports URLs  SGT/ISE Attributes

Inspection  Logging

Availeble Networks € W Source Networks (2} Destination Networks (1)

| 4, Search by name or value | m Original Client B AN

Gaslocation S PACS-A 5]
= 1PvE-Link-Local i Sracse 5]
2B 1Pv6-Private-Unique-Local-Addresses
8 1Pvi-to-1Pvd-Relay-Anycast
S PACS-A
BB PACSB
& RDP_Jumpbox
B Security-Services

B VNA

WA < [Enter an 1P address | L?_L [Eoter an 17 address ] Cace)

6. Under Ports, add (a) port(s) to the Selected Destination Ports.

Add Cancel |

Note: Select from a group of pre-created ports or add your own port by filling out the protocol and

port boxes, then click Add under the selected destination ports.
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Add Rule

Name [PACS-Interet

Action | o Allow

Zones  MNetworks  VLAN Tags

| # Enabled Insert |into Category

= e

. Users  Applications m URLs  SGT/ISE Attributes Inspection Logging  Comments

Avallable Ports &

Q Selected Source Ports (0) Selected Destination Ports {2)

| 8, Search by nome or value

# HTTP

& aoL

& Bittorrent

#° DNS_over_TCP
& DNS_over_UDP
F e

F g

S HTTRS
P

& Loap

#* NFSD-TCP

a
& Hies a

! v o] o) e [T e 5 Cn)

7. Under URLs, add URL categories that will be allowed (or leave this section blank).

Note: Cisco Firepower generates the URL categories and updates them regularly. Within each URL
category, you can specify the reputation level that the URL must meet for the rule to match.

Add Rule
Mame [PACS-Tntermet

Action | o Allow

| @ Enablea Insert |into Categary

- El

Zones Networks VLANTegs - Users  Applications Ports [[ULTEN SGT/ISE Attributes Inspection | Logging | Comments

Categories and URLs €

& Search for  category

Category

# Any (Excapt Uncategorized)

® Uncategarized

® Abortion

® Abused Drugs

® Adult and Parnagraphy
® Alcohal and Tobacco
® auctions

*® Bot Nets

® Business and Economy

& Reputations Selected URLs (7)

| # Business and Economy (Reputations 4:5)
4 % - Wall Kncwn B Educational Institutions (Reputations 4-5)

P ¥ Hoalth and Medicing {Reputaticns 4-5)

B 42 - Benign sites with security risks # image and Video Search {Reputations 4-5)

Al 2 - Suspicious sites ® Lnternet Portals (Reputations 4-5)
M 1 - gh Risk B News and Media (Reputations 4-5)
# Reference and Research (Reputations 4-5)

| [aas)
[ ass ) camca ]

8. Under Inspection, add an intrusion policy, or leave this section blank.
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Note: Intrusion policies are created separately from the access-control policy. Once created, an
intrusion policy can be applied to a specific access-control rule or an entire access-control policy.
See the link posted [10] at the beginning of this section for more information on how to create and
use intrusion policies in Cisco Firepower.

Add Rule

Name | PACS-Intemet # Enabled Insart | inte Category

Action | o Allow e Gl

Zones  MNetworks WLAN Tags . Users  Applications Ports URLs  SGT/ISE Attributes lm!m Logging  Comments

Intrusion Policy \ariable Sot
Genaral-105 vie"  |Default Set

Fibe Policy
Kane

9. Under Logging, select Log at End of Connection, or leave this section blank.
Note: If logging is enabled, select Event Viewer.

10. Click Add.

Add Rule

Harme | PACS-Intornet ] Insert | into Category
Action | o Aliow =] @ Ll T

Zones Networks VWLAN Tags . Users Applications Ports URLs  SGT/ISE Attributes Inspection WELUILHE  Commants

Log &t Beginning of Connection
¥ Log at End of Connection

File Events:

Send Connection Events to;
o, Event Viewer

LI Systog Server fLising default sysiog conliguration in Access Control Logging) ‘Show Overrides

L SNMP Trap bl
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11. Verify that the access control rules have been created and placed in the proper category.

12. Click Save.

13. Click Deploy to add changes to the FTD appliance.

Overview Analysis JEEIISEEN Devices Objects = AMP  Intelligence

Access Control » Access Control  Network Discovery  Application Detectors  Correlstion  Actions v

PACS Global Policy have unsaved changes [ [ Save | [ Concel
Prefitter Policy: Defaul Prafiter Policy SSL Policy: Nooe Tdentity Palicy: Hone

L) sty itsiigence. 71 Responses | [ Lagging Advanced
8 Fiter by Device Show Rule Conficts Al o Add Category & Add Rule

Name ‘Sourc.. Dest.. Sourc.. Dest..  VIAN .. Users  Applic., Sowrc. Dest.  URls  ISE/S..  Ad. TP |
. i L i L Lzt i I L AL L4
[amirory _oacs Gt ptirs 00 pcS35s 0 - __H

» PACS A (1515} i |

» PACS B (16-16)

» Imaging Modalities (17-21)

» Clinical Application Services (32-23)

» Guest Services {24-24)

» Datacenter (35-25)

b Security Services (26-27)

» Internal Network {28-30)

» VA (31-33)

» WAN (34-34)

w PACS (35-30)

%
(S0 =l (= { =l (=8 (= e} (= (=0} [=ch (= [ =il [ =

S NA el 5 KoM o oy

b Default - PACS Global Policy (-)

Defauh Action

2.7.2 Cisco Stealthwatch

Cisco Stealthwatch provides network visibility and analysis through network telemetry. It provides
threat detection and remediation as well as network segmentation using machine learning and
behavioral modeling. This project integrates Cisco Stealthwatch with Cisco Firepower to allow Cisco FTD
to send NetFlow directly to Stealthwatch for analysis.

Cisco Stealthwatch Management Console Appliance Information

CPUs: 3

RAM: 16 GB

Storage: 60 GB (thin provision)
Network Adapter 1: VLAN 1901

Operating System: Linux

Cisco Stealthwatch Management Console Virtual Edition Installation Guide

Install the Cisco Stealthwatch Management Console appliance according to the instructions detailed in
the Cisco installation guide [11].
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Cisco Stealthwatch User Datagram Protocol (UDP) Director Appliance Information

= CPU:1

= RAM: 4GB

= Storage: 60 GB (thin provision)
= Network Adapter 1: VLAN 1901
= Network Adapter 2: VLAN 1901

=  Operating System: Linux

Cisco Stealthwatch UDP Director Virtual Edition Installation Guide

Install the Cisco Stealthwatch UDP Director appliance according to the instructions provided in the Cisco

installation guide [11].

Cisco Stealthwatch Flow Collector Appliance Information

= CPUs:2

= RAM: 16 GB

=  Storage: 60 GB (thin provision)
= Network Adapter 1: VLAN 1901

=  Operating System: Linux

Cisco Stealthwatch Flow Collector Virtual Edition Installation Guide

Install the Cisco Stealthwatch Flow Collector appliance according to the instructions provided in the

Cisco installation guide [11].

Configure NetFlow Parameters for Cisco Firepower

1. Loginto the Cisco Firepower Management Console.
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Report Designer
Summary Dashboard

Provides & summary of activity on the appllance

Intrusion Events x  Status x  Geolocation x QoS x  + Show the Last [Thow_v] 1)

& Add Widgets

Top Client o

Top Web Applications Scen

Unigue Applications over Time
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Application ¥ Total Bytes (KB) Application ¥ Total Bytes (KB)
27,371.90 O atrs g o
BN 19,473.43 ] (funes 656,96
E 4 g - 18,169.96 [ windows update 519.23
51 hd 9,408.26 [ symantectpdates 86.47
201 5,900.15 O chrome 66.10
151 1,004.685 7 ker 48.71
10 656.96 O quic 38.18
5 646.89 DCE/RPC 9.97
+1 4 ) Windows Undate 519.23 O Enmap 9.97
W45 1055 1108 mis M5 a6 + B0 Mazila 161.89 ) YouTube P
Last updated less than a minute ago ) Gooale APIs 155.80 3 Microsolt CryptoAP] 1.26
| Symanteclndates 66.47
Risk ¥ Total Bytes (KB) 7 Gooole Play 6610
Hgdium O icioud 45.88
iy Low 77,265.6
TP e Last updated less than & minute ago Last updated 2 minutes ago
High 31.79
Vendor ¥ Count 05 Name ¥ Count
Last updated less than & minute ago Microsgit-1s | 5 Windows 1
HMac 05X
Business Relevance ¥ Total Bytes (KB) android
Medium 12,900,181.42 s
High 46,381.26/
Low 29,950.01%
Yary High 2,880.64

2. Navigate to Objects.
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Object Management  Intrusion Rules

Network

o interface

5 Tunnel Zone

Fifters

o Security Group Tag
@ urL
[¥] cealocation
&l Time Range
§ vansble Set
« w)se
o Notwark List

v Intelligence

i Feads

DS Lists and Feeds
@ URL Lists and Feeds

[~ B

Filg List

& Cipher Suite List
« E pistinguished Mama

1 wtunl Obdects
= Object Groups
PRI
i 004 Server Group
i SLA Manitor
[ Prafix List
[ 1P Profix List
|50 1P Profix List

taute Hap

55 List

L

[ sandard
[ Extanded

any

any-ipy

anyeipd

Chnical-Application-Sesvices

Clinkcal

©

saleWorks- Hetwork

Datacenter

Domain-Controlier

Sarvices

Extornai_HIP

Google-DINS-Secondary

st

Imaging-Modalities

Irite

work

Internal_MIP

Pva-Bonchmark-Tests

1Pva-Lin

Local

Pva

Ficast

1Pva-Private-10.0.0.0-8

Object Management  Intrusion Rules

Text Object

[T indivickial Gbjects
B Object Groups

PRl

@ 0 Server Group

& SLA Manitar

# | Prefix List

15 TPt Prafi List
L TP Prafix List

& Route Map
o [ access List
8=
[ extonded
¥ As Path
2o
158 Policy List
o v
B 1kEv1 Posicy
B 1kevz policy
W 1KEv1 TPsec Propassl
W 1KEv2 1Psec Propossl
B} Growp Policy

andard

winity List

B AnyConnect File

# (O Address Pools

B ipes s
v poais

# G FlexContig
oA Text Obrject
G FlaxCanfig Object

5 RADIUS Server Group

defaullINSN,

defaultDNSParameters

disanlainspectProtocollist

dnsNamaServerL

SarpaS

ekgrpAuthiey

oigrpAuthEeyid

exrpDisableSptar

exgrpciTime

eigrpRouterld

bConnected

SrStubRecelveCnly

esgrpStubRedistriby

3. Navigate to FlexConfig > Text Object.

0.0.0.0/0

0
192.166.160.0/24
162,168 130.0/24
19216810724

3

162, 168,120,100

192,168 132.0/24
8888
a844
152,168.170.0/24

162.168.150.0/24

0

15

abc.com

There are 1 more items.

2222

falsa

180

falsa

false

Natwark

Host

Netwark

Hetwork

Netwark

Netwark

Host

Natwark

Host

Hast

Hetwi

Network

HNetwark

Netwark

Netwark

Natwark

Natwork

Natwark

20 of 33 rows

System Defined

System Defined

System Defined

System Defined

System Defined

Systom Dafined

n Defined

Systam Delined

Systom Defined

System Dafined

Systam Defined

L]

coo0o0 o

L

¢eocoococoo0oQ

X X X X X X X X X X X X X X X X X X X X

Page |1
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4. Under the Name column, find netflow_Destination.

Overview Analysis Policies Devices QUSEI-<l AMP Intelligence

Object Management  Intrusicn Rules

Text Cbject

5. Click the edit icon for netflow_Destination.
6. Set Variable Type to Multiple.

7. Set Count to 3.

8. For Row 1, enter Security-Service to set the name of the Cisco FTD interface to which the Cisco

Stealthwatch UDP appliance is connected.

9. For Row 2, enter 192.168.190.120 to set the IP address of the Cisco Stealthwatch UDP appliance.

10. For Row 3, enter 2055 to set a port from which the Cisco Stealthwatch UDP appliance will receive

NetFlow traffic.

11. Click Save.

, System Help v  admin v

& Add Text Obiject

Security-Services
192.168.190.120 System Dofined 9
2055
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Edit Text Object

Name:

Description:

Variable Type Multiple ¥ Count |3 o

1 Security-Services
192.168.190.120

2055

Allow Overrides: @

Override (0)

12. Under the Name column, find netflow_Parameters.

Policies D AM e eqlay Systern  Help »  sdmin

Object Management  Intrusion Ruies
|1 i Tt O Filte
Text Object sunames) (2 J
Teat oljects deflre free-Form text sty se a5 wnriables i b FlexC bect. These chjects can have
T
WA Dbject Groups IPvERautingHaaderDropLogList 4 Systom Defined -] o i
T
.DNS Server Group IPvERautingHeaderLogList 2 System Dafined o o
(il SLA Manitar IslsAddressFamiy ied System Defined -] F 4
& Pre
P sk IslslntfList Systam Defined o &
15 1Pva Predi List
[ 1PvE Prefix List 1s1slSType level-1-2 System Defined -] 4
& Route Map Islshot Systom Dafingd - 7
# |G acoess Ust
§ standord ieServiceldentifier false. System Delined -] &
:
| Extanded o Security-Services -
Y As path j | Petflow._Dustinetion 192,168,190.120 Systam Dafined o &
2055
&3 Community List
all
3 Pokcy List flow-croate
o B von netfiow_Event_Types Fow-denied System Defined -] o
B xEvt pasicy Tow-tear down
3 Tiow-update
B kB2 potcy
1 3
ikt Psec Proposal retflom,_Paramaters o System Defined -} o
M 1KEV2 [Psoc Proposal Bl )
¥y Greog Pulicy i
B AnyConnect Fila PrafiaDelagationInsida System Dafined (-] &
R, Contificate Map
4 O address Pools P
=T FrefiDelegationOutside System Defined -] g
T Foaks 56
& ievs poois ¢ =
4 Flsunki ervcaldentier 1 System Defined -] "y
€3 Text Object I 4
G FlexConfiy Object l tep_conn_limit : Systam Definad o &
8 -
ey Désplaying 21 - 20 cf d3rows | € Page 2 (of3 3 M €
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13. Click the edit icon for netflow_Parameters.

14. Set Variable Type to Multiple.

15. Set Count to 3.

16. For Row 1, enter 1 as a number for minutes between flow update events.
17. For Row 2, enter 0 as a number for seconds to delay flow create.

18. For Row 3, enter 30 as a number for minutes for template time-out rate.

19. Click Save.

Edit Text Object

Name:

Description:

Variable Type Multiple ¥ Cont |3 &

allow Overrides: @)

‘Override (0}

20. Navigate to Devices > FlexConfig.

AMP Intelligence Deplo X em Halp v admin v

Device Managemen NAT VPN ¥ QoS Platform Settings FlexConfig Certificates
&3 Mew Palicy

21. Click New Policy.
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22. Enter a Name (e.g., Netflow) for the policy.
23. Under Selected Devices, add the Cisco FTD.

24. Click Save.

Mew Policy

Name:

Description:

Targeted Devices

Select devices to which you want to apply this policy.
Avallable Devices Selected Devices
4, Search by name or value = FTD-PACS

FTD-PACS
-

25. Click the edit icon for the new policy.

am Help v admin v

Device Management NAT VPN Y Qos Platform Settings FlexConfig Certificates

—
[ ONewponey |

Targeting 1 dovices 2019-05-07 16:04:59 oo

Msticr Up-to-date an all targeted devices Madified by “admin® S

Eddit

26. Under Available FlexConfig, find Netflow_Set_Parameters, and add it to Selected Append
FlexConfigs.
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Overview Analysis

Netflow

Available FlexConfig ¢ | ) FlexConlig Object |
x

4 {0 User Defined
T Netflon_Detete_Destination_Tems
# {J System Dafined
[l Dofault_DNS_Configure
T Detault_Tnspection_Protocol_Désable
[ Default_nspection_Protocol_Enabile
[2] GHCPvs_Prefix_Delegation_Configure
T DHERvE _Prefix_Delegation_UnConfigure
[Z1 oHS_Configure
T ons_unconfigura
[l Bigrp_Configure
[2] Borp_interace_Configure
™| Esgrp_unCanfigure
T Esgrp_unconfigure_si
L inspect._1Pv6_Cordigure
T inspect_iP_UnCanfigure
[ 1515_Configure
[ 1SHS_intertace_Configuration
| ists_unconfigure
] 15i5_tnconfigure_all
L Netflon_ada_Destination
T Netflon_Clear_Parameters
T Netflon_Delete |
[ et

St Py

cts

Device Management AT VPN Y QoS Flatform Sestings

AMP Intelligen:

FlexConfig Cartificates

¢ v admin ¥

Yo have unssaved changes | preview coatig | | [ Save | | €D, concet |

[ Policy Assipamants (1)

™| Selected Prepend FlexConfigs

[ Selected Append Flextonfigs

1 Netflom_Set_Parnmeters

et global paramstess for NetFlaw export 1]

27. Click the magnifier icon for Netflow_Set_Parameters.

28. Under Variables > Default Value, verify the minutes between flow data events, seconds to delay
flow create, and minutes for template time-out rate that were set for netflow_Parameters.

29. Click Close.

View FlexConfig Object

Name:

Deescription:
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30. Under Available FlexConfig, find Netflow_Add_Destination, and add it to Selected Append
FlexConfigs.

31. Click the magnifier icon for Netflow_Add_Destination.

32. Under Variables > Default Value, verify the Cisco FTD interface name, IP address of the Cisco
Stealthwatch, and the NetFlow traffic port.

33. Click Close.

View FlexConfig Object

Pame:

34. Click Save.
35. Deploy changes to the Cisco FTD.

Forwarding Rules for Cisco Stealthwatch UDP Configuration

1. Loginto the web dashboard of the Cisco Stealthwatch Management Console.
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app, Stealthwatch
cisco
Dashboards Monitor Analyze Jobs Configure Deploy

Security Insight Dashboard | Inside Hosts

Alarming Hosts @

Concermn index Target Ince Recon Cac Exploftation DDoS Source DDoS Target Data Hoarding

Top Alarming Hosts -t Alarms by Type =2

© 0 0 XD

=S

Exfitration Policy Viclstion Anomaly

Today's Alarms SR

2. Navigate to Settings > Central Management.

A, Stealthwatch
cisco
Dashboards Monitor Analyze Jobs Configure Deploy

o

Security Insight Dashboard 1St
Alarming Hosts @
Concom Indox Targes Indox Recon cac Expholtation DO Data Hoarding Exfitration Poig ar Managamant
0 ) 0
Top Alarming Hosts = Alarms by Type — " Today's Alarms ok i

3. Click the ellipsis for the Cisco Stealthwatch UDP appliance and select Edit Forwarding Rules.
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il Stealthwatch Central Management Appliance Manager Updste Manager  App Manager (@]

Inventory

3 Appliances found

Q Filter Appliance Inventory Table

APPLIANCE STATUS LICENSE STATUS HOST NAME TYPE P ADDRESS ACTIONS
Up Up to date flow-collector-1 Flow Caollector 162.168.190.122

up Up to date sw-management Edit Appllance
Configuration
4237eS086a806200- b
27907 IcI6e67 030
bslS View Appliance Statistics (S
Up Up to date sw-udp-director UDP Director Manage Licenses

Adwar

Support

Edit Farwarding Rules

Reboot Appliance

Shut Down Appliance

Remove This Appliance

4. Click the ellipsis for the Cisco Stealthwatch UDP appliance, select Configure Forwarding Rules.

il Stealthwatch 000

Dashboards Monitor Analyze Jobs Configure Deploy

UDP Director Configuration

UDP Directors @ 2

e Sonwer T T e

sw-udp-director  192.166.180.120 () UDVE ® O Configure High Availability B
Last Seen : 12:02 PM 08/01/2019 .
Export Forwarding Rules

5. Under Forwarding Rules, select Add New Rule.
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sy StERlwaten © 0 0 =TI

Dashboards Monitor Analyze Jobs Configure Deploy

Forwarding Rules

Q) Global Search Add New Rule Import/Export
RULE DESCRIPTION SOURCE IP ADDRESS & POR... DESTINATION IP ADDRESS DESTINATION PORT NUMBER ACTIONS
1 Firepower FTD 192.168.190.1:2055 192.168.190.122 2055

6. Enter a description (e.g., Firepower FTD) for the rule.

7. Forsource IP address and source port, enter the IP address and port (e.g., 192.168.190.1:2055) of

the Cisco FTD interface sending the NetFlow traffic.

Note: These parameters were established in Cisco FTD, found in the previous section, for the
netflow_Destination object.

8. For destination IP address, enter the IP address (e.g., 192.168.190.122) of the Cisco Stealthwatch

Flow Collector.

9. For destination port, enter the port (e.g., 2055) of the Cisco Stealthwatch Flow Collector.

Note: This port was configured during setup of the Flow Collector.
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Him StEathatCh
CIsco

Dashboards Maonitor Analyze Jobs Configure

Forwarding Rules | sw-udp-director - 192.168.19(

Forwarding Rule

DESCRIFTION (OPTIONAL)

Firepower ETD

SOURCE P ADDRESS:PORT =

192.168.190.1:2055

DESTINATION IP ADDRESS *

192.168.180.122

DESTINATION PORT NUMBER =

2055

e @ e Desktop Client | »

Deploy

10. On the Cisco Stealthwatch Management Console d

ashboard, view the Flow Collection Trend graph

to verify that the Cisco Stealthwatch Flow Collector is receiving packets from the Cisco Stealthwatch

UDP.

Flow Collection Trend

80

Flows Per Second

20

o
B:00 PM Jul-31 4:00 AM B:00 AM 12:00 PM

P LTI,

4:00 PM B:00 PM Aug-1 4:00 AM B8:00 AM 12:00 PM

® fow-collector-1

Desolect All Select All

2.7.3

Tempered Networks IDN provides cryptographically de
rather than IP addressing. Network traffic traverses an

Tempered Networks Identity Defined Networking (IDN)

fined host identifiers using the HIP protocol
overlay network using HIPswitches that
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effectively cloak that traffic from the production network. A notional architecture appears in Figure 2-2
below.

Figure 2-2 Architecture of Networks IDN

= HIPswitch Device Identity
‘ ! - Authority

5 7
M — i - Orchestrating —
B> 7 ! Policy, Device Group
i = Database
e HIPswitch
Conductor Overlay
and Trusted Segment

Tempered Networks
Conductor

i
3
]

Tempered Networks Conductor is the orchestration engine and intelligence behind an IDN. As shown in
the above figure, the Conductor is responsible for creating and executing security policies and overlays.
It is also responsible for issuing unique cryptographic IDs to the IDN end points that enforce explicit trust
relationships through device-based allow-listing.

HIPswitches are typically deployed in front of devices or hosts that cannot protect themselves, like
medical devices such as modalities and other legacy systems and machines, or when customers are
unable to install the proper endpoint-protection applications.

Installation involves deployments of the Tempered Networks Conductor and HIPswitches. Tempered
Networks provided a conductor open virtual appliance or application (OVA) file and a HIPswitches OVA
file.

2.7.3.1 Conductor Installation

System Requirements

= CPUs:4
= Memory: 4 GB RAM
= Storage: 120 GB
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Operating System: Linux Red Hat
Network Adapter: VLAN 1201

Tempered Networks Conductor Installation

1.

2.

Log in to the vSphere Client.
Select File > Deploy OVF Template.

Respond to the prompts with information specific to your deployment, including the ova package
location, name and location, storage, networking, and provisioning.

Click Power On After Deployment, and click Finish.

Once the installation is done, power on the Conductor server, and log in with username macinfo and
the corresponding password to set up the necessary MAC address and IP address.

2.7.3.2 HIPswitch Installation

System Requirements

CPUs: 4

Memory: 1 GB RAM

Storage: 1 GB

Operating System: Linux Red Hat
Network Adapter: VLAN 1201

HIPswitch Installation

1.

2.

7.

Log in to the vSphere Client.
Select File > Deploy OVF Template.

Respond to the prompts with information specific to your deployment, including the ova package
location, name and location, storage, networking, and provisioning.

Click Power On After Deployment, and click Finish.
After the installation, use the username and password to connect the HIPswitch to the conductor.

Use the username underlayaddress and its corresponding password to set up the IP address,
netmask, gateway, and DNS for the HIPswitch.

Repeat the above installation procedures to install additional HIPswitches.

Tempered Networks Conductor and HIPswitch Configuration
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Configuration for the Conductor and HIPswitches is done through the browser connected to the

Conductor https://ConductorlP. The login page appears below.

1. Enter the username and password to open the dashboard.

Username

Dashboard

HiPservices anline HIPgervice models HIPsenice versions

T ke300

HIPservices Show s HPlamas W)
HEPgarvice « Meael Satus
2 HPywiich-300v @ 157750 100 180 FNTL RS

h Rasdiciogy 150 HPSWilch-300v @ 192 168 150 18 ASEa0%
2 2T 0 338 213

[ Display revoked MiPservices.

peny 13007

Recently viewed items

Ho recently viewed Bems.

Aart Notificatons Evant Mondors

Ha recent alerts

Overlay Networks
Hame
Devices
B 162 168 132 2 @ 1021881322

+oi

3. From this page, you can set up the license and perform the system setup. Click the Setup button to

enter the system setup.
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Settings

weneral setings

Firmware Updates

Mo fimsare updates have boen upioaded as of yet

Email Settings

Emal seftings are incomplete. Cick fhe £0¢ Sefings bution 10 updale

Monitor & Alert Settings

Global monioe settings

Frequent events waming @
Number of events

In how many minutes 0

Conductor High Availability

e m— Configuration
Hostnama
conducion
Firmvaare version
213

= Serial number
Eot Zamnzs p

Hetwork adapter 1

WD access is enabled
1P adress

Netmask

Detault gateway

DNS servers

tetwork adapler 2

Disatied

4. Enter the proper network parameters for the Conductor, including the IP address (e.g.,

192.168.120.180), Netmask (e.g., 255.255.255.0), Default gateway (e.g., 192.168.120.1), and DNS
(e.g., 8.8.8.8, 4.4.8.8), then click Configure.

System Configuration

Host name

Network configuration

Static IP =
IP address
192.168.120.180

Default gateway

192.168.1201

DNS1
5.8.8.8

Static Routes  +

Mo static routes defined

Domain name

Metwork adapter 1 Metwork adapter 2

Enable network adapter Enable web access to Conductor

Netmask

DNS2
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5. Anoverlay is configured to support the micro-segmentation. Click the Overlay tab to open the
following page and add a new overlay by clicking the + New Overlay Network... The screenshot
below shows a configured overlay called PACS Systems.

« C @ @ & hrips:/192.168.120.180/3pp# network wn | o @ o mweo & =
&P Wenttotry something rew in Firefoa? | Try Now » %
Conductor
Overlay Networks #tew Dvermy Networe . &
Hame Description
Allows devces in VLAN 1501 (Radology) to communicate with dewces m VLAN 1101 (intemad)

6. Two HIPswitches were installed to test for this project. These two HIPswitches are Model HIPswtich-
300v, and they are named HIPswitch Internal and HIPswitch Radiology. Both were configured to
participate in the PACS Systems overlay network.

« c @ D htips//192.168.120.180/app#networks/3 e | - &1 n o =

QP Wantto try something new in Frefa? | Try Now v

Paanices m Disabled Info Edit Settngs
Allows devices in VLAN 1501 (Radiology) to
The following HiIPsendces are participating in this network due 1o their devices being added communicate with devices in VLAN 1101 (Internal)
configure aices in the network, select b
To configura the devices in the network, select the Devices tab. VLA taffic rules
Untagged traffic Alowed
HiPsarvice . Model Status Tagged traffic Mot aliowed
i HiPswiich-300v & 1021881 0 FN=T-1 LY
= HiFswitch-300v @ 132 162 150 1 hEa0%
ams 12 -
Recent activity
o recent actity
People Upate
Local Admenistrator Managar

7. Two special VLANs were created for each of these two HIPswitches under PACS Systems overlay:

= VLAN 1302 for HIPswitch Internal 1101
= VLAN 1303 for HIPswitch Radiology 1501

8. Devices to be protected under the HIP network will be connected to these two HIPswitches through
the VLANSs:

=  PACS servers are connected to VLAN 1302 under the HIPswitch Internal 1101.

= Medical imaging devices are connected to VLAN 1303 under the HIPswitch Radiology 1501.
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After creating a secure layer in the Conductor and adding those medical imaging devices and PACS
servers to that layer, the medical imaging device and PACS server can be set up as trusted by selecting
the Enable button on the overlay page. Once they are trusted, communication between those medical
imaging devices and PACS servers will be established. All the communication will be encrypted.

The microsegmentation is achieved by using the HIPswitch. Other VMs will not be able to communicate
with these two devices unless they are configured to do so.

2.7.4  Zingbox loT Guardian

Zingbox loT Guardian consists of two separate components that work together to monitor and analyze
network traffic. The first component is a cloud-based platform called Zingbox Cloud, which aggregates
and analyzes data to provide insights into the devices on the local network. The second component is
Zingbox Inspector, a local appliance that receives network flows from devices on the local network and
sends specific metadata to Zingbox Cloud for further analysis.

Zingbox Cloud Setup

1. Visit https://zingbox.com and register for an account.

2. Loginto the Zingbox console and navigate to Administration > My Inspectors > Download
Inspector.

3. Download either the .ova or the .iso file, depending on your environment’s requirements.

System Requirements

= CPUs:4

= Memory: 8 GB RAM

=  Storage: 256 GB (thin provision)
=  Operating System: CentOS 7

= Network Adapter 1: VLAN 1101
= Network Adapter 2: Trunk Port

Zingbox Inspector Installation

1. Create a new virtual machine, and under configuration, select Typical.

2. Click Next >.
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(&) Create New Virtual Machine - [m} ps

Configuration Wirtual Machine Version: 11
Select the configuration for the virtual machine

Configuration

Configuration
& Typical

Create a new virtual machine with the most common devices and configuration options.

" Custom

Create a virtual machine with additional devices or specific configuration options.

< Back | Next > I Cancel |

3. Create a Name for the virtual machine and assign it an Inventory Location.

4. Click Next >.

(%) Create New Virtual Machine - m} hs

Name and Location Virtual Machine Version: 11
Specify a name and location for this virtual machine

[ Confiawaton | eme:
Name and Location ‘[I'est] Zingbox Inspector|

Virtual machine (¥M) names may contain up to 80 characters and they must be unique within each
vCenter Server VM folder.

Inventory Location:

< Back | Next > I Cancel
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5. Select a destination storage for the VM.

6. Click Next >.

/:ﬂ Create New Virtual Machine

Storage
Select a destination storage

Configuration
Name and Location
Storage

for the virtual machine files

Select a destination storage for the virtual machine files:

— m} X

Virtual Machine Version: 11

Name Drive Type Capacity | Provisioned Free | Type Storag

I Disable Storage DRS for this virtual machine

< Back | Mext > I Cancel

7. Check Linux and set the version to CentOS 4/5/6/7 (64-bit).

8. Click Next >.
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@ Create New Virtual Machine

Guest Operating System

Spedfy the guest operating system to use with this virtual machine

— m] X

Virtual Machine Version: 11

Confiquration

Name and Location

Storage

Guest Operating System
Network

Create a Disk

Ready to Complete

Guest Operating System:
 Windows
& Linux
" Other

Version:

|centos 4/s/6/7 (64-bit) =l

Identifying the guest operating system here allows the wizard to provide the appropriate defaults for

the operating system installation.

< Back | Mext > I Cancel |

9. Connect 2 NICs to the virtual machine and assign them to a network.

10. Check Connect at Power On for both NICs.

11. Click Next >.

@ Create New Virtual Machine

Network

Which network connections will be used by the virtual machine?

- [m] X

Virtual Machine Version: 11

Configuration

Name and Location
Storage

Guest Operating System
Network

Create a Disk

Ready to Complete

—Create Network Connections

How many NICs do you want to connect? 2 -
Connect at
Network Adapter Power On
NIC L [HC-PACS-VLAN-1701 (CommonLabSwitch) =] v 3 ~ ¥
NIC 2 [HC-PACS-VLAN-1701 (CommonLabSuitch) x| [womer 3 B2 S

If suppoarted by this virtual machine wersion, more than 4 NICs can be added after the

virtual machine is created, via its Edit Settings dialog.

Adapter choice can affect both networking performance and migration compatibility. Consult
the VMware KnowledgeBase for more information on choosing among the network adapters

supported forvarious guest operating systems and hosts.

< Back | Next > | Cancel
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12. Set a Virtual disk size and Provisioning method.

13. Click Next >.

(&) Create New Virtual Machine - [m] X

Create a Disk Virtual Machine Version: 11
Specify the virtual disk size and provisioning policy

Configuration Datastore Cluster: HC-PACS
Mame and Location

Storage
Availabl GE): 10417.6
Guest Operating System vaiable space ()

Metwork . . =
Create a Disk Virtual disk size: kss 3 GBE ¥

Ready to Complete £ Thick Provision Lazy Zeroed

" Thick Provision Eager Zeroed
% Thin Provision

< Back | Mext > I Cancel

14. Verify that virtual machine settings are correct.
15. Check Edit the virtual machine settings before completion.

16. Click Continue.
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(%) Create Mew Virtual Machine - [m] *

Ready to Complete Virtual Machine Version: 11
Click Finish to start a task that will create the new virtual machine

Confiquration Settings for the new virtual machine:
Name and Location Name: [Test] Zingbox Inspedor
Storage
Guest Operating System
Metwork
Create a Disk
Ready to Complete
Guest 0S: Cent0S 4/5/6/7 (64-bit)
NICs: 2
NIC 1 Network: HC-PACS-VLAN-1701 (CommaonLabSwitch)
NIC 1 Type: VMXNET 3
NIC 2 Network: HC-PACS-VLAN-1701 (CommaonLabSwitch)
NIC 2 Type: VMXNET 3
Disk provisioning: Thin Provision
Virtual Disk Size: 256 GB

[¥ Edit the virtual machine settings before completion
o

/A4 Creation of the virtual machine (vM) does not indude automatic installation of the guest operating
system. Install a guest OS on the VM after creating the VM.

< Back | Continue | Cancel

17. Set memory to 8 GB.
18. Set CPUs to 4.
19. Under New CD/DVD (adding), set these parameters:
a. Check Connect at power on.
b. Select Datastore ISO File, then browse for the ZingOS.iso file in your data store.

20. Click Finish.
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21.
22.
23.
24.
25.

26.

Hardware |Dpnnn5 | Resources |

@ [Test] Zingbox Inspector - Virtual Machine Properties

™ show All Devices Add... Remave

Hardware | Summary |
Wl Memory (adding) 8192 MB

[d crus (adding) 4

Video card (adding) Video card

= VMCI device (adding) Deprecated

25 mew CD/DVD (adding) [HC-PACS_LO2_APH... |

& New Floppy (adding) Client Device

E@ New NIC (adding)
Ef MNew NIC (adding)
&= MNew Hard Disk (adding) Virtual Disk

e New SCSI Contreller (add...  LSI Logic Parallel
HC-PACS-VLAN-1701...
HC-PACS-VLAN-1701...

[ Device Status
I Connected
¥ Connect at power on

—Device Type
" Client Device

" Host Device
| =l

# Datastore 150 File

| /ZingBox [Zing05- 1, 241-x86_64.is0 Browse. ..

' Emulate ID

[ Virtual Device Node
& [mE(L0) ~|

Finish Cancel

Z|

Connect to the inspector console and follow the onscreen prompts to finish the configuration.

In a web browser, enter the URL of your Zingbox Cloud instance.

Enter your Zingbox Cloud credentials.

Click Login.

On the home page, navigate to Administration > My Inspectors.

Verify that the host name of the Zingbox Inspector set up previously is visible and connected (shown

by the green cloud icon).
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-
13 My Inspectors
E 3
All Sites. = 3 10y - Zingbox Cloud Traffic 21.99 MB  Analyzed Traffic 125.69 MB L] ~ + 3
':i L]
™ (2)
ih
test-zingbox-inspector DEPLOYMENT IN PROGRESS &
@

2.7.5 Forescout CounterACT 8

Forescout CounterACT is a network access control tool that can perform device discovery and
classification, risk assessment, and control automation through passive and active techniques. For this
project, the intended use of Forescout is to manage device compliance and perform necessary
remediation when devices fall out of compliance.

System Requirements

= CPUs:2

= Memory: 8 GB RAM

=  Storage: 80 GB (thin provision)

=  Operating System: Linux Kernel 3.10
= Network Adapter 1: VLAN 1201

= Network Adapter 2: Trunk Port

Forescout Appliance Installation

1. To begin installation, obtain the Forescout ISO file. Load the Forescout ISO file into the VM’s
compact disc/digital versatile disc (CD/DVD) drive. Make sure the CD/DVD drive is set to Connect at
Power On.

2. Boot up the VM and begin the installation process.
3. Select Install CounterACT.

4. Press Enter to reboot.
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

Select option 1 to configure CounterACT.

Select option 1 for standard installation.

Press enter to proceed.

Select option 1 for CounterACT Appliance.

Select option 1 for Per Appliance Licensing Mode.
Enter appliance description.

Give appliance a password.

Enter ForescoutCA and apply this as the appliance host name.

Assign the appliance IP address 192.168.120.160.
Assign appliance network mask 255.255.255.0.
Enter 192.168.120.1 as the appliance’s gateway.
Enter domain name **#* ¥k

Enter DNS server address 192.168.120.100.
Review configuration and run test.

Once the test passes, select done.

Forescout CounterACT Console Installation

1.

2.

3. Verify Installation Directory as C:\Users\Administrator\ForeScout CounterACT 8.0.1; click Next >.

Run Install_Management.exe.

Click Next >.

e Setup ForeScout CounterACT 8.0 = x

Welcome to Setup for ForeScout CounterACT 8.0.1

py Welcome to the ForeScout CounterACT Setup Wizard.

ForeScout

< Back Next > Cancel
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@ Setup ForeScout CounterACT 8.0.1 == X

Installation Directory

Please specify the directory where ForeScout CounterACT will be installed.

Installation Directory [K:\Users\Administrator\ForEScnut CounterACT 8.0.] e

< Back Next > Cancel

4. When the Ready to Install screen appears, click Next > to begin the installation process.

@ Setup ForeScout CounterACT 8.0.1 = X

A

Ready to Install .
ForeS

Setup is now ready to begin installing ForeScout CounterACT on your computer.

< Back Cancel

5. An Installing screen will appear that provides a status bar indicating the degree of installation
completion. Click the Next > button to allow the installation to proceed.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

175



"$2-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 984D JO 2314 3|qe|IeAe s| uoneal|gnd SiyL

e Setup ForeScout CounterACT 8.0.1 == X
Installing A
Fore. t
Please wait while Setup installs ForeScout CounterACT on your computer.
Installing
Creating directory C:[...]Jurrent\etc\images\np_ng\templatedirs\AirWatch
< Back Cancel

6. As the installation nears completion, a screen indicating Completing the ForeScout 8.0.1 Setup
Wizard displays. Check Create Desktop shortcut; then click Finish.

e Setup ForeScout CounterACT 8.0.1 = X

Completing the ForeScout CounterACT 8.0.1 Setup
Wizard

ﬁJ Setup has finished installing ForeScout CounterACT 8.0.1

on your computer,
ForeScout
Create Desktop shortcut

< Back Cancel

7. Launch Forescout CounterACT Console, and enter the information that follows, then click Login:

a. Enter 192.168.120.160 in the IP/Name text box.
b. Select Password as the Login Method.
c. Enter Administrator in the User Name text box.

d. Enter the password in the Password box.
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Yo

ForeScout

CounterACT® Version 8.0

Forescout CounterACT Configuration

To use the full function offered by the Forescout CounterACT, proper network configuration is required,
which may include the monitor and response interface assignments at the data center, the network
VLAN and segmentation information, the IP address range that the CounterACT appliance will protect,
user directory account information, domain credentials, the core switch IP address, and vendor and
Simple Network Management Protocol parameters.

After completing the installation, log in to the CounterACT Console by using the steps below:

1. Select the CounterACT icon from the server on which you installed the CounterACT Console. A
logon page displays, as depicted below.

P O
ForeScout
CounterACT® Version 8.0

1P
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2. Provide the following information, and select Login to open the console:

a. Enterthe IP address 192.168.120.160 in the IP/Name field.

b. Inthe User Name field, enter admin.

c. Inthe Password field, enter the admin password, which is defined during the installation.

a CounterACT Appliance Console - admin connected to 192.168.120.160 - License: Demo - 114 days left - Lice... —

Tso  Leg Dupy Hey

~Z=~ ForeScout’

ANl Hosts @ onmeomns -

IPv4 Address: 19216614 Function: Unknown
Ciperating System: Unknown
Vendor and Model: Uninown

on: Unelassined

The console manager can be used to view, track, and analyze network activities detected by the
appliance. It can also be used to define the threat protection, firewall, and other polices.

The figure below shows the sample asset inventory page. (Further network configuration will be needed

for complete inventory information.)
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e CounterACT Appliance Console - admin connected to 192.168.120.160 - License: Demo - 114 days left - Lice... — O o

~Z=~ ForeScout’

Filtars

The figure below shows the sample Policy Manager page. Further network configuration and policy
definition will be needed for complete policy information.

e CounterACT Appliance Console - admin connected to 192.168.120.160 - License: Demo - 114 days left - Lice... — O o

~Z=~ ForeScout’

Palicy Foldars Policy Manager Search ) [ show subfolde:
+ )
Nams oups
I Povey ificaClassficaion [ Complete  152180.0.018

Devices Clasifier
Mokbile Devic Classifiar
Windows  Classifier

Frintérs Clasifiar

Linueine

Unziagnifisd Ciaanfiar
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2.7.6  Symantec Endpoint Detection and Response (EDR)

Symantec Endpoint Detection and Response performs behavioral analytics on endpoint events from
Symantec Endpoint Protection to identify potentially malicious behavior. It can sandbox impacted
endpoints, prioritize risks, and provide tailored remediation guides.

System Requirements

CPUs: 12

Memory: 5 GB RAM

Storage: 500 GB (thin provision)
Operating System: CentOS 7
Network Adapter 1: VLAN 1901
Network Adapter 2: SPAN_PACS

Symantec EDR Installation

1.

2.

Launch the virtual appliance after deployment of the vendor-provided SEDR-4.0.0-483-VE.ova file.

Enter default username admin and default password. You will be required to change the default
password by entering a new password.

After changing the default password, the bootstrap will automatically launch. Enter the following
options during the bootstrap:

= |Pv4 address []: 192.168.190.17

=  |Pv4 netmask []: 255.255.255.0

= Gateway []: 192.168.190.1

= Name server (IPv4) []: 192.168.120.100

=  Configure another nameserver? [y/n]: n

= Configure IPv4 static routes? [y/n]: n

= What do you want to call this device?: EDR
= Set NTP server []: X.X.X.X

After verifying the correct details, enter Y to save changes. The appliance will restart.
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uIf
# pleas
# Unaut
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Change the admin pa

- The ay
point to an

: full

ment p
t

C _:]Il e 1P
What do you want to call thi

jet NTE [1:

5. Open a web browser, and travel to the virtual appliance at https://192.168.190.170. Enter the
username setup and password *****,

1 management platform. In this
appli

am Or ATNET . s role, the

ctionality
k anner. In this role, other

6. Follow the prompts to create the initial admin account.
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) Symantec EDR

e P 8 P
reate an Administrator Account

7. Select the Settings menu, and then select the Global submenu.
8. Ensure Enable Symantec Endpoint Protection Correlation is checked.

9. Select Add SEPM Database.

= Q\ Symantec EDR Symantec EDR is Healthy () Admin ~
& Synapse Enable Symantec Emal Security. cousd Conslation
Enable Roaming Corslatian
Enable Symantee Endpaint Cloud Carrelation
+ | Enablé Symamac Endpaint Protection Comelation
Symantec Endpoinl Protection Manager {SEPM) Databases
Hame 1P Aidress Part Enabled Status
Ho daia available
_+ 4¢dE‘§Pk‘ JglEbazs
Diwnicad Synapse Log Collector for SEPM Embeddad D8
Endpoint Communication  SePw Controller nat configured () Configure SEPM Contralier
Channel, SEP Policies, and Tie
Endpoint Activity Recorder
" Enable ECC 2.0 (requires at least 1TB of hard disk space)
10. Provide the information that follows, and click Save:
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= DB Type: Embedded DB

=  Entry Name: SEPM

= Address: 192.168.190.172

= Port: 8081

= Connection Password: Enter your connection password.

= Enabled: checked

Add SEPM

D8 Type Embedded DB

Entry Name

192 168 190.172

Pon

Connection
Password

Enabied

11. After completing the integration with SEPM, select the Settings menu, then select the Appliances
submenu.

12. Select Edit Default Appliance.

13. Select Add Internal Network to create and add a Subnet, Netmask, and Description for each
internal network listed below. Make sure to save after entering the network details.
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= b Symantec EDR

< Default Appliance *

Internal Network
Configuration

Symantec EDR is Healthy ([«

SEEALLE

Add brternal Network

Admin «

=  Subnet:
=  Subnet:
=  Subnet:
= Subnet:
= Subnet:
= Subnet:
=  Subnet:
= Subnet:
=  Subnet:

192.168.100.0 Netmask:
192.168.120.0 Netmask:
192.168.130.0 Netmask:
192.168.140.0 Netmask:
192.168.141.0 Netmask:
192.168.150.0 Netmask:
192.168.160.0 Netmask:
192.168.180.0 Netmask:
192.168.190.0 Netmask:

255.255.255.0 Description: VLAN 1101
255.255.255.0 Description: VLAN 1201
255.255.255.0 Description: VLAN 1301
255.255.255.0 Description: VLAN 1401
255.255.255.0 Description: VLAN1402
255.255.255.0 Description: VLAN 1501
255.255.255.0 Description: VLAN 1601
255.255.255.0 Description: VLAN 1801
255.255.255.0 Description: VLAN 1901

Subnet

192.168.100.0

192.168.120.0

192.168.130.0

192.168.140.0

192.168.141.0

192.168.150.0

192.168.160.0

Internal Network Configuration

Netmask

255.255.255.0

255.255255.0

255.255.255.0

255.255.255.0

255255.255.0

255.255.255.0

255255255.0

Description

VLAN 1101 Internal Network

VLAN 1201 Enterprise Network

VLAN 1301 Chinical Workstations

VLAN 1401 PACS 1

VLAN 1402 PACS 2

VLAN 1501 Radiclogy Departments

YLAN 1801 Clinical Application Services

14. Select Settings and then Global.
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15. Uncheck Enable ECC 2.0 under Endpoint Communication Channel,

Activity Recorder.

SEP Policies, and Endpoint

= €3 Symantec EDR
Enabls Symastec Endpoint Cloud Carrelation

| Enable Symantec Endpoint Protection Camrelasion

SEPM) Dalabaves

Symantec Enidpaint Pratection Mariage

Name Addrass Forl

Dewnlaad Synapse Log Colactor for SEPM Embedded DR

Endpoint Communication  SEPM Contrallar not eanfigured
Channel, SEP Policies, and
Endpaint Activily Recorder

Enable ECC 2.0 {requires at laast 1TB of hard disk space)

Automatic Submission Subonit suspicious files 10 sandbox for analysie

Backup Backup Is disabled (F) Configura Backup

o data avalisbie.

(#) Cenfgure SEPM Controtier

s Clstin Lominifir o B atuss

Symantec EDR is Healthy (07 Admin +

Enabled Status

—3 0 Symantec EDR

< Default Appliance

General Settings

et . Internal Network Configuration
192.168.100.0

DINS Settings

Appliances
Name Mgml P Rola Mode
EDR 182164180170 MansgemeniSannetFrory T

266.265.266.0

Symantec EDR is Healthy ) Admin ~

VLAN 1101 Internal Network

Scanning Status

Disatéed Heathy
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17. Select EDR from the appliances list.

18. Turn on Scanning under the Network Interface Settings.

Symantec EDR and SEP Correlation

1.

Open a web browser and navigate to the virtual appliance at https://192.168.190.170. Log in with
your administrator account.

From the settings menu, select global settings.

Select Download Synapse Log Collector for SEPM Embedded DB.

After the SEPMLogCollector.msi finishes downloading, move to the SEP Manager (SEPM).

Launch the SEPMLogCollector.msi file from SEPM.

Continue through the setup wizard prompts by clicking Next to use the default settings.

After installation is complete, launch the Log Collection for SEPM embedded DB configuration
utility, and enter the values below:

Service Hostname (optional): Leave blank.

Service IP address: 192.168.190.172

Service port: 8082

Log Collector connection password: Enter connection password.
Confirm connection password: Enter connection password again.

SEPM embedded database configuration password: Enter the embedded DB password.

8. After entering values into the configuration utility, click Confirm.
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Log Collector service settings
Service Hostname {optional):
Service IP address: 192.168.180.172 v
Service port: 8081
Log Collector connection password: esscscene
Confirm connection password: sssssssee
SEPM embedded database configuration
Password: ssencenee
Test Database Connection
Configuration Status:
Confirm Close Help

2.8 Endpoint Protection and Security

Endpoint protection and security measures are deployed to workstation end points to further
emphasize defense in depth. The build includes an agent-based endpoint protection solution that is
centrally managed within the enterprise. Endpoint protection provides anti-malware features with
centralized servers assuring that managed assets receive regular updates.

2.8.1 Symantec Data Center Security: Server Advanced (DCS:SA)

Symantec DCS:SA utilizes a software agent to provide various server protections, including application
allow-listing, intrusion prevention, and file integrity monitoring. For this project, a DCS:SA agent was
installed on both PACS servers in our architecture.

System Requirements

= CPUs:4

= Memory: 8 GB RAM

= Storage: 120 GB (thin provision)

=  Operating System: Microsoft Windows Server 2016 Datacenter

= Network Adapter: VLAN 1901
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Symantec Data Center Security Installation

1.

Launch server.exe.

2. Click Next >.

Symantec Data Center Security Server Manager 6.8.0 X

Welcome to the InstallShield Wizard for Symantec
Data Center Security Server Manager 6.8.0

The InstaliShield® Wizard will install Symantec Data Center
Security Server Manager 6.8.0 on your computer, To
continue, dick Next.

WARNING: This program is protected by copyright law and
international treaties.

This Symantec product may contain open source and other
third party materials that are subject to a separate license.
Please see the applicable Third Party Notices file provided
with the Symantec product.
For the speditic Symantec product licensing please see
J documentation provided at
NEEC. https://www.symantec.com/about/profile poiicies/eulas/.

T o

3. Check Il accept the terms of the license agreement.

4. Click Next >.

Symantec Data Center Security Server Manager 6.8.0 X

License Agreement
Please read the following license agreement carefully,

SYMANTEC TEMPORARY TRIALWARE SOFTWARE EVALUATION LICENSE A~
AGREEMENT

SYMANTEC CORPORATION AND/OR ITS AFFILIATES ("SYMANTEC") IS
WILLING TO LICENSE THE TRIALWARE SOFTWARE TO YOU AS THE
INDIVIDUAL, THE COMPANY, OR THE LEGAL ENTITY THAT WILL BE

UTILIZING THE TRIALWARE SOFTWARE (REFERENCED BELOW AS "YOU"

OR "YOUR") ONLY ON THE CONDITION THAT YOU ACCEPT ALL OF THE
TERMS OF THIS TEMPORARY TRIALWARE SOFTARE EVALUATION

LICENSE AGREEMENT ("TRIALWARE AGREEMENT™). READ THE TERMS

AND CONDITIONS OF THIS TRIALWARE AGREEMENT CAREFULLY v

(®1 accept the terms of the license agreement Print
(01 do not accept the terms of the license agreement

<sack | MNext> | | Cancel

5. Verify installation location.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

188



"$2-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 984D JO 2314 3|qe|IeAe s| uoneal|gnd SiyL

6. Click Next >.

Symantec Data Center Security Server Manager 6.8.0 X

Click Next to install to this folder, or dick Change to install to a
different folder.

Install Symantec Data Center Security Server Manager to:

C:\Program Files (x86)\Symantec\Data Center Security Change...
Server\Server

nistallShield

coos | e | [ ]

7. Review settings.

8. Click Install >.

Symantec Data Center Security Server Manager 6.8.0 X

Ready to Install the Program
The wizard is ready to begin installation.

Review the settings and dick on 'Install'. If you want to change any settings, dick Back. Click
Cancel to exit the wizard.

Installation Type: Evaluation (Install Local Database)
Server Settings:

Directory: C:\Program Files (x86)\Symantec\Data Center Security Server\Server

InstallShield

<ot > ] [ o

9. Wait for the setup and installation process to complete.
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Symantec Data Center Security Server Manager 6.8.0
Setup Status

Symantec Data Center Security Server Manager is configuring your new software

Installing
C:\...\{65A60777-4A68-4691-AB60-FC5621BAFD35} Ymanager.exe

InstallS hield

10. SQL Server will be installed automatically during the setup process.

1 SQL Server 2012 Setup - (m]
Install Setup Files
SQL Server Setup will now be installed. If an update for SQL Server Setup is found and specified to be included, the
update will also be installed.
Install Setup Fles -
SQL Server Setup files are being installed on the system.
Task Status
Install Setup files In Progress
< Back Install Cancel

11. Provide the information below, and click Next:

= Agent port: 443
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Bridge port: 2443

Console port: 4443

Web server administration port: 8081

Web server shutdown port: 8006

DCS:SA Configuration Wizard

rGeneral Settings

Agentport |43

Bridgeport  [2443

Console port (4443

Tomcat Connector Attributes

Vieb server admnmiration port V

Web server shutdown port

T—

12. Uncheck Enable CWP Bridge and click Next.

Back Next

DCS:SA Configuration Wizard

This bridge wil enable Sy Cloud
] Enabie CWP Bridge

to manage DCS agents.
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13. Verify settings for FQDN Hostname as WIN-RUQDO7KL8A?7, Static IP Address as 192.168.120.207,

and Java Heap Size as 6144, then click Next.

| DCS:5A Configuration Wizard X |

Settings

[C] Use FQDN Hostname for Certificate

FODN |Wr-RUCDOTKLBAT

Static IP Address  [152,168,120.207

rJVM Settings

Java Heap Size (MB) 15144

14. Create a password for the DB connection.

15. Click Next.

| DCS:5A Configuration Wizard X |

rCi

® Database instance
(C Database Port

'sa privieged User

Hostname 127.0.01

* I

L

Confrm Password ¥ [esnessans|

17. Create a password for the Unified Management Console connection.

e |

16. Verify Unified Management Console connection settings.
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18. Click Next.

| DCS:5A Configuration Wizard X |

Details
Hostname 192.188.120 207
Port 8443
User Name desadmin
* [ |
ConfimPassword % [seseveves| |

(L] Migrate UMC Data

N S

19. Verify the configuration settings and click Next.

| DCS:5A Configuration Wizard X |

Review the seftings and ciick on ‘Configure’, if you want fo change any seftings, click Back. Ciick Cancel to exi the

wizard
listion Type: & (install Local €
Server Settings

Directory: C:\Program Files (x85)\SymanteciData Center Security ServeriServer
Ports: Agent: 443, Console: 4443, Web Admin: 8081, Web Shutdown: 8006

Database Settings
Host: 127.0.0.1
Instance: SCSP
Database Name: SCSPDB

M
Heap Size (MB): 6144

UMC Registration

UMC Server: Hostname=192 168.120.207, Port=8443, Usemame=dcsadmin
Product Server: Hostname=WIN-RUQDOTKLBAT, IP Address=192.168.120.207, Port=4443

20. Wait for the configuration process to complete.

21. Click Finish.
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J Successfully updated the server xml

s fully updated M Server

wf Successtuly created all certificates

Yy y registered the Management Server and UMC services. Successfully updated JVM heap size property
J Successfully created database

wf successtuty registered with UMC

Back Finsh

22. Wait for the installation to complete and click OK.

Symantec Data Center Security Server Manager 6.8.0 >
Setup Status

Symantec Data Center Security Server Manager is configuring your new software

Symantec Data Center Security Server Manager 6.8.0 X ‘

Finis
o The DCS Management Server was configured successfully.

InstallShield

Symantec Datacenter Security Windows Agent Install

1. Run agent.exe.

2. Click Next >.
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ﬂ Data Center Security Server

Center Security Server 6.8.0

The InstallShield(R) Wizard will install Data Center Security
Server version 6.8.0 on your computer. To continue, dick
Next.

WARNING: This program is protected by copyright law and
international treaties.

This Symantec product may contain open source and other
third party materials that are subject to a separate license.

the Symantec product. For the specific Symantec product
licensing please see documentation provided at
https: //www.symantec.com/about/profile fpolices/eulas/.

Welcome to the InstallShield Wizard for Data

X

Please see the applicable Third Party Notices file provided with

< Back | Next > | Cancel

3. Check I accept the terms in the license agreement.

4. Click Next >.

ﬂ Data Center Security Server

License Agreement
Please read the following license agreement carefully.

SYMANTEC SOFTWARE END USER LICENSE AGREEMENT

SYMANTEC CORPORATION (IF YOU ARE LOCATED IN THE AMERICAS OR
THAILAND) OR SYMANTEC LIMITED (IF YOU ARE LOCATED IN ANY OTHER
COUNTRY) (“SYMANTEC") IS WILLING TO LICENSE THE SOFTWARE TO YOU
AS THE INDIVIDUAL, THE COMPANY, OR THE LEGAL ENTITY THAT WILL BE
USING THE SOFTWARE (REFERRED TO AS “YOU” OR “YOUR™) ONLY ON THE
CONDITION THAT YOU ACCEPT ALL OF THE TERMS AND CONDITIONS OF
THIS SYMANTEC SOFTWARE LICENSE AGREEMENT AND THE PRODUCT USE
RIGHTS SUPPLEMENT (AS DEFINED BELOW) (COLLECTIVELY, THE “LICENSE
AGREEMENT"). READ THE LICENSE AGREEMENT CAREFULLY BEFORE

(01 do not accept the terms in the license agreement

A

L

(® 1 accept the terms in the license agreement | Print |

InstaliShield

| <Back [ Net> || Concel

5. Verify the installation and log files directories.

6. Click Next >.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

195



"$2-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 984D JO 2314 3|qe|IeAe s| uoneal|gnd SiyL

ﬂ Data Center Security Server
Destination Folder
Click Next to install to this folder, or dick Change to install to a different folder,

l:7 Install Data Center Security Server to:

C:\Program Files (x86)\Symantec\Data Center Security Change
Server\Agent),
Save log files in:

C:\Program Files (x86)\Symantec\Data Center Security Change
Server\Agent\

The installation will create a new 'sdcsslog’ folder under the folder you specify
above. This folder and all its contents will be deleted upon uninstallation.

InstallShield -

oo s ] [ s

7. Provide the information below, and click Next >:

= Agent Name: WIN-RUQDO7KL8A

= Polling Interval (sec): 300

=  Check Enable Intrusion Prevention.
= Notification Port: 2222

=  Agent Protocol: HTTPS

ﬂ Data Center Security Server

Agent Configuration
Please configure your agent's settings
Agent Name: [win-rRUQDOKLBA7
Polling Interval (sec): |300

Enable Intrusion Prevention: [

Enable Real-time notification if this agent requires immediate updates.
Enable Real-time Notification: []  Notification Port: |2221

Agent Protocol: |HTTPS v

InstaliShield -

T
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8. Provide the information below, and click Next:

=  Primary Management Server: 192.168.120.207
= Agent Port: 443
=  Alternate Management Servers:

= Management Server Certificate: C:\User\Administrator\Desktop\agent-cert.ssh

ﬁ Data Center Security Server X

Management Server Configuration

Please configure your agent's Management Server settings

Primary Management Server: | 192.168.120.207
Agent Port: 443

If desired, specify Alternate Management Servers in a comma-separated list:

Alternate Management Server(s): I|

Access to a copy of the Management Server Certificate is required in order to connect
to the Management Server. All specified Management Servers must use the same
Certificate.

Management Server Certificate:

|C :\Users\Administrator \Desktop\agent-cert.ssl Browse
InstallShield

< Back Next > Cancel

9. Specify a Server Security Group created through Symantec Datacenter Security Server or leave it
blank to use the default security group.

10. Click Next >.
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ﬂ Data Center Security Server X

Server Security Group
Please enter the Server Security Group name

Please enter the name of an existing Security Group in the management server for
the agent to join. If you leave the field blank, the agent will join the Default Security
Group. You can move the agent to another Security Group at a later time.

InstallShield

| <Bak [ nNext> || cancel

11. Verify installation and configuration settings and click Install.

ﬁ Data Center Security Server X

Ready to Install

The installation settings are summarized below. If you want to review or change any of the
installation settings, dick Back. Click Install to start the installation using these settings.

Installation Directories
Installation Directory:  C:\Program Files (x86)\Symantec\Data Center Security Server
\Agent),

Log Files Directory: C:\Program Files (x86)\Symantec\Data Center Security Server
\Agent}

t Con' ation
Agent Name: WIN-RUQDOTKLEAT

Agent Polling Interval: 300
Enable IPS Feature: enabled
Agent Notifications: enabled
Motifications Port: 2222
Agent Protocol: https

Management Server Configuration

Primary Management Server: 192.168,120.207

Alternate Management Servers:

Mananement Server Part: 443 v

InstallShield
| <Bak [ mstal ]| Concel

12. Wait for the installation process to complete.
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Installing Data Center Security Server
The program features you selected are being installed.

ﬂ Data Center Security Server =

i':" Server, This may take several minutes,

Status:

Please wait while the InstallShield Wizard installs Data Center Security

InstaliShield
< Back Install
13. Click Finish.
ﬂ Data Center Security Server
InstallShield Wizard Completed

s Em ]

The InstaliShield Wizard has successfully installed Data Center

Cancel

14. Click Yes to restart the agent machine.
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ﬂ Data Center Security Server Installer Information

You must restart your system for the configuration
changes made to Data Center Security Server to take
effect. Click Yes to restart now or No if you plan to
restart later.

Yes No

2.8.2  Symantec Endpoint Protection

Symantec Endpoint Protection is an agent-based security solution that provides anti-virus, intrusion

prevention, application allow-listing, and other capabilities. For this project, Symantec SEP protects
endpoints from malicious software and integrates with Symantec Endpoint Detection and Response to
detect suspicious behavior.

System Requirements

CPUs: 4

Memory: 8GB RAM

Storage: 240 GB (thin provision)

Operating System: Microsoft Windows Server 2016
Network Adapter: VLAN 1901

Symantec Endpoint Protection Manager Installation

1.

Launch Symantec_Endpoint_Protection_14.2.0.MP1_Partl_Trialware EN.exe file.

2. Select the Install Symantec Protection Endpoint Manager option.
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3.

@ Symantec Endpoint Protection Installation Program *

Readme
An overview of the installation, product functionality, and support information.

Quickstart
Quick start guide for Endpoint Protection.

Install Symantec Endpoint Protection Manager
Installs the management server and console, which deploys managed clients.

Exit

@  Symantec Endpoirt Protection v Symantec.

Proceed through the installation wizard by clicking Next >.

ﬁ Symantec Endpoint Protection Manager *

l: Symantec Endpoint Protection Manager

The Installation Wizard will perform the following steps:

= Install the management server and console
& Configure the management server
u  Create the database

Click Next to begin.

szmantec_ WARNING: This program is protected by copyright law and international treaties.

==

4. Check | accept the terms in the license agreement.

5. Click Next >.
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ﬁSymantec Endpoint Protection Manager bt
License Agreement J
Please read the following license agreement carefully. symantec*

SYMANTEC SOFTWARE LICENSE AGREEMENT

SYMANTEC CORPORATION AMND/OR ITS AFFILIATES (*SYMANTEC™) SPECIFIED IN THE
ENTITLEMENT CONFIRMATION IS WILLING TO LICENSE THE LICENSED SOFTWARE TO YOU AS
THE INDIVIDUAL, THE COMPANY, OR THE LEGAL ENTITY THAT WILL BE UTILIZING THE
LICENSED SOFTWARE (REFERENCED BELOW AS “YOU" OR “YOUR®™) ONLY ON THE
CONDITION THAT YOU ACCEPT ALL OF THE TERMS AND CONDITIONS OF THIS SYMANTEC
SOFTWARE LICENSE AGREEMENT AND THE PRODUCT USE RIGHTS SUPPLEMENT (AS
DEFINED BELOW) (COLLECTIVELY, THE “LICENSE AGREEMENT"). READ THE LICENSE
AGREEMENT CAREFULLY BEFORE USING THE LICENSED SOFTWARE. THIS IS A LEGAL AND
ENFORCEABLE CONTRACT BETWEEN YOU AND SYMANTEC. BY DOWNLOADING, INSTALLING, w

(@)1 accept the terms in the license agreement | Print
(01 do not accept the terms in the license agreement

<oos ==

6. Select the location you want to install Symantec Endpoint Protection Manager and click Next >.
Keep the default location of C:\Program Files (x86)\Symantec\Symantec Endpoint Protection
Manager\.

ﬁSymantec Endpoint Protection Manager bt
Destination Folder J
Click Next to installto this folder, or click Browse to installto  different folder. Symantec.

j Install Symantec Endpaint Protection Manager to:
C:\Program Files (x86)\Symantec\Symantec Endpoint Protection Manager\, Browse. ..

Free disk space on C:\ drive (system drive): 100.72 GB
CPU(s): 4
Physical Memory: 8.00 GB

Recommended Installation Requirements:

CPU(s): 4
Physical Memory: 3GB
Free disk space for system drive (C:\): 40 GB

<oos ==

7. Select Install.
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The installer has determined that your system meets the installation requirements for disk space, CPU and
physical memory, Clidk Install to begin the installation.

If you want to review or change any of your installation settings, didk Back. Click Cancel to exit the wizard.

ﬁSymantec Endpoint Protection Manager bt
Ready to Install the Program J
The wizard is ready to begin instalation. Symantec.

< Back Install Cancel

8. After installation is complete, click Next > to continue with configuration of the management server.

ﬁSymantec Endpoint Protection Manager

Management Server and Console Installation Summary
The Installation Wizard has successfully installed Symantec Endpoint Protection

Manager. Click Next to begin the configuration wizard.

" Instal the management server and console
& Configure the management server
& Create the database

Click Mext to configure the management server,

v Symantec.

X

9. Select Default configuration for new installation...; then click Next >.
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10.

@ Management Server Configuration Wizard -

. Wel to the Manag: Server ( iguration Wizard

+ instalation Please selecl o configuration type.

* Default confiquration for new installation (fewer than 500 chents)
Sekect this oplion to configure @ management server thot manages fewer than 500 clents and uses an embedded database.

& Sarver Configuraton Custom configuration for new instaliation (more than 500 chenls, or custom sellings)
. ssssoes Salect this opton to configure a sarver ihist manages more than 500 chents or usss Microsof SOL databasa, or if you plan to
nstnd muliple management servers

Recovery configuration
Select this oplion to install the management server wih a recovery fie. The recovery file restores communication with
previously deployed chents and nchades olher management server settings, & recovery fie is only avalsble if you previously
nstalad the management sarver.

The defaull recovery fie is detected automaticaly. To select a different recovery fie, chick Browse and navigate o the file
that you want ta use
For mare information, see [Racovery Fie Detals”

Cancel

Provide the following information and click Next >.

= Company Name: *****xx*
= User name:; *¥**¥*kxxx*

u Password: *****x*xxx

= Confirm password: *******x*

=  Email address: ********
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W Management Server Configuration Wizard == [m] x

Creale 8 account. weill be required 1o log on 1o the management console.
Campany name: MeGoE
Usar name: admin
Passward:* sasssenes
Confirm password*
[
The password seiected here is used for boin the 1 you change
T risth wit not change.
P et adminginccos labs
™ sends to thes address.

¥/ Use a specified emall server

The h with your emad server, Use the defaults if you do nat know the
vakies. You can iater chonge these setlings by editing the sarver properties from the management server consol,

Emal server P address or name: symantec-manager Port number 25
Sender heiab

Uses name: admin

Password sossesined

| Require the spacifisd sarvar 1o usa & secure connaction
UsaTLS / Usa SSL

Did you receive the test amad? Vs ()

Run LiveUpdate

that you run Livelipdate g L £q and might take &
few hours to complete, depending on your server configuration and network bandwidth.

| Run LiveUpdate during instalation

Partner

It & pariner manages your icenses, you should specify here. P about the status.
of your icenses.

| Specify pariner information
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12. Uncheck Send anonymous data to Symantec to receive enhanced threat protection intelligence
and click Next >.

@ Management Server Configuration Wizard = x
@ Server Data Collection
+ nstaliation [Send anonymous data 1o Symantec to recewe enhanced threat protection intsligence |
eCUCReew This data provides the following benafis

@ mproved detection of targeted attacks on your endpoints.
& Optimzed product performance

After Symantec Endpaint Protection Manager is enraled in the cloud portal, ihis seiting s sutomaticaly umed on.
& Server Configuration

coeeew

Leamn more sbout dats collection

View privacy statement

Click Back to change the instaliation seftngs, or cick Next 1o begin the database creation.

{Swnamec,

< Back Nt > Cancel

13. After installation is completed, check Launch the Symantec Endpoint Protection Manager to
configure your hosts; click Finish.
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@ Management Server Configuration Wizard =

' Instalistion should also nstall the Symantec Endpoint Protection chent.
ESEI=S ST

*You can run this wizard at & lster bme from the Start menu on this computer

v Launch the Symantec Endpoint Protection Manages|

¥ Server Configuration Symantec Endpaint Protecton Manager cannct read the required user rights that are spacified in the Windows domain security
SEOee@@E@ | PUites on this computer. The management console cannot run i user rights are not assigned to Symantec Endpoint Protection
Manager services

Add the required sccounis and update the domain policies on this machine. For user rights requirements. and mare information
see the folowng knowiedge base article.

How to Configure
Symantec Endpoini

dows Security Policies for
n Manager

\/Symantec,

@ [ guration - with
- Mote that instaling Symantec Endpoint Protection Manager does not install the Symaniec Endpoint Protection chent on this computer. You

Symantec Endpoint Protection Host Windows Installation

1. Launch the Symantec Endpoint Protection Manager, and log in as the admin.

v Symantec.

Symantec
W Endpoint Protection Manager

User name: admin
Passwaord: ssesssses
Server. symantec-management: 8443

Forgot your password?

Log On Exit Options ==

Copyright @ 2018 Symantec Corporation. Al rights reserved

This Symantec product may contan open source and other third party materials
that are subject to a separate ficense.

2. Select Install the client software on your computers from the Getting Started screen.
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sdny:

"¥2-008T'dS LSIN/8209°0T/840°10p//

) symantec Endg '/m " Refresh  Kelp  Log Off

@\ wmaueng sy GEtting Started
on Symantec Endpoint Protection

Security Statud .
Required tasks
Cumplets ese lasks meedalely o by proted your compulerns. [P —
N Run LiveUlpdate now c’
Laat eanirnt downlead-Apei 4, 2015 11:84:55 AM EOT
Actrvate your product A
Your kcanse must be activaled by 84/201% EDT Sacurly Retgonss
)
aleat Saeuy Hevay
Install the cliem software on your computers Fiy
@ Mounacknowiedod Detirons and Security Updates

Endpoint Stalul  common tasks

These cummen tasks can hels you lu betier manage and pretect your clent computers.

fuskunts.
Endpoint Protectios Lamunch the o Spwars and
Total E: " Risks
nreciera
B Uplodals Move clients between groups B
B Cutotaae [
il FRun commands on 8 groug or @ client o
BN Disabied [
Host Integrity Faf B
- —— Learn about the product
oa tatugy »
F—— Mew features and changes m this release
Take a feature tour
‘Windcras Definitions
Latwat fecen Symarstmf largets atackes

Latest o Manager:
Cime | [ Exphoil Miigation Deleckons

3. Confirm that New Package Deployment is checked and click Next >.

T Client Deployment Wizard X
Select Deployment Type .'f Symantec.

Welcome to the Client Deployment Wizard

Use this wizard to install the protection client on computers in your network or update existing client communication settings.
Click to view the Install Client tour

Note: For instructions to install the client on a computer that runs Symantec Mail Security or Symantec Scan Engine, see the Symantec Technical Support
knowledge base article:

Click here
* New Package Deployment
Select packages from the server and specify client group and
features.
Existing Package Deployment

Choose from previously exported packages that are located on
‘your hard drive.

Communication Update Package Deployment

Create a package that changes the communication settings on an existing Symantec Endpoint Protection client installation. Use this option to
restore communication between the client and Symantec Endpoint Protection Manager, to connect the client to a new Symantec Endpoint
Protection Manager, or to convert an unmanaged client to a managed client

Create a package for Symantec Endpoint Protection ciients that run on Windows.

Create a package for Symantec Endpoint Protection clients that run on Mac.

MNext = Cancel
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4. Confirm the settings for the Install Packages: Windows—Symantec Endpoint Protection version
14.2.1023.0100—English, Group: My Company, Install Feature Sets: Full Protection for Clients,
Install Settings: Default Standard client installation settings for Windows. Click Next >.

@ Client Deployment Wizard

Select Group and Install Feature Sets

Install Packages: Windows - Symantec Endpoint Protection version 14.2.1023.0100 - English

This selection includes:
WING4BIT: Windows - Symantec Endpoint Protection version 14.2.1023.0100 - English (4/4/19)
WIN32BIT: Windows - Symantec Endpoint Protection version 14.2.1023.0100 - English (4/4/19)

Group:

Install Feature Sets:  Full Protection for Clients

Recommended for laptops and desktops - Includes all protection technologies.

Install Settings: Default Standard client installation settings for Windows

Content Options: Include virug definitions in the client installation package.

< Back

Some security features are not supported on some platforms. Please refer to product documentation for details.

Uncheck this option to create a smaller client installation package that does not include virus definitions but does include all
other content. After the client is installed, run LiveUpdate immediately on the clients to downioad the virus definitions.

>
\/Symantec_
Browse.
Options...
Next = Cancel

5. Confirm that Save Package is selected and click Next >.
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@ Client Deployment Wizard X

* [Save Package|

Creates an executable installation package, but does not distribute protection software to remote computers.

Remote Push

Creates a client installation package and pushes the package onto client computers. The package installs automatically on the computers.

e Preparing for Remote Push Installation
Web Link and Email

Creates a client installation package and an email template so you can send an email notification with download instructions to users.

A The web link installs the latest installation package that you specified. If you re-run the wizard and select a different installation package,
the web Iink directs to the latest selection only. ¥ou cannot assign more than one installation package to the same group.

-

6. Specify the location to save the installation files and click Next >.
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@ Client Deployment Wizard X

CUsers\Public\Documents [prowse.]

* single .exe file (defautt)

Separate files (required for .MSI}

-

7. Confirm the details of the custom installation files and click Next >.
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@ Client Deployment Wizard X
Ready to save package \/ Symantec

New computers will join the group "My Company”, and wil have the following client features installed

@ Core Files

4 Virus And Spyware Protection
@ Download Protection

@ Microsoft Outiook Scanner

@ Lotus Notes Scanner

@ POPSMTP Scanner

@ Proactive Threat Protection

@ SONAR Protection

@ Application and Device Control
& Network and Host Exploit Mitigation
@ Intrusion Prevention

@ Firewall

& Application Hardening

A single self-extracting SETUP.EXE file will be created in:

ChUsers\Public\Documents

Click Next to create the installation file SETUP.EXE.

= Back Cancel

8. Move the installation package to the operating system where you want to install Symantec Endpoint
Protection.

9. Launch the executable file and follow the prompts to install Symantec Endpoint Protection.

2.9 Data Security

A cloud storage solution, Microsoft Azure, was used to provide data security safeguards for medical
images. The Azure solution provides data-at-rest encryption and, through a combination of access
control and encryption, provides data security assurance.

The NCCoE lab used several different solutions to address data-in-transit encryption. As described in
Section 2.6.2, DigiCert PKI, the lab implemented SSL/TLS encryption using DigiCert-issued certificates.
Communications between modalities and clinical systems are secured using HIP, as described in Section
2.7.3, Tempered Networks ldentity Defined Networking (IDN).
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2.9.1  Microsoft Azure Cloud Storage

Microsoft Azure is a cloud service provider that provides storage and encryption for unstructured data in
a remote location separate from the HDO environment. This project used an Azure blob storage account

as a remote archive for medical images managed by the VNA. For more information on configuring

Azure Storage accounts, including recommended security practices, visit Microsoft’s Azure Blob Storage

Documentation [13].

Microsoft Azure Blob Storage Creation

To proceed with the following steps, a Microsoft Storage account needs to be established.

1. From a web browser, navigate to https://portal.azure.com/.

2. Llogin to the Microsoft account.

3. Onthe home screen, click Create a resource.

Azure services

(1] ] ] n [ e ~—
EEE _ "o
—I_ EEE — ‘é 2
Create a All resources Storage Virtual App Services 50L databases
resource accounts machines

4. Type storage account into the search bar, then click Storage account.

nome

New

|,-TJ storage accounﬂ

Storage account

Get started Windows Server 2016 Datacenter
Quickstarts + tutorials
Recently created
Al + Machine Learning . Ubuntu Server 18.04 LTS
. @ Learn maore
Analytics

5. On the Storage Account screen, click the Create button. A new screen will appear that requires

information to be populated, found in the Basics tab. When complete, click the Next: Networking

button. Populate the Basics information using the following values:
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a. On the Subscription field, select Enterprise from the pull-down menu.

b. Navigate to the Resource Group field. Select the corresponding resource group. If one is not
available, create a new resource group.

c. Navigate to the Storage Account Name field. From the pull-down menu, select the storage
account name that had previously been created.

d. Navigate to the Location field. From the pull-down menu, select (US) East US.
e. Navigate to the Performance field and select Standard.
f. Navigate to the Account Kind field. From the pull-down menu, select StorageV2.

g. Navigate to the Replication field. From the pull-down menu, select Geo-redundant storage
(GRS).

h. Navigate to the Access Tier field and select Hot.

Home > New >

Storage account »

Microsoft

Storage account © saveforister

Microsoft
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Home > New > Storage account >

Create storage account

Basics  Networking Data protection Advanced Tags Review + create

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources.

Subscription * | Visual Studio Enterprise Subscription ~ |

Resource group * | W |
Create new

Instance details

The default deployment model is Resource Manager, which supports the latest Azure features. You may choose to deploy using
the classic deployment model instead. Choose classic deployment model

Storage account name * (9 | Ve |
Location * [ Ws) East Us v
Performance (0 @ Standard O Premium

Account kind @ | StorageV2 (general purpose v2) Y% |
Replication @ | Geo-redundant storage (GRS) ~ |
Access tier (default) O cool (®) Hot

< Previous Next : Metworking =

6. Select the Networking tab. This will display a form with a series of fields that need to be populated.
Fill out the Networking information using the following respective values.

a. Navigate to the Connectivity Method field and select Public endpoint (all network).

b. Navigate to the Network Routing Preference field and select Microsoft network routing.
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Home > New > Storage account >

Create storage account

Basics Networking  Data protection Advanced Tags Review + create

MNetwork connectivity
You can connect to your storage account either publicly, via public IP addresses or service endpaints, or privately, using a

private endpoint,

Connectivity method * @ Public endpoint (all networks)
O Public endpoint (selected networks)
O Private endpoint

@ All networks will be able to access this storage account.
Learn more about connectivity methods &
Network routing
Determine how to route your traffic as it travels from the source to its Azure endpoint. Microsoft network routing is recommended for most customers.

Routing preference * (O @ Microsoft network routing (default)

O Internet routing

‘ < Previous ‘ | Next : Data protection > |

7. After supplying the values above, click the Next: Data Protection button.
8. Select the Data Protection tab, and populate the information as follows:
a. Navigate to the Blob Soft Delete field and select Enabled.
b. Navigate to the Blob Retainment Period in Days field and enter 60.

c. Navigate to the File Share Soft Delete field and select Disabled.

Home > Mew > Storage account >

Create storage account

Basics Networking Data protection  Advanced Tags Review + create

Blob soft delete (@ O Disabled @ Enabled

Blob retainment period in days (O —_—)
days

File share soft delete () (®) Disabled () Enabled

| < Previous || Next : Advanced >

9. Click the Next: Advanced button.

10. Populate the Advanced information as follows:
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a. Navigate to the Secure Transfer Required: field and select Enabled.
b. Navigate to the Blob Public Access field and select Disabled.
c. Navigate to the Minimum TLS Version pull-down menu and select Version 1.2.

11. Click Next: Tags button.

Home > New > Storage account >

Create storage account

Basics Metworking Data protection Advanced Tags Review + create

Security

Secure transfer required (0 (O Dpiszbled (®) Enzbled

Blob public access (@ @ Disabled O Enabled

Minimum TLS version (& | Version 1.2 v
Azure Files

Large file shares ® D a

Data Lake Storage Gen2

Hierarchical namespace @ HlsabiEd =nEbied

p is currently required to utilize the NFS v3 feat

basis. Sign up for NFS v3 o'

| < Previous || Next : Tags > |

12. Fill out the Tags information, then click Next: Review + create.
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Home > New > Storage account

Create storage account

Basics Networking Data protection Advanced Tags  Review + create

multiple resources and resource groups. Learn more about tags of

Mote that if you create tags and then change resource settings on other tabs, your tags will be automatically updated.

Name @ Value © Resource

| = | | Storage account

| < Previous | ‘ Next : Review + create » |

Tags are name,value pairs that enable you to categorize resources and view consolidated billing by applying the same tag to

13. Review the Create storage account configuration page, verify the configuration information, then

click Create.
Basics
= Subscription: Visual Studio Enterprise Subscription
= Resource group: * ¥k *k
® Location: East US
=  Storage account name; **** ¥ Ak
= Deployment model: Resource manager
=  Account kind: StorageV2 (general purpose v2)
= Replication: Geo-redundant storage (GRS)
= Performance: Standard
= Access tier (default): Hot
Networking
=  Connectivity method: Public endpoint (all networks)
= Default routing tier: Microsoft network routing (default)
Data protection
= Blob soft delete: Enabled

= Blob Retainment Period in Days: 60
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= File share soft delete: Disabled
=  Blob change feed: Disabled
= Versioning: Disabled
Advanced
=  Secure transfer required: Enabled
= Blob public access: Disabled
=  Minimum TLS version: TLS 1.2
= Large File Shares: Disabled
= Hierarchical namespace: Disabled

= NSF v3: Disabled
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o Validation passed

Basics

Subscription

Resource group
Location

Storage account name
Deployment model
Account kind
Replication
Performance

Access tier (default)

MNetworking

Connectivity method

Default routing tier

Data protection

Blob soft delete

Blob retainment pericd in days
Filz share soft delete

Blob change feed

Versioning

Advanced

Secure transfer required
Blob public access
Minimum TLS version
Large file shares
Hierarchical namespace
NFS v3

Home > Mew > Storage account >

Create storage account

Basics MNetwaorking Data protection Advanced Tags Review + create

Visual Studio Enterprise Subscription

East US

Resource manager

StorageV2 (general purpose v2)
Geo-redundant storage (GRS)
Standard

Hot

Public endpeint (all networks)
Microsaft network routing (default)

Enabled
60 days

Disabled
Disabled
Disabled

Enabled
Disabled
Version 1.2
Disabled
Disabled
Disabled
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14. Wait for the deployment process to finish. When the deployment is ready, a screen will announce
that the deployment has been created.

@ Your deployment is complete

Deployment name:  Microsoft.StorageAccount
Subscription:  Visual Studio Enterprise Subscription
Resource group:

~ Deployment details (Download)

<~ MNext steps

Go to resource

15. Navigate to the home screen and click All resources.

Navigate

T 1]
Subscriptions [4] Resource groups oee  Allresources

16. Click the newly created storage account.
17. Navigate to Firewalls and virtual networks on the left.
18. Make the following modifications, then click Save:

=  Allow access from: Selected networks

= Address range; ******xx
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[E| Save >< Discard O Refresh

o Firewall settings allowing access to storage services will remain in effect for up to a minu

Allow access from
O All netwarks @ Selected networks

@ Configure network security for your storage accounts. Learn more

Virtual networks

Secure your storage account with virtual networks.  + Add existing virtual network  +

Virtual Metwork Subnet Address range
Mo network selected.

Firewall

Add IP ranges to allow access from the internet or your on-premises networks. Learn mo
D Add your client IP address ! ) @

Address range
| ] @

| IP address or CIDR ‘

19. Navigate to Encryption on the left.
20. Under Encryption type, select Customer-managed keys.
21. Under Encryption key, select Select from key vault.

22. Under Key vault and key, click Select a key vault and key.
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Encryption  Encryption scopes

Save >< Discard
Storage service encryption protects your data at rest. Azure Storage encrypts your data as it's written in our datacent,
access it.

By default, data in the storage account is encrypted using Microsoft-managed keys. You may choose to bring your oy

Please note that after enabling Storage Service Encryption, only new data will be encrypted, and any existing files in t]
by a background encryption process. Learn more about Azure Storage encryption of

Encryption type O Microsoft-managed keys
@ Customer-managed keys
0 The storage account named "nccoepacstest’ will be granted access t
protection will be enabled on the key vault and cannot be disabled.
Encryption key (O enterkey URI
@ Select from key vault

Key vault and key * | Select a key vault and key

23. Under Key Vault, click Create New.

Home > All resources > | Encryption >

Select key from Azure Key Vault

Subscription * | Visual Studio Enterprise Subscription ~ |

Key vault * | A |

Create new

Create ne

24. On the Create key vault screen, select the Basics tab, and populate the information as follows:
a. Navigate to the Resource Group field, select the corresponding resource group.
b. Navigate to the Key Vault Name field, select the corresponding key vault name.
c. Navigate to the Pricing Tier field; select Premium.
d. Navigate to the Soft-Delete field; select Enabled.
e. Navigate to the Days to Retain Deleted Vaults field; enter 60.

f. Navigate to the Purge Protection field; select Allow purging.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 223



"$2-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 984D JO 2314 3|qe|IeAe s| uoneal|gnd SiyL

Home > | Encryption > Select key from Azure Key Vault >

Create key vault

Basics  Access policy Networking Tags Review + crezte

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
YOUF resources,

Subscription sual Studio Enterprise Subscription

Resource group * Y

Create new

Instance details

Key vault name * (O | - |

Pricing tier * (O | Premium (includes support for HSM backed keys) e |

Recovery options

soft delete allows you to recover a deleted key vault and its objects within the retention peried you specify. Purging triggers
immediate and irrecoverable deletion of the key vault. When purge protection is enabled, vault and its object in the deleted
state cannot be purged until the retention period has passed. Learn more

Soft-delete @ @ Enable recovery of this vault and its objects

O Disable recovery of this vault and its objects

o Once enabled, this option cannot be disabled

Days to retain deleted vaults * @ | 60 e

Purge protection @ @ Allow purging of this vault and its objects during retention period

O Enable purge protection of this vault and its objects during retention pericd

Previous ‘ Next : Access policy =

25. Click the Next: Access Policy button.
26. Fill out the Access Policy information, then click Next: Networking.

a. Navigate to the Enable Access to group, and set the following checkboxes:

=  Azure Virtual Machines for deployment: Unchecked
=  Azure Resource Manager for template deployment: Unchecked

= Azure Disk Encryption for volume encryption: Unchecked

b. Navigate to the Current Access Policies: group and keep the Default User Permissions.
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Home > All resources > | Encryption > Select key from Azure Key Vault >

Create key vault

Basics Access policy  Networking Tags Review + create

Enable Access to:
B Azure Virtual Machines for deployment (@
l:\ Azure Resource Manager for template deployment @

D Azure Disk Encryption for volume encryption @

+ Add Access Policy

Current Access Policies
Name Email Key Permissions Secret Permissions Certificate Permissions  Action

USER

[ 9 selected v | [ 7 selected v | [ 15 selected ~ | [ Delete

| < Previous H Next : Networking = |

27. On the Create key vault screen, under the Networking tab, navigate to the line labelled
Connectivity method and select Public endpoint(all networks) and then click on Next:Tags>.

Home > | Encryption > Select key from Azure Key Vault >

Create key vault

Basics Access policy MNetworking  Tags Review + create

MNetwork connectivity

You can connect to this key vault either publicly, via public IP addresses or service endpeints, or privately, using a private
endpoint.

Connectivity method @ Public endpoint (all networks)
O Public endpaint (selected networks)
O Private endpoint

| < Previous H Next : Tags > |

28. Fill out the Tags information, then click Next: Review + create.
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Home Encryption > Select key from Azure Key Vault

Create key vault

Basics  Access policy Networking Tags  Review + create

multiple resources and resource groups. Learn more

Mame () Value @ Resource

| : | Key vault

Review + create | < Previous | | Next : Review + create = |

Tags are namejvalue pairs that enable you to categorize resources and view consolidated billing by applying the same tag to

29. Review the Create key value configuration page, verify the configuration information, then click

Create.
Basics
=  Subscription: Visual Studio Enterprise Subscription
= Resource group: * ¥ &xk
= Key vault name; ********
= Region: East US
=  Pricing tier: Premium
= Soft-Delete: Enabled
=  Purge Protection During Retention Period: Disabled
= Retention period (days): 60 days
Access policy
=  Azure Virtual Machines for deployment: Disabled
=  Azure Resource Manager for template deployment: Disabled
=  Azure Disk Encryption for volume encryption: Disabled
= Permission model: Access control list

=  Access policies: 1

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

226



"$2-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 984D JO 2314 3|qe|IeAe s| uoneal|gnd SiyL

Networking

= Connectivity method: Public endpoint (all networks)

Create key vault

o Validation passed

Review + creats

Basics

Subscription

Resource group

Key vault name

Region

Pricing tier

Soft-delete

Purge protection during retention periad

Days to retain deleted vaults

Access policy

Azure Virtual Machines for deployment

Azure Resource Manager for template
deployment

Azure Disk Encryption for volume
encryption

Permission model

Access policies

Metworking

Connectivity method

Home > | Encryption > Select key from Azure Key Vault >

Basics Access policy MNetworking Tags Review + create

Visual Studio Enterprise Subscription

East US
Premium
Enabled
Disabled
60 days

Disabled
Disabled

Disabled

Access control list
1

Public endpoint (all networks)

m < Previous Next > Download a
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30. Wait for the creation process to finish.

31. Navigate to the Key field and click Create New.

Subscription *

Key vault *

Key *

Home > | Encryption >

Select key from Azure Key Vault

| Visual Studio Enterprise Subscription £ |
| v
Create new
| v
Create new

32. Fill out the form with the following information, then click Create:

= Options: Generate
n Name: 3k 3k 3k %k %k %k %k %k

= Key Type: RSA

= RSA Key Size: 2048

= Enabled?: Yes
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Create a key

Options

Home > | Encryption > Select key from Azure Key Vault >

| Generate

MName * (i)

Key Type ©
- R
«-» =)
RSA Key Size

‘. ™y
@ 072 409 )

Set activation date? @[ |

Set expiration date? @[ _|

Enabled?

Yes Mo

33. Once the key has been successfully created, ensure the values for Subscription, Key Vault, and Key

are correct as follows, then click Select:

= Subscription: Visual Studio Enterprise Subscription

n Keyvault: 3k 3k >k % %k %k %k k

n Key: %k %k %k %k 3k %k %k k
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Home > | Encryption >

Select key from Azure Key Vault

o The key ' * has been successfully created.
Subscription * | Visual Studio Enterprise Subscription % |
Key vault * | % |
Create new
Key * | hd |
Create new

34. Verify the following Encryption information, then click Save:

=  Encryption type: Customer-managed keys
= Encryption key: Select from key vault

= Key vault: ****x**x*

n Key: %k %k %k % 3k %k %k k

Encryption  Encryption scopes

Save >< Discard

Encryption type O Microsoft-managed keys
@ Customer-managed keys
@ The storage account named
protection will be enabled on the key vault

Encryption key O Enter key URI
@ Select from key vault

Key vault and key * Key vault:
Key:
Select a key vault and key
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Encryption  Encryption scopes

E Save X Discard
Encryption type O Microsoft-managed keys
@ Customner-managed keys

@ The storage account named *

" will be

protection will be enabled on the key vault and can

Current key |

Automated key rotation (O | Enabled - Using the latest key version

Key version in use (O |

Change key

35. Take note of the key strings. These will be used to authenticate the VNA’s requests to the storage

account:

= Storage account name; ****¥***

n Key:********

= Connection string: ***#*****

Storage account name

keyl (0

Key

Connection string

36. Navigate to Storage Explorer on the left of the Storage Explorer (preview) page.

37. Right-click BLOB CONTAINERS, then click Create blob container.
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Home >
= | Storage Explorer (preview) =
mmid
Storage account
|P Search (Ctrl+/) | « | |
= Overview “ » 1 BLOB CONTAINERS _
o b E FILE SHARES Create blob container
- ctivity log Refresh
b Wl QUEUES =
Fa Access control {IAM) b T8 TABLES
& Taos
& Diagnose and solve problems
W Data transfer
Events
Z= Storage Explorer (preview)

38. Fill out value of the Name field for the New container, then click Create.

New container X

Mame =

Public access level @

Private (no anonymous access) e
@ The public access level is set to private because public access is
disabled on this storage account.

v  Advanced

39. The established storage account is ready for use, and the VNA can be configured to send and receive

medical images to and from the storage account container.
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2.9.2  Hyland VNA Cloud Archive Device
For this project, a Hyland engineer upgraded the Hyland Acuo VNA v6.0.4 and NilRead Enterprise

v4.3.31.98805 to Acuo VNA v6.0.4.2798 H2_ P2 and NilRead Enterprise v4.4.32.103830. These upgrades
enabled the Hyland VNA to store patient studies in a Microsoft Azure storage account. When configuring

the connection to the Azure account, the VNA allowed an engineer to determine the number of days
that patient studies were held in the cache. For testing purposes, this project kept studies in the VNA
cache for three days and immediately stored these studies in the Azure storage. When configuring for
production, identify time frames for cache and cloud storage that coincide with an HDO’s business
practices.

Hyland NilRead Archive Device Configuration

1. Open a web browser and navigate to the Acuo Admin Portal created in Section 2.2.2, Hyland Acuo
VNA.
2. Enter the Username and Password for the Admin Portal, and click Sign In.

Acuo

Acuo Admin Portal

Username

Password

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

233



"72-008T°dS " LSIN/8209°0T/340°10p//:sd1Y :wouy 2848y JO 9344 d|qe|ieAe S| uoliedl|qnd siyL

3. Navigate to the Archive Devices section of the portal by clicking the drop-down list on the top left
corner of the screen and selecting Storage Management and then Archive Devices.

=+

.. . dmin Portal

&

Fatient Explorer

£

Route Management

PV

Starage Management

P

- a
* 8

4. Click Add New Archive Device in the top of the screen, then select Azure.

Acuo

& et

=+

@ O leshesti

Archive Devices v

a
O - I

5. Inthe Add New Azure Archive Device window, provide the following Azure account information:

Name. 3 3k 3k %k %k %k %k %k
Container Size: 20 MB
Account Namae; ********

Account Key: 3k %k 3% 3k 3k 3k >k %k %k 3%k %k %k %k %k %k %k %k k

6. Click Add Archive Device.
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B b e e = & - a =

& L Y R T -0 4 @

Connect Microsoft Azure Archive Device to the RADIOLOGY Storage Application

1. Click Storage Applications on the left-hand side of the screen.
2. Click RADIOLOGY.
3. Scroll down and click Add Archive.

= Device: ****xkk%

= Write files older than: 1 day(s)

= Enable Write files to archive.

4. Click Add Archive.

B s e B = U
& € D hoabat BNt o gl s Dl b 3008 330 B CRCTE I - I

Contain ar

LT

Setutity Sottings

Set Parameters for Image Archival to Microsoft Azure
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1. Select Nccoe-Azure under Archive Devices at the bottom of the screen.
2. Set Write files older than to 0 days.

3. Click Save Changes.

B b e e = & - a =

& € 0 loaheat BN pgel

LIS Bec R -0 4 @

Connectica

Set Parameters for Storing Images in the VNA’s Cache

1. Click Edit Cache Cleaner Configuration.
2. Set Clean Files Older Than to 3 days.

3. Click Save Changes.

B b e e = & - a =

& € D hotaheat BN naieos i sgelm e stacns ol T boSood 301 5 B et ~a 4+ @ ;

Edit Cache Cleanes Configuration
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2.10 Secure Remote Access

Both healthcare and IT systems require access by vendor support technicians for remote configuration,
maintenance, patching, and updates to software and firmware. This project implemented secure remote
access by integrating Symantec Validation and ID Protection (VIP) into the ConsoleWorks authentication
mechanism. This implementation enforced two-factor authentication with username, password, and a
onetime passcode.

2.10.1 TDi Technologies ConsoleWorks

The NCCoE lab implemented a VendorNet using TDi ConsoleWorks, which is a browser interface that
enables HDOs to manage, monitor, and record activities from external vendors in the IT infrastructure.

System Requirements

= CPUs:1

= Memory: 8 GB RAM

= Storage: 40 GB

=  Operating System: CentOS 7
= Network Adapter: VLAN 1097

TDi ConsoleWorks Installation

The TDi ConsoleWorks installation in this PACS environment replicates the installation in the Wireless
Infusion Pumps Project. For detailed installation guidance, please refer to Section 2.1.8, TDi
ConsoleWorks External Remote Access, in NIST SP 1800-8C, Securing Wireless Infusion Pumps [12].

TDi ConsoleWorks Radius Authentication Configuration

In our project, we integrated TDi ConsoleWorks with the Symantec VIP for two-factor authentication.
This section explains how to enable external authentications for ConsoleWorks. In the next section, we
explain how we configured Symantec VIP to integrate with ConsoleWorks.

1. Download extern_auth_radius.so file from ConsoleWorks support site [14].
2. Move extern_auth_radius.so file to /opt/ConsoleWorks/bin directory.

3. Restart ConsoleWorks by executing cw_stop and cw_start scripts located in the
/opt/ConsoleWorks/bin directory.

4. From the ConsoleWorks web interface, navigate to Security, and click External Authentication.

5. Click add to create a new external authentication source.
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6. Fill out the required fields. The setup we used is below:

= Record Name: Radius

= Ensure Enable is checked.

=  For Library, select radius.

= Parameter 1: 192.168.120.190:1812/*******
= Parameter 2: 30

= Parameter 6: 15

= Template User: CONSOLE_MANAGER

7. Continue through the prompt by clicking Next; click Save on the final prompt.
External Authentication Record

Record Name:

Enabled
Library: |radiu3 | ¥ |

Parameter 1: | 192 1681201900181 2=

Parameter 2: | 30

Parameter 3: |

Parameter 4 |

Parameter 5: |

Parameter 6: |15

Required Profile: |

Template User: | CONSOLE_MANA... | = |

| Cancel | | Next |

8. Ensure that Enable External Authentication is checked.
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~ SECURITY: External Authentication

External Authentication

Enable External Authentication

|:| External Authentication assumed for pre-existing User accounis

External Authentication Library Enabled Param 1

[] rRaDIUS radius A 192.168.120.190:1812/_ ..

| Delete | [.Fu:ld ] | Rename || Edit | | Sawve |

2.10.2 Symantec Validation and ID Protection (VIP)

Symantec Validation and ID Protection is an authentication service that provides various forms of
authentication such as push, short message service (SMS), and biometric. This project used Symantec
VIP as a second form of authentication for remote access to the PACS architecture through TDi

Technologies ConsoleWorks.

System Requirements

= CPUs:4

= Memory: 8192 MB RAM

=  Storage: 240 GB (thin provision)

= Operating System: Microsoft Windows Server 2016
= Network Adapter: VLAN 1201

Symantec VIP Installation

1. Right-click on setup.exe file for VIP Enterprise Gateway 9.8.0; select Run as administrator.

I = | Application Toals =Ry J_WINDOW
Home Share Wi Manage

1+ » WIP_Enterprise_Gateway_ 9 8_0 WINDOWS

Extracting: YIP Enterprise Gateway.msi

Mame Date modified Type Size
o Quick access
setu 5/2/20194:33 PM Application 142,557 KB

I Desktop & H EE

& Downloads *

5| Docurnents +*

| Pictures " WIP Enterprise Gateway - InstallShield Wizard
B3 This PC PR VIP Enterprise Gateway Setup is preparing the InstaliShield

L= ‘Wizard, which will guide vou through the program setup process.

o Network Pleass wait,

Cancel
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2. Proceed through the installation wizard by clicking Next >.

ﬁ Setup - VIP Enterprise Gateway x
Welcome to the VIP Enterprise Gateway
setup Wizard,

This wall install YIP Enterprise Gateway on your computer,

Click. Next to continue or Cancel to exit wizard,

! WARNING: This pragram is protectad by copyright law and
international tresties,

<Back Conce

3. Check I accept the agreement.

4. Click Next >.

ﬁ Setup - WIP Enterprise Gateway x
License Agreement J{:’m“t"'
Please read the following License Agreement carefully, You must accept the ||;='>;'::'.T::..

terms of this agreement before continuing the installation,

SYMANTEC SOFTWARE LICENSE AGREEMENT

SYMANTEC CORPORATION AMD/OR ITS AFFILIATES ["SYMANTECT) 1S WILLING TO
LICENSE THE LICEMSED SOFTWARE TO YOU AS THE INDIVIDUAL THE COMPANY, OR
THE LEGAL ENTITY THAT WILL BE UTILIZING THE LICENSED SOFTWARE (REFEREMCED
BELOWY A% YOU™ OR “YOUR") OMLY ON THE CONDITIOMN THAT YOU ACCEPT ALL OF
THE TERMS OF THIS LICENSE AGREEMENT {"LICENSE AGREEMENT”). READ THE TERMS
AMD COMDITIONS OF THIS LICEMSE AGREEMENT CAREFULLY BEFORE USING THE
LICENSED SOFTWARE. THIS |5 A LEGAL AND ENFORCEABLE CONTRACT BETVWEEN YOU
AWP SYRAANTES  RY CHICKING THE “I ASRFFT A0 ™FSY RITTAM A0 OTHFRWI SF

<

(® I accept the agresment,
()1 do nat accept the agreement.
InstallShield &-
< Back Mext = Cancel

5. Create a username as admin and a password and click Next >.
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25 Setup - VIP Enterprise Gateway

Configuration Console Access J
i

X

cation &
tion

Enker the name of the user who will manage the Configuration Cansale, and the
password that user will use to loginto the console. Bath the username and password
are case sensitive.

Username (minimum 5 characters)

[admin

Pazsword (minimum & characters)

Confirm your password,

InstallShiedd

< Back m Cancel

6. Keep the default installation location by clicking Next >.

I3 Setup - VIP Enterprise Gateway x
Destination Folder —
Click Mext to install ta this folder or click Change toinstall to a different Folder, m&':iﬂ;t‘

Install YIP Enterprise Gateweay to:

InstallShield

L-] Ci\Program Files (x860Symantec\VIP_Enterprise_Gateway! Change. ..

< Back | ?t > |

7. Click Install.
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ﬂ Setup - VIP Enterprise Gateway X

mantec.
ligatian &

Ready to Install YIP Enterprise Gateway J‘_?
|I;PNII('!IU|

The wizard is ready to start the installation process,

Click Instal ko start the installation process.
Click Back ta review or change the installation settings.

Click Cancel to exit the wizard,

InstallShiedd

<ok e ][ cone
L3

8. Click Finish after installer is complete.

ﬂ Setup - VIP Enterprise Gateway X

VIP Enterprise Gateway successfully installed.

This vazard has successfully installed VIP Enterprise Gateway
on your computer.,

Click Finish to et the sstup.

[ Launch the Configuration Console

Symantec.

< Back inish Cancel

9. On the Symantec VIP local machine, open a web browser, and navigate to http://localhost:8232.
Sign in with the User Name as admin and corresponding Password specified during installation.
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locathost 2232 fvipeg

nsolefloginact @ = & | ¥ Sign In - localhost

\/Symantec. VIP Enterprise Gateway

User Name admin
Password ssssns| -
Sign In
See Help for assistance:
I you dont have your sign-in information, contact your VIP administrator

Heilp

10. Select User Store from the menu bar.

localhost 8232 Apegeonsale/displagd b-0 | Add User Store - localhost X
\/Symantec. VIP Enterprise Gateway
"“'I"“’"".wmlmwlw:wl""’l
User Stare = User Store
TR A User Store
User Store 5| Youmust configure a connection with each new user store that you add 1o VIP Enterprise Gateway
LDAP Directory Synchronization
User Store
VIP Admanistrator Configuration
Consaole Authenfication Type: LDA%
“Name
Server Information
*Connection:
“Host
“Port 2z
Timeout: 2 ;t] Seconds
Enable SSU: =
Bind Information
*User DN
*Password
Search Criteria
Base DN
*User Filter

admin | Sign Out

11. Add a user store with the following information:
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= Name: AD PACS

= Connection: ad-main

= Host: ad.pacs.hclab

= Port: 389

= User DN: CN=symantec, DC=pacs, DC=hclab

= Password: #*#xkrckxx

= Base DN: DC=pacs, DC=hclab

=  User Filter: (&(&objectClass=user)(objectCategory=person))(sAMAcountName=%s))

: B = & ¥ AddUser Store - localhost
LAUNISURE MUNETILLEUUN 1ypee LuAr

"Name: AD-PACS J

Server Information

*Connection ad-main 2
*Host ad pacs helab 2
“Poit 339 X

Timeout: 2 ﬂ Seconds

Enable SSL O

Bind Information

*User DN CMN=cpeloguin, DC=pacs, DC=hclab ?

*Password. weessnsnsns £
Search Criteria

Base DN DC=pacs.dc=hclab 2

*User Filler (&{&{objectC! ) objectCat ¥=p n 7

(sAMACCoUntName=%s))

[ Edit Default VIP User Name Aftribute

Test Sottings

*Test User Name langmin _‘l’m O @

Test bind faded. Be sure you have the correct Host, Porl, SSL (i selected),
and Bind information for the User Store AD-PACS.

*Required Information

Cancel Submit

12. Log into VIP Manager by navigating to https://manager.vip.symantec.com/vipmgr. Use the account
provided by Symantec.

13. Select Register Your VIP Credential. Provide the Credential ID and Security Code of your
credentials. Credentials can be downloaded by navigating to https://vip.symantec.com/.
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PAEC.COM i

v B« @G| ¥ Home- locuhast o 1 Wanager - Register Your_ o Symantes VI < Tw Factar Aut..

V.'Symantec. VIP MANAGER

Register Your VIP Credential

Typacaby 12 alphanumen characiers

Security Code: 266928 *

5 gty generated rom your VIP credental

| BI040 Bymanies Comparaton lm JW
14. After registering the credential, select Go to My Account.
hantec comAmpmgtimecredimtisly 2« @ x [ Home  locaihest O Waiteg for misnaginsdp s, | o Symantes VI - Tws Fachor At
"v‘Symarltec. VIP MANAGER
Dashboard  Users. Crndentials Accownt  Pobcies  Reports e
@ Your VIP Credential Was Registered Successfully
You have successfully registenad your VIP credential and you are now signed n bo your account
'&Ghﬁ;ﬁ-' )
I ez

15. Select Account from menu bar, then select Manage VIP Credentials.
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16. S

prantecsomspmgyimossehemesmodies £ - | (G SIREA N f VP Manager - Accoune s [ Buaee B Taa Facor
(V/Symantec.  vip MANAGER

W SR~ S - SOy SO . WD YA ——————

Account Summary - UNVERIFIED - NCCoE * VIP Account Masagement
10 v (31 View Account Detats
(%) Manage Uner Groups
. B (3 Create Administrator Group
Ovganization Address
780 Greal Senses Huy ,'!-: Tand ! Modify Adesnssiratorn
Rockeile
o =
(21 Crmate VIP Administeators
Uinded States. (3 Fimet { Modify VIP Administrators
Lorporate Cootact Techncal Contact Billing Contact »
ko ot S 2 SMS Credential Setlings
A Na Ha =
. - - 13! Credestial Sacurtty Settings
WEETS-0208 (prefemed) IIBTEE20S (preferred) 3019750788 (peeferred) - e
- o - Accomnt informaton
Jenindicton Hash THOE 104
Account Creason Date” J01hMay83
Service Start Date® 2019 May-03
Sarvice End Date® Wiptz
Member Type Tral
Ascount Usage Tomt
Sales Reterence Number
"Rt siher FIT or POT. 8e sppicatie
Bk

e Vip (it

elect Request a Certificate.

i 5 40 R ¥ e oo - R
@Symantec. VIP MANAGER

Dasronant = Ascoust

Manage VIP Certificates * VI Account Mansgemant
Ui s Dt by MIUSE 3 Nt COMIMCate Of 1o INBCK YOur i8NG GGt -
12 View Accoamt Details
conmbcate and 1o downlasd it

5 Manage User Grougs

; 2! Craate Adminkstrstor Group
Cartificate Name Laneation = Groups

You have ao cerificates ssacisied wih our VIP sccount.

“Fetects st FET o PO, wn appicatis (2 Ciemte VIP Administiators

i
|
E

& @
§

Lo gt | Prency | Mapsstiey | 83018 Symaniss Comportos @m @

17. Provide a Certificate Name as NCCoE_VIP_Cert. Click Submit Request.
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hantec.com vwpmae certrague st 0D O+ @ & m o VIP Minager - Request s Ce_ %
@Symantec, VIP MANAGER

st » Account

Request a Certificate
Entor an easily-recognizable name for your certiicale (such as “VIP Cortificale 17} in the field below.
v . oo Sgning Ragquest cicking here 2042008 by in the CSR
* Required Information
Certficate Kame
“Corticate Name  [EECE VP Card 7 ®
I portant ]
* Gemtarty. . pisase rsaty Symantac. Hone hat
e cabunce -
Syvia
dak| —
Lot testen | Eovesy | Bssssters | 82010 Spmantec Comporaten

* VIl Accousi Management

{3 Verw Account Detaits

2 Croats Administrates Group

(3 Find [ Mcily Adminiatrwint
Groups

i

(]

Create VIP Admesisteaton

]

Find [ Meify VIP Administrators
(20 Mansge VEP Certificates

51 138 Credentisl Settings

(% Credental Secunty Settings

18. Select PKCS#12 format and create a password for the requested certificate. Then select Download

Certificate.

nantec.com/vpmandacerequetnociny 0 = @ % | | USdd VIR Centificats  lacalhos

@Symanuc. VIP MANAGER

Dot ant » Accoust

Your Certificate Request has been Approved

Your carficate named NCCOE_VIP_Cent axpres on 2021 May 06
(1) Select a certificale femal. anter & password 1o encrypt e cenmlcate, and then cick Download Certificate

* Required Informason
“Format Orem ® prcsaz (7
“Password [-....... | @ Wt be

—

Iormil # you need help instaling the cortificate b wse with VIP Web senices.

2 10 tha Help #nd Suppoert page Yo PEM Tomes! if you nead help instaling the ceribcate 1o use with 8 Cisco SA 500 senes VPN router

Lessitsainn | Posser | Sasssters | @200 Symantes Coporsten

Cy—

¥ VIP Account Managemest

(2 View Accoust Detas

(3 Create Agministraton Group
(@ o Ambes

(3 Create VIP Adminisirators

(3] Famd | Modify VIP Administrators
(3 Manage VIP Certiicates

(3 SMS Credential Sattings

(3 Credentisl Security Setiings

(3 Download Fies

19. Save the certificate on the Symantec VIP local machine.
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20. Navigate to http://localhoat:8232. After logging, select Add VIP Certificate.

method=editfks=DEF

P = X | C AddWIP Certificate - locath... % | ¥ VIP Manager - Your Certificate .. v Symantec VIP - Two Factor Aut...

V’Symantec. VIP Enterprise Gateway

VIP Enterprise Gateway

Symantec Validation and 1D Protection (VIP) Enterprise Gateway enables your crganizations employees and
associates lo use the sirong authentication capabilities that Symantec VIP Services provides, along with their
enterprisa direclory authentication credentials

VIP Enlerprise Galeway provides RADIUS-based authenbcabion server. You can use this authentication server
with most of the level network that provide Remole Access Services such as VPN,
Firewsall, and apphcalion reverse proxy. Additionally, VIP Enterprise Galeway provides the plug-in options that
¥Ou can use 1o infegrate your enterprise-level applications and access management software with VIP
Authentication framework

VIP Enterprise Gateway provides Identity Providers (1dPs) for Seif Service Portal (S5P) and VIP Manager
Portal that Symaniecs VIP Services host. The VIP Manager Service IdP enables your organization's IT
Adminisirators to aulhenticale to VIF Manager using their LDAF user name and password and manage the
VIP Accounl. The SSP IdP enables employees and associales to register or un-register their VIP credentials
by authenticating with their enlerprise directory authentication credentials

Home UserStore  Validation  ldentity Providers  Logs  Setings  Help

Get Started

Add a VIP Cerfificale to secure

communication with VIP Authenlication
service. To oblain a new VIP Certificale,

admin | Sign Out

21. Select Browse and upload the certificate from the previous step. Enter the correct password and

alias for the certificate, then click Submit.

D = © o AddVIP Certificate - locath.. * | ¥ MIP Manager - Your Certificate .. ¥ Symantee VIP - Two Factor Aut..

JSymantec VIP Enterprise Gateway

*Required Information

Home User Store | Validation Identity Providers | Logs  Settings Help |
| L ot |
Settings » VIP Certificate
Add VP Corticate
VIP Certificate 3  Complete the following steps to import a VIP Certificate in .p12 format. i you do not have a VIP cerfificate. diick VIP Manager
1o oblain a new certificate.
S5L Certificate
Trusted CA Certificate
Failed to import PKCS12 cent. Make sure PKCS12 File and Password are cormecl
Export Seftings
Import Seffings
Conzole Settings Add VIP Certificate
HTTP Proxy Seftings
Health Check Sellings “File Name: [c Y D plvip_cer  Browse.
Update Seitings *Password ssssssnss
System Seftings “Alias NCCoE_WIP_Cerl )

admin | Sign Out

22. Select Validation from the menu bar, select Custom configuration, and provide the information that
follows:

Server Name: vip

Local IP: 192.168.120.190
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= Port: 1812

= RADIUS Shared Secret: *****

=  Confirm RADIUS Shared Secret: *****

= Enable First Factor: Checked

= Authentication on: Enterprise

=  Authentication Sequence: LDAP Password—VIP Authentication

= User Store: AD PACS

sstormastenioustont B« @ of RADIUS Vabdation Server -1, % | o VIP Manager - Your Certificate . ¥ Symantec VIP - Twn Factor ut..

'\/Symantec. VIP Enterprise Gateway admin | Sign Out

Valdabon » RADIUS Vabdabon Server

Links Add RADIUS Validation Server

RADIUS Validation Server 3 Configure server parameters to create a vakdation server

Tunned Server P
* Server Nama T
* Local IP b 162 168.120.190 [v]
* Port 1812 x
* RADNUS Shared Secret ks
* Confem RADIUS Shared Secret 3
Logging Level wFo (v
Log Rotation Interval 1 v days
Numiber of Files to Keep 4 vl
Enable Syslog O Yes @ No
* Password Encoding UTE-8 :-_] 7

RADIUS Access Challenge

kA Enable Access Challenge (7

*Challenge Timeout 60 )

VIP Push Authentication

[/ Enable Push (7

Remole Access Service Name/URL Remote Access Service Name \/

The vip_cert.p12 download has completed. Open = Open folder View downloads

23. Click Submit.
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utomactionicustom! O + & || of RADIUSValidation Server- 1. % |+ \IP Manager
VIP Authentication Timeout

o

"Enforce Local Authentication

First-Factor Authenfication

[ Enable First Factor (7

Authentication on® (@ Enterprise () VIP Services

Authentication Sequence. ® LDAP Password - VIP Authentication
O VIP Authentication - LDAP Password

7

User Store Configuration

[ User resides in user slore (7
[] Enable User Store data for Oul-ot-Band (7

User Store: AD-PACS
Business Continuity
Business Continuity (@) Disabled ) Automatic () Enabled (7
Delegation

[] Enabie Delegation (7

LDAP to RADIUS Mapping

[7] Enable LDAP to RADIUS Mapping

*Required Informalion

24. Ensure that VIP Server Status is set to ON.

ion £ = % || 0 locathast

Operation is in Progress....

This mary take & few seconds ko complete
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AD
AES

AE Title
CA
CIDR
CPU
CSR

DB

DC
DCS:SA
DHCP
DICOM
DNS
EDR
FMC
FTD
GB
GUI
HD
HDO
HIP
HL?7
http
https

Active Directory

Advanced Encryption Standard
Application Entity Title

Certificate Authority

Classless Inter-Domain Routing
Central Processing Unit

Certificate Signing Request

Database

Domain Controller

Data Center Security: Server Advanced
Dynamic Host Configuration Protocol
Digital Imaging and Communications in Medicine
Domain Name System

Endpoint Detection and Response
Firepower Management Center
Firepower Threat Defense

gigabyte

Graphical User Interface

Hard Drive

Healthcare Delivery Organization
Host Identity Protocol

Health Level 7

Hypertext Transfer Protocol

Hyper Text Transfer Protocol Secure
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IDN
s

loT

IPv4
ISO

LDAP
MB
MPPS
NAT
NCCoE
NIST
NTP
oS
OVA
OVF
PACS
PKCS
PKI
QR Code
RAM
RIS
SCP
SEP
SEPM

Identity Defined Networking

Internet Information Services

Internet of Things

Internet Protocol

Internet Protocol Version 4

International Organization for Standardization
Information Technology

Lightweight Directory Access Protocol
Megabyte

Modality Performed Procedure Step
Network Address Translation

National Cybersecurity Center of Excellence
National Institute of Standards and Technology
Network Time Protocol

Operating System

Open Virtual Appliance or Application

Open Virtualization Format

Picture Archiving and Communication System
Public Key Cryptography Standards

Public Key Infrastructure

Quick Response Code

Random Access Memory

Radiology Information System

Service Class Provider

Symantec Endpoint Protection

Symantec Endpoint Protection Manager
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SMS
SP

saL
SSL/TLS
TCP/IP
uDM
uDP
URL
vIP
VLAN
VM
VNA
WAN
WLM

Short Message Service

Special Publication

Structured Query Language

Secure Sockets Layer/Transport Layer Security
Transmission Control Protocol/Internet Protocol
Universal Data Manager

User Datagram Protocol

Uniform Resource Locator

Validation and ID Protection

Virtual Local Area Network

Virtual Machine

Vendor Neutral Archive

Wide Area Network

Workload Management
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(1]

(2]

3]

(4]

(5]

(6]

(7]

(8]

(9]

(10]

[11]

Docker. Install Docker Desktop on Windows. Available: https://docs.docker.com/docker-for-
windows/install/.

Microsoft Docs. Install SQL Server from the Installation Wizard (Setup). Available:
https://docs.microsoft.com/en-us/sql/database-engine/install-windows/install-sql-server-from-
the-installation-wizard-setup?view=sql-server-2017.

K. McKay and D. Cooper, Guidelines for the Selection, Configuration, and Use of Transport Layer
Security (TLS) Implementations, National Institute of Standards and Technology (NIST) Special
Publication (SP) 800-52 Revision 2, NIST, Gaithersburg, Md., Aug. 2019. Available:
https://doi.org/10.6028/NIST.SP.800-52r2.

DVTk. DVTk open source project main contributors ICT Group and Philips. Available:
https://www.dvtk.org/.

Microsoft TechNet. Building Your First Domain Controller on 2012 R2. Available:
https://social.technet.microsoft.com/wiki/contents/articles/22622.building-your-first-domain-
controller-on-2012-r2.aspx.

Microsoft TechNet. Installing and Configuring DHCP role on Windows Server 2012. Available:
https://blogs.technet.microsoft.com/teamdhcp/2012/08/31/installing-and-configuring-dhcp-
role-on-windows-server-2012/.

DigiCert. CSR Creation Instructions for Microsoft Servers. Available:
https://www.digicert.com/util/csr-creation-microsoft-servers-using-digicert-utility.htm.

Cisco. Cisco Firepower Management Center Virtual for VMware Deployment Quick Start Guide.
Available:
https://www.cisco.com/c/en/us/td/docs/security/firepower/quick start/vmware/fmcv/FMCv-

quick.html.

Cisco. Cisco Firepower Threat Defense Virtual for VMware Getting Started Guide. Available:
https://www.cisco.com/c/en/us/td/docs/security/firepower/quick start/vmware/ftdv/ftdv-
vmware-gsg.html.

Cisco Systems, Inc. Basic Policy Creation for Firepower. Jan. 30, 2019. Available:
https://www.cisco.com/c/dam/en/us/td/docs/security/firepower/Self-
Help/Basic Policy Creation on Cisco Firepower Devices.pdf.

Cisco Systems, Inc. Cisco Stealthwatch: Installation and Configuration Guide 7.0. 2019. Available:
https://www.cisco.com/c/dam/en/us/td/docs/security/stealthwatch/system installation config
uration/SW 7 0 0 Installation and Configuration Guide DV 3 1.pdf.
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[12] G. O’Brien et al., Securing Wireless Infusion Pumps in Healthcare Delivery Organizations, NIST SP
1800-8, NIST, Gaithersburg, Md., Aug. 2018. Available:
https://www.nccoe.nist.gov/sites/default/files/library/sp1800/hit-wip-nist-sp1800-8.pdf.

[13] Microsoft. Storage Account Overview. Available: https://docs.microsoft.com/en-
us/azure/storage/common/storage-account-overview?toc=/azure/storage/blobs/toc.json.

[14] TDi Technologies, External Authentication libraries, ConsoleWorks Cybersecurity Operations
Platform. Available: https://support.tditechnologies.com/content/external-authentication-
libraries.
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