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Reports on Computer Systems Technology 

The Information Technology Laboratory (ITL) at NIST promotes the U.S. economy and public welfare by 
providing technical leadership for the Nation’s measurement and standards infrastructure. ITL develops 
tests, test methods, reference data, proof of concept implementations, and technical analyses to advance 
the development and productive use of information technology (IT). ITL’s responsibilities include the 
development of management, administrative, technical, and physical standards and guidelines for the 
cost-effective security and privacy of other than national security-related information in Federal 
information systems. This document reports on ITL’s research, guidance, and outreach efforts in IT and 
its collaborative activities with industry, government, and academic organizations. 

 

Abstract 

The potential for organizations to capture value from Big Data improves every day as the pace of the Big 
Data revolution continues to increase, but the level of value captured by companies deploying Big Data 
initiatives has not been equivalent across all industries. Most companies are struggling to capture a small 
fraction of the available potential in Big Data initiatives. The healthcare and manufacturing industries, for 
example, have so far been less successful at taking advantage of data and analytics than other industries 
such as logistics and retail. Effective capture of value will likely require organizational investment in 
change management strategies that support transformation of the culture, and redesign of legacy 
processes.  

In some cases, the less-than-satisfying impacts of Big Data projects are not for lack of significant 
financial investments in new technology. It is common to find reports pointing to a shortage of technical 
talent as one of the largest barriers to undertaking projects, and this issue is expected to persist into the 
future. 

This volume explores the adoption of Big Data systems and barriers to adoption; factors in maturity of 
Big Data projects, organizations implementing those projects, and the Big Data technology market; 
considerations for implementation and modernization of Big Data systems; and, Big Data readiness.  
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implementation; system modernization, digital transformation, Big Data readiness. 
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EXECUTIVE SUMMARY 1 

The NIST Big Data Public Working Group (NBD-PWG) Standards Roadmap Subgroup prepared this 2 
NIST Big Data Interoperability Framework (NBDIF): Volume 9, Adoption and Modernization to address 3 
nontechnical and technical barriers to Big Data adoption; explore project, organization, and technology 4 
maturity; consider future technology trends; and examine implementation and modernization strategies. 5 

The NIST Big Data Interoperability Framework (NBDIF) was released in three versions, which 6 
correspond to the three stages of the NBD-PWG work. Version 3 (current version) of the NBDIF volumes 7 
resulted from Stage 3 work with major emphasis on the validation of the NBDRA Interfaces and content 8 
enhancement. Stage 3 work built upon the foundation created during Stage 2 and Stage 1. The current 9 
effort documented in this volume reflects concepts developed within the rapidly evolving field of Big 10 
Data. The three stages (in reverse order) aim to achieve the following with respect to the NIST Big Data 11 
Reference Architecture (NBDRA). 12 

Stage 3: Validate the NBDRA by building Big Data general applications through the general 13 
interfaces; 14 

Stage 2: Define general interfaces between the NBDRA components; and 15 
Stage 1: Identify the high-level Big Data reference architecture key components, which are 16 

technology-, infrastructure-, and vendor-agnostic. 17 

The NBDIF consists of nine volumes, each of which addresses a specific key topic, resulting from the 18 
work of the NBD-PWG. The nine volumes are as follows: 19 

• Volume 1, Definitions [1] 20 
• Volume 2, Taxonomies [2] 21 
• Volume 3, Use Cases and General Requirements [3] 22 
• Volume 4, Security and Privacy [4] 23 
• Volume 5, Architectures White Paper Survey [5] 24 
• Volume 6, Reference Architecture [6] 25 
• Volume 7, Standards Roadmap [7] 26 
• Volume 8, Reference Architecture Interfaces [8] 27 
• Volume 9, Adoption and Modernization (this volume) 28 

During Stage 1, Volumes 1 through 7 were conceptualized, organized, and written. The finalized Version 29 
1 documents can be downloaded from the V1.0 Final Version page of the NBD-PWG website 30 
(https://bigdatawg.nist.gov/V1_output_docs.php).  31 

During Stage 2, the NBD-PWG developed Version 2 of the NBDIF Version 1 volumes, with the 32 
exception of Volume 5, which contained the completed architecture survey work that was used to inform 33 
Stage 1 work of the NBD-PWG. The goals of Stage 2 were to enhance the Version 1 content, define 34 
general interfaces between the NBDRA components by aggregating low-level interactions into high-level 35 
general interfaces, and demonstrate how the NBDRA can be used. As a result of the Stage 2 work, the 36 
need for NBDIF Volume 8 and NBDIF Volume 9 was identified and the two new volumes were created. 37 
Version 2 of the NBDIF volumes, resulting from Stage 2 work, can be downloaded from the V2.0 Final 38 
Version page of the NBD-PWG website (https://bigdatawg.nist.gov/V2_output_docs.php). 39 

 40 
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1 INTRODUCTION 41 

1.1 BACKGROUND 42 

There is broad agreement among commercial, academic, and government leaders about the potential of 43 
Big Data to spark innovation, fuel commerce, and drive progress. Big Data is the common term used to 44 
describe the deluge of data in today’s networked, digitized, sensor-laden, and information-driven world. 45 
The availability of vast data resources carries the potential to answer questions previously out of reach, 46 
including the following: 47 

• How can a potential pandemic reliably be detected early enough to intervene?  48 
• Can new materials with advanced properties be predicted before these materials have ever been 49 

synthesized?  50 
• How can the current advantage of the attacker over the defender in guarding against cybersecurity 51 

threats be reversed?  52 

Big Data by definition overwhelms traditional approaches to storage, computing, and retrieval of data. 53 
The growth rates for data volumes, speeds, and complexity are outpacing scientific and technological 54 
advances in data analytics, management, transport, and data user spheres.  55 

Despite widespread agreement on the inherent opportunities and current limitations of Big Data, a lack of 56 
consensus on some important fundamental questions continues to confuse potential users and stymie 57 
progress. These questions include the following:  58 

• How is Big Data defined? 59 
• What attributes define Big Data solutions?  60 
• What is new in Big Data? 61 
• What is the difference between Big Data and bigger data that has been collected for years? 62 
• How is Big Data different from traditional data environments and related applications?  63 
• What are the essential characteristics of Big Data environments?  64 
• How do these environments integrate with currently deployed architectures?  65 
• What are the central scientific, technological, and standardization challenges that need to be 66 

addressed to accelerate the deployment of robust, secure Big Data solutions? 67 

Within this context, on March 29, 2012, the White House announced the Big Data Research and 68 
Development Initiative [9]. The initiative’s goals include helping to accelerate the pace of discovery in 69 
science and engineering, strengthening national security, and transforming teaching and learning by 70 
improving analysts’ ability to extract knowledge and insights from large and complex collections of 71 
digital data. 72 

Six federal departments and their agencies announced more than $200 million in commitments spread 73 
across more than 80 projects, which aim to significantly improve the tools and techniques needed to 74 
access, organize, and draw conclusions from huge volumes of digital data. The initiative also challenged 75 
industry, research universities, and nonprofits to join with the federal government to make the most of the 76 
opportunities created by Big Data.  77 

Motivated by the White House initiative and public suggestions, the National Institute of Standards and 78 
Technology (NIST) accepted the challenge to stimulate collaboration among industry professionals to 79 
further the secure and effective adoption of Big Data. As one result of NIST’s Cloud and Big Data Forum 80 
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held on January 15–17, 2013, there was strong encouragement for NIST to create a public working group 81 
for the development of a Big Data Standards Roadmap.  82 

Forum participants noted that this roadmap should define and prioritize Big Data requirements, including 83 
interoperability, portability, reusability, extensibility, data usage, analytics, and technology infrastructure. 84 
In doing so, the roadmap would accelerate the adoption of the most secure and effective Big Data 85 
techniques and technology. 86 

On June 19, 2013, the NIST Big Data Public Working Group (NBD-PWG) was launched with extensive 87 
participation by industry, academia, and government from across the nation. The scope of the NBD-PWG 88 
involves forming a community of interests from all sectors—including industry, academia, and 89 
government—with the goal of developing consensus on definitions, taxonomies, secure reference 90 
architectures, security and privacy, and, from these, a standards roadmap. Such a consensus would create 91 
a vendor-neutral, technology- and infrastructure-independent framework that would enable Big Data 92 
stakeholders to identify and use the best analytics tools for their processing and visualization requirements 93 
on the most suitable computing platform and cluster, while also allowing added value from Big Data 94 
service providers. 95 

The NIST Big Data Interoperability Framework (NBDIF) was released in three versions, which 96 
correspond to the three stages of the NBD-PWG work. Version 3 (current version) of the NBDIF volumes 97 
resulted from Stage 3 work with major emphasis on the validation of the NBDRA Interfaces and content 98 
enhancement. Stage 3 work built upon the foundation created during Stage 2 and Stage 1. The current 99 
effort documented in this volume reflects concepts developed within the rapidly evolving field of Big 100 
Data. The three stages (in reverse order) aim to achieve the following with respect to the NIST Big Data 101 
Reference Architecture (NBDRA). 102 

Stage 3: Validate the NBDRA by building Big Data general applications through the general 103 
interfaces; 104 

Stage 2: Define general interfaces between the NBDRA components; and 105 
Stage 1: Identify the high-level Big Data reference architecture key components, which are 106 

technology-, infrastructure-, and vendor-agnostic. 107 

The NBDIF consists of nine volumes, each of which addresses a specific key topic, resulting from the 108 
work of the NBD-PWG. The nine volumes are as follows: 109 

• Volume 1, Definitions [1] 110 
• Volume 2, Taxonomies [2] 111 
• Volume 3, Use Cases and General Requirements [3] 112 
• Volume 4, Security and Privacy [4] 113 
• Volume 5, Architectures White Paper Survey [5] 114 
• Volume 6, Reference Architecture [6] 115 
• Volume 7, Standards Roadmap [7] 116 
• Volume 8, Reference Architecture Interfaces [8] 117 
• Volume 9, Adoption and Modernization (this volume) 118 

During Stage 1, Volumes 1 through 7 were conceptualized, organized, and written. The finalized Version 119 
1 documents can be downloaded from the V1.0 Final Version page of the NBD-PWG website 120 
(https://bigdatawg.nist.gov/V1_output_docs.php).  121 

During Stage 2, the NBD-PWG developed Version 2 of the NBDIF Version 1 volumes, with the 122 
exception of Volume 5, which contained the completed architecture survey work that was used to inform 123 
Stage 1 work of the NBD-PWG. The goals of Stage 2 were to enhance the Version 1 content, define 124 
general interfaces between the NBDRA components by aggregating low-level interactions into high-level 125 
general interfaces, and demonstrate how the NBDRA can be used. As a result of the Stage 2 work, the 126 
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need for NBDIF Volume 8 and NBDIF Volume 9 was identified and the two new volumes were created. 127 
Version 2 of the NBDIF volumes, resulting from Stage 2 work, can be downloaded from the V2.0 Final 128 
Version page of the NBD-PWG website (https://bigdatawg.nist.gov/V2_output_docs.php). 129 

The current effort documented in this volume reflects concepts developed within the rapidly evolving 130 
field of Big Data. 131 

1.2 SCOPE AND OBJECTIVES OF THE STANDARDS 132 

ROADMAP SUBGROUP 133 

The NBD-PWG Standards Roadmap Subgroup focused on forming a community of interest from 134 
industry, academia, and government, with the goal of developing a standards roadmap. The Subgroup’s 135 
approach included the following:  136 

• Collaborate with the other four NBD-PWG subgroups;  137 
• Review products of the other four subgroups including taxonomies, use cases, general 138 

requirements, and reference architecture; 139 
• Gain an understanding of what standards are available or under development that may apply to 140 

Big Data;  141 
• Perform a standards gap analysis and document the findings;  142 
• Document vision and recommendations for future standards activities; 143 
• Identify possible barriers that may delay or prevent adoption of Big Data; and 144 
• Identify a few areas in which new standards could have a significant impact. 145 

The goals of the Subgroup will be realized throughout the three planned phases of the NBD-PWG work, 146 
as outlined in Section 1.1. 147 

Within the multitude of standards applicable to data and information technology (IT), the Subgroup 148 
focused on standards that: (1) apply to situations encountered in Big Data; (2) facilitate interfaces 149 
between NBDRA components (difference between Implementer (encoder) or User (decoder) may be 150 
nonexistent); (3) facilitate handling Big Data characteristics; and 4) represent a fundamental function. 151 

1.3 REPORT PRODUCTION 152 

The NBDIF: Volume 9, Adoption and Modernization is one of nine volumes, whose overall aims are to 153 
define and prioritize Big Data requirements, including interoperability, portability, reusability, 154 
extensibility, data usage, analytic techniques, and technology infrastructure to support secure and 155 
effective adoption of Big Data. The NBDIF: Volume 9, Adoption and Modernization arose from 156 
discussions during the weekly NBD-PWG conference calls. Topics included in this volume began to take 157 
form in Phase 2 of the NBD-PWG work, and this volume represents the groundwork for additional 158 
content planned for Phase 3.  159 

During the discussions, the NBD-PWG identified the need to examine the landscape of Big Data 160 
implementations, challenges to implementing Big Data systems, technological and organizational 161 
maturity, and considerations surrounding implementations and system modernization. Consistent with the 162 
vendor-agnostic approach of the NBDIF, these topics were discussed without specifications for a 163 
particular technology or product to provide information applicable to a broad reader base. The Standards 164 
Roadmap Subgroup will continue to develop these and possibly other topics during Phase 3. The current 165 
version reflects the breadth of knowledge of the Subgroup members. The public’s participation in Phase 3 166 
of the NBD-PWG work is encouraged.  167 

This publication is available free of charge from
: https://doi.org/10.6028/N

IST.SP.1500-10r1

https://bigdatawg.nist.gov/V2_output_docs.php


NIST BIG DATA INTEROPERABILITY FRAMEWORK: VOLUME 9, ADOPTION AND MODERNIZATION 

4 

To achieve high-quality technical content, this document has been reviewed and improved through a 168 
public comment period along with NIST internal review.  169 

1.4 REPORT STRUCTURE 170 

Following the introductory material presented in Section 1, the remainder of this document is organized 171 
as follows:  172 

• Section 2 examines the Big Data landscape at a high level. 173 
• Section 3 explores the panorama of Big Data adoption thus far and the technical and nontechnical 174 

challenges faced by adopters of Big Data.  175 
• Section 4 considers the influence of maturity (technology, product, project, and organizational) to 176 

adoption of Big Data. 177 
• Section 5 summarizes considerations when implementing Big Data systems or when modernizing 178 

existing systems to deal with Big Data. 179 
• Appendices provide acronyms and bibliography for this document. 180 

While each NBDIF volume was created with a specific focus within Big Data, all volumes are 181 
interconnected. During the creation of the volumes, information from some volumes was used as input for 182 
other volumes. Broad topics (e.g., definition, architecture) may be discussed in several volumes with each 183 
discussion circumscribed by the volume’s particular focus. Arrows shown in Figure 1 indicate the main 184 
flow of information input and/or output from the volumes. Volumes 2, 3, and 5 (blue circles) are 185 
essentially standalone documents that provide output to other volumes (e.g., to Volume 6). These 186 
volumes contain the initial situational awareness research. During the creation of Volumes 4, 7, 8, and 9 187 
(green circles), input from other volumes was used. The development of these volumes took into account 188 
work on the other volumes. Volumes 1 and 6 (red circles) were developed using the initial situational 189 
awareness research and continued to be modified based on work in other volumes. The information from 190 
these volumes was also used as input to the volumes in the green circles. 191 

 192 
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 193 
Figure 1: NBDIF Documents Navigation Diagram Provides Content Flow Between Volumes 194 

 195 
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2 ADOPTION AND BARRIERS 196 

2.1 EXPLORING BIG DATA ADOPTION 197 

This section views the adoption landscape from the perspectives of users and use cases, various 198 
industries, and levels of spending.  199 

2.1.1 ADOPTION BY USE CASE 200 

Adoption of Big Data analysis technologies has been recently estimated to be 53 percent [10]. Simple 201 
ways of looking at the Big Data environment are from the perspectives of use cases, both by 202 
organizational department (i.e., function) and by industry; although each function and each industry 203 
adopting Big Data today have different levels of priorities. Overall, data warehouse optimization is 204 
reported as the top use case for Big Data projects, especially so for the healthcare industry. However, the 205 
education and IT industries have placed higher priority on customer / social network analysis use cases 206 
(Table 1). 207 

Table 1: Approximate Adoption by Use Case and Industry 208 

Industry Top Use Case Adoption metric = Priority? 

Financial services Data warehouse adoption 83 

Healthcare Data warehouse adoption 80 

IT Customer / social network analysis 75 

Telecommunications Data warehouse adoption 74 

Education Customer / social network analysis 70 

Departmentally, IT departments, business intelligence (BI) departments, and R&D are adopting Big Data 209 
for data warehouse optimization at the highest rate, but sales and marketing departments, finance 210 
departments, and executive management place higher priority on customer / social network analysis use 211 
cases. Different departments, and different sizes of organizations also have varying levels of interest in 212 
particular types of technologies. For example, executive management, and smaller organizations, have 213 
been found to show higher interest in service-based products. The Dresner 2017 Big Data Study [10] cites 214 
financial services and telecommunications industries as the earliest adopters, with education lagging. In a 215 
2016 report by Aman Naimat [11], the numbers of personnel working on Big Data projects were used to 216 
determine Big Data adoption rates.  217 

In this report, the IT, software and Internet, and banking and financial services industries appear to have 218 
been early Big Data adopters, while the oil and energy, and healthcare and pharmaceutical industries 219 
adopted Big Data at a slower rate [11].  220 

2.1.2 ADOPTION BY INDUSTRY 221 

Adoption of Big Data systems has not been uniform across all industries or sectors. A 2014 report [12] 222 
ranked financial services as the top industry in terms of Big Data usage, at 22%. Technology, 223 
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telecommunications, and retail rounded out the top four. Government, fifth, and healthcare usage sixth, 224 
were each listed at 7%.  225 

One condition affecting adoption is the fact that different industries inherently have different potential to 226 
capture value from the data. In this situation the higher difficulty of capturing value from the data equates 227 
to a barrier to adoption, and the reverse holds true as barriers, some of which are higher than others, 228 
impact the potential for the various industries to capture value from Big Data, for different reasons.   229 

“The public sector, including education, faces higher hurdles because of a lack of data-driven mind-set 230 
and available data. Capturing value in health care faces challenges given the relatively low investment 231 
performed so far [13].”  232 

While clear differences exist, there are however some common challenges that show up across all sectors 233 
that can delay the adoption of Big Data. A report by the U.S. Bureau of Economic Analysis and 234 
McKinsey Global Institute (MGI) suggests that the most obvious barrier to leveraging Big Data is access 235 
to the data itself [13]. The MGI report indicates a definite relationship between the ability to access data, 236 
and the potential to capture economic value, across all sectors / industries.  237 

For example, the education industry is in the lowest percentile for availability of data, and consequently is 238 
also in the lowest 20% for producing economic value. The government sector, which is considered well 239 
positioned to benefit from Big Data, suffers from low access to data and may not fully realize the positive 240 
impacts of these technologies [13]. Table 2 lists industries that have the best access to data and rate 241 
highest on MGI’s value index.  242 

Table 2: Data Availability and Value Index from MGI Big Data Report 243 

Data Availability  Value Index 

Manufacturing, top 20 percentile Manufacturing, top 20 percentile 

Utilities, top 20% Utilities, top 20% 

Information, top 20% Information, top 40% 

Healthcare and social assistance, top 40% Healthcare and social assistance, top 20% 

Natural resources, top 40% Natural resources, top 20% 

2.1.3 LEVELS OF SPENDING 244 

One indicator of maturity is financial investment into research and development, so in some cases, 245 
viewing the landscape from the perspective of where money has been spent, can shed some light into 246 
level of adoption. Table 3 shows a sample breakdown of Big Data spending by industry across the Asia-247 
Pacific region in 2016 [14] which as a region places Big Data slightly higher as a priority than Europe, 248 
Middle East and Africa; and North America.  249 
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Table 3: Sample Spending by Industry 250 

Industry 
Sample 

Expenditure 

(B = billion) 

Certainty of Spend 
Assumption Adoption Rate 

Telecommunications and Media US$1.2B Medium Highest, 62% 

Telecommunications and IT US$2B   

Banking Financial Services US$6.4B Medium 38% 

Government and Defense US$3B High 45% 

IT, Software, Internet US$3B Medium (for software) [15] 57% 

Natural Resources, Energy, and Utilities US$1B Medium 45% 

Healthcare US$1B Low Lowest, 21% 

Retail US$0.8B Low Highest, 68% 

Transportation, Logistics US$0.7B Low  

Biotechnology   Lowest, 21% 

Pharmaceuticals   Lowest, 21% 

Construction and Real Estate   52% 

Education  Low 53% 

Manufacturing and Automotive  Low 40% 

 251 

2.2 BARRIERS TO ADOPTION: NONTECHNICAL AND 252 

TECHNICAL 253 

As organizations attempt to implement Big Data systems, they can be faced with a multitude of 254 
challenges. Generally, these challenges are of two types: nontechnical and technical. Nontechnical 255 
challenges involve issues surrounding the technical components of a Big Data system, but not considered 256 
hardware or software related. The nontechnical barriers could include issues related to workforce 257 
preparedness and availability, high cost, too many or too few regulations, or organizational culture. 258 
Technical challenges encompass issues resulting from the hardware or software and the interoperability 259 
between them. Technical barriers arise from factors which often include functional components of a Big 260 
Data system, integration with those functional components, or the security of those components.  261 

Some barriers span both technical and non-technical. The adoption of Access technologies for example 262 
can involve nontechnical organizational departments, for legal and security reasons. Some silos of data 263 
and data access restriction policies are necessary, however poorly defined policies could result in 264 
inconsistent metadata standards within individual organizations, which can hinder interoperability.  265 

Much like the market demand that is seen for self-service analytics application capabilities, is a shift from 266 
centralized stewardship toward a decentralized and granular model where user roles contain structures for 267 
individual access rules. This shift presents barriers for a search function, including difficulties managing 268 
cloud sharing, mobile tech, and notetaking technologies. Despite the obvious need for improved search 269 
technologies, very few organizations have implemented full function search systems within their stack. 270 
AIIM polled 353 members of its global community and found that over 70% considered search to be 271 
essential or vital to operations, and equivalent in importance to both Big Data projects and technology-272 
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assisted review, yet the majority do not have a mature search function and only 18% have federated 273 
search capability [16].  274 

As for Open Source search technologies, there has been very little adoption of these on average 275 
(approximately 15%) across small, medium, and large companies. Furthermore, forecasts indicate 276 
reduced spending on do-it-yourself (DIY)-built OS search apps.   277 

2.2.1 NONTECHNICAL BARRIERS 278 

Frequently cited nontechnical barriers are listed in Table 4 and include lack of stakeholder definition and 279 
product agreement, budget, expensive licenses, small return on investment (ROI) in comparison to Big 280 
Data project costs, and unclear ROI. Workforce issues also affect the adoption of Big Data. The lack of 281 
practitioners with the ability to handle the complexities of software, and integration issues with existing 282 
infrastructure are frequently cited as the most significant difficulties. Other major concerns are 283 
establishing processes to progress from proof-of-concept to production systems and compliance with 284 
privacy and other regulations.  285 

As previously noted, particular industries or organizations will likely face barriers that are specific to their 286 
situation. Barriers listed in Table 4 were considered serious enough to adversely impact a large number of 287 
potential Big Data adoptions. The barriers listed in Table 4 were compiled from multiple surveys, as 288 
indicated in the column headers. Each survey contained both similar and distinct questions as compared to 289 
other surveys in the group. The number of survey respondents that cited a particular barrier are expressed 290 
as a percentage. Lower numbers are hidden; only higher numbers are shown in order to make them easier 291 
to locate. The blank cells do not correspond to zero percent.  292 
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Table 4: Nontechnical Barriers to Adoption 293 

Nontechnical Barriers Aggregate Surveys (% of respondents that identified the Big Data barrier) 
Category 

• Sub-category CDW Accenture Knowledgent Hitachi TDWI Information 
Week 

Difficulty developing an 
overall management 
program 

      

Limited budget; expensive 
licenses 32% 47% 47%   34% 

Lack of stakeholder 
definition and product 
agreement 

  45%   40% 

Difficulty establishing 
processes to go from POC to 
production 

  43%    

Compliance, privacy and 
regulatory concerns 

  42%  29%  

• S&P challenge in regulation 
understanding or 
compliance 

      

• Governance: monitoring; 
doc operating model 

      

• Governance: ownership       

• Governance: adapting rules 
for quickly changing end 
users 

      

Difficulty operationalizing 
insights 

  33% 31%   

Lack of access to sources       
Silos: Lack of willingness to 
share; departmental 
communication. 

   36%   

Healthcare Information 
Technology (HIT) 

      

• Defining the data that needs 
to be collected 35%      

• Resistance to change 30%      

• Lack of industry standards 21%      

Lack of buy-in from 
management    18% 29%  

Lack of compelling use case     31%  

No clear ROI      36% 
Lack of practitioners for 
complexity of software 27% 40% 40% 40% 42% 46% 

 294 

2.2.2 TECHNICAL BARRIERS TO ADOPTION  295 

Technical barriers include a broad range of issues involving the hardware and software for the Big Data 296 
systems. Technical barriers identified in Table 5 are described along a functional orientation, intended to 297 
relate to the parts of Big Data systems as represented by the components and fabrics of the NBDRA. The 298 
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NBDIF: Volume 6, Reference Architecture provides detailed discussion of the NBDRA and its functional 299 
components.  300 

Table 5: Technical Barriers to Adoption 301 

Technical Barriers Aggregate Surveys (% of respondents that identified the Big Data barrier) 

Category 
• Subcategory 

CDW Accenture Knowledgent Hitachi TDWI Information 
Week 

Reduced performance during 
concurrent usage 

      

Integration problems with 
existing infrastructure 

 35% 35%    

• Moving data from source to 
analytics environment NRT 

      

• Blending internal & external 
data; merging sources 45%      

• Organization-wide view of data 
movement between apps 

      

• Moving data between on-
premise systems and clouds 

      

• Data from distributed file based 
computing systems  

      

Specific to distributed file based 
computing systems  

      

• Backup and recovery       

• Availability       

• Performance at scale       

• Lack of user friendly tools     27%  

• Security  50%   29%  

Compliance, privacy and 
regulatory concerns 

  42%    

• S&P securing deployments 
from hack 

      

• S&P inability to mask, de-
identify sensitive data 

      

• S&P lack of fine control to 
support hetero user population 

      

• Governance: auditing access; 
logging / tracking data lineage 

      

Analytics layer technical 
misspecifications 

      

Lack of suitable software    42%   

Lack of metadata management   25%  28%  

Difficulty providing end users 
with self-service analytic 
capability 

  33%    

Complexity in providing 
business level context for 
understanding 

  33%    

 302 

Table 6 reorganizes some of the more significant nontechnical and technical barriers to adoption that were 303 
identified in Sections 2.2.1, 2.2.2, and elsewhere. distributed file based computing systems  304 
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Table 6: Summary of Barriers to Big Data 305 

Area Non-Technical Barriers Technical Barriers 

Culture 
• Data viewed simply as a means to an end 
• Lack of willingness to share 
• Resistance to change 

 

Data 
Governance 

• Non-existent or inconsistent data governance 
• Lack of vision 
• Fragmented datasets 
• Multiple "copies" of the same dataset that don't 

match 
• Disparate data from different sources 
• Data "silos" 
• Lack of Findable, Accessible, Interoperable, and 

Reusable (FAIR), analysis-ready data 
• Legacy access methods that present tremendous 

integration and compliance challenges 
• Proprietary, patented access methods a barrier to 

the construction of connectors 
• Inconsistent metadata standards 

• Merging data sources 
• Transferring data from source to 

analytics environment 
• Blending internal and external data 
• Inconsistent metadata management 
• Inconsistent metadata standards 
• Inconsistent data standards 

Data 
Access 

• Privacy regulations and confidentiality 
requirements 

• Sensitive data 
• Data access restrictions 

• Concerns about liabilities and 
systems security 

Skill 
and 

Expertise 

• Lack of people with the ability to handle the 
complexity of software and analysis 

• Lack of people with ‘deep analytical’ training b 
• Lack of data-savvy managers c 
• Lack of supporting technology personnel who 

develop, implement, and maintain the hardware 
and software tools such as databases and analytic 
programs needed to make use of Big Data 

 

Management 

• Lack of buy-in from management 
• Lack of buy-in from data providers 
• Lack of organizational maturity 
• Shifting from centralized data stewardship toward 

decentralized and granular model 
• Difficulty operationalizing insights 
• Lack of process to go from proof-of-concept to 

production systems 
• Lack of definitions and product agreement 
• Lack of proof-of-concept examples and pilot 

testing 

• Integration with existing 
infrastructure 

• Integration with existing 
workflows 

Software 
and 

Computing 
Systems 

• Slow to switch from proprietary to open source 
software 

• Concerns about performance in the 
cloud 

• Connectivity bandwidth in the 
cloud is a most significant 
constraint 

• Cloud mesh, cell, and Internet 
network components 

• Legacy software and code 
• Lack of suitable software 
• Lack of suitable computing power 

Budget • Lack of human and technical resources 
 

Notes: 306 
a Adapted from Big data: The next frontier for innovation, competition, and productivity [13]. 307 
b People with advanced training in statistics and/or machine learning and who conduct data analysis. 308 
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c People with enough conceptual knowledge and quantitative skills to be able to frame and interpret analyses in an effective way (i.e., capable of 309 
posing the right questions for analysis, interpreting and challenging the results, and making appropriate decisions). 310 

To assist in viewing some of the other large barriers to adoption, it is helpful to organize them by their 311 
domains. Two important domains are healthcare and cloud computing.  312 

Within the healthcare domain, connectivity routes are especially important for interface interoperability of 313 
patient health information. Existing standards, such as Continuity of Care Record (CCR) and Continuity 314 
of Care Document (CCD) for clinical document exchange, provide a simple query and retrieve model for 315 
integration where care professionals can selectively transmit data. These models do not result in a 316 
horizontally interoperable system for holistic viewing platforms that can connect the query activities of 317 
independent professionals over time and over disparate systems regardless of the underlying infrastructure 318 
or operating system for maintaining the data (Fast Healthcare Interoperability Resources [FHIR] 319 
subscription web services approach). Additional standards work in this area could help alleviate the 320 
barrier.  321 

In cloud implementations, cloud technologies have facilitated some aspects of Big Data adoption; 322 
however, challenges have arisen as the prevalence of cloud grows. Big Data challenges stemming from 323 
cloud usage include concerns over liabilities, security, and performance; the significant constraint of 324 
physical connectivity bandwidth; and interoperability of mesh, cell, and Internet network components. 325 

The cloud increases the challenges for governance. As a project matures the challenges for managing 326 
governance concerns increase (see Section 3.1, Project Maturity). Governance may become an even larger 327 
challenge than other regulatory and compliance concerns such as security and privacy. For example, 328 
privacy programs are frequently concerned with protection of private information, but often not with data 329 
in enterprise resource planning (ERP) applications; and security programs are frequently focused on 330 
protecting critical data and infrastructure, but not with data in analytics applications. While governance, 331 
security, and privacy programs have overlapping areas of concern, governance stakeholders frequently 332 
need to be concerned with a wider range of systems and related data.  333 
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3 MATURITY  334 

Like most things, maturity can be viewed from multiple perspectives. For purposes in this document, the 335 
following three perspectives are used for shaping discourse on the concept: project maturity, 336 
organizational maturity, and market maturity. For purposes of this discussion, project maturity will 337 
describe the pathway that begins at the point where a team or small department is addressing a small need 338 
with a focused solution to implementation of a large, organization-wide Big Data system servicing a 339 
multitude of users and business needs. Characteristics of a particular maturity level may not be exclusive 340 
to a single level, and there may be some overlapping of characteristics, as the boundaries between stages 341 
of maturity are actually fuzzy. 342 

Organizational maturity will describe some general changes across the organization, such as workflows, 343 
culture within the organization, worker training, executive support, and other factors that lead to a 344 
successful implementation of a Big Data system. Market maturity will describe the progression of 345 
technologies from immature to mid-maturity to mature. This section provides a high-level overview of the 346 
three perspectives of maturity. Other resources provide a more in-depth examination of maturity models.  347 

3.1 PROJECT MATURITY 348 

Big Data systems adoption often progresses along a path that can be partitioned into a series of distinctly 349 
different stages. In the first stage, an application is pilot-tested in an ad hoc project, where a small set of 350 
users run some simple models. This prototype system will likely be used primarily (or only) by those in 351 
the IT department and is often limited to storage and data transformation tasks, and possibly some 352 
exploratory activity.  353 

In the second stage, the project grows to department-wide levels of adoption, where a wider range of user 354 
types work with the system. The project may expand beyond storage and integration functions and begin 355 
providing a function for one or two lines of business, perhaps performing unstructured data or predictive 356 
analysis. The project then faces its largest hurdle of the maturity process, when it attempts to scale from 357 
departmental adoption to an enterprise-level project.  358 

Governance is one of the key obstacles to a project during this transition because an enterprise-grade 359 
application will be required to have better-defined user roles, better-developed metadata policies and 360 
procedures, better control over information silo problems, as well as improvement in other related areas. 361 
In the enterprise setting, the project must align more closely with organizational strategies that require 362 
higher orders of data quality, data protection, and partnership between IT and business departments.  363 

3.1.1 LEVEL 1: AD HOC 364 

In this level, the organization is capturing information in an ad hoc manner. The organization’s 365 
departments may be collecting data separately from each other. The data is stored and analyzed using a 366 
variety of systems, which may or may not be compatible with one another.  367 

Characteristics of this level include the following:  368 

• Data not consistently captured and/or stored; 369 
• Spreadsheets frequently used, which could lead to inaccurate information and analytical errors; 370 
• Procedures throughout data life cycle could be nonexistent or could vary across departments; 371 
• Information in silos; and 372 
• Analytics could be inconsistent across departments. 373 
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3.1.2 LEVEL 2: DEPARTMENT ADOPTION 374 

In this level, the individual business groups or departments select technologies that satisfy the project 375 
need or take advantage of existing worker expertise. Extract, transform, load (ETL) / extract, load, 376 
transform (ELT) is performed on an as-needed basis and is tailored to specific requests. The system 377 
usually cannot readily incorporate new data sources or perform advanced analytics.  378 

Characteristics of this level include the following: 379 

• Information may be in silos; 380 
• Small systems are developed for individual needs, and interoperability within the systems usually 381 

is not a priority; 382 
• Procedures throughout data life cycle could be nonexistent or could vary across departments; and 383 
• A general awareness of data governance is beginning, perhaps in a single, local application. 384 

3.1.3 LEVEL 3 ENTERPRISE ADOPTION 385 

In this level, the enterprise adopts a more systematic approach to Big Data across the organization. Big 386 
Data systems begin to address the needs across the organization. An organizational-wide governance 387 
program is tackling a larger problem-set, such as a data warehouse or data lake use case.  388 

Characteristics of this level include the following: 389 

• Many systems are integrated to provide cross-company information; 390 
• Data management procedures begin to be developed and implemented; and 391 
• Involves a wider range of personnel expertise.  392 

3.1.4 LEVEL 4: CULTURE OF GOVERNANCE 393 

In this level, the organization has fully adopted the Big Data system and utilizes the data and resulting 394 
analytics to optimize business processes. A fully developed governance program is tightly integrated 395 
across the organization. 396 

Characteristics of this level include the following: 397 

• Advanced analytics; 398 
• Data or analytical results available to users, level may be based on user groups; 399 
• External users able to access data and/or analytics; 400 
• Greater use of external data; 401 
• Involves a wide range of personnel expertise, from people to develop and maintain the system to 402 

data analysts to data visualization experts; and 403 
• Systematic data governance effort across the organization. 404 

Data governance refers to administering, or formalizing, discipline (e.g., behavior patterns) around the 405 
management of data. While some Big Data projects do not require the observation of governance 406 
practices, many, especially in regulated industries such as finance, have serious mandates to observe data 407 
governance policy that will need to persist across the entire data life cycle.  408 

In the software development lifecycle (SDLC), there is an old saying known as the Triple Constraint, 409 
which states that a project can be completed fast, good, or cheap, but not more than two of the three. As 410 
various use cases in Big Data projects have differing requirements along the fast / cheap / good 411 
dimensions, we can also see variance in the types of governance program requirements, and roles of the 412 
personnel involved, along those same three dimensions.  413 

In terms of types of governance programs, governance for a local business-application use case will not 414 
have to cover the same requirements as would a data warehouse use case, or a data lake use case. A data 415 
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scientist, working in a data lake, may require fast access to raw data that has not been expensive to get 416 
into the lake, and would not be considered “good” data in terms of quality; whereas a data warehouse 417 
worker does not expect fast access to the data, but does require good data in terms of quality. Each of 418 
these facets presents a unique challenge for the creation of appropriate governance measures.  419 

Information management roles and stewardship applications are two of the primary data management 420 
challenges organizations face with respect to governance. Within any single organization, data 421 
stewardship may take on one of a handful of particular models. In a data stewardship model that is 422 
function-oriented or organization-oriented, the components of the stewardship are often framed in terms 423 
of the lines of business or departments that use the data. These departments might be Customer Service, 424 
Finance, Marketing, Sales, or Research. All of these organization functions may be thought of as 425 
components of a larger enterprise process applications layer, supported by an organization-wide standards 426 
layer. 427 

In the early part of Level 4 (Figure 2), the project has achieved integration with organizations’ 428 
governance protocols, metadata standards, and data quality management. Finally, a Big Data initiative 429 
evolves to a point where it can provide a full range of services including business user abstractions, and 430 
collaboration and data-sharing capabilities. 431 

3.2 ORGANIZATIONAL MATURITY  432 

While technical difficulties such as data integration and preparation are often reported as the greatest 433 
challenges to successful Big Data projects, the importance of nontechnical issues such as change 434 
management, solution approach, or problem definition and framing should not be underestimated and 435 
require significant attention and forethought. As stated in a report from IDC, “An organization’s ability to 436 
drive transformation with Big Data is directly correlated with its organizational maturity [17].” In fact, 437 
organizational maturity is often the number one barrier to success of Big Data projects.  438 

3.2.1 EVOLUTION OF ORGANIZATIONAL MATURITY 439 

Organizations mature at different rates, depending on a variety of factors, and can take months or years. 440 
Organizational maturity is considered below in relation to the four project maturity levels presented in 441 
Section 4.1. As a project develops from ad-hoc testing to a fully realized culture of governance, certain 442 
organizational changes should be considered for successful system implementations.  443 

These organizational changes are presented below at a very high level. Specific activities to affect 444 
organizational change will be dependent on project specifics, an organization’s culture, executive 445 
leadership, industry characteristics, and other relevant factors.   446 

Within each level, four broad areas of organizational change can be identified. These broad areas target 447 
different aspects of organizational change that should be considered. Each of these general areas involves 448 
different actions depending on the level of organizational maturity. For example, in Level 2, training 449 
workers might involve a few users on the entire small system, while in Level 4, groups of users might be 450 
defined, each of which receives specialized training on a portion of the system. The four broad areas of 451 
organizational change are as follows: 452 

• Training of workers, including addressing overall system operations, focused process operations, 453 
and cultural changes;  454 

• Management of the technology implementation and change, including a vision of the systems 455 
needed, strategic business vision for adopting Big Data systems;  456 

• Workflow development, implementation, and adherence—this could include the development of 457 
standards and processes; and 458 

• Technology evaluation, adoption, and implementation. 459 
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Figure 2 maps organization maturity to project maturity and lists some organizational changes that are 460 
needed to reach the corresponding level. The lists of considerations are not all-inclusive and can vary 461 
depending on the industry, organizational needs, and organizational culture.  462 

Additional references should be consulted for more in-depth examination of the organizational change 463 
activities specific to a particular industry, project type, organization type, or other defining project 464 
characteristic.  465 

The levels are presented as a continuum with increasingly comprehensive activities to implement Big 466 
Data systems. Some of the items might begin in one level with a few activities and jump to a higher level 467 
creating gaps in data governance at lower levels that will need to be addressed later. In real life 468 
organizations, there is fuzzy boundary between levels and the development of data governance may not 469 
occur in a linear and orderly fashion.  470 

  471 
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Maturity Project Characteristics Organizational Characteristics 

 

LEVEL 4 
 

Culture 
of 

Data 
Governance 

• External users are able to access the 
data, computer code, and analytics 
results.  

• Internal user groups are able to access 
the data, computer code, and analytical 
results. 

• Involves a wide range of expertise, 
including people to develop and 
maintain the system, data analysts, and 
data visualization experts. 

• Uses advanced predictive analytics. 
• Greater use of external data. 
• Systematic data governance effort 

across the organization. 
• Reproducible science and preservation 

of data lineage. 

• Consistently uses standardized 
processes and models across the 
organization, with slight modifications 
for nonstandard project or regional 
needs. 

• Trains workers in overall system 
functioning, focused processes, 
workflows, and safety procedures. 

• Implements a fully developed and 
organizational-wide governance policy. 

• Anticipates organizational needs and 
responds with appropriate methods or 
technologies. 

• Uses external data, including open data, 
as appropriate. 

 

LEVEL 3 
 

Cross- 
Organizational 

Adoption 

• Many systems are integrated to provide 
cross-organizational information. 

• A wider range of personnel expertise is 
used.  

• Written data management procedures 
begin to be developed and implemented. 

• Federates metadata. 
• Trains workers in implemented 

technologies workflows, and safety 
procedures. 

• Implements technology Standards. 
• Develops and implements an 

organization-wide governance program. 
• In a science-based organization, 

develops and implements an Open 
Science policy. 

• Initiates a master data management 
(MDM) program. 

• Appoints a system leader from upper 
management. 

 

 

 
LEVEL 2 

 
Division 
Adoption 

• Information may still be in silos. 
• Interoperability between systems is not 

a priority. 
• A general awareness of data governance 

is beginning, perhaps in some isolated 
local projects. 

• Small systems are developed for 
individual or project needs. 

• Written procedures applicable to the 
entire data life cycle may still be 
nonexistent or incomplete. 

• Begins a governance program. 
• Applies Big Data solutions to well-

defined business processes. 
• There is an unorganized approach. 
• Appoints a leader for system 

implementation. 

 

LEVEL 1 
 

Ad Hoc 
Functioning 

• Information is in silos. 
• There is no or inconsistent use of 

predictive analytics. 
• Spreadsheets are frequently used, which 

may lead to inconsistencies, 
inaccuracies, analytical errors, and lack 
of interoperability. 

• Data are not consistently captured 
and/or stored.  

• Written procedures applicable to the 
entire data life cycle are nonexistent or 
incomplete. 

• The technology used depends on what is 
available at the time, or on the skill set 
of the workers. 

• Little to no training is provided to the 
workers. 

• Data collection and/or analysis is 
designed in response to a particular 
mandate or need in the moment. 

• Written procedures governing the data 
life cycle are nonexistent or vary across 
projects, groups, divisions, or 
departments. 

DIFFICULT TRANSITION 
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Figure 2: Evolution of Big Data Systems as a Function of Project and Organizational Data Governance Maturity 472 

Klievink et al. [18] evaluated the ability of public sector organizations to use Big Data on the basis of 473 
organizational maturity, organizational capabilities, and organizational alignment. Increased 474 
organizational maturity was observed where there was more structural collaboration between 475 
organizations. Organizational capabilities for Big Data use were described in terms of: internal attitude, 476 
external attitude, legal compliance, IT resources, data science expertise, IT governance, and data 477 
governance. The last three (i.e., data science expertise, IT governance, and data governance) were found 478 
to have the greatest impact on improvements in organizational capability. Organizational alignment (i.e., 479 
whether or not Big Data applications are suited for the organization in question) was found to be vital for 480 
the success of Big Data. In addition, when evaluating organizational alignment, it was found that the 481 
intensity of data use was a determinant of the readiness for Big Data. Paradoxically, intensity of data 482 
collection was not necessarily associated with data quality or with readiness for Big Data. This is an 483 
important observation to keep in mind in the cases where the intensity of data collection is high, but the 484 
intensity of data use is low because the primary data users are found elsewhere within the organization or 485 
externally to the organization. In some cases, it may well be that the greatest barrier to Big Data is not 486 
organizational maturity or capability, but alignment with the data provider’s priorities.   487 

3.3 MARKET MATURITY OF TECHNOLOGIES  488 

Technologies progress through a series of stages as they mature, which in broad terms are research and 489 
development (R&D), demonstration and deployment, and commercialization, in order of maturation 490 
development. As costs associated with both open source and commercial computing technologies fall 491 
drastically, it becomes easier for organizations to implement Big Data projects, increasing overall 492 
knowledge levels and adding to a tide effect where all boats in the marina are raised toward maturity. The 493 
following technologies represent some of the more recent advances into demonstration and deployment: 494 

• Open source. Open source distributed file systems are essentially still immature stacks, especially 495 
in smaller enterprises, although streaming and real-time technology adoption is growing at a fast 496 
rate [11].  497 

• Unified architectures. Challenges persist in query planning. The age of Big Data applied a 498 
downward pressure on the use of standard indexes, reducing their use for data at rest. This trend 499 
is carried into adoption of unified architectures [19], as unified architectures update indexes in 500 
batch intervals. An opportunity exists for open source technologies which are able to apply 501 
incremental indexing, to reduce updating costs and increase loading speeds for unified 502 
architectures. 503 

• Open data. Some transformations are under way in the biology and cosmology domains, with new 504 
activity in climate science and materials science [13]. Various agencies are considering 505 
mandating the management of curation and metadata activities in funded research projects. 506 
However, metadata standards are frequently ranked as a significant technical issue. While 507 
agreeing on a local taxonomy snapshot is a major challenge for an organization, managing the 508 
difficulties of taxonomy dynamics (which are organizational issues) presents an even more 509 
challenging barrier.  510 

The following technologies represent some of the more recent advances into commercialization.  511 

• Infrastructure as a Service (IaaS): Applications receive a great deal of attention in articles written 512 
for business audiences. However, overall, the challenges in applications are proving less difficult 513 
to solve than challenges in infrastructure. IaaS is driving many opportunities for 514 
commercialization of technology.  515 
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• In-memory technologies: It is not always simple to distinguish between in-memory database 516 
management system (DBMS), in-memory analytics, and in-memory data grids. However, all in-517 
memory technologies will provide a high benefit to organizations that have valid business use 518 
cases for adopting these technologies. In terms of maturity, in-memory technologies have 519 
essentially reached mainstream adoption and commercialization.  520 

• Access technologies and information retrieval techniques: While access methods for traditional 521 
computing are in many cases brought forward into Big Data use cases, legacy access methods 522 
present tremendous integration and compliance challenges for organizations tackling Big Data. 523 
Solutions to the various challenges remain a work in progress. In some cases, proprietary, 524 
patented access methods have been a barrier to construction of connectors required for federated 525 
search and connectivity.  526 

• Internal search: In one survey of organizations considering Big Data adoption, “Only 12% have 527 
an agreed-upon search strategy, and only half of those have a specific budget [16].” The top two 528 
challenges to internal search seem to be a lack of available staff with the skills to support the 529 
function, and the organization’s ability to dedicate personnel to maintain the related servers. 530 
Departments are reluctant to take ownership of the search function due to the problematic levels 531 
of the issues. The consensus amongst AIIM’s survey respondents was that the Compliance, 532 
Inspector General, or Records Management department should be the responsible owner for the 533 
search function. An underlying problem persists in some larger organizations, however, where 534 
five or more competing search products can be found, due to small groups each using their own 535 
tools.  536 

• Stream processing: Continued adoption of streaming data will benefit from technologies that 537 
provide the capability to cross-reference (i.e., unify) streaming data with data at rest.  538 

3.4 BIG DATA TRENDS AND FORECASTS  539 

In the early years of Big Data, organizations approached projects with the goal to exploit internal data, 540 
leaving the challenges of dealing with external data for later.  541 

The usage of a hub and spoke architecture for data management emerged as a pattern in production 542 
environment implementations [20], which still relied heavily on ETL processes. The hub-and-spoke 543 
architecture provides multiple options for working with data in the hub, or for moving data out to the 544 
spokes for more specific task requirements, enabling for data persistence capabilities on one hand and 545 
data exposure (i.e., for analytics) capabilities on the other.  546 

In 2018, in-memory, private cloud infrastructure, and complex event processing reached the mainstream. 547 
Modern data science and machine learning are slightly behind but moving at a very fast pace to maturity.  548 

An increase is expected in the application of semantic technologies for data enrichment. Semantic data 549 
enrichment is an area that has experienced successes in cloud deployments. Several applications of text 550 
analysis technology are driving the demand for standards development including fast-moving consumer 551 
goods, fraud detection, and healthcare.  552 

Integration is also an area of projected maturity growth. Increased usage is expected of lightweight 553 
integration Platform as a Service (iPaaS) platforms. Use of application programming interfaces (API) for 554 
enabling micro services and mashup data from multiple sources are also anticipated to grow. Currently, 555 
there is a scarcity of general use interfaces that are capable of supporting diverse data management 556 
requirements, container frameworks, data APIs, and metadata standards. Demand is increasing for 557 
interfaces with flexibility to handle heterogeneous user types, each having unique conceptual needs. 558 

Table 7 lists select technologies that are projected to mature in the near future and have a significant 559 
impact on the advancement of Big Data. 560 
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Table 7: Maturity Projections 561 

2017 – 2020 2020 - 2025 

• High-performance message infrastructure 

• Search-based analysis 

• Predictive model markup language 

• Internet of things 

• Semantic web 

• Text and entity analysis 

• Integration 

 562 
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4 MODERNIZATION AND 563 

IMPLEMENTATION 564 

4.1 SYSTEM MODERNIZATION 565 

Organizations face many challenges in the course of validating their existing integrations and observing 566 
the potential operational implications of the rapidly changing Big Data environment. Beginning with 567 
transition plans, modernization projects often follow some method for portfolio road mapping. One such 568 
method is a technology brick approach comprising a strategy and a roadmap [21]. Brick structures 569 
classify products applying one or more ways to describe lifecycles, such as emerging, mainstream, and 570 
retirement. Within the methodology, it is common to map out the implementation timelines for each 571 
technology on a chart. Additional organizations and groups are exploring methodologies, processes, and 572 
frameworks that facilitate Big Data projects [22].  573 

Ultimately, an organization preparing to develop a Big Data system will typically consider one of two 574 
possible directions for modernization. For simplification, these two options can be viewed as 575 
Augmentation and Replacement. Each of these two modernization options has unique advantages and 576 
disadvantages. The following bullets summarize the differences: 577 

• Augmentation: involves updating to a Big Data system by augmenting the supporting 578 
architecture. Advantages of updating the supporting architecture include incorporation of more 579 
mature technologies amidst the stack and flexibility in the implementation timeline. 580 
Augmentation allows for a phased implementation that can be stretched out over more than one 581 
fiscal budget year.  582 

• Replacement: involves updating to a Big Data system by replacing the existing system with an 583 
entirely new system. Modernizing an existing system by replacing the whole architecture has 584 
notable disadvantages. In comparison to the augmentation approach, the level of change 585 
management required when replacing entire systems is significantly higher. One advantage of 586 
complete system replacement is reduced compatibility problems with legacy systems. Partial 587 
modernizations, by replacing a portion of the existing system, are also possible. However, the 588 
same advantages and disadvantages of complete system replacement may not apply.  589 

Hybrid parallel systems: Hybrid systems is a modular approach towards modernization where new Big 590 
Data capabilities may Replace and Augment existing systems. For example, organizations can use the 591 
cloud for storage but develop their own applications. One disadvantage of this route is the high cost of 592 
moving data to the cloud. Developing standards for hybrid implementations should accelerate the 593 
adoption and interoperability of analytics applications.  594 

When considering pathways, the potential advantages and disadvantages should be examined. While the 595 
full list of advantages and disadvantages will be project-specific, Tables 6 and 7 provide a high-level 596 
comparison.  597 

Table 8 provides a high-level list of advantages and disadvantages of the augmentation pathway, while 598 
Table 9 provides a high-level list of advantages and disadvantages of the replacement pathway.  599 

 600 
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Table 8: Advantages and Disadvantages of System Modernization via the Augmentation Pathway 601 

Augmentation 
Type Advantages Disadvantages 

Build 
• Phased approach  • Technically demanding 

• Fewer support options 

Buy 
• Phased approach  
• Not entirely immature stack of 

technology 

• Potential vendor lock in issues 

Hybrid • Phased approach  • Potential compatibility problems with legacy 
systems 

 602 

Table 9: Advantages and Disadvantages of System Modernization via the Replacement Pathway 603 

Replacement  
Type Advantages Disadvantages 

Build 
• Reduced compatibility problems with 

legacy systems 
• Longer development cycle 
• Increased change management  
• Less mature technologies 

Buy 
• Reduced compatibility problems with 

legacy systems 
• Longer development cycle 
• Increased change management  
• Less mature technologies 

Hybrid 
• Reduced compatibility problems with 

legacy systems 
• Longer development cycle 
• Increased change management  
• Less mature technologies 

 604 

4.2 IMPLEMENTATION 605 

In the earliest stages of planning, effectiveness of the plan is dependent on a clear understanding of new 606 
technologies. When evaluating technologies, it is prudent to make sure that the solution is being evaluated 607 
against the organization’s actual use case, not something else that the vendor is promoting. Evaluating 608 
solutions for a single application is easy compared to evaluating solutions to fill broader use cases. The 609 
solutions for broad use cases are usually platforms, which are difficult to evaluate without implementing a 610 
proof of concept or pilot.  611 

When ready to look at technology, the proper starting point is to ensure understand what data is involved 612 
and evaluate options from the standpoint of what capabilities are needed to work with that particular data. 613 
Some organizations may not actually have a Big Data use case; most use cases in 2018 are still BI, 614 
consisting of mainly transaction processing, and index-oriented queries on structured and trusted data. Big 615 
Data use cases are notoriously unstructured, with data that are not vetted, and not with adequate quality 616 
levels or compatible with standards which simplify integration.  617 

Once a system augmentation or replacement path has been selected, a method of implementation can be 618 
chosen. When planning Big Data system modernization projects, organizations often find themselves at a 619 
second fork in the road decision point. Figure 3 diagrams this decision point, commonly referred to as the 620 
build or buy question. 621 
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Figure 3: New System Implementation 622 

In the build versus buy discussion, proponents from each side may disagree on the best approach.  623 

4.2.1 BUY 624 

On the one side, are the “buy” proponents who prefer purchasing commercial off the shelf (COTS) 625 
products and will articulate the benefits organizations realize when they focus on their core business and 626 
reduce IT project distractions; and also that custom or open source systems can result in a form of lock-in 627 
leverage for the developers, as the system is ultimately only understood by the key team member(s) who 628 
built it. Proponents of COTS typically also argue that COTS systems have a much higher success rate. 629 
The alternative to the pure buy scenario is for the organization to rent a new Big Data system. Renting 630 
usually refers to cloud solutions. Advantages to buying or renting include the ease of scale and not having 631 
to operate two systems simultaneously (or not having to modify an existing system).  632 

4.2.2 BUILD  633 

On the other side, the “build” proponents prefer the benefits of developing a system in house and will 634 
articulate advantages of custom coded systems. Advantages of this option are realized for organizations 635 
that have unique requirements, as opposed to COTS systems which have been found to often be one size 636 
fits all, which can simultaneously fall short in some areas and be overkill in others. The build route can be 637 
a fit for organizations having a skilled IT department. Custom, “good enough” capabilities can have lower 638 
total cost of ownership (TCO). The downside of the build option is that these systems are tough to build, 639 
ergo risky. One of the largest barriers organizations face when building their own systems is the scarcity 640 
of engineers with the skill set covering the newer technologies such as Structured Query Language (SQL) 641 
layers for distributed storage, or construction of interfaces for ‘real-time’ analysis.  642 

In the build, or do-it-yourself (DIY) scenario, the organization may modify their existing system, or build 643 
an entirely new system separate of the existing system. If the DIY implementation is implemented 644 
concurrent to the existing system, the organization is required to operate two systems for the length of 645 
time it will take to get the new system running and migrate data or combine components.  646 

Developing an open source solution: part of the build philosophy, is the option of developing an open 647 
source solution. Proponents point out that full stack open source systems are more flexible than COTS; 648 
and secondly, are less expensive than COTS. This situation can hold true, however it can also be entirely 649 
false. While the open source technology itself may initially be very low cost or free, the cost of human 650 
resources required to build these systems are much higher, potentially causing the final TCO to be higher. 651 
Note also that all open source licenses are not the same. If the organization does have experience 652 

How will the existing 
system be modernized to 

a Big Data system?
Augmentation Replacement

How will 
augmentation be 

implemented?

Build Buy Hybrid

How will the 
replacement be 
implemented?

Build Buy Hybrid
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developing systems but not with open source technologies, they have the option to build using open 653 
source by partnering.  654 

4.2.3 PARTNERING WITH THIRD PARTY SYSTEM INTEGRATORS 655 

A third, perhaps less talked about option is partnership with a third party, where the third party provides 656 
outsourced development or integration services. Partnering may be the preferred implementation option. 657 
A 2017 Digital Banking Report on artificial intelligence (AI) implementations indicates that less than 658 
10% of organizations plan to build a solution for any of the seven use cases surveyed for the report. Two 659 
to three times more organizations plan to purchase a commercial solution. But far and away the highest 660 
percentage of organizations plan to partner with an industry provider to implement an AI solution, in 661 
some cases over 50% of the respondents making this declaration [23].  662 

4.2.4 PROJECT ISSUES  663 

Certain challenges will persist with any of the implementation routes whether it be build / DIY; buying or 664 
renting new systems; or going with hybrid parallel systems. For example, data cleaning and systems 665 
plumbing are persistent hurdles no matter which type of project is undertaken [24], [25]. Characteristics 666 
of a Big Data project implementation depend on the needs and capabilities of the particular organization 667 
undertaking the effort. This section attempts to provide some high-level issues for deliberation during the 668 
Big Data project planning stage. This is not intended to be a prescription covering the entire range or 669 
depth of considerations that an organization may face, but rather an initial list to supplement with project-670 
specific concerns. During the planning phase, Big Data project considerations could include the 671 
following:  672 

• Data quality: Consider the level of quality that will be required from the data model. As data 673 
quality increases, cost increases. A minimum viable quality of data, which will provide desired 674 
results, should be determined.  675 

• Data access: Many factors can affect data access including organizational cultural challenges and 676 
security and privacy compliance. Cultural challenges are unique to each project but many are 677 
alleviated with sufficient support from upper management (e.g., corporate officers, influential 678 
advocates). Security and privacy affects multiple areas in a Big Data project including data 679 
access. Additional information on security and privacy considerations are provided in the NBDIF: 680 
Volume 4, Security and Privacy document.  681 

• Component interoperability: For a complicated system, a comprehensive appraisal of system 682 
component interoperability can be critical. Advantages of commercial products are frequently 683 
lauded while the limitations, dependencies, and deficiencies are often not obvious. Exploration of 684 
component interoperability during the planning phase could prevent significant issues during later 685 
phases of Big Data projects.  686 

• Potential bottlenecks: Projects requiring high performance often expose storage and network 687 
bottlenecks. Lower layer components of the system must be considered as equally important as (if 688 
not more important than) the analysis or analytics functions.  689 

4.3 NEXT STEPS 690 

Whether an organization decides to build custom, build open source, or buy COTS, many experts agree 691 
that internal culture may emerge as the largest obstacle to new program success [26], [27]. One best 692 
practice is to assess the organization’s current state of readiness for such a project, before considering 693 
which technology to evaluate.  694 

One task that organizations traditionally perform early in the decision process is to estimate the ROI for 695 
the project. If there is a clear but low ROI for the project, the organization may be a good candidate for 696 
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evaluating leading and more established COTS solutions where benefits include reduced risk due to the 697 
maturity of available products.  698 

If there is a clear, high ROI for the project, then an organization has two good options, depending on 699 
whether they already have a system development department. If they do not have a system development 700 
team, they are a good candidate to evaluate newer and more innovative COTS solutions where benefits 701 
often include responsive support departments. If there is no clear ROI, the organization must consider 702 
whether going forward with the project is an acceptable risk. 703 

As previously noted, reducing costs is often the number one factor in enterprise wide modernization 704 
plans. The same holds true for departments and smaller business units. The cost factor is also driving 705 
adoption of newer implementation philosophies. Traditionally, organizations clarify requirements before 706 
implementing new software or technology projects. Unfortunately, the collection of requirements process 707 
often results in an output that is either not accurate or not valuable. A newer philosophy which prescribes 708 
an ‘implement first, ask questions later’ approach, eschews the traditional order of gathering requirements 709 
first; and prescribes a launch first mentality which recommends end users experiment with technology 710 
and pilot solutions first, and adopt those solutions if they work, with the belief that even if the pilot 711 
projects fail, the cost of failure is still lower than what would have been the total cost of a traditional 712 
project’s processes. The idea is that partly due to the availability of cloud-based technologies which can 713 
be implemented inexpensively, the ROI of a project is less important because the investment factor of the 714 
ROI is lower. The costs of experimenting with a new cloud-based solution can be very low in comparison 715 
to the time consuming and financially expensive processes of gathering requirements, and the 716 
implementation-first philosophy has had some success, although critics sound the shadow IT alarm bell. 717 
Shadow IT may be a problem for governance, but practices of experimenting with small, rapid tests of 718 
new technologies has gained so much traction that it is now commonplace [28].  719 

 720 
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5 SPECIFIC SOLUTION TECHNIQUES, 721 

DEPENDENT ON THE PROBLEM 722 

SPACE 723 

Section 5 examines the industries and technologies related to Big Data and economic impacts by viewing 724 
them in context of the broader landscape. 725 

Figure 4 is a simplified representation of some of the questions related to system capability that an 726 
organization may need to consider when planning their own system. Its purpose is to demonstrate how 727 
project requirements can drive decision making. The list of choices presented is not intended to be 728 
comprehensively complete. Inclusion is not an endorsement for usage, and no solutions have been 729 
intentionally excluded.  730 

 731 

 732 
Figure 4: Requirement Decision Tree  733 

After the scalability and latency requirements are identified as shown in Figure 4, the systems planning 734 
process will require continued consideration on whether machine learning is necessary. Figure 5, Figure 735 
6, and Figure 7 map the workflow of the machine learning decision trees and show the decision points in 736 
the application of machine learning algorithms. Table 10, Table 11, Table 12, and Table 13 list specific 737 
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algorithms for each algorithm subgroup. There is no “correct” answer to the question of which algorithms 738 
to select. In fact, several tests should be run with different algorithms in order to validate various model 739 
results.  740 

Figure 5: Machine Learning Algorithm Application Workflow  741 

Figure 5 shows the decision steps for application of a machine learning algorithm including the input 742 
preparation phase (e.g., feature engineering, data cleaning, transformations, scaling). Figure 6 and Figure 743 
7 expand on algorithm choices for each problem subclass. Table 10 and Table 11 continue from Figure 6 744 
to provide additional information for the regression or classification algorithms. Table 12 and Table 13 745 
provide additional information on the unsupervised algorithms and techniques shown in Figure 7. 746 

 747 
Figure 6: Supervised Machine Learning Algorithms  748 
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 749 
Figure 7: Unsupervised or Reinforcement Machine Learning Algorithms 750 

Supervised learning problems involve datasets that have the feature which is trying to be predicted / 751 
measured for all observations or a subset of all observations (semi-supervised learning). The 752 
measurements for the feature which is trying to be predicted by the machine learning model are called 753 
labels. In supervised learning problems, the labeled data is used to train the model to produce accurate 754 
predictions.  755 

Supervised learning problems can be classified into two subgroups of algorithms: regression or 756 
classification. Regression algorithms predict a continuous variable (a number), and classification 757 
algorithms predict a category from a finite list of possible categories. Table 10 and Table 11 compare 758 
supervised learning regression algorithms using four categories and supervised learning classification 759 
algorithms using the same four categories.  760 
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 Table 10: Supervised Learning Regression Algorithms 761 

Name Training 
Speed Interpretability Pre-Processing Other Notes 

Linear Regression Fast High Centering and Scaling, 
Remove Highly Correlated 
Predictors 

Speed at the expense of 
accuracy 

Decision Tree Fast Medium  Speed at the expense of 
accuracy 

Random Forest Fast Medium  Fast and accurate 

Neural Network Slow Low Centering and Scaling, 
Remove Highly Correlated 
Predictors 

Accurate 

K Nearest Neighbors Fast Low  Scales over medium size 
datasets 

Ridge Regression Fast High Centering and Scaling  

Partial Least 
Squares 

Fast High Centering and Scaling  

Cubist Slow Low   

Multivariate 
Adaptive Regression 
Splines (MARS) 

Fast Medium   

Bagged / Boosted 
Trees 

Fast Low  Accurate, large memory 
requirements 
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Table 11: Supervised Learning Classification Algorithms 762 

Name Training 
Speed Interpretability Pre-Processing Other Notes 

Support Vector 
Machine 

Slow Low Centering and Scaling Speed at the expense of 
accuracy 

Logistic 
Regression 

Fast High Centering and Scaling, 
Remove Highly Correlated 
Predictors 

Speed at the expense of 
accuracy 

Decision Tree Fast Medium  Speed at the expense of 
accuracy 

Random Forest Slow Medium  Accurate 

Naïve Bayes Fast Low  Scales over vary large 
datasets. Speed at the 
expense of accuracy 

Neural Network Slow Low Centering and Scaling, 
Remove Highly Correlated 
Predictors 

 

K Nearest 
Neighbors 

Fast Low  Scales over medium size 
datasets 

Ridge 
Regression 

Fast High Centering and Scaling  

Nearest 
Shrunken 
Centroids 

Fast Medium   

MARS Fast High   

Bagged / 
Boosted Trees 

Slow Low  Accurate 

Unsupervised learning problems do not have labeled data and can be classified into two subgroups: 763 
clustering algorithms and dimensionality reduction techniques. Clustering algorithms attempt to find 764 
underlying structure in the data by determining groups of similar data. Dimensionality reduction 765 
algorithms are typically used for preprocessing of datasets prior to the application of other algorithms. 766 
Table 12 lists common clustering algorithms, and Table 13 lists common dimensionality reduction 767 
techniques. 768 
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Table 12: Unsupervised Clustering Algorithms 769 

Name Pre-Processing Interpretability Notes 
K -means Missing value sensitivity, 

Centering and Scaling 
Medium Scales over large datasets for clustering 

tasks, must specify number of clusters (k) 

Fuzzy c-means   Must specify number of clusters (k) 

Gaussian Specify k for probability tasks  Must specify number of clusters (k) 

Hierarchical   Must specify number of clusters (k) 

DBSCAN   Do not have to specify number of clusters 
(k) 

While technically dimension reduction may be a preprocessing technique, which transforms predictors, 770 
usually driven for computational reasons, some consider dimensionality reduction (or data reduction) 771 
techniques a class of unsupervised algorithms because they are also a solution for unlabeled data.  772 

In that these methods attempt to reduce the data by capturing as much information as possible with a 773 
smaller set of predictors, they are very important for Big Data. Many machine learning models are 774 
sensitive to highly correlated predictors, and dimensionality reduction techniques are necessary for their 775 
implementation. Dimensionality reduction methods can increase interpretability and model accuracy, and 776 
reduce computational time, noise, and complexity.  777 

Table 13: Dimensionality Reduction Techniques 778 

Name Interpretability Notes 
Principal Component Analysis (PCA) Low Scales to medium or 

large datasets 

Correlation Filters   

Linear Discriminant Analysis (LDA)   

Generalized Discriminant Analysis (GDA)   

Backward Feature Elimination   

Singular Value Decomposition (SVD)   

While a wide array of algorithms has been classified in the preceding tables, another technique called 779 
ensemble modeling is widely used to combine the results of different types of algorithms to produce a 780 
more accurate result. Ensemble methods are learning algorithms that take a weighted vote of their 781 
different model’s predictions to produce a final solution. In practice, many applications will use an 782 
ensemble model to maximize predictive power.  783 

 784 
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6 BIG DATA READINESS 785 

6.1 INTRODUCTION 786 

Big Data2 has the potential to answer questions, provide new insights previously inaccessible, and 787 
strengthen evidence-informed decision making. However, the harnessing of data into the Big Data net can 788 
also very easily overwhelm existing resources and approaches, keeping those answers and insights out of 789 
reach.  790 

Big Data readiness begins at the source where data are first created and extends along a path through an 791 
organization to the outside world. Section 6 focuses on practical solutions to common problems 792 
experienced when integrating diverse datasets from disparate sources. 793 

Business data, administrative data, health data, research data, etc. can potentially end up in the Big Data 794 
net. According to the Research Data Domain of the CASRAI dictionary [29], research data is defined as:  795 

“Data that are used as primary sources to support technical or scientific enquiry, 796 
research, scholarship, or artistic activity, and that are used as evidence in the research 797 
process and/or are commonly accepted in the research community as necessary to 798 
validate research findings and results. All other digital and non-digital content have the 799 
potential of becoming research data. Research data may be experimental data, 800 
observational data, operational data, third party data, public sector data, monitoring 801 
data, processed data, or repurposed data”. 802 

Many organizations hold important data assets for a variety of uses, including confidential and sensitive 803 
data, and may be faced with inconsistent data quality and multiple, sometimes uncontrolled, data flow 804 
pathways. This heterogeneity presents people at the working level and upper management alike with 805 
enormous challenges in developing and implementing solutions that will enable Big Data and Big Data 806 
Analytics. 807 

The purpose of Section 6 is to contribute to the development of innovative thinking transferable to a wide 808 
range of organizations and domains with the goal of effecting changes needed to achieve Big Data. To 809 
support corporate governance and data management planning and strategies that may not yet be fully 810 
developed, Section 6 offers suggestions for a path to Big Data readiness based on Open Science, FAIR 811 
[30], [31], [32], [33], [34] data and an “It’s good enough” approach [35]. FAIR data, endorsed by the G20 812 
in 2016 means that the data are Findable, Accessible, Interoperable, and Reusable. “It’s good enough” 813 
means doing what can be done now to make things work with the tools and the people currently in place. 814 
A “Big Data readiness” approach will support long-term planning and enable short-term solutions for 815 
data management in general. It will also support and enable the NBDRA, thereby enabling the data 816 
provider to feed data into the architecture at the blue arrow in the top left corner of Figure 8, which is 817 
discussed in detail in NBDIF: Volume 6, Reference Architecture. 818 

                                                      
2Big Data consists of extensive datasets—primarily in the characteristics of volume, variety, velocity, and/or 
variability—that require a scalable architecture for efficient storage, manipulation, and analysis [1], [51].  
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 819 
Figure 8: NIST Big DataRreference Architecture (NBDRA) 820 

Section 6 proposes a generic strategy and tactical actions directed primarily at the working level that can 821 
be anticipated to have significantly positive short-term impacts without overwhelming workers, 822 
managers, or stakeholders, and to increase the chances of success of a Big Data project and 823 
implementation of a future data strategy. It will take some time to realize the business value of data 824 
strategies that may be under development in an organization and for some scenarios, an organization 825 
cannot afford to wait until implementation.  826 

It is important that an organization identify the technical and nontechnical barriers to Big Data (Table 6). 827 
Contextualization of a path to Big Data readiness within a framework that describes the NBDRA. Big 828 
Data governance and metadata management is also important. However, Big Data transformation does 829 
not need to happen all at once; nor does the organization or its base need to wait for the development of a 830 
Big Data Framework, governance model, data policy, data strategy, master data management, or Open 831 
Science plan before taking action to help accelerate the implementation of Big Data. The actions proposed 832 
in Section 6 can be an effective first step for what can be done now in the present (taking into account 833 
current organizational maturity, capabilities, and data flow realities; Figure 2) to position an organization 834 
to meet opportunities provided by the Big Data revolution. 835 
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6.2 A BIG DATA PROBLEM SPACE 836 

6.2.1 BARRIERS TO BIG DATA 837 

6.2.1.1 Legacy Systems 838 

Data management gaps at the working level and lack of data governance at the corporate level have been 839 
identified in organizations in private and public sectors dealing with decades old systems and procedures. 840 
Legacy systems do not only refer to the dark data buried in printed output, on compact disks (CD), in 841 
notebooks, on external hard drives, and on personal computers, etc. Legacy systems also refer to 842 
hardware and software that are still in use in the organization but are no longer supported by either the 843 
original vendor or by the organization’s IT department, and to in-house computer code that may be poorly 844 
documented or developed without a well-structured approach. Additional challenges include more recent 845 
hardware and software that fail to meet the demands of Big Data and modern analytics, and people who 846 
experience challenges in adapting to new ways of doing things. Developing countries and new 847 
organizations may have a competitive advantage in that they have the opportunity to build state of the art 848 
systems from scratch relatively inexpensively, unencumbered by legacy systems or by other technical and 849 
non-technical barriers that are a function of an organization’s overall readiness for Big Data measured by 850 
organizational maturity, organizational capability, and organizational alignment. See Section 3.  851 

6.2.1.2 “Lock-in” 852 

Not to be confused with vendor lock-in, which can also be a problem, organizations can be locked in to 853 
old ways of thinking and old ways of doing things that impede Big Data. Best practices in data 854 
management have not kept up with changes in technology that resulted in a rapid increase in the speed of 855 
generation, quantity, variety, complexity, variability and new sources and uses for the data collected. In 856 
addition, there is uncertainty regarding data accuracy, inconsistency in vocabulary, and confusion over the 857 
meaning of Big Data, data mining, and artificial intelligence. Meanwhile, many organizations are still 858 
struggling to emerge from a paper-based world governed in siloed organizations to a digitally literate and 859 
interconnected world. This is a very difficult transition. It requires the transformation of longstanding, 860 
well-adapted thinking processes that no longer work well, to new thinking processes adapted to a new 861 
world.  862 

6.2.1.3 Culture Change 863 

Big Data is being propelled from an emerging area to the fore of open data and Open Science. However, 864 
data that may be “locked in” from traditional approaches are largely inaccessible to Big Data end users. 865 
This limits an organization’s ability to use Big Data approaches for knowledge acquisition, innovation, 866 
and decision-making. Changes in thinking across organizations are needed to achieve a coordinated and 867 
harmonized system that is simple, effective and geared to meet organizational needs.  868 

Organizations and various groups within them have developed data management processes that work for 869 
them internally. They tend to be project- or client-centric to meet their specific mandate and needs, but 870 
not necessarily user-centric in the context of Open Science and Big Data where the user is unknown. A 871 
paradigm shift in thinking and culture is needed in many organizations to achieve agile delivery of 872 
“analysis-ready” data that can be incorporated seamlessly into a Big Data workflow. The underlying 873 
principle for success is a “Big Data readiness” approach from the bottom up at the working level, in 874 
operations, research, and business lines. Targeted generic actions will help create the necessary conditions 875 
on the ground. Culture change will follow. 876 

This bottom up change in thinking and culture must work hand-in-hand with top down culture change that 877 
also needs to happen if data are to become a strategic asset. Resources assigned to data life-cycle 878 
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management must become a priority for program areas, supported appropriately by senior managers. 879 
Ultimately, sustainable culture change needs to work in both directions. 880 

6.2.1.4 Degradation of Data Quality 881 

There is a need for common data standards for the preparation and updating of FAIR data. Previous 882 
approaches to data governance may have led to uncontrolled data flows, data fragmentation, variation in 883 
data quality, and incomplete information concerning the data (Figure 9). Where this may be satisfactory 884 
within specific mandates, it is problematic for Open Science, reproducible research and Big Data. 885 

 886 
Figure 9: Uncontrolled Data Flow Pathways 887 
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Gartner estimates that poor data quality costs an average organization $13.5 million per year and that data 888 
governance problems are worsening [36]. There are seven levels of data quality:  889 

1. Quality of the observations or measurements;  890 
2. Quality of the recording of the observations and measurements;  891 
3. Quality of the descriptors associated with the observations and measurements;  892 
4. Quality of the information needed for an end user to completely understand the data and their 893 

limitations;  894 
5. Organization of the observations/measurements/descriptors in a dataset or collection;  895 
6. Compliance with recognized consensus Standards; and,  896 
7. Quality of the management of the data and information, including sharing.  897 

While there is a need for shared responsibilities across all six levels, the first two levels are primarily the 898 
realm of domain expertise, the fourth requires domain and information management expertise, and the last 899 
two are primarily data management expertise.  900 

A very high-quality dataset produced under strict quality assurance/quality control (QA/QC) protocols 901 
can become fragmented in the absence of data governance encompassing the complete data life cycle 902 
(Figure 10). From the viewpoint of the data providers, they have produced extremely high-quality data. 903 
From the viewpoint of the data users, they see poor quality data that are difficult or impossible to use. In 904 
order to use such data, each user inherits the task of reassembling the data before being able to use them 905 
yet lacks all the information needed to perform the task reliably. This is an error-prone, costly, time 906 
consuming, and inefficient use of resources. Furthermore, it is unlikely that data reassembled by different 907 
end-users will result in matching datasets. The problem compounds exponentially when trying to integrate 908 
these data into Big Data.  909 

 910 
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 911 
Figure 10: Dataset Fragmentation 912 

The different stages of dataset fragmentation are as follows. Stage I: the data provider produces high 913 
quality observations and measurements that have undergone intensive QA/QC. Stage II: the data are 914 
published to various platforms and portals, during which data fragmentation and duplication may occur 915 
and data lineage lost. Stage III: the data user must find all of the data fragments and reassemble them into 916 
something resembling the original dataset in Stage I. 917 

6.2.1.5 Merging Datasets from Diverse Sources 918 

A commonly seen workflow is illustrated in Figure 11 where multiple datasets from different sources 919 
somehow have to be merged. In addition to the problem of dataset fragmentation and simply finding the 920 
data, there is confusion about other issues such as which one is the approved copy, lack of version 921 
control, absent or incomplete metadata, lack of common fields, variety in nomenclature and measurement 922 
units, and inconsistent data structures. 923 

Before the analyst can use the data, there may be unavoidable manual work involved in collecting and 924 
cleaning each of the data streams before they can be used (Stage III of Figure 10), and in integrating these 925 
disparate data from diverse sources (Figure 11). All of these data would be lost to Big Data where 926 
reliance on manual processes is no longer possible, or an inordinate amount of time would need to be 927 
spent on data preparation. 928 
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6.2.1.6 Data Preparation 929 

A major hurdle for the researcher or data scientist is data cleaning which can take up to 70% or more of 930 
the total time spent for the analysis [37], essentially performing tasks left undone when data providers 931 
release data that are not FAIR (Figure 10 and Figure 11). It takes enormous time, effort, and money to 932 
output small datasets to meet a variety of requests in Stage II of Figure 10, and an even greater amount of 933 
time, effort and money for an analyst to reassemble the data before they can be used (Figure 10: Stage 934 
III). Elimination of Stages II and III would eliminate the associated costs and wasted time, and result in 935 
more reliable analyses and stronger insights. Long-term data governance is the solution to the dataset, 936 
data flow, and metadata problems and to eliminating the hidden costs that result from them. 937 

 938 
Figure 11: Integration of Data From Diverse Sources 939 

If data providers published FAIR data that are analysis ready, data users would not need to spend 70-80% 940 
of their time on data preparation. 941 

Short term targeted actions that address gaps in Data Governance and data management will improve the 942 
ability to integrate data from multiple sources and to reliably extract new knowledge and insights from 943 
large and complex collections of digital data. Adopting a “Big Data readiness” approach within an 944 
organization will help enable Big Data analytics, machine learning, and AI.  945 
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6.3 A BIG DATA SOLUTION SPACE 946 

6.3.1 THE “BIG DATA READINESS” APPROACH 947 

The respective roles of data providers and data users require clarification. Data providers in the field, 948 
laboratory, and other organizational levels need to recognize at the outset that there will be unknown data 949 
users and that it is an integral part of their job to prepare their data to a standard that meets the 950 
requirements of these unknown users. Data providers also need to accept that how the data will be used 951 
and for what purpose will remain unknown to them. It is not the role of the data provider to assess if their 952 
data are fit for the purpose envisaged by some unknown user. That is the responsibility of the data user. 953 
However, to implement Open Data and Big Data it must be part of the data provider’s role to make sure 954 
that data transmitted from one person or group to the next throughout the data life cycle are FAIR and 955 
tidy (organized for ease of use).  956 

FAIR data include all related metadata and documentation so that an unknown end-user can completely 957 
understand the data and the data quality without having to contact the data provider. FAIR data have been 958 
verified by the data provider to be “fit for use” by any future unknown user who is then in a position to 959 
assess whether or not the data are “fit for purpose” in some specific context. FAIR, tidy, analysis ready 960 
data can be easily integrated into a Big Data workflow.  961 

Best practices, standards, and training are key to data providers being able to prepare data 962 
appropriately. The organization must take on the responsibility of defining those practices and standards 963 
so that data can be integrated easily. A “Big Data readiness” approach should be included in 964 
organizational data strategies for short-term success in Big Data projects. For example, defining data 965 
quality and data standards strategies to support a Data Management Operational Plan could also include 966 
components of a “Big Data readiness” approach.  967 

A Big Data readiness approach at the working level will concomitantly help solve existing data flow and 968 
data quality issues irrespective of whether or not the data will eventually enter a Big Data workflow. A 969 
Big Data readiness approach will improve an organization’s overall data stewardship and governance, 970 
help make open data and Open Science a reality, and improve the chances of success of future corporate 971 
solutions such as a Big Data interoperability framework and Reference Architecture that support Big Data 972 
and analytics. 973 

6.3.2 DISRUPTING THE STATUS QUO 974 

Implementation of a “Big Data readiness” approach at the working level may be easier to implement than 975 
imagined. The person best equipped to prepare “analysis-ready” data is the data provider – the person at 976 
the data source who knows the data best. Success in implementation of “Big Data readiness” requires 977 
inclusion of data providers – especially those who are experiencing the greatest challenges – in 978 
developing solutions. Inclusion means going beyond providing support. It means saying not only, “What 979 
can we do for you?” but also, “This is what we need from you.” It means disrupting the status quo. “Big 980 
Data readiness” requires a paradigm shift in thinking at the working levels that is revolutionary, not 981 
evolutionary.  982 

6.3.3 IT’S “GOOD ENOUGH” 983 

People are easily overwhelmed by disruption of the status quo. This can be mitigated by developing well 984 
thought out, “It’s good enough” modular checklists that will result in what is needed now to move 985 
forward on the pathway to Big Data. It is unrealistic to expect that people at the working level, in the field 986 
and in the laboratories, have or can acquire the necessary skills and tools to design and maintain databases 987 
or to output their data in unfamiliar formats. However, it is realistic and necessary to expect that they can 988 
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output their data in a form that can be easily understood and used by other people and systems. If this is 989 
achieved, it will be good enough.  990 

6.3.4 DATA GOVERNANCE 991 

Big Data will not improve data quality, solve data management problems, reduce the need for good 992 
quality, well-managed data, or obviate requirements for competent statistical analysis. Grappling with 993 
poor quality data (Figure 10 and Figure 11) is not the essence of what it means to “harness” Big Data. 994 
Harnessing Big Data refers to analysts and systems extracting more knowledge from existing data. Data 995 
governance that also includes Big Data readiness is a fundamental and essential piece of the solution to 996 
extensive data preparation time and eliminating hidden costs.  997 

Figure 12 is a solution diagram for an organization. Data governance is the solution to extensive data 998 
preparation time and eliminating hidden costs.3 Data governance and improved data management frees up 999 
time for analysts to do analysis instead of data cleaning and preparation. The onus needs to be put on the 1000 
data provider to provide FAIR data that are ready for analysis. Time thus freed-up can then be used for 1001 
the harnessing of Big Data in the continuum of reproducible science.  1002 

Good data governance and FAIR data will result in reduction or elimination of inefficiencies and costly 1003 
errors. Improved data quality, usability and discoverability will increase the value of data products 1004 
thereby providing a bigger return on investment. Big Data can then reduce costs by reusing existing data 1005 
instead of collecting more data unnecessarily. Big Data can also reduce costs by getting better answers 1006 
more quickly. 1007 

 1008 
Figure 12: Improved Data Governance  1009 

                                                      
3 See also: NBDIF: Volume 1, Definitions (Section 7.2); NBDIF: Volume 2, Big Data Taxonomies (Section 2.2-B); and NBDIF: 
Volume 4, Security and Privacy (Sections 4.2.3, 4.3.2 and 8.5). 
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The data repository (yellow container) is the input/output control point and source of authoritative data. 1010 
FAIR and analysis ready data on the left side of the diagram are released by the data providers. Semi-1011 
automated checklists implemented on the input side of the data repository are a critical component to 1012 
ensure that the data are, in fact, FAIR. 1013 

As the organization matures, uncontrolled data flows (Figure 9) can be shut down and replaced by a data 1014 
architecture that is able to provide an authoritative source of data for external systems, platforms, portals, 1015 
data consumers, and can feed data into the NIST Big Data Reference Architecture (Figure 13). For 1016 
organizations that have not yet achieved this, the use of data checklists can be an effective tactical action 1017 
to accelerate the process (See Section 6.3.5). 1018 

While a stepwise move toward “Big Data readiness” and reproducible science means changing the way 1019 
things are done with the tools currently in place, it also means adopting new tools and new competencies. 1020 
Lowndes et al. have published a refreshingly candid account of their path to adoption and implementation 1021 
of open data science tools and reproducible science in a complex environmental sciences framework [38]. 1022 
Consult the EU funded Education for Data Intensive Science to Open New science frontiers (EDISON) 1023 
for a comprehensive curriculum to train competent data scientists [39].  1024 

 1025 
Figure 13: Linear Data Flows for Authoritative Data 1026 
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6.3.5 PROPOSED STRATEGY 1027 

This proposal focuses on structured digital scientific data and the identification of a pathway from Small 1028 
Data to Big Data, providing a rational stepwise approach to harnessing Big Data. Implementing actions 1029 
that are generic and independent of systems currently in place means that they can be implemented 1030 
“now”: 1031 

1. Create awareness of “Big Data readiness” from the bottom up in operations and research 1032 
contexts via communications such as newsletters, bulletins, and a dedicated website or wiki. 1033 

2. Provide online training modules to increase digital literacy across the organization. 1034 
3. Deploy “It’s good enough” checklists for FAIR data to help data providers produce data that 1035 

are ready for Big Data workflows. 1036 
4. Implement a “user-centric,” approach to data preparation and release to replace project- and 1037 

client-centric approaches.4   1038 
5. Create linear data pathways to authoritative data sources to eliminate data fragmentation, 1039 

duplication, and to preserve data lineage.  1040 
6. Develop and pilot test models of data-intensive scientific workflows for the preparation of 1041 

FAIR, tidy, and analysis ready data and “reproducible science” in line with national and 1042 
international best practices. 1043 

7. Encourage the use of open data science practices and tools.  1044 
8. Implement semi-automated data verification and feedback loops to ensure that data are ready 1045 

for integration into Big Data workflows.  1046 
9. Maximize chances of success of Actions 1-8 by including data providers in the development 1047 

of solutions. 1048 

6.3.6 MULTI-FUNCTIONAL DATA CHECKLISTS 1049 

Data checklists can be a useful data management tool for data providers and data repositories, as well as 1050 
for data stewards and managers who need to approve data without having been involved in their 1051 
production. The use of checklists will help promote consistency, awareness, understanding, and efficiency 1052 
in data governance. Implemented on the input side of the data repository in Figure 12 and Figure 13, they 1053 
are a critical component to help ensure FAIR data and to maintain data quality, consistency, and 1054 
transparency.  1055 

                                                      
4 A pivotal turning point is the release of data in human readable and machine-readable format. For example, comma-separated 
values (CSV) files in tabular form can be understood by humans and can be read by statistical or database software (other than 
Excel, Word, or Acrobat) without the need to write extensive computer code to extract information and put it in a machine 
useable form. In the case where the data reside in a relational database, users should be able to query the database remotely 
and/or downloaded it in a freely available format that supports the SQL. 
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6.3.6.1 Multiple Uses for Data Checklists 1056 

Well-designed checklists can serve multiple functions, for example:  1057 

1. The data provider can use the checklists as a data auto-evaluation tool.  1058 
2. The checklists can be used as a learning tool.  1059 
3. Checklist results can be submitted to data stewards and/or management along with or in lieu 1060 

of the actual data for the purpose of data approval.  1061 
4. The institutional digital repository can use the checklists to identify datasets for acceptance 1062 

into the repository, and to return to the provider for correction datasets that fail to meet all the 1063 
criteria. 1064 

5. Management can easily merge checklist results received from across the organization to get a 1065 
snapshot of the overall state of data quality and data management.  1066 

6. Management can quickly scan the results to identify areas that may require closer attention 1067 
within a project, identify gaps and areas in general need of improvement across the 1068 
organization, or identify special cases that legitimately depart from general guidelines.  1069 

6.3.6.2 Data Checklist Design 1070 

Model data checklists were developed based on insights from the literature [40], [41], [42], [43], [44], 1071 
[45], [46], [47] and lessons learned from downloading and using a wide range of research, monitoring, 1072 
and crowd-sourced data. The checklists developed for this paper comprise eight thematic modules with a 1073 
total of 23 modules or sub-modules (Table 14).  1074 

Table 14: Model Data Checklist Modules 1075 

Module Sub-modules 
1. Metadata a) Metadata management 

b) Provenance 
c) Multilingualism 
d) Accessibility 

2. Data a) Raw data 
b) Data format/structure 
c) Data collection 
d) Data preparation 
e) Geospatial data – additional considerations 
f) Data management  
g) Data fitness for use 

3. Source a) Data repository 
b) Website 

4. Visualization a) Graphics 
b) Cartography 

5. Software a) Computer code 
b) Project organization 
c) File organization 
d) Computer code changes 

6. Reproducibility  

7. Manuscripts  

8. Standards  
9. Confidentiality  

 1076 
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In order to keep implementation of the modules manageable, each module or submodule comprises no 1077 
more than 10-20 questions each. The model checklists are not meant to be prescriptive, nor are they 1078 
exhaustive. There is no “one-size-fits-all” or “off-the-shelf” solution. Organizations should adapt the 1079 
modules and questions to their particular needs—modifying, removing, or adding new ones where 1080 
necessary—and, implementation should be incremental. 1081 

Questions are formulated such that the preferred answer is “yes.” The items are a mix of general 1082 
questions (e.g., Are the data FAIR? Are the data accurate?) and detailed sentinel or canary-in-the-1083 
coalmine questions (Are dates consistently formatted, e.g., YYYY-MM-DD?). When results are compiled 1084 
across an organization this structure makes it easy to scan and zero in on areas that may require closer 1085 
attention within a project, identify gaps and areas in general need of improvement, identify training needs, 1086 
or identify special cases where a “no” response is in fact acceptable. Controlled responses are: “yes”, 1087 
“no”, “I don’t know”, or “not applicable”. 1088 

The complete set of 23 modules and submodules and the detailed questions included in each of them are 1089 
provided in Appendix A.  1090 

6.3.6.3 Implementation of Checklists 1091 

If the checklists are to achieve their intended goal, how they are used is as important as their content. The 1092 
aim is to improve the organization’s data quality and enable Big Data. This should be done in a context of 1093 
a process of modernization. It requires a phased in approach and a supportive environment, including 1094 
training both at the working level and for managers. The checklists and the way they are used must have 1095 
strong support at the highest level of upper management. 1096 

An implementation plan should be developed to roll the checklists out in a manner that will ensure 1097 
effective uptake. The model checklists, offered as a starting point, may not all apply in all situations. They 1098 
should be pilot tested within the organization prior to implementation, and implementation should be 1099 
iterative.  1100 

1. Iterative implementation of the checklists. Create a working group to adapt the checklists to 1101 
the needs and realities of the organization. Each item should be assigned a level of priority, 1102 
with approximately one third of the items tagged as either essential, valuable, or desirable for 1103 
the first round of implementation. 1104 

2. Pilot test the checklist module and sub-module subject headings and adjust as necessary. 1105 
3. Pilot test the module and sub-module checklist questions and adjust as necessary.  1106 
4. Round 1 should be implemented uniformly across the organization in conjunction with a data 1107 

inventory in order to give management a good sense of the overall state of the data. This 1108 
should provide the organization with a good understanding of the state of the data in the 1109 
organization as a whole and in each work unit. This exercise will yield valuable information 1110 
for long term planning and for identification of where priorities need to be placed in the short 1111 
term.  1112 

5. In Round 2, the levels of importance should be adjusted to establish “Round 2” goals. Round 1113 
2 goals could target low hanging fruit and what can be done in the short term without 1114 
increasing resources, as well as a few of the most pressing needs to maximize short term 1115 
impact and valuable outcomes. Since data management and data quality vary across the 1116 
organization, Round 2 checklists should be adapted to the needs and realities of each work 1117 
unit.  1118 

6. Round 3 and successive iterations in each work unit should modify the importance levels of 1119 
the various items, adding items as necessary, until the final round of implementation when all 1120 
items would achieve the level of importance, “essential,” and all data will be compliant. At 1121 
this point, the checklists will have evolved from “It’s good enough” to “Best practices,” and 1122 
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will have achieved uniformity across the organization. Thereafter, checklist modules should 1123 
be revised on a regular basis to keep them relevant to evolving realities.  1124 

6.4 NEXT STEPS 1125 

Although each organization will need to develop its own path to “Big Data readiness”, these paths will 1126 
have a number of similarities: effecting culture change, treating even small data as an organizational and 1127 
inter-organizational asset, and adopting common standards so that data are useable beyond their original 1128 
purpose by unimagined systems. This will require commitment both on the part of the individual data 1129 
creator and on the part of the organization.  1130 

Work will need to be done to automate (or semi-automate) the data checklists in order to reduce the 1131 
amount of manual labor needed to implement them. This work should be done to complement, not 1132 
compete with open initiatives such as GO FAIR [48], CoreTrustSeal [49], Data Documentation Initiative 1133 
(DDI) alliance [50], and RDA FAIR Data Maturity Model [33]. 1134 

 1135 
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Appendix A: Data Checklists 1136 

Section 6.3.6 provides guidelines on how to use the data checklists. The columns contain the following information: 1137 

• The “Category” column contains the names of the 23 modules or sub-modules, which correspond to those listed in Table 14. 1138 
• Entries in the “Current Priority” column are based on organizational maturity (e.g., It's good enough for now).  1139 
• The “Data Checklist Questions” are potential general and sentinel questions within each category. Questions are formulated such that the 1140 

preferred answer is “yes.”  1141 
• The “Answers” column provides a space for answers to the data checklist questions. The following are allowed answers: “yes”; “no”; “I 1142 

don't know”; or “not applicable” (with “yes” being the preferred answer). 1143 

Table A-1: Model Data Checklist Questions 1144 

ID Category Current 
Priority  Data Checklist Questions Answers 

1a-1 Metadata management 1. essential Do the metadata include a description of the dataset?  

1a-2 Metadata management 3. desirable Do the metadata include a dataset creation date?  

1a-3 Metadata management 1. essential Do the metadata include a dataset update date?  

1a-4 Metadata management 3. desirable Do the metadata include a link to related publications?  

1a-5 Metadata management 3. desirable Do the metadata include a link to related data products?  

1a-6 Metadata management 2. valuable Are all metadata provided in a machine-readable format?  

1a-7 Metadata management 2. valuable Are all metadata provided in a human-readable format?  

1a-8 Metadata management 3. desirable Are the terms used in the metadata compliant with relevant metadata standards or 
ontologies? 

 

1a-9 Metadata management 3. desirable Do the metadata include a citation that is compliant with JDDCP (Joint Declaration of 
Data Citation Principles)? 

 

1a-10 Metadata management 2. valuable Do the metadata include a description of the methods used for data collection?  
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ID Category Current 
Priority  Data Checklist Questions Answers 

1a-11 Metadata management 3. desirable Do the metadata include a description of the experimental set-up, if applicable?  

1a-12 Metadata management 2. valuable Is this dataset part of a data collection and, if so, is this described in the metadata?  

1a-13 Metadata management 2. valuable Is there a data dictionary that describes the contents, format, structure, data 
collection, and relationship between tables, if applicable? 

 

1a-14 Metadata management 2. valuable Do the metadata include all concepts, definitions, and descriptions of all of the 
variables? 

 

1a-15 Metadata management 2. valuable Do the metadata include descriptions of methods, procedures and QA/QC practices 
followed during production of the data? 

 

1a-16 Metadata management 1. essential Are the metadata accurate, complete, up to date, and free of contradictions?  

1a-17 Metadata management 1. essential Does the documentation match the data files received?  

1a-18 Metadata management 3. desirable Do the metadata contain keywords selected from a controlled vocabulary, and is the 
controlled vocabulary properly cited? 

 

1a-19 Metadata management 2. valuable Do the metadata distinguish between types of research data, such as primary 
(original), derived, dynamic, raw, or aggregated data? 

 

1a-20 Metadata management 2. valuable Are the metadata registered or indexed in a searchable resource?  

1a-21 Metadata management 2. valuable Are the metadata assigned a globally unique and eternally persistent identifier?  

1b-1 Provenance 2. valuable Is the name of the principal investigator included in the metadata record?  

1b-2 Provenance 1. essential Is the provenance of the data fully and accurately documented in the metadata?  

1b-3 Provenance 1. essential If applicable, is the data integration process fully and accurately documented in the 
metadata? 

 

1b-4 Provenance 1. essential Is your name and contact information included in the metadata record?  

1b-5 Provenance 1. essential If the dataset comes from model output, do the metadata include a description of the 
model that was used? 

 

1c-1 Multilingualism 2. valuable Are all elements available in English (i.e., filename, metadata, associated resources, 
exposed elements in Web services)? 

 

1c-2 Multilingualism 3. desirable Are all elements available in an official language other than English (i.e., filename, 
metadata, associated resources, exposed elements in Web services)? 
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ID Category Current 
Priority  Data Checklist Questions Answers 

1c-3 Multilingualism 2. valuable In the case where multilingual column names are a requirement, are separate rows 
used for column names in the different languages (e.g., French in row 1, Spanish in 
row 2, Cree in row 3, English in row 4)? 

 

1c-4 Multilingualism 2. valuable In the case of multilingualism, do the metadata include translations of all the column 
names into the relevant languages (e.g., French, Spanish, Cree, English)? 

 

1c-5 Multilingualism 3. desirable In the case of multilingualism and datasets containing text fields in English, do the 
metadata include translation(s) of all the possible text entries for each variable? 

 

1d-1 Accessibility 2. valuable Are the data downloadable?  

1d-2 Accessibility 2. valuable Are the data available for bulk download?  

1d-3 Accessibility 2. valuable Does the dataset have a persistent identifier?  

1d-4 Accessibility 3. desirable Are the metadata files in a non-proprietary format?  

1d-5 Accessibility 2. valuable Are the data available via an open user licence (i.e., anyone can freely access, use, 
modify, and share for any purpose—subject, at most, to requirements that preserve 
provenance and openness [e.g., Creative Commons licence CC0, BY, or BY-SA, or 
equivalent])? 

 

1d-6 Accessibility 1. essential Are the metadata available online?  

1d-7 Accessibility 2. valuable Are the QA/QC results available online?  

1d-8 Accessibility 2. valuable Are the raw data available online?  

1d-9 Accessibility 1. essential Is the encryption used documented in the metadata, if applicable?  

1d-10 Accessibility 1. essential Is the compression used documented in the metadata, if applicable?  

1d-11 Accessibility 3. desirable Do users receive notifications of changes?  

1d-12 Accessibility 2. valuable Are the data updated in a timely fashion?  

1d-13 Accessibility 1. essential If a standard format was used for the data, is the relevant standard and its version 
number documented in the metadata? 
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ID Category Current 
Priority  Data Checklist Questions Answers 

1d-14 Accessibility 2. valuable Has long term maintenance of the data been planned, and have sufficient resources 
been allocated and secured? 

 

1d-15 Accessibility 2. valuable Are the metadata retrievable by their identifier using a standardized communications 
protocol? 

 

1d-16 Accessibility 2. valuable Are the metadata accessible, even when the data are not accessible or no longer 
available? 

 

2a-1 Raw data 2. valuable In the case of line-oriented data, is the format CSV (preferred), TSV, or fixed-width 
(fixed width can be problematic)? 

 

2a-2 Raw data 2. valuable In the case of textual works, is the character encoding UTF-8 (preferred), UTF-16 
(with Byte Order Mark [BOM]), US-ASCII, or ISO 8859? 

 

2a-3 Raw data 2. valuable In the case of textual works, is the format PDF, rich text format, or plain text?  

2a-4 Raw data 2. valuable In the case of raster images, is the format the same format as the master copy (TIFF, 
JPEG2000, PNG, JPEG/JFIF, DNG, BMP, or GIF)? 

 

2a-5 Raw data 2. valuable In the case of vector images, is the format SVG, DXF, EPS, or shapefile?  

2a-6 Raw data 2. valuable In the case of audio, is the format PCM WAVE, Broadcast WAVE, CD audio, DSD, or 
LP?  

 

2b-1 Data format/structure 2. valuable In the case of self-describing digital datasets, is the format either JSON (preferred) or 
XML-based using a well-known schema (or accompanied by the schema employed)? 

 

2b-2 Data format/structure 2. valuable In the case where the data reside in a relational database, is the database in third 
normal form? 

 

2b-3 Data format/structure 1. essential In the case where the data do not reside in a relational database, are the data files 
tabular? In other words, there is one rectangular table per file, systematically 
arranged in rows and columns with the headers (column names) in the first row. 
Every record (row) has the same column name. Every column contains the same type 
of data, and only one type of data. 

 

2b-4 Data format/structure 1. essential Are the field types (column types) used appropriate (e.g., date field for dates, 
alphanumeric field for text, numerical field for numbers)? 

 

2b-5 Data format/structure 2. valuable Was a logical, documented naming convention used for variables (column names)?  

2b-6 Data format/structure 1. essential Are the column names in the first row of the data file?  

2b-7 Data format/structure 1. essential If these data have undergone analysis and/or visualization, do these results appear in 
a separate file from the data file? 
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ID Category Current 
Priority  Data Checklist Questions Answers 

2b-8 Data format/structure 1. essential Are the data organized so that both humans and machines can easily read it?  

2b-9 Data format/structure 1. essential Has the data file been examined for the presence of hidden information which, if 
found, has been either: made visible, moved somewhere else, or removed? 

 

2b-10 Data format/structure 1. essential Do all the columns have a column name (i.e., variable name)?  

2b-11 Data format/structure 1. essential Are the column names consistent with the documentation?  

2b-12 Data format/structure 2. valuable Where possible, is human understandable information preferred over coded 
information (e.g., "cat", "dog" instead of "1", "2" to represent cat and dog, 
respectively). 

 

2b-13 Data format/structure 1. essential Does each record (row) have a unique identifier?  

2b-14 Data format/structure 1. essential Can the tables in a data collection be linked via common fields (columns)?  

2b-15 Data format/structure 1. essential Can the data tables be linked to the metadata via common fields (columns)?  

2b-16 Data format/structure 2. valuable Are the filenames consistent, descriptive, and informative (clearly indicates content) 
to humans? 

 

2b-17 Data format/structure 3. desirable Do the filenames follow the convention: less than 70 characters; most unique content 
at start of filename; no acronyms; no jargon; no organization name? 

 

2b-18 Data format/structure 2. valuable Was a logical, documented naming convention used for file names?  

2b-19 Data format/structure 3. desirable Are standard/controlled vocabularies used within the data?  

2c-1 Data collection 2. valuable Is there a written data management plan?  

2c-2 Data collection 2. valuable Were drop-down menus, look-up tables or reference lists used for variables that 
should have a fixed code set? 

 

2c-3 Data collection 2. valuable Was a quality control technique such as "Statistical Process Control" used to ensure 
that collected data are accurate? 

 

2c-4 Data collection 
 

If the dataset includes data from a testing or calibration laboratory, was the 
laboratory method accredited (e.g., ISO/IEC 17025:2017 standard [originally known 
as ISO/IEC Guide 25])? 
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ID Category Current 
Priority  Data Checklist Questions Answers 

2c-5 Data collection 1. essential Where the dataset contains measured observations, are the units appropriately 
indicated? (e.g., a separate column for units (preferably), or units as part of the 
variable name (column name), or units indicated in the metadata for each 
measurement variable - whichever works best for data usability. 

 

2c-6 Data collection 1. essential If there are comments included with the data, is there a separate column for 
comments? 

 

2c-7 Data collection 2. valuable Are consistent phrases used in comment fields?  

2c-8 Data collection 1. essential Do all empty cells contain a consistent common code for missing data?  

2c-9 Data collection 1. essential In the case if measurement methods using instruments or analyzers (e.g., in the field 
or laboratory), are "below detection limit" values included in the data? 

 

2c-10 Data collection 1. essential Are the replicate data used to calculate the intraday and interday method detection 
limits provided? 

 

2c-11 Data collection 3. desirable If applicable, is a description of the temporal coverage provided in the metadata?  

2c-12 Data collection 1. essential Does the information entered in each column correspond to the designated field type 
(e.g., no non-numeric characters in numeric columns)? 

 

2c-13 Data collection 1. essential Where coded information is present in the dataset, is a description of the codes 
provided in the metadata?  

 

2c-14 Data collection 1. essential Do the variables (column) have names that are meaningful to humans (i.e., 
consistent, descriptive, informative, clearly indicating content)? 

 

2c-15 Data collection 1. essential Are dates consistently formatted as YYYY-MM-DD?  

2d-1 Data preparation 1. essential Are consistent identifiers used for categorical variables?  

2d-2 Data preparation 1. essential Is a consistent data structure used across all files containing the same type of data?  

2d-3 Data preparation 1. essential Have stray spaces been removed from the data file?  

2d-4 Data preparation 1. essential Have apparently empty rows and columns been purged of all unintentional hidden 
codes? 

 

2d-5 Data preparation 2. valuable Are the laboratory-calculated detection limits provided in the metadata?  

2d-6 Data preparation 3. desirable Do the variables follow a standard?  
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ID Category Current 
Priority  Data Checklist Questions Answers 

2d-7 Data preparation 3. desirable Do the units follow a standard?  

2d-8 Data preparation 3. desirable Were standard formats used for names of people?  

2d-9 Data preparation 2. valuable Were standard formats used for civic addresses?  

2d-10 Data preparation 1. essential Have reference data been used where applicable (e.g., a set of permissible values to 
be used in specific fields [columns] as defined by third party standard authorities? 

 

2d-11 Data preparation 1. essential Is the dataset updated with changes in the reference data as they occur (e.g., 
standard country codes and time zones change frequently)? 

 

2d-12 Data preparation 3. desirable If applicable, are calibrations provided?  

2d-13 Data preparation 2. valuable Have values been checked to ensure that they fall within a valid range?  

2d-14 Data preparation 1. essential Have the data been visualized (e.g., plot, map, or both)?  

2d-15 Data preparation 1. essential Has the dataset been deduplicated?  

2d-16 Data preparation 1. essential Is the dataset complete?  

2d-17 Data preparation 1. essential Has the dataset been assessed for accuracy?  

2d-18 Data preparation 1. essential If timestamps are included in the data is the synchronization methodology 
documented in the metadata? 

 

2e-1 Geospatial data—
additional considerations 

1. essential If the dataset contains latitude/longitude, is the datum provided?  

2e-2 Geospatial data—
additional considerations 

3. desirable Do the metadata include a description of the geospatial coverage?  

2e-3 Geospatial data—
additional considerations 

1. essential Do the metadata include a description of the map projection?  

2e-4 Geospatial data—
additional considerations 

1. essential Do the latitude/longitude match the data description (e.g., land/water, 
mountain/valley, northern/southern hemisphere)? 

 

2e-5 Geospatial data—
additional considerations 

1. essential In the case of geospatial data, is the most complete data (e.g., all layers, appendices) 
provided, even if proprietary? 

 

2e-6 Geospatial data—
additional considerations 

1. essential In the case of geospatial data, is the format compatible with widely adopted 
geographic information systems (GIS; e.g., ArcGIS)? 
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ID Category Current 
Priority  Data Checklist Questions Answers 

2e-7 Geospatial data—
additional considerations 

1. essential In the case of geospatial data, is the format developed or endorsed by the Open 
Geospatial Consortium (OGC; e.g., Geography Markup Language [GML])? 

 

2f-1 Data management 3. desirable Was the file integrity checked (e.g., checksum, file size, number of files)  

2f-2 Data management 2. valuable Are the raw data available online?  

2f-3 Data management 3. desirable Are the raw data backed up in more than one location?  

2f-4 Data management 2. valuable Are all the steps used to process the data recorded and available online?  

2f-5 Data management 1. essential Has the need to join multiple tables been anticipated?  

2f-6 Data management 2. valuable Is the file organization in a data collection consistent and appropriate?  

2f-7 Data management 2. valuable Has a unique persistent identifier been associated with each data file (e.g., digital 
object identifier [DOI])? 

 

2f-8 Data management 2. valuable Were the data documented, "as-you-go" rather than at the end of the process?  

2f-9 Data management 2. valuable Were measures taken to protect security of data in all holdings and all transmissions 
through encryption or other techniques? 

 

2f-10 Data management 1. essential Were measures taken to ensure a "single source of truth" to minimize duplication of 
information and effort? 

 

2f-11 Data management 1. essential Are the datasets prepared at the lowest possible level of granularity (i.e., the data are 
not summary statistics or aggregated data)? 

 

2f-12 Data management 3. desirable Are new datasets output at regular, predictable intervals (e.g., the last day of every 
month, the last day of the year)? 

 

2f-13 Data management 2. valuable Have the data been registered and assigned a DOI?  

2f-14 Data management 2. valuable Are the data FAIR?  

2f-15 Data management 3. desirable Was this dataset produced under an organizational data stewardship plan?  

2g-1 Data fitness for use 1. essential In the case where the data reside in a relational database, can the full database be 
downloaded in a freely available database format that supports the SQL? 
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ID Category Current 
Priority  Data Checklist Questions Answers 

2g-2 Data fitness for use 1. essential Are the data machine readable?  

2g-3 Data fitness for use 2. valuable Are the data human readable?  

2g-4 Data fitness for use 1. essential Can the data be ingested directly into statistical or database software (other than 
Excel, Word, or Acrobat) without the need to write more than three lines of 
computer code? 

 

2g-5 Data fitness for use 1. essential Are the data in CSV (i.e., comma separated, or character separated) format?  

2g-6 Data fitness for use 3. desirable In the case of CSV files, is delimiter collision avoided by using a character that is not 
found elsewhere in the file as the delimiter (e.g., | or ~)? 

 

2g-7 Data fitness for use 2. valuable Was a user-centric (i.e., the end-user is unknown), rather than a project- or client-
centric, approach used for data preparation? 

 

2g-8 Data fitness for use 2. valuable Can the data be incorporated seamlessly into a Big Data workflow?  

2g-9 Data fitness for use 2. valuable Are the data files in a non-proprietary format?  

2g-10 Data fitness for use 1. essential Has the file been checked that it can be opened?  

2g-11 Data fitness for use 1. essential Were new data appended to existing data files?  

2g-12 Data fitness for use 1. essential If data were appended to existing files, was the documentation updated to reflect 
changes in the record counts or data layout? 

 

2g-13 Data fitness for use 1. essential Were specified data quality assurance practices followed in the production of these 
data? 

 

2g-14 Data fitness for use 2. valuable Are accuracy indicators provided for all of the measured variables?  

2g-15 Data fitness for use 1. essential Is there absence of matching variables that could be used singly or combined to re-
identify anonymized data (e.g., name, address, age, sex, address, industry, 
occupation) in order to circumvent privacy protection? 

 

2g-16 Data fitness for use 2. valuable Is a description available online of any exceptions or limitations in these data?  

2g-17 Data fitness for use 2. valuable Do the data meet domain specific standards or requirements?  

2g-18 Data fitness for use 1. essential Are the data fit-for-use by an unknown third party user?  
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2g-19 Data fitness for use 3. desirable Is the data file directory structure documented in the metadata?  

3a-1 Data repository 1. essential Does the repository perform basic curation (e.g., checking, addition of basic metadata 
or documentation)? 

 

3a-2 Data repository 1. essential Does the repository have an explicit mission to provide access to and preserve data?  

3a-3 Data repository 3. desirable Does the repository maintain all applicable licenses covering data access and use and 
monitor compliance? 

 

3a-4 Data repository 3. desirable Does the repository have a written continuity plan to ensure ongoing access to and 
preservation of its holdings? 

 

3a-5 Data repository 3. desirable Does the repository ensure that data are created, curated, accessed, and used in 
compliance with disciplinary and ethical norms? 

 

3a-6 Data repository 1. essential Does the repository have adequate funding and sufficient numbers of qualified staff 
managed through a clear system of governance to effectively carry out the mission? 

 

3a-7 Data repository 1. essential Does the repository have clear written mechanisms in place to secure ongoing expert 
guidance and feedback, including scientific guidance? 

 

3a-8 Data repository 2. valuable Does the repository guarantee the integrity and authenticity of the data?  

3a-9 Data repository 1. essential Does the repository accept only data and metadata that meet defined criteria to 
ensure relevance and understandability for data users? 

 

3a-10 Data repository 2. valuable Does the repository apply documented processes and procedures in managing 
archival storage of the data? 

 

3a-11 Data repository 2. valuable Does the repository assume responsibility for long-term preservation and manage 
this function in a planned and documented way? 

 

3a-12 Data repository 1. essential Does the repository have appropriate expertise to address technical data and 
metadata quality and ensure that sufficient information is available for end users to 
make quality-related evaluations? 

 

3a-13 Data repository 2. valuable Does repository archiving take place according to defined workflows from ingest to 
dissemination? 

 

3a-14 Data repository 2. valuable Does the repository enable users to discover the data and refer to them in a 
persistent way through proper citation? 

 

3a-15 Data repository 3. desirable Does the repository enable reuse of the data over time, ensuring that appropriate 
metadata are available to support the understanding and use of the data? 
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3a-16 Data repository 2. valuable Does the repository function on well-supported operating systems and other core 
infrastructural software and is it using hardware and software technologies 
appropriate to the services it provides to its Designated Community? 

 

3a-17 Data repository 1. essential Does the technical infrastructure of the repository provide for protection of the 
facility and its data, products, services, and users? 

 

3a-18 Data repository 3. desirable Does the repository meet all "Core Trustworthy Data Repositories" requirements?  

3b-1 Website 3. desirable Does the web page use schema.org dataset markup?  

3b-2 Website 3. desirable In the case where the dataset does not use shema.org for dataset markup, does it use 
an equivalent, such as W3C's "Data Catalog Vocabulary (DCAT) format"? 

 

3b-3 Website 1. essential Does the web page contain metatags in the <head> section of the html page to 
provide search information about the content (e.g., title, description)? 

 

3b-4 Website 2. valuable In the case of tabular data, WC3 best practices guidelines adhered to for "Tabular 
Data and Metadata on the Web?" 

 

3b-5 Website 3. desirable Is the content optimized for dataset discoverability by Google dataset search?  

4a-1 Graphics 1. essential In the case of time series data, do the time series display as expected?  

4a-2 Graphics 3. desirable Are the symbols effective and appropriate to content; do they display well and 
contribute to ease of understanding? 

 

4a-3 Graphics 3. desirable Are standard or standardized symbols used (e.g., thematically standardized symbols 
for hazards, resources)? 

 

4a-4 Graphics 3. desirable Do the symbols convey attribute information (i.e., information about the thing 
represented by the symbol)? 

 

4a-5 Graphics 3. desirable Is a clearly legible legend present?  

4a-6 Graphics 3. desirable Is the legend meaningful (i.e., informative and clearly indicating the content)?  

4a-7 Graphics 3. desirable Does the legend include measurement units where applicable?  

4a-8 Graphics 2. valuable Does the visualization load in a reasonable time period?  

4a-9 Graphics 2. valuable Is the colour palette effective?  
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4a-10 Graphics 2. valuable Is the colour palette perceivable by most forms of colour blindness?  

4a-11 Graphics 2. valuable Is the visualization clearly rendered (i.e., the quality of the visualization is high, 
quickly and easily understood at appropriate scale)? 

 

4b-1 Cartography 2. valuable In the case of digital maps, is the format GeoTIFF, GeoPDF, GeoJPEG2000, or 
shapefile? 

 

4b-2 Cartography 1. essential Is the map title unique and specific?  

4b-3 Cartography 1. essential Does the map display what the title says?  

4b-4 Cartography 3. desirable Are Web mapping services available?  

4b-5 Cartography 3. desirable Are the contents of the Web Map Service visible at all scales?  

4b-6 Cartography 3. desirable Is the Web Map Service visible at appropriate scales for the level of detail of the 
datasets(s)? 

 

4b-7 Cartography 3. desirable Are the contents of the Web Map Service consistent between scales?  

4b-8 Cartography 3. desirable Are the symbols effective and appropriate to content; does it display well and 
contribute to ease of understanding? 

 

4b-9 Cartography 3. desirable Are standard or standardized symbols used (e.g., thematically standardized symbols 
for hazards, resources)? 

 

4b-10 Cartography 3. desirable Do the symbols convey attribute information (i.e., information about the thing 
represented by the symbol)? 

 

4b-11 Cartography 1. essential Is a clearly legible legend present?  

4b-12 Cartography 1. essential Is the legend meaningful (i.e., informative and clearly indicating the content)?  

4b-13 Cartography 3. desirable Does the legend include measurement units where applicable?  

4b-14 Cartography 1. essential Is the map scale shown?  

4b-15 Cartography 1. essential Is the orientation (north/south) shown?  

4b-16 Cartography 1. essential Is the map projection shown?  
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4b-17 Cartography 1. essential Are the map credits shown (e.g., date of the map data, source of the map data, name 
of the map creator)? 

 

5a-1 Computer code—
documentation 

1. essential Is there a brief explanatory comment at the start of the code?  

5a-2 Computer code—
documentation 

1. essential Is the code liberally commented so that a third party can easily understand what was 
done at each step? 

 

5a-3 Computer code—
documentation 

2. valuable Has the use of comment/uncomment for sections of code to control the program's 
behavior been avoided? 

 

5a-4 Computer code—
documentation 

2. valuable Is an overview of the project available online?  

5a-5 Computer code—
documentation 

2. valuable Is a shared "to-do" list for the project available online?  

5a-6 Computer code—
documentation 

3. desirable Is a description of the communication strategy available online?  

5a-7 Computer code—
documentation 

1. essential Are interfaces (inputs and outputs) to code modules well documented?  

5a-8 Computer code—
documentation 

1. essential Are all prior assumptions and results of the code described?  

5a-9 Computer code—
documentation 

3. desirable Is a checklist created, maintained, and used for saving and sharing changes to the 
project? 

 

5a-10 Computer code—
documentation 

2. valuable Is there a file called CHANGELOG.txt in the project's docs subfolder?  

5a-11 Computer code—
documentation 

2. valuable Is a README file included with the code?  

5b-1 Computer code 2. valuable Has the code been decomposed into functions?  

5b-2 Computer code 1. essential Has duplication been eliminated?  

5b-3 Computer code 2. valuable Does the code include well researched libraries or packages to perform needed tasks?  

5b-4 Computer code 1. essential Have the libraries and packages used been tested before relying on them?  

5b-5 Computer code 1. essential Do the functions and variables have meaningful names?  
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5b-6 Computer code 1. essential Have dependencies and requirements been made explicit?  

5b-7 Computer code 1. essential Is a simple example using test dataset provided?  

5b-8 Computer code 2. valuable Has the code been submitted to a reputable DOI-issuing repository?  

5b-9 Computer code 2. valuable Is there an explicit license?  

5b-10 Computer code 2. valuable Are unit tests included with the code?  

5b-11 Computer code 2. valuable Is the code readable and understandable?  

5b-12 Computer code 2. valuable Is the code written according to relevant software standards and guidelines?  

5b-13 Computer code 2. valuable Were static code analysis tools used?  

5b-14 Computer code 2. valuable Are all libraries and dependencies openly available, in their current versions, and 
supported? 

 

5b-15 Computer code 2. valuable Does the code follow defined architectures and design patterns?  

5b-16 Computer code 2. valuable Is the code configurable and extensible wherever possible?  

5b-17 Computer code 2. valuable Are exceptions handled gracefully?  

5b-18 Computer code 1. essential Are all of the resources used, cleaned up or closed before completion?  

5c-1 Computer code—file 
organization 

3. desirable Is each project in its own directory, which is named after the project?  

5c-2 Computer code—file 
organization 

3. desirable Are text documents associated with the project in a ‘documents’ directory?  

5c-3 Computer code—file 
organization 

3. desirable Are the raw data and metadata in a ‘data’ directory?  

5c-4 Computer code—file 
organization 

3. desirable Are the files generated during cleanup and analysis in a ‘results’ directory?  

5c-5 Computer code—file 
organization 

3. desirable Is the project source code in a ‘source’ directory?  
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5c-6 Computer code—file 
organization 

3. desirable Are external scripts or compiled programs in a ‘bin’ directory?  

5c-7 Computer code—file 
organization 

1. essential Do all filenames reflect their content or function?  

5d-1 Computer code changes 3. desirable Is (almost) everything created by a human backed up as soon as it is created?  

5d-2 Computer code changes 3. desirable Are changes kept small?  

5d-3 Computer code changes 3. desirable Are changes shared frequently?  

5d-4 Computer code changes 2. valuable Is each project stored in a folder that is mirrored off the researcher's working 
machine? 

 

5d-5 Computer code changes 2. valuable Is the entire project copied whenever a significant change has been made?  

5d-6 Computer code changes 1. essential Is computer code version controlled?  

5d-7 Computer code changes 3. desirable Are changes conveyed to all users in a timely fashion?  

6a-1 Reproducibility 2. valuable Are the data the result of a ‘reproducible’ workflow?  

6a-2 Reproducibility 2. valuable Are known issues/limitations clearly described?  

6a-3 Reproducibility 2. valuable Are all methods documented in detail such that a third party could reproduce the 
workflow and obtain the same results without needing to consult with the data 
provider? 

 

6a-4 Reproducibility 1. essential Given the data and information provided, are the data and the limitations of the data 
completely understandable by a third party without needing to consult with the data 
provider? 

 

7a-1 Manuscripts 2. valuable Is there a peer reviewed data article describing the data? - excluding articles that use 
the data. 

 

7a-2 Manuscripts 2. valuable Are manuscripts written using reference management software?  

7a-3 Manuscripts 3. desirable Are manuscripts written in a plain text format?  

7a-4 Manuscripts 3. desirable Are manuscripts deposited in a pre-print repository?  
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7a-5 Manuscripts 2. valuable Are manuscripts submitted to an open source, peer reviewed journal?  

7a-6 Manuscripts 1. essential Do manuscripts identify individual authors and co-authors?  

7a-7 Manuscripts 1. essential Are manuscripts version controlled?  

7a-8 Manuscripts 1. essential Are statements properly referenced?  

8a-1 Standards 1. essential Are date and time compliant with ISO 8601?  

8a-2 Standards 1. essential IANA (Internet Assigned Numbers Authority) time zone database  

8a-3 Standards 2. valuable In the case of geospatial data, are the metadata compliant with ISO 19115-NAP?  

8a-4 Standards 2. valuable Are measurement units compliant with the unified code for units of measure?  

8a-5 Standards 2. valuable Are Web mapping services compliant with ISO 19128?  

8a-6 Standards 2. valuable In the case of geospatial data, is the supporting documentation compliant with ISO 
19131 (Data product specification)? 

 

8a-7 Standards 3. desirable ISO 3166 (Parts 1-3) - Codes for the representation of names of countries and their 
subdivisions 

 

8a-8 Standards 3. desirable ISO 14721 - Open Archival Information System (OAIS) Reference Model  

8a-9 Standards 3. desirable ISO 15489 - Information and documentation -- Records management  

8a-10 Standards 3. desirable ISO 27000 - Information security standards  

8a-11 Standards 3. desirable ISO 639-1 - Codes for the representation of names of languages (Parts 1-5)  

8a-12 Standards 3. desirable ISO 15836/ANSI Z39.85 (NISOZ3985) - Dublin Core Metadata Element Set  

8a-14 Standards 3. desirable ISO/IEC 11179 - Information technology -- Metadata registries (MDR)  

9a-1 Confidential or sensitive 
information 

1. essential Are the data free of confidential information?  
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9a-2 Confidential or sensitive 
information 

1. essential Are the data free of sensitive information?  

9a-3 Confidential or sensitive 
information 

1. essential Were measures taken to protect against disclosure or theft of the confidential 
information? 

 

9a-4 Confidential or sensitive 
information 

1. essential Were measures taken to protect against disclosure or theft of the sensitive 
information? 

 

9a-5 Confidential or sensitive 
information 

3. desirable Is a description of the measures taken to protect against disclosure or theft of 
confidential information available online? 

 

9a-6 Confidential or sensitive 
information 

3. desirable Is a description of the measures taken to protect against disclosure or theft of 
sensitive information available online? 

 

9a-7 Confidential or sensitive 
information 

1. essential Have the data been de-identified by the "safe harbor" method?  

9a-8 Confidential or sensitive 
information 

2. valuable Have the data been de-identified by a statistical method?  

9a-9 Confidential or sensitive 
information 

3. desirable Have direct personal identifiers been removed and replaced by codes?  

9a-10 Confidential or sensitive 
information 

2. valuable Are the data free of restrictions on their use?  

9a-11 Confidential or sensitive 
information 

2. valuable Are the data managed without an embargo?  

9a-12 Confidential or sensitive 
information 

2. valuable If applicable, do the metadata contain information on subject consent?  

9a-13 Confidential or sensitive 
information 

2. valuable If applicable, do the metadata contain information on ethics reviews?  

9a-14 Confidential or sensitive 
information 

2. valuable If there are restrictions on the use of the data, are the reasons for these restrictions 
explained in the metadata? 

 

9a-15 Confidential or sensitive 
information 

2. valuable If there are restrictions on the use of the data, do the metadata provide information 
on how to gain controlled access to the data? 

 

 1145 
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Appendix B: Acronyms 1146 

AI artificial intelligence 1147 
API application programming interface 1148 
CCD continuity of care document 1149 
CCR continuity of care record 1150 
COTS commercial off the shelf  1151 
DBMS  database management system 1152 
DIY do-it-yourself 1153 
ELT extract, load, transform 1154 
ERP enterprise resource planning 1155 
ETL extract, transform, load  1156 
FAIR findable, accessible, interoperable, and reusable 1157 
FHIR Fast Healthcare Interoperability Resources 1158 
HIT Healthcare Information Technology 1159 
IaaS Infrastructure as a Service 1160 
iPaaS integration Platform as a Service  1161 
IT information technology 1162 
ITL Information Technology Laboratory at NIST 1163 
MARS  multivariate adaptive regression splines  1164 
MGI  McKinsey Global Institute 1165 
NBDIF NIST Big Data Interoperability Framework 1166 
NBD-PWG NIST Big Data Public Working Group 1167 
NBDRA NIST Big Data Reference Architecture 1168 
NIST National Institute of Standards and Technology 1169 
OS  operating system 1170 
R&D research and development 1171 
ROI return on investment 1172 
 1173 
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