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Foreword 

NIST is committed to the idea that results of federally funded research are a valuable na-
tional resource and a strategic asset. To the extent feasible and consistent with law, agency 
mission, resource constraints, and U.S. national, homeland, and economic security, NIST 
will promote the deposit of scientifc data arising from unclassifed research and programs, 
funded wholly or in part by NIST, except for Standard Reference Data, free of charge in 
publicly accessible databases. Subject to the same conditions and constraints listed above, 
NIST also intends to make freely available to the public, in publicly accessible repositories, 
all peer-reviewed scholarly publications arising from unclassifed research and programs 
funded wholly or in part by NIST. 

This Special Publication represents the work of researchers at professional conferences, as 
reported in Fiscal Year 2019. 

More information on public access to NIST research is available at https://www.nist.gov/ 
open. 
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1. INTRODUCTION 

Teleoperated robotic vehicles are rapidly emerging as an 
invaluable tool for the military as well as civil emergency 
response organizations. Remote operation offers clear 
advantages in applications such as hazardous materials 
response, mine safety, urban search and rescue, and 
reconnaissance. The stand-off provided by telerobotics can 
serve to reduce human exposure to dangerous situations and 
environments while also providing opportunities to extend 
the users’ tactical reach into otherwise inaccessible spaces.   

A critical performance parameter influencing, if not 
determining, overall system capability is the communication 
link between the user and the robot. This link is typically 
duplex, serving as the means of issuing remote commands to 
the robot while also providing one or more channels for 
transmitting sensor data, usually including live video images, 
back to the controlling user. The communication link may be 
wired but is more commonly wireless to facilitate enhanced 
mobility; i.e., movement without the encumbrance of a tether. 
Range performance of wireless teleoperated robots varies 
between systems as a function of several design parameters 
including: radio frequency, power, antenna gain, antenna 
height, etc. Environmental conditions strongly affect range 
performance as well, because wireless systems are subject to 
operational range limitations due to path attenuation, latency, 
and interference arising from other wireless users, ambient 
noise, and multipath effects. Depending on system 
specifications and environmental conditions, the maximum 
effective range of commercially available teleoperated 
ground robots generally varies from tens of meters to several 
kilometers.   

Currently there are no standard test methods for obtaining 
and evaluating performance metrics for the wireless telemetry 
and control systems of ground robots. The U.S. Department 
of Homeland Security has tasked the National Institute of 

Standards and Technology (NIST) to address this need as part 
of its comprehensive effort to develop standards related to the 
testing, evaluation, and certification of robotic technologies 
[1]-[3].  NIST is actively working to develop standards for 
mobility, perception, navigation, endurance, and human 
factors, as well as communications. The NIST program 
places specific emphasis on standards appropriate for urban 
search-and-rescue (US&R) scenarios, but its practices are 
widely applicable to other operational domains employing 
mobile robots.   

This paper describes two of the preliminary standard test 
methods for communications and their recent use to evaluate 
and compare range performance metrics for several radio 
technology alternatives on a small ground robot. The two 
methods include a line-of-sight range test and a non-line-of-
sight range test. 

2. PERFORMANCE TEST METHODS 

Test methods to ensure that a given robot will meet the needs 
of a given response agency must be repeatable, reproducible, 
and must isolate various characteristics of robot performance. 
When a number of potential impediments to robot 
performance are present simultaneously, it is impossible to 
assess a specific characteristic of the wireless system. This 
was illustrated clearly in [2], which described initial field 
tests where various robots were exposed to preliminary test 
methods. In [2], robots were unable to complete line-of-sight 
and non-line-of-sight tests because of radio interference from 
other robots nearby. As a result, the test methods discussed 
below were developed to test specific characteristics of robot 
performance, in isolation from other effects. These methods 
are intended to test only the specific attributes of (1) loss of 
radio communication in a line-of-sight condition as the robot 
moves down range and (2) loss of radio communication as 
the robot moves behind an obstacle.  
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Fig. 1. Line-of-sight course layout showing spacing between 
test points 

 
In order to isolate these attributes, the performance test 
methods are necessarily abstract, because no real-world 
environment will present such isolated conditions. It is also 
necessary to conduct these tests in a facility where they may 
be repeated and reproduced as often as necessary. The test 
facility chosen to meet the above criteria of isolation and 
reproducibility is an airstrip at the Texas A&M University 
Riverside Campus. The preliminary exercise of [2] and other 
response robot field exercises has led to the standardized test 
methods described below. These test methods are the first 
two in a series of tests that will be needed to fully 
characterize robot performance. Such methods could be 
useful in characterizing other types of robots, as well as other 
types of field-deployable wireless communication equipment. 

2.1  Line-of-sight (LOS) range test method 

This test effectively replicates the simplest propagation 
environment likely to be encountered by radio-linked robotic 
systems on the ground. The test scenario is intended to 
evaluate system communication range under conditions of 
unobstructed visual line-of-sight between the robotic vehicle 
and the base-station antenna. This will typically involve two 
antennas separated by a distance (d), though the scenario 
could accommodate multiple nodes, such as in the case of a 
robot that carries and deploys repeaters to extend its 
communication range [4].   

Radio propagation under these conditions can be described 
by the two-ray model over plane earth [5]. This model 
assumes only two signals arriving at the receive antenna: the 
direct (shortest line-of-sight path) signal between the two 
antennas, and one signal that reflects (bounces) off the earth 
before it arrives at the receiving antenna. The reflected signal 
typically has a different amplitude and phase compared to 
those of the direct signal. The method assumes relatively 
short separation distances (d < 2.0 km), hence the curvature 
of the earth can be ignored. A minimum of 50 meters on each 
side of the test path (100 meters total) must be clear of any 
obstacles or reflecting objects in order to minimize multipath 
effects.  

Test points are established at regular intervals (Fig.1). The 
reference location is at 50 m. The second location is at 100 
m, with subsequent locations at every 100 meters. Test 
locations at shorter intervals (e.g., 50 m) may also be used if 
needed.   

Test procedures: At each test point the mobile robot is made 
to perform a full system evaluation while facing in each of 
the four compass directions relative to the direction of travel.  
This is accomplished while maneuvering through a tight 
figure-eight course and selecting four test stations such that 
the robot is facing in each direction (Fig 2). Performance 
testing at each test point serves to validate function of both 
the control and data (video) links while removing orientation 
bias in cases where either the radiation pattern of the on-
board antenna system is not perfectly omnidirectional or the 
antenna is obstructed by an asymmetric part of the robot 
platform, for example, a manipulator arm. 

The LOS range test sequence is as follows:  

Step 1: Perform a full system(s) evaluation in each of four 
directions (e.g., read visual charts, read on-board sensors, 
operate manipulator, etc.) at a reference point 50 meters from 
the control point.  This is the reference test and is used to 
determine the best-case performance for the communications 
systems. 

Step 2: Proceed to the next test point location (e.g., 100 m, 
200 m, etc.) and perform a full system(s) evaluation in each 
of four directions. 

Step 3: Repeat step 2 until any system operation becomes 
unacceptable (as defined for the particular system) or the end 
of the course is reached at 2000 meters. 

2.2  Non-line-of-sight (NLOS) range test method 

The NLOS test is intended to evaluate the effectiveness of the 
robotic system’s radio communication link under conditions 
where the visual line-of-sight between the robot and base 
station is completely occluded by a physical object. In this 
case, neither the base station nor the robot’s onboard antenna 
receives a direct signal but instead they receive one or more 
significantly attenuated signals due to diffraction around the 
obstacle. The course is located at least 50 m from any other 
obstacles in order to minimize reflection and/or scattering 
from a nearby object.   

This is intended to serve as a simplified replication of a 
scenario where the robot is used to explore an object or 
incident beyond or out of the visual field of the operator. The 
test studies path loss that is due to attenuation rather than 
scattering.  

The NLOS test includes two sections: a 500 meter line-of-
sight portion with characteristics similar to the LOS test, after 
which the robot makes a 90 degree turn behind a tall, broad 
obstruction such as a building and continues the test (Fig. 3). 
Both tests are executed in a manner identical to the LOS test 
in that the robot is made to maneuver through a figure-eight 
while confirming visual acuity four times at regularly spaced 
test points. However the test point spacing is shortened for 
the non-line-of-sight portion of the test.    
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Fig.  2. Position sequence at each test point. Robot traverses a 
figure-eight and executes four visual acuity tests while halted 
in front of visual targets. The test ensures that the robot will 
operate in all four compass directions by requiring it to face 
the pre-oriented targets. 

Obstacle (building) requirements: The building or obstacle 
should provide complete shadowing of the radio-frequency 
signal for the path taken by the robot. It should be 
constructed of materials that prevent easy penetration of the 
signal and should be both tall and broad enough to prevent 
signals from reaching the reverse side of the structure, for 
example, a metallic wall. The standard test course may be 
assembled from 12.2 meter long (40 foot) International 
Organization for Standardization (ISO) shipping containers 
stacked three high and at least two wide such that the 
resulting obstacle measures 7.8 meters (25.5 feet) tall by 24.4 
meters  (80 feet) wide. The electrically conductive steel 
construction of shipping containers makes for an excellent 
radio-wave barrier for most frequencies of operation 
currently used by robotics manufacturers. To ensure no 
energy leakage, metal foil and tape should be used to cover 
any gaps between containers.   

Similar test courses may be used to provide an estimate of 
robot performance for this test method. For instance, a large 
commercial multi-story concrete and steel structure covering 
a large portion of a city block would be acceptable, while a 
wood-frame single family home is unlikely to provide 
adequate attenuation or shadowing. The results may be 
complicated by an obstruction that is too small to sufficiently 
block the direct path signal, or a highly reflective 
environment, such as an urban canyon, where signals are 
channeled along side streets by tall structures; such 
conditions should be avoided.       

 

Fig. 3. Non-line-of-sight test course configuration showing 
LOS portion leading to a 90 degree turn behind an obstacle 
that blocks the direct radio propagation path.  Test points are 
set up at regular intervals. 

There are two separate and distinct propagation profiles that 
result from the two parts of the test path. The LOS portion is 
expected to follow the two-ray model, as before. The signal 
attenuation associated with the NLOS section will increase 
rapidly after the mobile robot moves behind the obstacle. The 
weakened NLOS signal can be attributed to a combination of 
indirect paths, including diffraction around the obstacle as 
well as small amounts of scattering and reflection from 
nearby objects, although care is taken to minimize the latter.   

 Test procedures: At each test point the mobile robot is made 
to maneuver through a figure-eight and perform a full system 
evaluation while facing in each of the four compass 
directions, just as in the LOS test. Some robot systems may 
not have the ability to communicate over the full length of the 
500 meter LOS portion of the test course, making it 
impossible to reach the NLOS part of the course. In this case 
the system start point should be set at a distance from the 
obstruction equal to not more than one half of the maximum 
achievable LOS range, as determined by the LOS range test 
described above. 

The NLOS range test sequence is as follows:  

Step 1: Initiate the LOS section, conducting full system(s) 
evaluation (e.g., read visual charts, read on-board sensors, 
operate manipulator, etc.) at 50 meters from control point.  

Step 2: Proceed to the next test locations iteratively (100, 
200, 300, 400, and 500 m) and perform a full system(s) 
evaluation. 

Step 3: Repeat (2) until any system operation becomes 
unacceptable (as defined for a particular system) or until the 
system reaches the far corner of the obstacle at 500 meters. 

Step 4: Maneuver the robot 90 degrees so that it is behind the 
obstacle. This is the start of the NLOS section. The first test 
station is located 5 m from the corner of the obstacle 
(building). The test station and the robot path should be 
positioned as close as possible to the obstacle, with one of the 
test charts directly on the surface of the structure.  Perform a 
full system(s) evaluation (e.g., read visual charts, read on-
board sensors, operate manipulator, etc) at the 5 m test 
location. 

Step 5:  Proceed to next test point location (at 5 m or 10 m 
intervals from the corner). 

Step 6: Perform a full system(s) evaluation. 

Step 7: Repeat Step 6 until any system operation becomes 
unacceptable (as defined for a particular system) or until 
reaching the far corner of the obstacle. 
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Fig.  4. Line-of-sight course set up over a 1 km distance on an 
airstrip with orange safety cones marking test points. 

3. CONDUCTING THE TESTS 

NLOS and LOS range performance tests, using the standard 
methods described above, were conducted as part of the 
NIST sponsored Response Robot Evaluation Exercise held 
17-20 November 2008 in College Station, Texas. The 
communication test portion of the event was conducted at the 
Texas A&M University Riverside Campus, just west of 
Bryan, Texas. The event was facilitated by the Texas A&M 
Texas Engineering Extension Service (TEEX). 

The Riverside Campus location was originally built as an 
Army Airfield. The former airfield’s runways, no longer in 
use, serve as an excellent location to conduct radio range 
testing. The hard concrete surfaces of the airstrips provide a 
uniform reproducible environment, the terrain is flat, and the 
facility provides kilometers of maneuvering space that is 
relatively free of existing obstructions. The LOS test course 
was established on one runway, the NLOS course on an 
adjoining runway. 

 

Fig. 5. Example test station for both the LOS and NLOS 
methods. Three visual acuity charts are set up around the 
figure-eight maneuver path. 

 

Fig. 6. Example of a visual acuity chart used at each test 
station for both the LOS and NLOS methods 

The set-up for LOS testing is shown in Fig. 4. Orange safety 
cones were used to mark test stations along the course (Fig. 
5), visual acuity charts were mounted in orange safety 
triangles, as shown in Fig. 6. The length of the LOS course 
was limited to one kilometer, rather than two, with a 
reference point established at 50 m and subsequent test points 
starting at 100 m and continuing at 100 m intervals as per the 
method guidelines. 

The NLOS course layout is shown in Figs. 7-8. Six steel ISO 
shipping containers were set up to serve as the obstruction. 
TEEX employees used a crane to stack the boxes two wide 
(24 m) and three high (7.8 m). The container stack was 
located at a 500 m distance from the start (control) point of 
the NLOS course. A reference point was set at a 50 m 
distance, with subsequent test points emplaced starting at the 
100 m mark and continuing at 100 m intervals up to 500 m, 
collinear with the near edge of the obstacle. 

 

Fig. 7. NLOS test course as viewed from near the start point 
looking toward the container stack 500 m away. 
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Fig. 8. The far side of the container stack showing placement 
of the final (500 m) figure-eight LOS test station and 
subsequent NLOS test points located along the back wall. 

Prior to the start of each test run, a spectrum analyzer was 
used to identify and document ambient radio-frequency noise 
and establish baseline noise conditions. These provided a 
means of recognizing environmental changes that could 
influence performance. As the tests were conducted in a 
populated, albeit semirural area, some level of background 
activity was expected with the potential for interference 
within commercial and unlicensed portions of the spectrum.   

The LOS and NLOS test courses were used to evaluate range 
performance on six unique radio systems. Frequencies ranged 
from 225 MHz to 5.9 GHz. Each radio system was integrated 
onto an iRobot PackBot EOD robot [6, 7] which served as the 
mobile platform for each test.  Each PackBot mounted radio 
was maneuvered through both the LOS and NLOS test lanes 
to determine the maximum effective communication range 
for the system. Each run was replicated at least twice as an 
initial means of validating reproducibility. 

Specific details on the radio systems tested and a comparative 
evaluation of their performance based in part on the methods 
described in this paper are to be published separately. 

4. DISCUSSION 

4.1  Precision and Bias 

The communication test methods should be evaluated for 
reproducibility each time they are used. During the Response 
Robot Evaluation test event, the maximum achievable range 
determined for a given system varied somewhat from run to 
run. For example, two of the six tested systems were able to 
successfully complete the full length of the NLOS test course 
on one run, but failed at a point significantly short of the final 
test point during their next run.  

Several factors can lead to variance in testing. One variable 
that was found to introduce bias is radio interference arising 
from outside transmissions in the vicinity of the test site. 
Ambient radio interference and noise levels are often beyond 

the control of the test manager. To mitigate this bias, a survey 
of background spectral emissions using a spectrum analyzer 
should be carried out prior to, or preferably, during each test. 
This is particularly important to help ensure accurate 
comparison when evaluating systems operating at different 
frequencies, as they may be unequally affected depending on 
the spectral characteristics of the interfering noise.  

During the Response Robot Evaluation event, measurement 
and analysis of background noise led to the discovery of 
significant 400 MHz noise that may have limited the 
performance of some of the tested radio systems. Knowledge 
of the background noise characteristics will also allow for 
more informed comparisons when evaluating performance 
measurements gathered from different locations or at 
different times. Nevertheless, if a wireless system passes the 
test method in the presence of interference, it should not 
affect the rating of that system.  

Other variables that may introduce bias into the wireless 
communication test methods are related to the environmental 
condition under which the tests were carried out. 
Atmospheric conditions, solar activity, precipitation, 
temperature, and humidity can all affect the results.  The 
composition of the soil and ground at a given site can be 
expected to influence performance results as well. We 
suspect that the environmental conditions produce test results 
outside the standard deviation of the reproducibility of the 
method, so that the operator may return to the test site for 
additional testing when the conditions more closely match 
those specified in the reproducibility test. 

4.2 Use of Additional Indicators 

 The test methods have been developed with the end 
user in mind; they are specifically designed to provide a 
go/no-go performance evaluation for a given system in a 
simulated environment. The method may find additional 
utility among developers by introducing the continuous 
measurement of key performance indicators such as latency, 
data error rate, bandwidth loss, etc. This could be used to 
identify specific failure mechanisms and lead to engineering 
changes resulting in extended range performance.  

5.  CONCLUSION 

The development of application-specific robot standards and 
repeatable performance testing methods with objective 
metrics will accelerate the development and deployment of 
mobile robotic tools for the user community. Improved 
understanding of specific robotic capabilities and limitations 
will enhance the effectiveness of operator teams while 
serving to reduce the risks and uncertainty associated with 
operational use.   

Adequate performance using these test methods will not 
ensure successful operation in all operational environments, 
due to possible unforeseen extreme or unusual 
communications difficulties present in some radio 
environments. Rather, these tests are intended to provide a 
common ground for comparison of technologies against a 
reasonable simulation of relevant environments and to 
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provide quantitative performance data to user organizations 
to aid in choosing appropriate systems.  

The practice described in this paper provides a method for 
quantifying the maximum effective range performance for 
on-the-ground communications systems of mobile robots. 
NIST and its partners, including the U.S. Department of 
Homeland Security (DHS) and the American Society for 
Testing Materials (ASTM), will continue to utilize the results 
and lessons learned from ongoing use of the test methods, as 
described here, to improve and refine the protocol. This will 
ultimately lead to recognized and accepted standards that 
provide a consistent way of evaluating and comparing system 
performance within the growing field of available robotic 
platforms. 

ACKNOWLEDGEMENT 

The authors thank the staff of Texas A and M University of 
Texas Engineering Extension Service (TEEX) for their 
support in setting-up and facilitating test scenarios during the 
2008 Response Robot Evaluation Event. The U.S. 
Department of Homeland Security Office of Standards 
supplied funding for this work. 

REFERENCES 

[1] Elena Messina, Adam Jacoff, Jean Scholtz, Craig
Schlenoff, Hui-Min Huang, Alan Lytle, and John Blitch,
Preliminary Report: “Statement of Requirements for
Urban Search and Rescue Robot Performance
Standards”, [Online]. Available:
http://www.isd.mel.nist.gov

[2] Kate A. Remley, Galen Koepke, Elena Messina, Adam
Jacoff, and George Hough, Standards Development for
Wireless Communications for Urban Search and Rescue
Robots, Proc. ISART 2007, Boulder, CO, March 2007,
pp. 79-82, [Online] Available:
http://www.boulder.nist.gov/div818/81802/MetrologyFo
rWirelessSys/pubs/R11_ISART07_Remley.pdf

[3] Elena Messina and Adam Jacoff, Performance Standards
for Urban Search and Rescue Robots, Proceedings of the
SPIE Defense and Security Symposium, Orlando, FL,
April 17-21, 2006, [Online] Available:
http://www.isd.mel.nist.gov/documents/messina/6230-
77.pdf

[4] Narek Pezeshkian, Hoa G. Nguyen, and Aaron
Burmeister, Unmanned Ground Vehicle Radio Relay
Deployment System for Non-Line-of-Sight Operations,
13th IASTED International Conference on Robotics &
Applications, Würzburg, Germany, August 29-31, 2007,
[Online] Available:
http://www.spawar.navy.mil/robots/pubs/IASTED_ADC
R_2007.pdf

[5] Ramakrishna Janaswamy, “Radio Propagation and Smart
Antennas for Wireless Communications,” Kluwer
Academic Publishers, 2001, eq. 2.60, pg 36.

[6] Identification of commercial products does not imply
endorsement by the National Institute of Standards and
Technology. Other products may work as well or better.

[7] Information available at: http://irobot.com

Remley, Catherine; Koepke, Galen. 
”Standard Radio Communication Test Method for Mobile Ground Robots.” 

Paper presented at 2nd International ICST Conference on Robot Communication and Coordination, ROBOCOMM 2009, Odense, Denmark. 
March 31, 2009 - April 2, 2009. 

SP-6



The Benefits of Network Coding over a Wireless
Backbone

Hui Guo†, Yi Qian†, Kejie Lu‡ and Nader Moayeri†
†National Institute of Standards and Technology

Gaithersburg, MD 20899, USA

‡University of Puerto Rico
Mayaguez, PR 00681, USA

Abstract— Network coding is a promising technology that
can effectively improve the efficiency and capacity of multi-
hop wireless networks by exploiting the broadcast nature of the
wireless medium. However, current packet routing schemes do
not take advantage of the network coding, and the benefits of
network coding have not been fully utilized. To improve the
performance gain of network coding, in this paper, we apply
network coding over a wireless backbone and investigate the
performance of this approach from a theoretical perspective. Our
analysis shows that, compared to network coding over ad hoc
networks with traditional routing schemes, network coding over
the backbone structure exhibits significant advantages. This is
because all packets are transmitted over the constructed back-
bone with pre-specified routes, and consequently the opportunity
for coding packets at intermediate nodes can be substantially
improved. To further enhance the performance, we also present
an optimized link scheduling protocol for network coding over
a wireless backbone. The performance results show that with
proposed approach, the coding gain can achieve the theoretical
bound in some scenarios.

I. INTRODUCTION

Network coding has recently emerged as a new paradigm
that has demonstrated a practical way for improving the
capacity of a network. In the literature, a number of network
coding schemes have been proposed, including linear coding
[1] and randomized coding [2]. Compared to these schemes,
XOR-based coding (COPE) [3] is a simpler but effective way,
which can enhance the capacity of multiple unicast traffic
flows in wireless networks.

In a chain topology, assume nodes A and C need to
exchange two packets P1 and P2. Due to communication
range limitations, the intermediate node B serves as a relay
node to forward the packets to their destinations. Because of
radio interference, with traditional relay schemes, this infor-
mation exchange takes four transmission slots to complete.
The following is a possible sequence: 1) A �→ B : P1; 2)
C �→ B : P2; 3) B �→ C : P1; 4) B �→ A : P2. In comparison,
with a simple XOR-based network coding (as employed in
COPE), this information exchange can be implemented by
using three slots as in the following: 1) A �→ B : P1; 2)
C �→ B : P2; 3) B �→ A,C : P1 ⊕ P2. Because node A
already has packet P1, A can decode P2 through the operation
P2 = P1⊕(P1⊕P2). Similarly, node C can decode P1 through
P1 = P2 ⊕ (P1 ⊕ P2). With this network coding scheme, the

1Any mention of commercial products in this paper is for information only;
it does not imply recommendation or endorsement by NIST

(a) Shortest path routing (b) Coding with backbone routing

Fig. 1. Example of network coding over a multi-hop wireless network

number of transmission slots is reduced from 4 to 3, thus
producing a coding gain of 4

3
∼= 1.33.

Despite the promising potential of network coding, a num-
ber of challenges have yet to be addressed. One of the most
important issues is that current packet routing schemes in
wireless ad hoc networks do not take advantage of network
coding. Note that in COPE-type network coding schemes,
when a transmission opportunity occurs at an intermediate
node, the relay node would check the coding opportunity
to combine multiple packets in the output queue together to
broadcast with a single transmission. Because the route of the
packets has multiple choices and the traffic flows are dynamic,
the coding opportunity could be less with traditional ad hoc
routing schemes. In Fig. 1, we illustrate the drawback of
route selection with traditional routing schemes by a simple
example. In this example, there are two flows in a multi-hop
wireless network, one from node A to node D and the other
from node E to node F . If the shortest path routing strategy is
employed, the paths for the two flows are shown in Fig. 1(a).
We can see that there is no coding opportunity if the routes
shown in Fig. 1(a) are used.

To improve the efficiency of network coding, in this paper,
we propose to apply network coding on a wireless backbone.
In the literature, backbone construction has been investigated
extensively to enhance the efficiency of the multi-hop wireless
networks [4] [5]. To build a wireless backbone, some nodes
with superior communication range, computational capability,
or greater energy resources are selected as the backbone nodes
(BNs). The main purpose of the BNs is to provide a wireless
infrastructure facilitating network-wide efficient and resilient
communications. Usually, a backbone construction algorithm
utilizes a “connected dominating set” (CDS) of nodes to find
a tree over the network graph, and a node not in the backbone
has at least one backbone node neighbor (i.e., the BNs form a
dominating set). Once a backbone has been constructed, any
non-backbone node can access the nearest BN and achieve
end-to-end communications through the backbone structure.
Because the constructed backbone has a tree topology over the
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network, the route of each packet can be simply determined
at the source node.

Our study is motivated by the observation that additional
coding gain can be obtained if the packet forwarding is done
in a way to maximize the coding opportunities at each hop of
the backbone structure. In general, a backbone construction
scheme will produce a connected backbone with a tree topol-
ogy over the network, which provides a unique path for each
pair of nodes. Hence, there will usually be a number of two-
way flows over the backbone. Thus the coding opportunity
increases dramatically because of the bi-directional nature of
traffic. As shown in Fig. 1(b), if we construct a wireless
backbone where the nodes F,G,H,C,D are selected as back-
bone nodes, then the two flows can “overlap” at the common
nodes G, H and C, and then network coding can occur at
these nodes. If the source nodes A and E continuously send
packets to their destinations D and F respectively, network
coding can be done continuously at the common nodes G,
H and C. In addition, once a backbone is constructed, it is
a semi-permanent wireless highway that can be established
and maintained for some period of time, which reduces the
computational cost of coding decisions.

In this paper, we explore the benefits of network coding
over wireless backbones. The major contributions of this paper
are: 1) To the best of our knowledge, this is the first work
to investigate the gain of network coding over a wireless
backbone; 2) We prove that the wireless backbone routing
structure exhibits unique advantages for network coding, in-
cluding increased coding opportunity and reduced overhead;
3) We conduct theoretical analysis of the proposed scheme and
present numerical results; 4) To fully utilize the coding gain
and avoid radio interference, we propose a simple optimized
link scheduling algorithm and investigate its impact on the
performance of wireless ad hoc networks.

The rest of this paper is organized as follows. In Section II,
we give an overview of the related work. In Section III,
we present and analyze our network coding scheme over a
wireless backbone. In Section IV, we propose an optimized
link scheduling algorithm for a wireless backbone and analyze
its performance. Finally, we conclude the paper in Section V.

II. RELATED WORK

The use of network coding to enhance the capacity of a
network was first proposed in [6] in the context of multicast
communications. Subsequently, linear network coding [1] was
shown to be sufficient for achieving optimal capacity based on
the max-flow min-cut theorem. Since then the work [7] gave
an algebraic characterization of linear encoding schemes, and
distributed random network coding schemes were investigated
in [2]. In the context of wireless networks, [8] studied the
problem of minimum cost multicast involving a single session
with a single source node. These works are all focused on
multicast traffic. COPE is a pioneering work that presented a
practical network coding scheme for multiple unicast traffic
flows over multi-hop wireless networks [3].

(a) XOR coding for chain topology: nR broadcasts P1 ⊕ P3, P2 ⊕ P4.
The packet P5 is left for the next round to be sent

(b) XOR coding for 3-star topology

Fig. 2. Examples of coding strategy for backbone nodes

However, the capacity improvement of COPE depends on
the existence of coding opportunities, which in turn depends
on the traffic patterns. To improve the coding opportuni-
ties in COPE-type coding approaches, several coding-aware
routing schemes are proposed. Coding-aware routing is a
routing paradigm that takes coding opportunities into account
when performing route selection in network nodes. [9] and
[10] proposed linear-programming-based coding-aware rout-
ing protocols. Although these routing protocols can improve
the resource utilization and throughput, their centralized char-
acteristic causes scalability problems. Therefore they are not
practical to be employed in multi-hop wireless networks. In
[11] and [12], the authors proposed distributed hop-by-hop
coding-aware routing protocols, in which routing decisions are
made based only on limited local view information. However,
because of the dynamic routing strategy, when each node sends
a packet, the node will locally calculate the coding opportuni-
ties to decide the next hop of that packet. Because packet trans-
mission is the most frequent event, the computation at each
node at high frequency is costly when conducting nexthop
selection, which is especially true in dense wireless networks
and heavy traffic scenarios. In addition, some of these schemes
even require two-hop local view for information exchange,
which results in even higher communication overhead.

Our proposed scheme for network coding over a wireless
backbone can effectively overcome this issue. That is, it
increases coding opportunity while not incurring any addi-
tional computational cost and communication overhead. To
the best of our knowledge, this work is the first to propose
using opportunistic network coding over a wireless backbone
structure and to investigate the benefits of the scheme.

III. NETWORK CODING OVER A WIRELESS BACKBONE

A. Coding Strategy

In earier work [5], we proposed a backbone construction
scheme for heterogeneous wireless ad hoc networks. In our
scheme, each BN has no more than three BN neighbors within
its communication range, i.e., for each BN serving as a relay,
it is part of either a chain topology or a 3-star topology, as
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shown in Fig. 2. In our scheme, we have assumed that the
multi-channel technique [13] is employed at the BNs, and
thus there is no interference between BNs and regular nodes
in network. As a result, for the channel used for backbone
communications, there are at most three neighbors for each
BN. Therefore, the capacity of the backbone can be improved
compared with traditional network routing schemes with a
single-channel system.

Fig. 2 shows two examples of coding decision (i.e., deciding
which packets are encoded together to broadcast) in a chain
topology (two BN neighbors) and a 3-star topology (three BN
neighbors) respectively. In Fig. 2(a), there are 5 packets P1

through P5 buffered in the output queue of a relay node nR,
where the next hop of P1, P2 is node A and the next hop of
P3, P4, P5 is node B. Because the relay packets P1 through
P5 either come from the node to left side of nR or the node
to right side of nR, the previous hop of P1, P2 must be the
node B and the previous hop of P3, P4, P5 must be the node
A. Also, it is certain that a packet Pi must exist in a neighbor
of ni if the neighbor is the previous hop of that packet.
Therefore, nR can broadcast the packets P1⊕P3 and P2⊕P4

in two transmission slots, and each packet is decodable at its
intended nexthop. Because there is high likelihood of coding
opportunities in bi-directional traffic, the remaining packet P5

is left for the next round to be encoded with another packet.
A 3-star topology (which is possible at the backbone struc-

ture) can be decomposed into three chain topologies, as shown
in Fig. 2(b). This example has seven packets queued at node
nR, where the next hop of P1, P2 is node C, the next hop
of P3, P4 is node B and the next hop of P5, P6, P7 is node
A. In addition, the symbol P1a means the previous hop of P1

is the node A, and so forth. For each decomposed chain, nR

just combines two packets moving in opposite directions, thus
the encoded packet can be decoded at their intended nexthops.
Note that the remaining packet P6b is left for the next round
to be encoded with another packet.

We can see that this network coding scheme do not need
the reception reports (which is required by the COPE) to let
a node know what packets the neighbors have, because this
information can be extracted by checking the previous-hop
field in the packet header. Therefore, it dramatically reduces
the overhead for information synchronization. In addition, the
route between any source-destination pair is unique and pre-
determined with a virtual-backbone routing approach. Effec-
tively, this results in a chain topology over which bidirectional
traffic passes through. This increases coding opportunities. In
summary, our proposed network coding over a wireless back-
bone scheme increases the coding opportunity while reducing
the computational cost and overhead for coding decisions.

B. Coding Opportunity

In this subsection, we present a theoretical analysis of
coding opportunity for both COPE and our scheme. Assume a
given network node nR has N ≥ 2 neighbors within its com-
munication range, and q packets buffered in its output queue.
Using COPE-type opportunistic coding, the node nR may find

one or more packets in {P2, P3, ..., Pq} to encode with the
head of queue, P1, and then broadcast them collectively, with
the guarantee that the combined packets are decodable at their
intended nexthops. We define the coding opportunity as the
following:

Definition 3.1: If there exists at least one packet in the output
queue that can be encoded with P1, the head of output queue,
and the encoded packet can be decoded to the native packets
at corresponding intended nexthops, then there is a coding
opportunity at node nR.

We denote Er as the event that there is a coding opportunity
at node nR. Because our scheme of network coding over a
backbone does not need any reception reports to know what
packets its neighbors have, for fair comparison (with the same
computational cost and communication overhead), we assume
nR does not have access to reception reports and thus only
two flows with reverse directions can be encoded together
for transmission. In our analysis, we consider the scenario of
uniform unicast traffic distribution, and we assume all nodes
are independently and randomly deployed. We denote the
previous hop of P1 as Ni and the next hop of P1 as Nj , and
denote Cm the event that packet Pm has the reverse direction
of P1, i.e., prev hop(Pm) = Nj , next hop(Pm) = Ni. In
addition, we define P (Cm|n = N) as the probability of event
Cm given that there is N number of neighbors around a node
nR, and P (Er|n = N, q) as the probability of event Er given
that there are N number of neighbors around a node nR and
the length of its output queue is q. Because of the uniform
traffic distribution among the nodes, we have P (Cm|n =
N) = 1

N(N−1) , and the probability of its complement is given

by P (Cm|n = N) = 1− 1
N(N−1) . Hence, for an output queue

of length q, we have P (Er|n = N, q) = [1 − 1
N(N−1) ]

q−1,
and then

P (Er|n = N, q) = 1− [1− 1

N(N − 1)
]q−1 (1)

Note that with the backbone structure, the number of BN
neighbors is no more than three, i.e., N ≤ 3.

Since the number of neighbors, N , is related to node density
in a network without a backbone structure, next we investigate
the coding opportunity with different node densities. Let ρ be
the node density of the network, and R be the communica-
tion range of node nR. We assume the nodes are deployed
randomly according to Poisson point distribution, thus the
probability of having n neighbors around nR within a finite
area (πR2) is give by

P (n = N) =
e−ρπR2

(ρπR2)(N+1)

(N + 1)!
(2)

then we have the probability of coding opportunity as a
function of ρ and R

P (Er|n ≥ 2, q) =

∞∑

N=2

P (Er, n = N |n ≥ 2, q)

=
2
∑∞

N=2(1− (1− 1
N(N−1) )

q−1) e
−ρπR2

(ρπR2)(N+1)
(N+1)!

2− 2e−ρπR2ρπR2(1 + ρπR2)

(3)
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Fig. 3. Probability of coding oppor-
tunity as a function of queue size

Fig. 4. Probability of coding oppor-
tunity as a function of communication
range when q = 20

C. Numerical Results

Some numerical results are presented in Fig. 3, which
is a plot of Eq. (1). We can see that the probability of
coding opportunity increases with the output queue size. This
indicates that there is a higher chance of coding opportunity in
a network with heavy traffic. Thus network coding has more
advantageous in heavy traffic scenarios, which is consistent
with the intuition that network coding is not necessary in
light traffic situations. Also, we can see that the probability of
coding opportunity decreases with the number of neighbors.
This demonstrates that chain topology (two neighbors) and
3-star topology (three neighbors) are more likely to lead to
network coding opportunities, which is the case with our
backbone topology presented in [5].

Fig. 4 shows the numerical results of Eq. (3) with q = 20.
The results demonstrate that the probability of coding op-
portunity decreases with communication range. This is due
to the fact that the number of neighbors increases with
communication range. For fixed traffic intensity, the increase in
number of nodes within communication range would decrease
the coding opportunity. Whereas, for a backbone structure, the
number of BN neighbors is not affected by the communication
range. That is, the selected BNs within the communication
range are always no more than four, because the number of
BN neighbors is no more than three. Thus the probability of
coding opportunity remains the same as communication range
increases. In addition, we can see that for a network with
no backbone structure, the probability of coding opportunity
decreases with the node density.

IV. LINK SCHEDULING AND OBSERVED THROUGHPUT

In this section, we investigate the scheduling issues of the
backbone links and then derive an expression for observed
throughput for relay nodes with an optimized link schedul-
ing protocol. Here the term observed throughput means the
amount of traffic passing through a specific relay node in a
unit of time. In real-world, the theoretical coding gain 1.33
can only be achieved with optimal link scheduling. If the link
scheduling is such that the transmitters always rotate as the
following cycle: A,C,B, ... (or C,A,B, ...), then node B can
always encode two packets in each transmission and maxi-
mize the total throughput. However, if the link scheduling is
A,B,C,B,A,B, ..., then node B cannot encode any packets.
In practical situations, most of the wireless link scheduling

Fig. 5. An example for a BN (nR) with two BN neighbors

if the relay buffer of nR is empty then
nR pulls nA to send a new packet P(A−>B) to itself until
the transmission is received successfully;

end
if the relay buffer of nR has a packet P(A−>B) to be relayed
to nB , but has no packet P(B−>A) then

nR pulls nB to send a new packet P(B−>A) to itself until
the transmission is received successfully;

end
if the relay buffer of nR has a packet P(B−>A) to be relayed
to nA, but has no packet P(A−>B) then

nR pulls nA to send a new packet P(A−>B) to itself until
the transmission is received successfully;

end
if the relay buffer of nR has both the packets P(A−>B) and
P(B−>A) then

nR broadcasts P(A−>B) ⊕ P(B−>A), which leads with the
following probabilities to the situations listed:
1) (1− peA)(1− peB): both nA and nB receive the
broadcast packet successfully, after which the relay buffer
of nR is empty;
2) peB(1− peA): nA receives the broadcast packet
successfully, but nB does not, after which the relay buffer
of nR keeps P(A−>B) for the next transmission;
3) peA(1− peB): nB receives the broadcast packet
successfully, but nA does not, after which the relay buffer
of nR keeps P(B−>A) for the next transmission;
4) peApeB : neither nA nor nB receives the broadcast
packet successfully, after which nR rebroadcasts the
combined packets in the next time slot.

end

Algorithm 1: A network coding aware link scheduling

protocols (such as a contention-based or random access link
scheduling mechanism) are probabilistic in nature and not
coding-oriented. Here we present a simple equal access proto-
col for backbone nodes in a chain topology that outperforms
other sophisticated scheduling schemes by fully utilizing the
potential coding opportunities. We then investigate the impact
of lossy characteristics of a wireless channel on observed
throughput of a relay node based on the proposed scheduling
scheme.

Consider the general case where a BN (nR) has two BN
neighbors (nA and nB) and each one has packets that need
to be relayed through nR (i.e., nR is an intermediate node to
relay packets from nA or nB). The distance between nA and
nR is d1, and the distance between nB and nR is d2, as shown
in Fig. 5. This example also applies to the 3-star topology since
a 3-star can be decomposed into three chain topologies, and
the packets for exchanging between the two neighbors in a
chain are a subset of the packets in the output queue based
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Fig. 6. Markov chain for state transitions of nR

on their intended nexthops. Because the neighbors nA, nB

usually have different distances from nR (d1 �= d2), when nR

broadcasts an encoded packet, nA and nB will receive that
packet with different packet error rates (PER). Here we define
the following terminology. peA: PER of the link between nA

and nR; peB : PER of the link between nB and nR; pbeA: bit
error rate (BER) of the link between nA and nR; pbeB : bit
error rate (BER) of the link between nB and nR.

It is desirable that the relay node nR always send XOR-ed
packets in each transmission slot to fully utilize the broadcast
nature of wireless medium. Here we present a simple pull-
based link scheduling scheme in which nR acts as a coordina-
tor and pulls data from selected neighbors. This protocol is as-
sumed to be used in heavy traffic scenarios, where the neighbor
nodes nA, nB always have generated packets that need to be
relayed by nR. The protocol is described in Algorithm 1. The
term relay buffer means a buffer space especially reserved for
relay packets (i.e., nR is neither the source nor the destination
of the packets), the symbol P(A−>B) denotes a packet with
the direction from nA to nB . In this scheduling scheme, nR

coordinates its neighbors to satisfy the requirements of XOR-
coding at each time slot. In this protocol, node nR has four
possible states, S0: the relay buffer of nR is empty; SA: a
packet PA−>B is in nR; SB : a packet PB−>A is in nR; S2:
both packets PA−>B and PB−>A are in nR. We can analyze
the state transitions of nR through the Markov chain shown in
Fig. 6. Let P (S0), P (SA), P (SB) and P (S2) be the steady-
state probabilities that nR is in the states S0, SA, SB and S2

at a given time slot, respectively. Then we have
⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

P (S0) = peAP (S0) + (1− peA)(1− peB)P (S2)
P (SA) = peBP (SA) + (1− peA)P (S0)

+peB(1− peA)P (S2)
P (SB) = peAP (SB) + peA(1− peB)P (S2)
P (S0) + P (SA) + P (SB) + P (S2) = 1

(4)

In each time slot, only when nR is in the state S2, it
contributes to the observed throughput. Therefore the observed
throughput is proportional to P (S2). From Eq. (4) we have

P (S2) =
1

3 + (PeA − PeB)2/(1− PeA)(1− PeB)
(5)

Here we assume that the duration of a time slot is T0

seconds, and nR can broadcast a packet of size L bits in a
single transmission; then we define R0 as R0 = L

T0
. In a

given time slot, if nR is in state S2 and the encoded packet
PA−>B ⊕PB−>A has been successfully received by both nA

and nB , the achieved throughput in this time slot is 2L
T0

= 2R0.
If either nA or nB receives the encoded packet successfully,

the throughput in this slot is R0. Therefore, we obtain the
overall throughput with network coding as:

Rnc = P (S2)(peA(1− peB) + peB(1− peA)

+ 2(1− peA)(1− peB))R0

=
(2− peA − peB)R0

3 + (PeA − PeB)2/(1− PeA)(1− PeB)

(6)

We then compute the throughput with a traditional transmis-
sion scheme for the example of Fig. 5, i.e., the intermediate
node nR just performs relay-and-forward for passing through
packets. With a traditional transmission scheme, the node
nR will pull one of its neighbors (such as nA) to send (or
resend) the packet PA−>B until nR receives it correctly. Then
nR sends (or resends) the packet PA−>B to nB until nB

receives it successfully. The transmission from nA to nB

takes T0

1−peA
+ T0

1−peB
seconds on average. This result is also

applicable to the PB−>A packet in the reverse direction of the
same link. Thus, the observed throughput with a traditional
transmission scheme is given by

Rtr = L/[
T0

1− peA
+

T0

1− peB
] =

R0(1− peA)(1− peB)

(2− peA − peB)
(7)

and then the coding gain can be calculated by

Cgain =
Rnc

Rtr
=

(2− peA − peB)
2

3(1− peA)(1− peB) + (PeA − PeB)2
(8)

We can see that when peA = peB = pe, Rnc =
2
3 (1−pe)R0

and Rtr = (1−pe)R0

2 , which confirms the previous analysis that
the coding gain (Rnc/Rtr) is 1.33. In addition, we conclude
that Cgain is always larger than 1 because (2−peA−peB)

2−
3(1− peA)(1− peB)− (peA − peB)

2 = (1− peA)(1− peB),
which is always larger than 0.

In this paper we model the lossy characteristics of wireless
channel by the results in [14], where the authors derived
the successful reception probability (SRP) as a function of
distance (x) between a transmitter and a receiver under the
log normal shadow fading model. The successful reception
probability SRP (x) can be approximated by

SRP (x) =

⎧
⎨
⎩

1− (( x
K )2β)/2, if x ≤ K

((2K−x
K )2β)/2, if K < x ≤ 2K

0, if x > 2K
(9)

where K is the distance such that SRP (K) = 0.5, and β is
the power attenuation factor ranging from 2 to 6. We define
the communication range R as the following: within distance
R from nR, the SRP (d) is larger than a threshold p0. Because
SRP (R) (i.e., p0) should be larger than 0.5 (i.e., R < K),
for a fixed R, we have

K =
R

2β
√

2(1− p0)
(10)

In our analysis we assume that there is no error correction
coding scheme employed. That is, if one of the bits in a packet
is transmitted in error, the whole transmission is regarded as
a failure. For a packet with L bits, we have peA = 1 − (1 −
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Fig. 7. Normalized observed throughput as a function of d1 + d2

Fig. 8. Coding gain as a function of d1 + d2

pbeA)
L and peB = 1−(1−pbeB)

L where pbeA = ((d1

K )2β)/2,
and pbeB = ((d2

K )2β)/2 based on Eq. (9).
Fig. 7 shows the results of the normalized observed through-

put Rnc/R0 and Rtr/R0 as a function of d1 + d2. Here
we assume the communication range (R) of nR is 1.2 Km,
p0 = 0.99, L = 100 (bits) and β = 4. We also examine the
impact of the asymmetry of the links nA ↔ nR and nB ↔ nR

on the observed throughput by changing the ratio d1/d2. We
can see that the observed throughput with network coding is
always larger than that of a traditional transmission scheme
(i.e., Cgain is always larger than 1), and when the two links
are symmetric (i.e., d1 = d2), the system achieves the best
observed throughput. In addition, the observed throughput is
decreasing with the increasing of d1+d2, and with larger ratio
d1/d2. In Fig. 8, we plot the results of Eq. (8) as a function of
d1+d2. We can see that with asymmetric links (i.e., d1 �= d2),
the coding gain decreases with the increasing of d1+d2, which
demonstrates that the asymmetry of lossy wireless links has
significant impact on coding gain when d1+d2 is large enough.
We can also see that in case of symmetric links, the coding
gain always achieves the theoretical bound of 1.33.

V. CONCLUSIONS

In this paper, we have proposed a new paradigm for network
coding over a wireless backbone and studied the benefits of
the scheme. In our scheme, we construct a wireless backbone
that facilitates end-to-end communications, and then employ
an XOR-based network coding scheme over the backbone to
further enhance the network efficiency and capacity. Because

the wireless backbone provides bi-directional chain topology,
which is particularly suitable for XOR-based network cod-
ing, the coding opportunity can be significantly improved
compared with a COPE-type scheme over multi-hop wireless
networks. In addition, our scheme does not introduce any addi-
tional computational cost and communication overhead com-
pared with other coding-aware routing schemes. The theoreti-
cal analysis of coding opportunity in COPE is also presented
and compared with our scheme. Furthermore, to fully utilize
the coding gain, a simple optimized link scheduling protocol
is presented and the observed throughput for a relay node is
derived. The results demonstrate that with backbone routing
and an optimized link scheduling scheme, network coding
can effectively enhance the observed throughput for relaying
nodes, and the coding gain achieves the theoretic bound 1.33
in symmetric (d1 = d2) or error-free links (peA = peB = 0).
In addition, we find that the asymmetry of lossy wireless links
has significant impact on network performance when the sum
of d1 and d2 is large enough.
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Traceability: The Key to Nanomanufacturing 

N.G. Orji, R.G. Dixson, B.M. Barnes, and R. M. Silver 
National Institute of Standards and Technology (NIST) 

Gaithersburg, MD 20899, USA 

Abstract: Over the last few years key advances have been made in the area of nanomanufacturing and 

nanofabrication. Several researchers have produced nanostructures using either top-down or bottom-up techniques, 

while other groups have functionalized such structures into working devices. In all cases, for the devices to be useful, 

there has to be a way not only to measure their properties but also to know that the results are valid. The 

measurements have to be traceable. Some of the properties of these nanostructures are determined by size; this 

increases the importance of accurate measurements. In this paper, we present work that we have done to introduce 

traceability to a nanomanufacturing environment, using a concept called reference measurement system. The paper 

focuses on length traceability. 

Keywords: Traceability, Nanomanufacturing, reference measurement system, critical dimension, 

Scatterfield microscopy 

 1. Introduction

As fundamental research has now yielded standalone nanostructures using top-down techniques1, and

bottom-up techniques such as self-assembly2, nanomanufacturing and nanofabrication are emerging as

key industries for the years ahead. The key objective is to make nanoscale devices that perform certain

functions.  One of the most important parameters of nanostructures is size. This is because functionality

at the nanoscale is determined by size. To ensure that the dimensional measurements are valid, there

has to be a way to validate the results. This is done through traceability to established standards.  In

areas such as microlithography, the features being manufactured are increasingly getting smaller. The

international technology roadmap for semiconductors (ITRS) 2007 edition3 forecasts that the half pitch of

DRAM features will be around 25 nm by the year 2015. This puts a burden on the resolution of the

instruments needed to measure such small features4, 5.  In addition to instrument resolution, traceability is

also important. This ensures that 25 nm is indeed 25 nm.

In this paper we will describe work we have done to introduce traceability to a semiconductor 

nanomanufacturing environment6-8. The focus is on length traceability. The paper is organized as follows: 

In section two we will give a brief overview of how traceability is realized for most length measurement 

instruments. This is followed by a description of a reference measurement system in section three. In 

section four we will outline how SI traceability is realized for one of the measurands characterized by the 

reference instrument, while section 6 describes current work in Scatterfield optical microscopy, and how 

AFM measurements are used to reduce the uncertainty. The paper will conclude with a discussion and 

summary. 

2. Traceability in Length Metrology

The Vocabulary of Basic and General Terms in Metrology (VIM)9 defines traceability as "the property of

the result of a measurement or the value of a standard whereby it can be related to stated references,

usually national or international standards, through an unbroken chain of comparisons, all having stated

uncertainties."

In length metrology, the primary reference is the SI (Système International d’Unités or International 

System of Units) unit of length - the meter. For displacement measurement instruments, one of the ways 

to achieve traceability is to monitor the motions of a scanning system within a defined coordinate system 

using displacement interferometry. Usually a laser with a 633 nm wavelength of the I2-stabilized He-Ne 

laser (a recommended radiation for the realization of the meter in the visible wavelength) is used10. Other 

ways of introducing traceability include the use of atomic lattice spacing11-13. The lattice spacings are 
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measured using x-ray diffraction14, and can serve as length standards at the nanoscale. For nanoscale 

measurements, traceability is important when comparing the performance or consistency of results from 

different instruments, and when instruments based on different technologies are used. Traceability to a 

standard is also important when verifying the reliability of models or validating the results of work 

performed at a different location. 

One of the industries (among others) where length traceability is important is the semiconductor industry. 

Traditionally, the semiconductor industry placed greater emphasis on precision rather than traceability. 

However, as feature sizes continue to decrease; the performance of devices depends not only on 

precision, but also on accuracy. Recent results linking parameters such as line edge roughness15-18 to 

device performance underscore this19.    

3. Reference Measurement System

To address the issue of lack of traceability in semiconductor length measurements, the National Institute

of Standards and Technology and SEMATECH (a semiconductor industry consortium) implemented a

Reference Measurement System (RMS). The RMS is a well characterized and traceable instrument that is

used to evaluate the performance of tools used in a semiconductor manufacturing facility20-23. The ITRS3

describes an RMS as an instrument that “is well characterized using the best science and technology of

dimensional metrology can offer: applied physics, sound statistics, and proper handling of all

measurement error contributions.”

Figure 1 shows a schematic diagram of the RMS concept. A RMS starts with calibration standards or first 

principles realization of the definition of the meter7, 24, 25. The standards are used to characterize one of the 

better performing instruments, which is then used to evaluate a set of reference wafers. The wafers are 

used to evaluate the performance of an in-line tool. Preferably, there will be reference wafers for each 

product the fabrication facility measures. This ensures that the measurements made using the RMS 

instrument are consistent with the final product. The RMS could be one or more instruments26, 27. A key 

requirement is that it should have better performance than the instruments it is evaluating.  

The specific instrument described in the rest of the paper is a critical dimension atomic force microscope 

(CD-AFM)20-22. The CD-AFM is a specialized atomic force microscope that actuates and senses in two 

directions instead of one28.  For dimensional metrology applications in the semiconductor fab, the CD-

AFM works well as a reference instrument because it is relatively insensitive to the different materials 

being measured. The instrument is calibrated for height, pitch, linewidth, and sidewall angle29. These 

measurements lend SI traceability to a wide range of production relevant samples6, 7, 12. One of the key 

measurements in semiconductor dimensional metrology is linewidth (also known as critical dimension). It 

currently represents the smallest feature that needs to be controlled in the semiconductor lithography 

process. The rest of the paper shows how we use the CD-AFM to calibrate the linewidth standards23, 25, 30, 

and reduce the uncertainty of other instruments. 

Figure1: Schematic diagram of the Reference Measurement System concept. 
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4. First Principles CD-AFM Tip Calibration for Linewidth

To measure linewidths with the CD-AFM, the size of the tip should be known. This is because the CD-

AFM uses specialized tips known as “boot-shaped” or “flared” tips to access the sidewall25, 31. Figure 2(a)

shows a schematic diagram of a CD-AFM tip accessing a feature sidewall. The protrusions at the lateral

end of the tip are needed to make contact with the feature. By contrast, figure 2(b) shows a conical AFM

tip measuring a patterned feature. The profile traced by the conical tip does not faithfully represent the

measured feature. However, the profile traced by the boot-shaped tip adequately represents the features,

but the width is larger by the size of the tip. Knowing the size of the tip a priori allows the user to

determine the actual size of the feature. Figure 3 shows the tip width determination sequence. TW stands

for Tip Width, CW stands for characterizer width, and AW represents the apparent width. The primes

indicate known dimensions.   The TW is unknown but the width of the tip calibration structure CW’ is

known. The apparent width AW’ produced by CW’ and TW is known. To get TW, CW’ is subtracted from

AW’. This relatively straight forward approach belies the substantial work required to calibrate CW. For

measurements of linewidth, the process is reversed.

The most accurate method used to evaluate the characterizer width is lattice spacings imaged using 

transmission electron microscope. Descriptions of our previous work using high resolution transmission 

electron microscope (TEM) are well documented32. Here we describe supporting work we are doing with a 

different mode of TEM to validate the results of the initial measurements13, 32. 

Two modes of TEM (among others) that produce crystal lattice-traceable images are high resolution 

transmission electron microscope (HR-TEM) and high angle annular dark field scanning transmission 

electron microscope (HAADF-STEM). HR-TEM produces lattice-traceable images by interference patterns 

of the diffracted and transmitted beams rather than the actual atomic columns, while HAADF-STEM 

produces direct images of the crystal lattice33. To calibrate feature width, the number of lattice spacings 

from edge to edge has to be determined. One of the key uncertainty sources in this exercise is edge 

determination. For the purposes of dimensional calibration, the difference in how these two modes of TEM 

work could cause subtle variations in the way feature edges are defined. We wanted to quantify this 

variation.  A HR-TEM image of a line feature is shown in figure 4, while figure 5 shows a HAADF-STEM 

image of the same feature. The roll-off at the left edge of the image in figure 5 could be due to aberration 

in the optics. The images were taken from the middle of the feature. 

The cross-sectional size of the sample used was approximately 18 nm, and determined by the HAADF-

STEM, which required a field of view of < 25 nm in order to see the atomic lattice. The sample was 

aligned for the z = [112] of the silicon substrate. The HAADF-STEM image was taken first followed by the 

HR-TEM. The field of view of the instrument did not allow the whole structure to be measured at high 

resolution. The spacing in undoped Si (111) is 0.313560137 nm with a standard uncertainty of ± 0.000 

000 009 nm, as determined from X-ray diffraction14.  

The TEM images shown here are imaged as lines rather than individual atoms. This makes it easier to 

count the atomic columns. Also shown in figures 4 and 5 are profiles extracted from the TEM images. 

These profiles are used to determine the width.  The highlighted portions of the profiles indicate the lattice 

positions that contribute to the uncertainty.  

 
Figure 2: Schematic diagram of (a) CD-

AFM tip scanning a feature, (b) 

conventional AFM tip scanning a feature. 

Figure 3: Schematic diagram of the tip-width 

determination sequence. 
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5. Scatterfield Optical Microscopy

One of the uses of the RMS is to calibrate other instruments used in the semiconductor manufacturing

research. One such instrument is the Scatterfield microscope. There has been significant recent research

investigating new optical technologies for critical dimension and overlay metrology for manufacturing at

and beyond the 32 nm node. Much of this work has focused on scatterometry and, more recently,

scatterfield microscopy, a technique combining well-defined angle-resolved illumination with image-

forming optics. This has been summarized in Silver et al.34 and in the references contained therein. These

optical methods are of particular interest because of their nondestructive, high-throughput characteristics

and their potential for excellent sensitivity and accuracy.

The scatterfield-microscopy instrument is based on a Köhler illuminated bright-field microscope, such that 

each point at the conjugate back focal plane maps nominally to a plane wave of illumination at the 

sample. Access to a large conjugate back focal plane enables engineered illumination that has resulted in 

further advances in optical-system characterization and data analysis. As a result, the microscope-

illumination and collection-path errors have been mapped to a functional dependence. They can then be 

used to normalize the experimental data for accurate comparison with electromagnetic simulations. We 

acquire both microscope images and backgrounds as a function of angle and calculate the mean intensity 

of the angle-resolved images, which have been corrected using the background scan that was previously 

normalized by the known silicon reflectance. This is similar to conventional scatterometry, except that 

measurements were made with high-magnification image-forming optics.  

We compared the normalized experimental signatures with electromagnetic scattering simulations using 

parametric analysis. We assembled a library of curves by simulating a multidimensional parameter space. 

We completed the comprehensive simulations using a rigorous coupled-waveguide analysis (RCWA) 

model.  Figure 6 shows angle resolved experimental data and fitting results that demonstrate the accuracy 

that can now be achieved using this method. Good agreement between the simulated library of curves 

and the experimental data is observed and residuals are acceptable. However, the fitting process 

produces more uncertainty than desired, 1 to 2nm (1). 

Measurement uncertainties for optical scatterometry and Scatterfield measurements are fundamentally 

limited by the underlying cross-correlations between the different fit parameters, e.g., line widths and 

Figure 4: HR-TEM image of a SCCDRM 

feature. The profile is from the center of the 

HR-TEM image. The questionable edge 

locations are highlighted. 

Figure 5: HAADF-STEM image of a SCCDRM 

feature. The profile is from the center of the 

HR-TEM image. The questionable edge 

locations are highlighted.  
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heights. To reduce parametric correlation and improve measurement performance and uncertainties, we 

have developed a Bayesian statistical approach35, 36  that integrates a priori information gleaned from 

other measurements. This allows us to embed information obtained from reference metrology and 

complimentary ellipsometry of the optical constants. The Bayesian embedded metrology approach was 

applied to the silicon target used in Figure 6. Table 1 shows the best-fit values and uncertainties for the 

regression analysis, with and without embedded atomic-force-microscopy (AFM) reference metrology. 

The data show a change in the mean values as well as an improvement in the uncertainties. 

 

 

Figure 6: Experimental data and library data fits for three measurements. Top and middle critical dimensions (CDs) 

show good agreement with reference values. 

 

Table 1: Optical CD (OCD) measurement results with and without embedded atomic-force microscopy (AFM) 

reference metrology. 

 

 

6. Discussion 

The above example highlights a way to introduce traceability through the Si lattice spacing. The number of 

lattice positions close to the edge that we could not conclusively resolve in figure 6 is three.  The error 

associated with the edge definition can be substantially reduced by using the average of several 

measurements rather than one37. An uncertainty of three lattice positions translates into ≈ 0.94 nm for 

edge determination component. To put this in the larger context, the ITRS forecast a CD uncertainty of 

0.28 nm (3) for the year 2010 and 0.22 nm (3) for 2012. This is the type of improvement needed to 

continue to make functional devices that adhere to Moore’s law. Currently there are no known methods to 

meet these requirements. One of the approaches we are pursuing is the use of aberration corrected TEM. 

This will substantially reduce the uncertainty due to aberration of the electron optics.  The uncertainty of 

determining the feature width for CD-AFM calibration is currently less than 1 nm32, 38.  In addition to 

determining the sample width, other uncertainty sources include those associated with the CD-AFM 

instrument20, 38. 

The Scatterfield microscopy example shows how results from the reference instrument are used to reduce 

the uncertainty of other tools. In this case the Scatterfield microscope is faster, and better suited for inline 

use. Incorporating the AFM results has the benefit of decoupling terms that are correlated in the optical 

measurement, and thereby reducing the uncertainty34. 
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The above examples highlight the type of calibration exercise needed to ensure traceability at the 

nanoscale. Overall the gap between what is required by the ITRS, and what is possible is large. 

Nanomanufacturing as a whole will benefit greatly from incorporating traceability. This will facilitate 

replication of results and identification of problems when they occur.  Some of the strategies used to 

introduce SI traceability in semiconductor dimensional metrology are directly applicable to the burgeoning 

nanomanufacturing industry.  
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Abstract—In this paper we explore how placing the same 

amount of absorber in different locations within a reverberation 
chamber can have different loading effects. This difference can 
have a significant impact on measurement reproducibility, both 
for measurements in the same chamber and measurements 
between chambers (i.e., round robin style testing). We begin by 
discussing some of the theories behind this and show some 
experimental results from different absorber placements in a 
reverberation chamber. We conclude with some suggestions to 
ensure absorber is placed consistently.  

Keywords-Reverberation Chambers, RF Absorber, Power Decay 
Time, Wireless Deivce Testing 

I.  INTRODUCTION 
As the use of reverberation chambers expands to 

experiments and measurements involving loaded setups, we 
explore the realistic effectiveness of absorber loading. Large 
pieces of absorber are being used routinely in a variety of 
measurements (for a variety of applications) to lower the Q, 
decrease the power decay time, and alter the shape of the power 
delay profile (PDP) [1, 2].  

Reverberation chambers are designed to create a consistent 
test environment with a statistically uniform field throughout 
the chamber. Many applications have taken advantage of this 
key principle. For certain applications (i.e., emissions), the 
original, highly reflective, reverberation chamber is useful. 
However, applications finding new use of the reverberation 
chamber are modifying this environment slightly by loading 
the chamber with RF absorbing materials. An example of this 
is the use of chambers to test wireless devices [1, 3]. The cell 
phone industry is beginning to use reverberation chambers for 
product testing. For the reverberation chambers to be useful for 
their application, the chamber is loaded to simulate a given 
insertion loss and power decay time that is representative of a 
real-world communications channel [4].  

Many measurements require the chamber loading to 
recreate a particular environment. Experiments indicate that the 
absorber must be within the working volume, but do not 
specify exact absorber placement. This raises the questions of: 
Does it matter where in the chamber the absorber is placed? Is 

there an optimal configuration for the antennas and absorber? 
These are the questions we hope to address.  

We address these questions by conducting a series of 
experiments whereby we measure the relative effectiveness of a 
fixed quantity of RF absorber placed at different locations 
within a reverberation chamber. Comparison of measurement 
results will show the effect of absorber placement within a 
reverberation chamber.  

There are many different parameters we could measure to 
test our hypothesis. The results could be expressed in terms of 
power decay time or S-parameters. For this application we 
choose to display our results in terms of S-parameters. This 
allows our results to be easily extended to power decay time [1, 
2].  

II. OUR HYPOTHESIS AND IT’S IMPLICATIONS 
We expect small measureable differences as a result of 

absorber location in the chamber. Absorber will be placed in a 
corner (between two walls and a floor), along the wall 
(between one wall and the floor), in the center of the chamber 
(sitting on floor) and at various positions elevated off the floor.  

The volume inside the chamber, where the average field is 
statistically uniform, is referred to as the “working volume.” 
The boundaries of the working volume are defined to be some 
distance away from any metallic surfaces in the chamber. The 
IEC 61000-4-21 standard defines this distance as λ/4 from any 
wall, floor, tuner and/or antenna [5]. Other research indicates 
that field uniformity begins to diminish within λ/2 of the walls 
[6]. It is a reasonable assumption that absorber placed within 
the statistically uniform field of the “working volume” will 
have a greater loading effect than absorber placed on the floor 
or next to the walls.  

Testing our hypothesis can be accomplished by measuring 
S21, the insertion loss of the chamber. If our predictions are 
correct, we should see a change in S21 as the absorber is moved 
around the chamber. The fully exposed absorber in the working 
volume will absorb more energy than that which is only 
partially exposed near the floor and walls.  

When our measurement results are presented, they will be 
in the form of <|S21|2>. This can easily be thought of in terms 
of power using the following equation from [7]: 
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where the proportionality constant is Ptrans. Thinking in terms 
of power, we predict that the amount of received power will 
depend on placement of absorber. The power transmitted into 
the chamber will be constant for each measurement, leaving 
<|S21|2> the only variable.  

As long as the insertion loss (S21) or similar parameter 
(power decay time, etc.) is measured before each 
measurement, any problems with absorber placement can be 
resolved. We intend to show the outcome of a situation where 
absorber is moved around after the insertion loss is measured. 
Absorber might be moved around after the insertion loss 
measurement to make room for a device under test (DUT) or 
for easier access to parts of the chamber or antennas.  

III. MEASUREMENT SETUP 
All measurements were conducted inside a reverberation 

chamber consisting of two paddles (one floor to ceiling and one 
wall to wall). The dimensions of the chamber are 
approximately 4.2 m long, 3.6 m wide and 2.9 m tall. The two 
paddles are identical in shape and have a width of 0.7 meters. 
Figure 1 shows the chamber used in our measurements.  

Measurements were conducted using a pair of dual-ridged 
horn antennas (assumed to be identical) mounted on a pair of 
non-metallic tripods that are 1.3 meters tall. The antennas were 
connected to a vector network analyzer. Data were acquired at 
16,001 discrete points between 800 MHz and 10 GHz and then 
averaged over 100 discrete paddle steps. When we display our 
data, we will only show results from 1 GHz to 10 GHz. We 
discard data below 1 GHz because the antenna mismatch 
becomes an issue.   

The single piece of pyramidal absorber used in these 
measurements (seen in Figure 1) measures 0.6 m long, 0.6 m 
wide and 0.6 m tall (to the top of the cones). For the 
measurements where the absorber is elevated off the floor, 
styrofoam blocks were used to support the absorber.  

 

 
Figure 1.  Reverberation chamber used in the measurements  with  

the absorber in position 10. 

 
 
 
 

 
Figure 2.  Locations of absorber (dotted lines) in the chamber. One paddle is  

shown as a circle, and is mounted floor to ceiling while the other paddle 
outlined (rectangular box) is mounted wall to wall. Positions 5, 6, 7 and 10 are 

partially under the paddle. 

To test our hypothesis that proximity to chamber surfaces 
affects the loading, absorber was placed in 10 different 
locations around the reverberation chamber and insertion loss 
(S21) was measured at each location. The diagram in Figure 2 
shows the locations of the absorber in the reverberation 
chamber.  Note that this diagram shows a top down view of 
the absorber placement.  

For positions 1-8, the absorber was placed on the floor of 
the chamber, up against and touching the wall or corner. In 
positions 2, 4, 6 and 8, the center of the absorber was placed in 
the center of the wall. While the absorber was at position 9, 
data were taken while the absorber was on the floor, and  
again after the absorber was raised to the height of the 
antennas (approximately 1.3 meters). This elevated position is 
referred to as “9A.”  In position 10, the absorber was at a 
height of 0.6 meters.  

Regardless of the position of absorber, the antennas 
remained in the same position and orientation (cross-
polarized).  

IV. MEASUREMENT RESULTS AND ANALYSIS 
At each of the locations shown in Figure 2, S21 was 

measured in phasor form at 100 discrete paddle positions. We 
computed the squared magnitude of S21 at each paddle 
position, then computed the ensemble average (denoted as < 
>) to end up with a single <|S21|2> value at each frequency. In 
addition to this, we measured the insertion loss of the chamber 
in an empty configuration as a reference.  

We start our look at the measurement results with the 
reference measurement in Figure 3. Here, the chamber had no 
absorber in it, that is, there is 0 dB of intentional loading. The 
losses evident in Figure 3 are due in large part to the wall 
losses of the chamber. The rippling effect seen at the lower end 
of the frequency range is due to antenna mismatch. Since the 
same antennas are used in all of our experiments, any mismatch 
effects should be constant from measurement to measurement 
and thus unimportant for our comparisons.  
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Figure 3.  Reference measurement taken with no absorber in the chamber. 

Insertion loss is shown as <|S21|2> dB. 

Next, we examine the measurement results for the locations 
where absorber was placed in the corners of the chamber: 
positions 1, 3, 5 and 7. In these locations, the absorber should 
be least effective because it is not fully exposed on 3 sides. 
Figure 4 shows the four corner locations compared to the 
reference measurement (Figure 3). 

An analysis of Figure 4 shows that each of the four corner 
absorber positions yields very similar results; so close that the 
curves are indistinguishable on the plot. To reduce the effects 
of measurement noise and aid our future analysis, a 101 point 
moving average is applied to the data. In addition to the 
moving average, we will compare our results directly to the 
reference measurement by defining “Absorber 
effectiveness.”Absorber effectiveness is simply the difference 
between the reference insertion loss (unloaded chamber) and 
the insertion loss measured at the given location. 
Mathematically, we define absorber effectiveness as:  

nposref SSEA .
2

21
2

21 ||||.. ><−>=<             (2) 

where “pos.n” is the given position number. 
By calculating A.E. and applying a moving average to the 

results from positions 1, 3, 5 and 7, we can refine the results of 
Figure 4 to those of Figure 5 to show that a single piece of 
absorber in any corner of the chamber adds about 5 dB to the 
insertion loss measurement. 

Figure 5 shows that after reducing the noise (using a 
moving average) each corner location shows a consistent 
amount of absorber effectiveness regardless of which corner it 
is.  

The consistency of the corner locations (numbers 1, 3, 5 
and 7) can also be seen in the mid-wall locations (numbers 2, 4, 
6 and 8). In the mid-wall positions, only two sides of the 
absorber are not fully exposed. Figure 6 shows these results, 
with the same moving average applied. Absorber in these 
locations more effectively loads the chamber than the absorber 
located in the corners of the chamber. 

 

 
Figure 4.  Measured <|S21|2> dB values for positions 1, 3, 5 and 7 as 

compared to the reference. No moving average has been applied. 
 

 
Figure 5.  Absorber Effectiveness data for positions 1, 3, 5 and 7. With a 101 

point moving average applied.  

 
Figure 6.  Absorber Effectiveness data for positions 2, 4, 6 and 8 with a 101 

point moving average applied. 
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Figure 7.  Absorber effectiveness data for position 9 with a 101 point moving 

average applied. 

Next, the absorber was placed in the center of the chamber, 
on the floor. In this location, the absorber has only one side that 
is not fully exposed. Therefore, we expect increased absorber 
effectiveness compared to all previous positions. Figure 7 
shows the A.E. of position 9. 

In addition to testing a single piece of absorber on the floor 
at position 9, we did an additional test with the absorber 
elevated to the height of the antennas (1.3 m). At position 9A, 
the piece of absorber is totally within the working volume of 
the chamber and should be fully exposed on all sides. At this 
position, we would expect that the absorber has reached it’s 
maximum effectiveness.  However, as our hypothesis stated, 
any absorber placed anywhere in the working volume should 
provide the same amount of effectiveness. To test this, we 
placed the piece of absorber at position 10 at a height of 0.6 m 
above the floor. Figure 8 shows that the results from positions 
9A and 10 are nearly identical (to within 0.3 dB). 

 

 
Figure 8.  Absorber effectiveness data for positions 9A and 10 with a 101 

point moving average applied. 

 
Figure 9.  A summary of the absorber effectiveness results showing all 11 

configurations tested.  

To better compare the differences that arise from placing 
absorber different locations, Figure 9 shows all 11 
configurations on the same plot. On this plot we can see that 
the absorber placed in the corner of the chamber has a reduced 
effectiveness of almost 3 dB compared to the most effective 
location (elevated off the floor). This is most likely due to all 
sides of the absorber not being fully exposed. Similarly, 
absorber placed against the wall is approximately 2 dB less 
effective than if placed well within the working volume 
(position 9A and position 10).  

V. MEASUREMENT UNCERTAINTIES 
Uncertainty for these measurements can be quantified after 

first identifying the contributing factors. The uncertainty from 
the statistical processing of the measurements is the largest 
contributor. This initial uncertainty can be reduced through 
additional averaging, but cannot be eliminated completely. 
The second factor to be considered is the system drift as the 
temperature fluctuates throughout the measurement process.  

It is important to note that this uncertainty analysis is 
restricted to those factors which impact relative measurements 
only. Some uncertainties that would usually affect absolute 
measurements need not be considered here. For example, 
uncertainties that manifest themselves as an offset would 
impact both measurements being considered in (2). 
Uncertainties of this type would not affect the relative 
measurement because they apply to both measurements 
equally. 

The initial statistical uncertainty can be quantified by the 
standard deviation of the original measurements, before a 
moving average is applied (i.e. those shown in Figure 4). With 
no reference measurement subtracted, the data in each 
absorber configuration has a standard deviation of 
approximately 0.4 dB. Computing the absorber effectiveness 
using (2) increases this uncertainty by approximately 40% 
(√2) to 0.6 dB. To reduce this uncertainty we apply a moving 
average to the data. This will reduce the uncertainty by the 
following factor: 
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f
stats N

U 6.0=                                       (3) 

where Nf is number of independent frequency samples. This 
can be determined by calculating the bandwidth of the 
chamber using the measured Q of the chamber. In the worst 
case, our measurements have a bandwidth of about 1 MHz. In 
other words, we must sample at frequency intervals of 1 MHz 
or more in order to get a statistically independent sample. 
Given the frequency spacing of our initial measurements, and 
the size of our moving average window, we have about 50 
independent frequency samples in each moving average 
window. This results in a final Ustats of approximately 0.08 dB.  

The second contributor to our final uncertainty number is 
the result of system drift largely due to temperature (Utemp). 
These measurements were taken over three days (two separate 
system calibrations). Over this period, the system has an 
estimated drift of about 0.1 dB.   

To compute the cumulative uncertainty (also known as the 
Combined Standard Uncertainty), we combine these two 
factors by computing the root-sum-of-squares as shown in [8]: 

22 )()( tempstatscomb UUU += .                     (4) 

Inserting the terms we determined above, we obtain a 
combined uncertainty of 0.13 dB. After calculating Ucomb we 
can select a coverage factor. We choose a coverage factor of 2, 
which is common practice [8]. This coverage factor is 
multiplied with (Ucomb) to obtain our final measurement 
uncertainty of 0.26 dB. This value applies to all relative 
measurements (including absorber effectiveness calculations) 
presented here.  

VI. DISCUSSION 
Our measurements to this point seem to coincide with our 

hypothesis that placing absorber in a corner or against a wall 
makes it less effective than if it were within the working 
volume. To more conclusively validate our hypothesis we 
duplicated the measurements at positions 9A and 10. However, 
this time we placed a metal plate underneath the piece of 
absorber. In this configuration, the absorber should be less 
effective because the metal plate is preventing all sides of the 
absorber from being exposed. We expect our results to look 
similar to the difference between positions 9 and 9A; placing a 
plate under the absorber should simulate the piece of absorber 
sitting on the floor. However, because the size of the plate is 
much smaller than the size of the floor, we don’t expect the 
results to be identical. Figure 10 shows the original position 9 
and 9A results with the addition of the results from position 9A 
with a metal plate. 

 
Figure 10.  Comparison between Positions 9, 9A and 9A with a metal plate. A 

101 point moving average has been applied.  

Figure 10 shows that when the metal plate is used, results 
are within 0.5 dB of position 9. The remaining difference 
between the two configurations is likely due to the fact that the 
metal plate used was the exact same size as the bottom of the 
absorber. When placed on the floor (position 9), the absorber 
is effectively on a metal plate that is much larger and blocks 
all energy coming from underneath the absorber. With the 
metal plate, absorber in position 9A can still interact with 
energy reflected off the floor.  

We also placed a metal plate under the absorber in position 
10 to show that the result is independent of the absorber 
location (as long as it is within the working volume). In this 
configuration, we still expect the result to be close to position 
9. Figure 11 shows the original position 9 and 10 data with the 
addition of the results from placing a metal plate under the 
absorber in position 10.  

As with the metal plate in position 9A, using a metal plate 
in position 10 yields results that are within 0.5 dB of where we 
expected to be – equivalent to position 9. The reasoning here 
is also similar; the floor acts as a much larger metal plate than 
was actually used in positions 9A and 10.  

 

Figure 11.  Comparison between Positions 9, 10 and 10 with a metal plate. A 
101 point moving average has been applied.  
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VII. CONCLUSIONS 
We have shown that placing a fixed amount of absorber at 

different locations inside a reverberation chamber can impact 
the insertion loss of the chamber (and thus the “effectiveness” 
of the absorber). By placing a single piece of absorber at 11 
different locations we showed that as long as all sides of the 
absorber are fully exposed and within the working volume of 
the chamber, maximum effectiveness is achieved. Because of 
this effect, we encourage others to measure the insertion loss of 
their chamber – in its test configuration – prior to other 
measurements and to avoid moving absorber once this 
measurement has been completed.  
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1. EXTENDED ABSTRACT
The need for the development of performance requirements, 
metrics and test methods for evaluation of location and tracking 
systems is increasing as these systems begin to become 
commercially available for use by emergency responders.  A 
working group was recently formed at the 5th Annual PPL 
Workshop1 consisting of members of the various emergency 
responder communities, representatives of government agencies, 
and location and tracking system manufacturers with plans to 
collect and share information about their ongoing efforts that 
have bearing on this effort.  The goal of the working group is to 
develop baseline performance requirements for reliable and
interoperable indoor location systems for emergency responders 
and develop test procedures to validate vendor systems against 
those requirements.  The final deliverable will be a proposed 
draft document in acceptable format to be presented to 
appropriate standards developing organization(s). The 
following text describes in broad terms the steps by which the 
draft document will be created.

1.1 Information Collection 
Information about past and current activity in the development 
of performance evaluations of location/tracking systems for first 
responders will be collected for as many efforts as possible.  
This serves two main purposes: to learn from the successes and 
failures of others, and to foster a spirit of cooperation amongst 
interested parties. This work was begun last year as part of an 
internally funded NIST project within BFRL.  Pertinent 
information collection items include:

Thorough literature search on existing solution 
technologies and manufacturers which offer mature 
solutions.

Thorough literature search on existing standards 
documents and user requirements, including all 
emergency responder communities.

Contact key people from government agencies that are 
involved in or might have an interest in development 
of performance standards for location and tracking 
systems (LTS) for first responders.

Contact emergency responders and manufacturers that 
are interested in LTS evaluations and invite them to 
contribute to this effort.  

1.2 User Community Input
A very important aspect of this work is to maintain a close 
relationship with the various LTS user groups so that their 
requirements and desires are met to the fullest extent possible.  
The three main user groups are fire fighters, police, and EMS 
personnel.  Other user groups may include the National Guard,
the Coast Guard, hazmat, and USAR (technical rescue). In 
addition to gaining an understanding of the users’ needs, 
information about their operating environments is also essential 
to design test methods that will ensure the LTS under test will 
perform adequately in the field.  For fire fighters, the LTS must
be robust enough to function in a hot, smoke-filled building, 
regardless of the location technology being used.  The input 
desired from user groups includes:

Preferred performance requirements: location 
accuracy, communications reliability, equipment form
factor, etc.;

Description of operation scenarios: building materials, 
number of floors, number of users, etc.

Preferred user interface: voice-activated, handheld 
device, visual display, etc.

Technical barriers that challenge/prohibit the use of 
LTS: radio frequency interference, access to building 
maps, etc.

Non-technical barriers that challenge/prohibit the use 
of LTS: lack of resources, political climate, 
receptiveness of users, etc.

1.3 Roles of Working Group 
As this information is collected and questions are answered, the 
scope of the current project will take shape and reveal new roles 
for NIST and other stakeholders in the working group. A
Steering Group at the PPL Workshop was appointed to provide 
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guidance and order to the efforts of the working group. Some 
important steps towards achieving the goal of the working group 
and facilitating the flow of activities are listed below: 

Each stakeholder will provide enough information 
about their respective activities to allow others to plan 
their work in a constructive way that may or may not 
involve collaborations. 

Proceed in the areas that are common among all 
applications while specific interest groups can work in 
parallel to develop test methods for the applications 
with which they are most concerned, with guidance 
from the Steering Team.

Leverage as much as possible existing standards for 
performance requirements and test methods which 
apply generally to the ruggedness of fire equipment.

Assign a task group the responsibility for correlating 
the pieces and assembling them into a cohesive 
document that can then be channeled to standards 
developing organizations (SDOs) when the latter are 
ready to start working on formal standards documents.

1.4 Related Activities at NIST
In the interest of sharing Information about past and current 
activity in the development of performance evaluations of 
location/tracking systems for first responders, relevant work at
NIST includes: 

The Building and Fire Research Laboratory is 
compiling a prioritized list of fire scenarios that are
important to the fire service with respect to LTS. 

The Building and Fire Research Laboratory is 
currently developing ground-truth measurement 
science with which to verify LTS location 
performance.  Future work will incorporate testing of 
existing LTS in real-scale environments to validate the 
test methods.  The feasibility of using small-scale test 
facilities for ground-truth measurements and rough-
duty ruggedness testing will be explored. 

The Electrical and Electronic Engineering Laboratory 
is developing an understanding of the way RF signals 
are attenuated by building materials, reflected and 
redirected by building surfaces, and how interference 
from other wireless devices can impact RF signal 
quality.  A measurement campaign will be conducted 
to characterize RF links in various structure types with 
respect to time-of-arrival, angle-of-arrival, received-
signal-strength, etc.

The Electrical and Electronic Engineering Laboratory
will validate the use of a reduced-scale reverberation 
chamber in which “virtual” RF signals are generated 
as a method by which the performance of RF-based, 
and possibly other types of LTS, is measured.

The Information Technology Laboratory will develop 
a computer simulator to extrapolate the tested small-
scale performance of actual location/tracking systems 
to large-scale networks and in fire scenarios in order 
to validate their performance in realistic deployments.  

The Information Technology Laboratory has been 
involved in the development and evaluation of many 
different LTS technologies. 

The Manufacturing Engineering Laboratory is active 
in the development of standards and guidance 
documents for search and rescue robots, which 
involves LTS for certain performance tests included in 
the suite of requirements for some applications.
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Abstract—We propose a compact and low-cost waveform
source that can be used to calibrate the magnitude and phase
response of vector receivers over a bandwidth as large as a
few gigahertz. The generator consists of a broadband comb
generator followed by a filter and amplifier. As a demonstration,
we constructed and calibrated a source suitable for calibrating
vector signal analyzers operating between 43 GHz and 46.5
GHz. We then used the source to characterize the response of
a commercially available vector signal analyzer. We compared
the result with calibrations performed with a general-purpose
source.

Index Terms—Calibration, comb generator, oscilloscope, vector
signal analyzer, vector signal generator.

I. INTRODUCTION

BROADBAND vector receivers are used to characterize
signals that are modulated in phase as well as amplitude

such as quadrature amplitude modulation (QAM). A simpli-
fied schematic of a vector signal analyzer (VSA, a type of
vector receiver) is shown in Fig. 1. The VSA consists of an
optional bandpass filter, a downconverter and an analog-to-
digital converter. These components cause linear and nonlinear
distortion in the signal measurement as demonstrated in, e.g.,
[1] and [2]. Assuming the instrument is operated in a linear
voltage regime, linear distortion dominates the measurement
and can be quite significant [1], [2]. If the distortion can be
characterized, then digital processing can be used in the VSA
to compensate/calibrate the measurement system.

VSA calibration at microwave frequencies is often accom-
plished by internal calibration routines, however at millimeter-
wave frequencies, calibration can be more of an issue. In
this work we propose and demonstrate a compact, low-cost
waveform generator that can be used to calibrate the response
of vector receivers operating in the millimeter-wave frequency
regime.

A modulated signal source can be used to calibrate a
VSA by assuming that the response of the source is ideal.
However, modulated sources can exhibit significant phase
errors that increase with modulation bandwidth, as in eg., [3]-
[6]. Alternatively the source can be calibrated by use of a
sampling oscilloscope and then used to calibrate the vector re-
ceiver [5]. However, most currently available general-purpose
modulated sources are based on arbitrary waveform generators

Fig. 1. Simplified schematic of a typical vector signal analayzer consisting
of an optional bandpass filter (BF), a downconverter (mixer) and an analog-
to-digital converter (ADC). The output of the ADC is digitally processed to
form, for example, a constellation diagram or a plot of magnitude and phase
verses frequency.

and frequency converters. These are typically large, expensive,
and susceptible to temperature changes and mechanical shock,
making them impractical for field applications such as self-
calibration of a VSA.

Comb generators are often used for calibrating large-signal
network analyzers (LSNAs). Since they can be based on a va-
riety of nonlinear circuits, they are relatively simple, compact,
and inexpensive, but are not as versatile as arbitrary waveform
generator-based multisine sources. Some comb generators are
based on step-recovery diodes and are sensitive to changes in
drive power [7], [8] and temperature [9]. Recently, more stable
comb generators have been demonstrated, e.g. [8], [10]. These
generators produce impulse-like periodic pulses with a broad
spectrum.

Because the energy in a train of impulse-like pulses is
localized in a very short time interval, the power Pk in the
kth tone of the comb is quite low for a given peak voltage
Vp. For example, if the pulse repetition frequency is f0 and
the pulse is approximated as rectangular with duration ∆, Pk
is given by

Pk =
V 2
p f

2
0

50 Ω

(∫ ∆/2

−∆/2

cos(2πkf0t)dt

)2

≤ (Vpf0∆)
2

50 Ω

so that Pk ≤ −81 dBm for typical parameters Vp = 0.1
V, f0 = 10 MHz, and ∆ = 20 ps. The noise background
of a typical VSA is on the order of -100 dBm or more,
giving only a 20 dB dynamic range without averaging. (A
dynamic range on the order of 40 dB is required to obtain
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Fig. 2. Schematic drawing of the portable millimeter-wave comb generator
and system used to characterize its output with known accuracy. Ports labeled
Ch. 1, 2, and trigger refer to connections to a calibrated sampling oscilloscope
that is used to calibrate the output of the generator, measured on channel
3. Channels 1 and 2 measure sine waves that are used by the NIST TBC
algorithm [13] to correct the oscilloscope timebase. Once calibrated, the comb
generator’s output can be used to calibrate the linear response of a VSA.

error vector magnitude measurements that are accurate at the
∼ 1% level.) If the pulse duration could be increased, by use
of band limiting and/or dispersive elements, while keeping the
peak voltage fixed, the power in each tone would be increased,
thus improving the signal-to-noise ratio when characterizing a
vector receiver. Such an approach was hinted at in [10] and [5].
A source that was designed for a similar application over the
100 MHz to 2 GHz band was described in [11]. In this work
we demonstrate a comb-generator-based source, with band-
limiting filter, operating between 43 GHz and 46.5 GHz. With
this source, other bands up to 67 GHz are realizable.

II. COMB GENERATOR SYSTEM FOR MILLIMETER-WAVE
APPLICATIONS

Our comb-generator system and the apparatus used to
characterize its output are shown schematically in Fig. 2.
We use commercially available components everywhere in
the system. The box labeled “Comb” is a comb generator
that is similar to that described in [8] but has been modified
to have higher bandwidth and a 1.85 mm coaxial output
connector. The output of the comb generator is filtered and
temporally broadened by a 43 GHz to 46.5 GHz bandpass
filter. Amplification and further filtering are provided by a
20 dB gain amplifier. An optional variable attenuator can be
included for studying behavior of the vector receiver under test
with respect to the signal power. The isolator is included to
make the system source mismatch small and relatively constant
when the reflection of the attenuator changes.

Different operating frequency ranges can be chosen by use
of different filter/amplifier combinations. The highest useful
frequency of our system, 67 GHz, is determined by the band-
width and coaxial connector of the commercially available
comb generator. Higher signal-to-noise ratios can be achieved
by higher amplification and/or choosing a narrower bandwidth
or a more dispersive filter, such as an all-pass filter [11].

Fig. 3. Measured comb generator waveform.

Fig. 4. Frequency domain view of comb generator waveform.

III. CALIBRATION OF THE COMB GENERATOR SYSTEM

Calibration of the comb generator system is performed
with a calibrated sampling oscilloscope [12] and by using
procedures similar to those described in [3], [7], [13]. The
system in Fig. 2 and our measurement procedures utilize the
publicly available NIST timebase correction algorithm [13],
[14]. The signal generator produces sine waves with frequency
fr on the order of 10 GHz used for timebase distortion
correction and as the reference for the trigger. The prescaler
(÷N block) produces a fast transition that triggers the comb
generator, which is measured on channel 3 simultaneously
with the sinusoid measurements on channels 1 and 2. Because
all of the samplers in the oscilloscope are activated by the
same trigger pulse, the timing errors in all the channels in the
oscilloscope are nearly identical [14]. The timebase correction
algorithm fits the sinusoids measured on channels 1 and 2 and
estimates the timing error in their measurement. This estimate
is then used to correct the timing error in the measurement of
the comb generator.

Portions of a waveform with repetition frequency f0 = 10
MHz are shown in Fig 3. It is important to measure a full
period of the waveform because temporally windowing will
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cause errors if energy is present away from the main pulse, as
is the case in our comb generator system (as shown in Fig. 3).
In our case, this extra pulse causes ripple in the spectrum with
period of 20 MHz and approximately 0.4 dB peak-to-peak
magnitude variation (not resolved in Fig. 4) and 0.3 degree
peak-to-peak phase variation.

A typical single waveform measurement is timebase cor-
rected by use of the sequential timebase correction algorithm
described in [13]. To facilitate further processing steps that use
discrete Fourier transforms, the timebase corrected waveform
is interpolated onto an evenly spaced temporal grid over
an epoch equal to the period of the comb, that is, 1/f0.
Measurements of the comb are time consuming and subject
to temperature drift. The drift error is efficiently corrected
by first Fourier transforming the data and then using the
phase-alignment algorithm of [15]. After drift correction, the
waveforms are transformed back to the time domain and
averaged. In our measurements the rms noise of a single
waveform is approximately 1 mV and is reduced to 0.1 mV
by averaging 100 measurements. Finally, the averaged mea-
surements are corrected for the response of the oscilloscope
and impedance mismatch, as described in [16], to obtain the
response of the comb generator. Note that, while the samplers
are calibrated by electro-optic sampling techniques through a
National Metrology Institute, all other steps described above
may be implemented by users.

IV. CALIBRATION OF A VSA AND COMPARISON WITH
RESULTS OBTAINED WITH OTHER SOURCES

We used our comb generator system to calibrate the re-
sponse of a commercially available VSA over a bandwidth
of 120 MHz centered at 45 GHz. For comparison, we also
synthesized two different multisines with 10 MHz tone spacing
centered at 45 GHz [4]. These multisines were calibrated
with the oscilloscope in the same way as with the comb
generator system and had peak voltages that were comparable
to that of the comb generator system. The first multisine had a
(nominally) constant phase with respect to frequency and the
second had Schroeder phase [17] characteristic.

The VSA was configured to acquire an integer number of
cycles of the comb [18]. The input range was set about 4
dB below saturation. Multiple measurements of all signals
were acquired, aligned using the technique of [15] and then
averaged. Measurements of the comb generator system were
aligned to a constant phase of zero.

Results of the measurements are shown in Fig. 5. The
phase of the VSA measurements were compared to those
measured by the calibrated oscilloscope. Agreement in the
characterization of the VSA’s phase error indicates that the
portable comb system is performing on par with the rack
of equipment that constitutes the AWG-based source. To
quantify this, we used a paired t-test [19] to compare the
mean measured phase φMS(fj) = (φC(fj) +φS(fj))/2 of the
two multisine signals with the comb phase φcomb(fj). The
difference dj = φMS(fj) − φcomb(fj) averaged over the 13
frequencies is d = 3 × 10−5 and its standard deviation is
sd = 0.042. The test statistic d/sd = 7.5 × 10−4 produces

Fig. 5. Difference between phase measured with oscilloscope and phase
measured with VSA based on measurements with the comb (◦) and multisines
with fixed phase (4) and Schroeder phase (×).

a p-value of 0.999. Therefore, based on the data, we find
no significant difference between the multisine- and comb
generator-based calibrations.

V. CONCLUSION

We presented a straightforward measurement technique for
calibrating vector signal analyzers at millimeter-wave frequen-
cies by use of a calibrated comb generator. The method
uses off-the-shelf parts and is portable, allowing users to
conduct these calibrations in their own labs, without use
of cumbersome, expensive AWG-based sources. The results
presented here demonstrate that our prototype millimeter-wave
comb generator can be used for calibrating VSAs without a
significant degradation in the calibration of the phase response.
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Abstract - The redefined kilogram will be realized in
vacuum and NIST is developing a magnetic suspension
system to disseminate the standard to air. This paper details
the progress to characterize and improve the performance of
the magnetic suspension portion of the system. Effort has
been made to determine the magnetic field within the system
through simulation and experiment. To increase stability
interferometry is being integrated into the system.

Keywords: mass, balance, magnet, suspension,
interferometry

1. INTRODUCTION

In 2018, the SI unit of mass, the kilogram, is expected
to be redefined so that its magnitude is set by fixing the
value of the Planck constant. The reasons behind this change
[1] include the measured difference in mass between the
international prototype kilogram and the other official copies
produced during the same time period [2]. Despite this
redefinition, the general process of mass dissemination will
remain largely the same and thus continued use of mass
comparators and artifacts is necessary. However, the primary
realization of the new kilogram will take place in vacuum,
therefore a method of vacuum-to-air transfer is needed.

The common method of vacuum-to-air mass
comparison is to use sorption standards to develop empirical
models to account for mass changes that air introduces
when the test mass is removed from vacuum [3]. At the
National Institute of Standards and Technology a different
approach is being pursued. Here, the standard artifact,
kept in vacuum, is directly compared, using the same
high precision balance, to a test mass in air. The mass
comparison is carried out by coupling the two systems
through a magnetic suspension method [4]. This approach
eliminates the need to correct the test mass value to account
for environmental sorption effects.

Currently, the magnetic suspension system (MSS) is
going through an upgrade as the entire setup is moved
into a new laboratory. In this paper we discuss the work
being done during this time to characterize and improve
the overall performance of the MSS. The MSSs discussed
here encompass two systems. The first, which will be
referred to as the real MSS, represents the final upgraded
system. The second, referred to as the test MSS, is a
prototype built for testing improvements to the magnet
suspension before integration into the real MSS. In general
the magnetic suspension systems can be broken down into

several key components: (1) the actuator which consists
of the electromagnetic coil and permanent magnets, (2) the
sensor which consists of a Hall probe and interferometer, and
(3) the feedback electronics and software. Through these
studies we aim to improve the system stability and increase
the overall precision of the mass comparison measurements.

2. MAGNETIC SUSPENSION SYSTEM

Figure 1 shows a schematic of the magnetic suspension
system, while Fig. 2a identifies the components of the
magnet assembly used in the real MSS. The entire assembly
is housed in the upper and lower chambers of an aluminum
vacuum vessel. A precision mass comparator is located in
the evacuated upper chamber; its mass pan and the upper
magnet assembly are hung from the comparator. The upper
magnet assembly consists of a rare-earth cylinder magnet
with a soft-iron cylinder placed above it; the iron serves to
enhance the field. Wrapped around the permanent magnet
is a multi-turn coil. Surrounding the magnet are two layers
of mu-metal shielding. This reduces the spatial extent of the
magnet’s field and limits its interaction with any surrounding
magnetic materials. The lower chamber at atmospheric
pressure contains a second magnet assembly with a mass
plate connected below it. The lower magnet assembly is
similar to the upper except there is no coil. Embedded in
the flange separating the upper and lower chambers is a
Hall sensor. In the upgraded system an optical measurement
sensor will be attached directly below the lower magnet
assembly.

2.1. Mass Measurement

Using this system, mass comparison could be carried
out in the following way. First, a reference mass, calibrated
using the Watt balance [5], is placed on the mass pan
positioned above the magnet assembly in the upper chamber.
The lower magnet assembly, without the test mass, is then
suspended and a reading of the mass using the balance is
carried out. Next the magnetic suspension is stopped, the
reference mass is removed from the upper pan and a test
mass is placed on the lower plate, then the lower assembly
is re-suspended and a measurement of the test mass is
made. The test mass is then determined to be the calibrated
mass of the standard plus the difference in the two mass
measurements. Additional adjustments are made to account
for the buoyancy correction due to air and the gravitational
change due to the differing heights of the measured masses.
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Fig. 1. Schematic of the magnetic suspension system for
vacuum-to-air mass comparison. The reference mass is housed in
the upper vacuum chamber along with the mass balance. The test

mass is placed in the lower chamber. The relative separation of the
upper and lower assembly is monitored by a Hall probe. In the

new design an interferometric signal will be used for monitoring
sub-micron motion. These two signals are fed into the servo

controller; the output drives the electromagnetic coil stabilizing
the suspended assembly and improving the precision of the mass

measurement.

3. ACTUATING

3.1. Electromagnetic Coil

The electromagnet coil used in the experiment consists
of a multi-turn coil. The coil is driven by an H-bridge circuit
that is controlled by a pulse-width modulated signal. In
the ideal case the lower assembly will be suspended such
that the average current flowing through the coil is zero.
However this is not always the case, and since the coil is
placed in vacuum heat dissipation becomes a concern. In the
original MSS, which used a NdFeB (neodymium) magnet,
local heating by the coil may have lowered the magnetization
of the permanent magnet, weakening the force between the
upper and lower assembly. In the upgraded real MSS we will
switch to SmCo (samarium−cobalt) magnets which have a
Curie temperature of approximately 2.5 times that of NdFeB
magnets.

3.2. Permanent Magnet

Understanding the magnetic field distribution and
strength around the magnet assemblies is essential to ensure
the field does not couple to some external magnetic material.
Additionally, the field gradient along the axial direction
determines the magnetic force between the magnets and
thus the maximum load. The 2009 paper by Jabbour et al.

Fig. 2. (a) Cross-sectional diagram of the upper and lower
assemblies. (b) Magnetic field strength distribution around the

upper and lower assemblies. The model shows the effectiveness of
the mu-metal shielding in reducing the magnetic field outside of

the assemblies.

[6] examined the magnetic field distribution of the original
system. However, the finite element modeling (FEM) was
not compared to real-world data and several changes have
been made to the system, including the switch to SmCo
magnets. A 2D cross-section of the current design is shown
in Fig. 2a. The modeling of the field, Fig. 2b, is carried out
using the commercial software COMSOL1. To facilitate an
understanding of the modeling and to validate its usage we
started with a simple system that could be checked against
analytic solutions and simulations and then moved to the full
system.

Cylinder Magnet
The core component of the magnetic suspension

system is the cylindrical permanent magnet used to produce
the dc magnetic field. The majority of the pulling force
used in the suspension results from this field. In the current

1Certain commercial equipment, instruments, or materials are identified
in this paper in order to specify the experimental procedure adequately.
Such identification is not intended to imply recommendation or
endorsement by the National Institute of Standards and Technology, nor is it
intended to imply that the materials or equipment identified are necessarily
the best available for the purpose.
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Fig. 3. (a) Magnetic field strength measured along the axial and
radial direction. (b) Magnetic field strength measured radially

about the center of the magnet, 1.05 mm off the surface. Here a
lack of axial symmetry can be clearly identified.

design, the magnet has a height of 19 mm and a diameter of
38 mm. We focus here on a SmCo magnet with a residual
flux density of Bres = 1.16 T.

A common approach to deriving an analytic
expression, in the case of no current density, is to use a
scalar magnetic potential:

Ψ =

∫

V

ρm(~r)dr

4πµ0|~r − ~r′|
, (1)

where ρm(~r) is the magnetic charge density and µ0 is
permeability of free space. The magnetic field can be
determined by inserting Ψ into

~H = ~∇Ψ (2)

and usingBz = µ0Hz . The resulting magnetic field strength
is

Bz =
Bres

2

(
z − d/2√

R2 + (z − d/2)2
− z + d/2√

R2 + (z + d/2)2

)
.

(3)
Here R and d are, respectively, the radius and height of the
cylinder and z is the distance the field is measured from the
center of the magnet.

Fig. 4. Comparison of FEM calculation (blue dashed) for two
cylindrical SmCo magnets to analytic expression (green line), (5),
for the magnetic force. The red dashed line is the FEM calculation

for the force on the entire lower assembly.

Using Ampere’s law we carry out an FEM of the
system to determine the field. To decrease computation
time, we take advantage of the 2D axial symmetry of the
model. Within the geometry we also add a small fillet to
the corners of the magnets, while this does not impact the
resultant field, it can have a substantial impact on the force
calculation. The material property is chosen to be iron,
however the relative magnetic permeability and residual flux
density are set to those of SmCo, namely ρ = 1.05 and
Bres = 1.16 T, respectively. This choice captures the
essence of the important magnetic properties of the material.

A comparison of the results is shown in Fig. 3a, where
strong agreement is seen except near the surface where
the measured field decreases. The radial measurements in
Fig. 3a, also show strong agreement. Finally, in Fig. 3b
the field around the central axis at a fixed axial separation
is measured. While for true axial symmetry a radial
distribution would be expected, here, a clear breaking of this
symmetry is found. This deviation is the same decrease seen
in Fig. 3a, and results from a small residual magnetization
pointing inward along the x-axis, toward the center that
resulted from the manufacturing process. This unexpected
result should not negatively impact performance, and may
help dampen rotation of the lower magnet about its axial axis
while suspended.

Magnetic Force
A closed-form solution for the force between two

cylindrical magnets can be derived [7]. The general
expression is

Fz =
∂E

∂z
= 2πµ0M

2R3 ∂Jd
∂z

, (4)

from which a general solution can be found:

Fz = −2πKdR
2

1∑

i,j=−1
i · j ·A0

11(ζ + iτ1 + jτ2, 1, 1), (5)

where Kd = µ0M
2/2 and

A0
11(ω, 1, 1) =

ω

πk1
E(k21)− (2 + 0.5ω2)k1ω

2π
K(k21) +

1

2
.

(6)
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K and E are complete elliptic integrals of the first and
second kind and k21 = 4/(4 + ω2). As seen in Fig. 4 the
general solution shows excellent agreement for separations
up to 10 cm; beyond this distance the FEM breaks down. An
expression for the force acting on the entire lower assembly
is more difficult to derive, so the FEM is necessary to
determine the force.

4. SENSING

4.1. Hall probe
A Hall probe is placed between the two magnet

assemblies to monitor the magnetic field. The field indicates
the relative separation of the two magnets and thus provides
a good signal for the servo to stabilize. As part of the effort
to improve the overall system we will move to a Hall probe
with a lower noise floor. As is often the case during such
a testing period we have also identified limitations in the
current A/D conversion of the signal. We are working to
implement fixes that will lead to a decrease in the minimum
resolution of the measured signal.

4.2. Interferometer
Given the measurements made of the Hall probe

signal and the magnetic field gradient computed based on
simulation, a lower limit on the position resolution and
ultimate stability of the suspended mass can be determined.
To further decrease this value, efforts have been made to
design and implement an interferometer to detect fine motion
of the suspended assembly.

The simplified approach, as shown in Fig. 1, involves
configuring the interferometer such that its measurement
arm is directly below the suspended assembly. In this way,
vertical motion can be detected. The interferometry is based
on a heterodyne measurement. Two orthogonally polarized
beams of light, shifted in frequency by 2.8 MHz, are
injected into a fiber and passed into the lower chamber. The
beams are then sent through a polarizing beam splitter. One
polarization becomes the reference arm of the interferometer
while the other is the measurement arm that is bounced off
the suspended assembly. The beams are recombined and
sent back through the fiber where they are passed through
a polarizer set at 45o and then measured using a photo-
detector. The electrical response is then demodulated at the
unperturbed frequency difference. The movement of the
hanging assembly Doppler shifts the measurement beam,
which leads to a frequency difference. This difference
can be converted to determine both the velocity and the
displacement of the suspended lower magnetic assembly.

5. CONTROL

To control and stabilize the suspended mass, feedback
is used. In the previous generation the MSS feedback
was carried out by a PID loop that was implemented and
run directly from a desktop computer. Typical computer
latency led to jitter in the feedback loop rate, this in turn
led to instabilities in the suspension of the mass. We

Fig. 5. Control of suspended mass by varying set point. Using
interferometer coupled with the Hall sensor vertical displacement

less than 500 nm can be actuated and detected.

have since moved the entire feedback system to a field
programmable gate array (FPGA). The FPGA approach
provides a deterministic loop rate from which to implement
the feedback. We currently run at a rate of 100 kHz, an
order of magnitude faster than the average loop rate we
could previously obtain. Additionally, because of the ease
of altering code on the FPGA, as opposed to a pure analog
approach, the use of multiple control signals (Hall sensor,
interferometric velocity and displacement) is simplified. Of
course, we have to confront resolution issues resulting from
the limited number of bits available for digitization.

Using the test MSS we have implemented the new
FPGA code for system control. This in conjunction with a
24-bit ADC and the newly added interferometric signal has
provided a high level of control within the system. In Fig. 5,
we show changes to the measured magnetic field as well as
the optically measured displacement of the suspended mass
pan, resulting from small changes to the set point. Within
the level of stability currently achieved with the test MSS
we can clearly see sub-micron motion. At this time the mass
stability is below the resolution (1 mg) of the comparator
used in the test MSS. As such, no measurable change in mass
is seen during the controlled displacements shown in Fig. 5.

6. CONCLUSIONS

NIST is actively working to develop a mise-en-
pratique, a set of instructions for the definition of a unit that
ensures it can be realized at the highest level of precision,
for the redefinition of the kilogram. A critical component
of this is the mass comparison of a mass standard in
vacuum to a test mass in air. To that end, recent efforts
have been focused on the magnetic suspension system.
The system is currently being re-assembled in a newly
renovated laboratory. Building on our experiences from the
previous system and incorporating results from the tests and
improvements described within this paper should provide a
system that meets the demands of the mass community, i.e.
mass comparison measurements with a standard uncertainty
for 1 kg of less than 20× 10−9 kg.
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Analytical Transmission Scanning Electron Microscopy: Extending the Capabilities 

of a Conventional SEM Using an Off-the-Shelf Transmission Detector* 
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Transmission-mode scanning electron microscopy techniques are seeing increased use in both materials 

science and biological applications [1].  One reason is that recently available off-the-shelf transmission 

detectors that can be implemented into nearly any scanning electron microscope (SEM) are enabling 

imaging modes not normally associated with conventional SEMs.  For example, some modular units 

include bright and dark field transmission detectors, and one modular unit includes a high angle annular 

dark field (HAADF) detector with which elemental contrast can be observed.   

Although modular transmission detectors have demonstrated much utility [1-3], their full capacity has 

not yet been realized. One drawback is the inability to easily control the detector collection angle, and 

therefore select which electrons will be used to form images.  Unlike scanning transmission electron 

microscopes (STEMs), conventional SEMs do not have post-specimen projector lenses that can be used 

to modify the collection angle.  This means either (1) the specimen-to-detector distance must be adjusted 

to change the collection angle, or (2) an appropriate mask/aperture must be used to restrict the scattered 

electrons to a particular region of the detector corresponding to the desired collection angle. 

Furthermore, SEM transmission detectors with built-in specimen holders do not allow the sample 

position or orientation to be changed with respect to the detector or incident electron beam, and 

commercially available detectors with separate holders allow very little specimen positional control. 

(For example, see Fig. 1 in [2].)  Inserting masks/apertures between the specimen and detector in such 

cases is challenging since very little space is available, and aligning an aperture with the detector and the 

optic axis is cumbersome at best.   

This contribution demonstrates a method to extend the analytical capacity of existing off-the-shelf 

modular detectors by implementation of (1) a new sample holder, and (2) a simple, inexpensive aperture 

system that can be used to select electrons scattered to any angle intercepted by the detector.  It will be 

shown for one particular transmission detector that bright field acceptance angles are not limited to those 

dictated by the intended bright field detector, and that acceptance angles are easily controllable and 

modifiable over a wide range, from 0 mrad to > 1350 mrad.  Implementation of other transmission 

imaging modes including annular bright field (ABF) [4], low angle annular dark field (LAADF) [5], and 

thin annular detector (TAD) schemes [6] is also possible. In particular, this work shows how the two 

developments can enable HAADF transmission imaging in a 15 year old SEM.   

To demonstrate the utility of a cantilevered, clamp-based sample holder and aperture system, Figure 1 

shows an interior view of the SEM chamber with a transmission detector and EDS detector inserted.  An 

annular aperture (not directly visible in the chamber image) was placed between the transmission 

detector and the sample.  With this aperture in place, and the sample positioned approximately 6 mm 

above the detector, the dark field inner acceptance angle was approximately 250 mrad.  Figure 2 shows 

dark field images of several 30 nm diameter Au and TiO2 nanoparticles on a carbon substrate recorded 

under these conditions.  The image intensity differences for different materials are easily discernible in 

Fig 2a.  Figure 2b shows an X-ray map of the sample, demonstrating that the most intense regions can 

lm, Jason; Keller, Robert. 
”Analytical Transmission Scanning Electron Microscopy: Extending the Capabilities of a Conventional SEM Using an Off-the-Shelf 

Transmission Detector.” 
Paper presented at Microscopy & Microanalysis 2015 Meeting, Portland, OR, United States. August 2, 2015 - August 6, 2015. 

SP-44



   
              

 
                  

be assigned to the Au particles.  Figure 2c shows that Au particles hidden under an agglomeration of 

TiO2 particles are not visible when viewed with a conventional secondary electron detector, but are 

easily discernible when imaging with the transmission detector and annular aperture system. 

This work shows that a relatively low cost upgrade can significantly extend the analytical capabilities of 

practically any SEM [8].     
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Figure 1.  A view of the SEM chamber interior with the transmission detector, sample holder, and EDS 

detector inserted.  This is the setup used to generate the images shown in Fig. 2.  Because of the camera 

angle, the sample and aperture are not visible in this image. 

(a)       (b)     (c) 

Figure 2. HAADF transmission images showing 30 nm Au nanoparticles and  30 nm TiO2 

nanoparticles on a carbon substrate.  The detector gain has been adjusted to show the carbon substrate.  

(a) An image showing intensity differences between the Au, TiO2, and C.  (b) An X-ray map

superimposed on the HAADF image.  (c) Split-screen image showing Au particles under a pile of TiO2

particles.  (HAADF image is on the left, secondary electron image is on the right.)

Sample positioned here 

Transmission detector 

with masking aperture 

placed directly above the 

imaging diodes. 

1868Microsc. Microanal. 21 (Suppl 3), 2015
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Abstract. Cross-referenced parallel markup for mathematics allows the
combination of both presentation and content representations while as-
sociating the components of each. Interesting applications are enabled by
such arrangements: interaction with parts of the presentation to manip-
ulate and query the corresponding content; enhanced search indexing.
Although the idea of such markup is hardly new, effective techniques for
creating and manipulating it are more difficult than it appears. Since the
structures and tokens in the two formats often do not correspond one-to-
one, decisions and heuristics must be developed to determine in which
way each component refers to and is referred to by components of the
other representation. Conversion between fine and coarse-grained paral-
lel markup complicates xml identifier (ID) assignments. In this paper,
we will describe the techniques developed for LATExml, a TEX/LATEX
to xml converter, to create cross-referenced parallel MathML. While
not yet considering LATExml’s content MathML to be truly useful, the
current effort is a step towards that continuing goal.

1 Introduction

Parallel markup for mathematics provides the capability of providing alternative
representations of the mathematical expression, in particular, both the presen-
tation form of the mathematics, i.e. its appearance, along with the content form,
i.e. its meaning or semantics. Cross-linking between the two forms provides the
connection between them such that one can determine the meaning associated
with every visible fragment of the presentation and, conversely, the visible man-
ifestation of each semantic sub-expression. Thus cross-linked parallel markup
provides not only the benefits of the presentation and content forms, individu-
ally, but support many other applications such as: hybrid search where both the
presentation and content can be taken into account simultaneously; interactive
applications where the visual representation forms part of the user-interface, but
supports computations based on the content representation.

Of course, the idea of parallel markup is hardly new. The m:semantics element
has been part of the MathML specification [1] since the first version, in 1998!
What seems to be missing are effective strategies for creating, manipulating and
using this markup. Fine-grained parallelism is when the smallest sub-expressions
are represented in multiple forms, whereas with coarse-grained parallelism the
entire expression appears in several forms. Fine-grained parallelism is generally
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easier to create initially, and particularly when one deals with complex ‘transfix’
notations, or wants to preserve the appearance, but can infer the semantic intent
of each sub-expression. Coarse-grained is often required by applications which
may understand only a single format, or are unable to disentangle the fined-
grained structure. html5 [3] only just barely accepts coarse-grained parallel
markup, for example, by ignoring all but the first branch. Conversion from fine
to coarse-grained is not inherently difficult, it can be carried out by a suitable
walk of the expression tree for each format. But what isn’t so clear is how to
maintain the associations between the symbols and structures in the two trees.
Indeed, there is typically no one-to-one correspondence between the elements
of each format. Fine-grained parallelism, by itself, doesn’t guarantee a clear
association between all the symbols between the branches.

Our context here is LATExml, a converter from TEX/LATEX to xml, and thence
to web appropriate formats such as html, MathML and OpenMath. Input
documents range from highly semantic markup such as sTeX [4], to intermediate
such as used in the Digital Library of Mathematical Functions (DLMF) [6],
to fairly undisciplined, purely presentational, markup as found on arXiv [8].
TEX induces high expectations for quality formatting forcing us to preserve the
presentation of math. Meanwhile, the promise of global digital mathematics
libraries and the potential reuse of a legacy of mathematics material encourages
us to push as far as possible the extraction of content from such documents.
At the very least, we should preserve whatever semantics is available in order
to enable other technologies and research, such as LLaMaPuN [2], to resolve
the remaining ambiguities. Getting ahead of ourselves, our first ‘mini’ strategy
is just that: create fine-grained parallel markup at the first opportunity that
presentation and semantics are available, in order to preserve them both.

In this paper, we describe the markup used in LATExml both for macros with
known semantics, and for the result of parsing, and strategies for conversion to
cross-linked, parallel markup combining Presentation MathML (pMML) and
Content MathML (cMML). It should be noted that this does not mean that
LATExml is producing useful quality cMML; the current work is a stepping stone
towards that long-term goal.

Even in situations where only presentation markup is used, such as (cur-
rently) DLMF1 where most symbols have always been hyper-linked to their
definitions and the presentation-based search indexing is enhanced by the corre-
sponding semantic content [7], the proposed strategies create a proper association
between presentation and content resulting in a much cleaner implementation
than the ad-hoc methods previously employed. Moreover, it is more complete,
allowing the linkage to definitions to be extended to less textual operators such
as binomials, floor, 3-j symbols, etc.
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Listing 1.1. Internal representation of a + F (a, b), after parsing to XMath (as-
suming F as a function)

<XMApp>
<XMTok meaning=” p l u s ” r o l e=”ADDOP”>+</XMTok>
<XMTok r o l e=”ID” f on t=” i t a l i c ”>a</XMTok>
<XMDual>
<XMApp>
<XMRef i d r e f=”m1. 1 ”/>
<XMRef i d r e f=”m1. 2 ”/>
<XMRef i d r e f=”m1. 3 ”/>

</XMApp>
<XMApp>
<XMTok r o l e=”FUNCTION” xm l : i d=”m1. 1 ” f on t=” i t a l i c ”>F</XMTok>
<XMWrap>
<XMTok r o l e=”OPEN” s t r e t c h y=” f a l s e ”>(</XMTok>
<XMTok r o l e=”ID” xm l : i d=”m1. 2 ” f on t=” i t a l i c ”>a</XMTok>
<XMTok r o l e=”PUNCT”> ,</XMTok>
<XMTok r o l e=”ID” xm l : i d=”m1. 3 ” f on t=” i t a l i c ”>b</XMTok>
<XMTok r o l e=”CLOSE” s t r e t c h y=” f a l s e ”>)</XMTok>

</XMWrap>
</XMApp>

</XMDual>
</XMApp>

2 Motivation

Before diving into examples, a brief introduction to LATExml’s internal mathe-
matics markup, informally called XMath, is in order. This markup, inspired by
OpenMath and both pMML and cMML, is intentionally hybrid in order to cap-
ture both the presentation and content properties of the mathematical objects
throughout the step-wise processing from raw TEX markup, through parsing
and, ultimately, semantic annotation. The main elements of concern are:

XMApp generalized application (think m:apply or om:OMA);
XMTok generalized token (think m:mi, m:mo, m:mn, m:csymbol);
XMDual parallel markup container of the content and presentation branches;
XMRef shares nodes between branches of XMDual, via xml:id and idref attributes;
XMWrap container of unparsed sequences of tokens or subtrees (think m:mrow).

(Please see the online manual2 for more details.)
By way of motivation, consider the simple example in Listing 1.1. The role

attribute on tokens indicates the syntactic role that it plays in the grammar;
in this case, we’ve asserted that F is a function, allowing the expression to be
parsed. At the top-level, the sum requires no special parallel treatment since the
presentation for infix operators is trivially derived from the content form (i.e.
the application of ‘+’ to its arguments). The application of F to its arguments
benefits somewhat from parallel markup. This is a typical situation with the
fine-grained XMDual: the content branch is the application of some function or

1 http://dlmf.nist.gov/
2 http://dlmf.nist.gov/LaTeXML/manual/
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Listing 1.2. MathML representation of a+ F (a, b)

<math d i s p l a y=” b l o ck ” a l t t e x t=”a+F(a , b ) ” c l a s s=” l t x Math ” i d=”m1”>
<s eman t i c s i d=”m1a”>
<mrow x r e f=”m1 . 7 . cmml” i d=”m1. 7 ”>
<mi x r e f=”m1 . 4 . cmml” i d=”m1. 4 ”>a</mi>
<mo x r e f=”m1 . 5 . cmml” i d=”m1. 5 ”>+</mo>
<mrow x r e f=”m1 . 6 . cmml” i d=”m1. 6 d”>
<mi x r e f=”m1 . 1 . cmml” i d=”m1. 1 ”>F</mi>
<mo x r e f=”m1 . 6 . cmml” i d=”m1. 6 e”>&App lyFunct ion ;</mo>
<mrow x r e f=”m1 . 6 . cmml” i d=”m1. 6 c”>
<mo x r e f=”m1 . 6 . cmml” i d=”m1. 6 ” s t r e t c h y=” f a l s e ”>(</mo>
<mi x r e f=”m1 . 2 . cmml” i d=”m1. 2 ”>a</mi>
<mo x r e f=”m1 . 6 . cmml” i d=”m1. 6 a”> ,</mo>
<mi x r e f=”m1 . 3 . cmml” i d=”m1. 3 ”>b</mi>
<mo x r e f=”m1 . 6 . cmml” i d=”m1. 6 b” s t r e t c h y=” f a l s e ”>)</mo>

</mrow>
</mrow>

</mrow>
<annota t i on−xml i d=”m1b” encod ing=”MathML−Content ”>
<app l y x r e f=”m1. 7 ” i d=”m1 . 7 . cmml”>
<p l u s x r e f=”m1. 5 ” i d=”m1 . 5 . cmml”/>
<c i x r e f=”m1. 4 ” i d=”m1 . 4 . cmml”>a</ c i>
<app l y x r e f=”m1. 6 d” i d=”m1 . 6 . cmml”>
<c i x r e f=”m1. 1 ” i d=”m1 . 1 . cmml”>F</ c i>
<c i x r e f=”m1. 2 ” i d=”m1 . 2 . cmml”>a</ c i>
<c i x r e f=”m1. 3 ” i d=”m1 . 3 . cmml”>b</ c i>

</ app l y>
</ app l y>

</ annota t i on−xml>
<anno t a t i o n i d=”m1c” encod ing=” a p p l i c a t i o n /x−t e x ”>a+F(a , b )</ anno t a t i on>

</ s eman t i c s>
</math>

operator (here F ) to arguments (here a, b), but they are represented indirectly
using XMRef to point to the corresponding sub-expressions within the presen-
tation. While one could represent the delimiters and punctuation as attributes
(as in MathML’s m:mfenced), that loses attributes of those attributes such as
stretchiness, size or even color. A more compelling case is made by complex
transfix notations or semantic macros, as we will shortly see.

However, this simple example already hints at a hidden complexity. Con-
verting to either pMML and cMML is straightforward (given rules for mapping
XMath elements to MathML): simply walk the tree, depth-first, following each
XMRef to the referenced node and choosing the first or second branch of XMDual

for content or presentation, respectively. Even cross-linking is straightforward in
the absence of XMDual, when the generated content or presentation nodes are
‘sourced’ from the same XMath node (F , a, and b, in the example): simply assign
ID’s to the source XMath node and the generated nodes; record the association
between them; afterwards, the presentation and content nodes that were sourced
from the same ID are connected by getting an xref attribute referring each to the
other. But with XMDual one has not only to determine when the generated nodes
are related, one has to contend with extra tokens; in the example, the paren-
theses and comma appear only in the presentation. Presumably, those tokens
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should be associated with the application of F , as would the containing m:mrow.
The desired result is shown in Listing 1.2.

A fuller illustration of the issues encountered in typical LATEX markup com-
bines complex transfix notations and semantic macros, such as:

\left\langle\Psi\middle|\mathcal{H}\middle|\Phi\right\rangle

+ \defint{a}{b}{F(x)}{x}

This example, whose internal form is shown in Listing 1.3, involves quantum-
mechanics notations, which LATExml’s parser is happily able to recognize. Addi-
tionally, we’ve introduced a semantic macro \defint to represent definite inte-
gration, which will be transformed to so-called ‘Pragmatic’ Content MathML
form, to enhance the illustration with a many-to-many correspondence. (The
implementation of \defint is not difficult, but outside the scope of this article)

3 Main Strategies

We will see that a key part of the method is determining which nodes are visible
to presentation, to content or to both branches. This is easily determined by an
algorithm like mark-and-sweep garbage collection. Simply traverse the tree from
the root following the first branch of each XMDual to mark all nodes as visible to
presentation, and repeat for the second branch to mark content visibility. The
analogy is apt, as this also allows pruning of nodes that are not visible at all, as
sometimes occurs with complex macro usage — another mini-strategy.

A few definitions will also be relevant. During the depth-first tree traversal
transforming XMath into either pMML or cMML, the current node is the XMath

node being transformed. The current container is the XMDual node (if any)
containing the current node; in the context of this discussion, an XMath container
is always the application of some function or operator. We’ll call the latter the
current operator.

We will ascribe to each generated target node (pMML or cMML) an XMath

source node that can be considered ‘responsible’ for the target node. In the
common, simplest case, a current node that is visible to both branches and
generates a token node in the target can be used as the source node.

A special case occurs when the target MathML element is a container; these
generally do not correspond to symbols, and ought to be associated with the
nearest application (think m:apply or m:mrow)3. In this case, the source should
be the nearest ancestor XMDual of the current node, that is the current container.

Similar reasoning applies when a token (non-container) symbol is generated
from an XMath token which is not visible to the opposite branch; typically the
notational icing of some transfix. We presume that is the only visible man-
ifestation of the current operator, and so that is taken as the source node.

3 Exceptions are m:msqrt or m:menclose where they tend to represent both the ap-
plication of an operation and yet are the only visible manifestation of the operator!
However, we also note that a common use of cross-linking in html is to turn them
into href links; but html does not allow nested links!
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Listing 1.3. Internal representation of 〈Ψ |H|Φ〉+
∫ b
a
F (x)dx as XMath

<XMApp>
<XMTok meaning=” p l u s ” r o l e=”ADDOP”>+</XMTok>
<XMDual>
<XMApp>
<XMTok meaning=”quantum−ope ra to r−product ”/>
<XMRef i d r e f=”m2. 5 ”/>
<XMRef i d r e f=”m2. 6 ”/>
<XMRef i d r e f=”m2. 7 ”/>

</XMApp>
<XMWrap>
<XMTok r o l e=”OPEN”>〈</XMTok>
<XMTok r o l e=”ID” xm l : i d=”m2. 5 ”>Ψ</XMTok>
<XMTok r o l e=”CLOSE” s t r e t c h y=” t r u e ”>|</XMTok>
<XMTok r o l e=”ID” xm l : i d=”m2. 6 ” f on t=” c a l i g r a p h i c ”>H</XMTok>
<XMTok r o l e=”OPEN” s t r e t c h y=” t r u e ”>|</XMTok>
<XMTok r o l e=”ID” xm l : i d=”m2. 7 ”>Φ</XMTok>
<XMTok r o l e=”CLOSE”>〉</XMTok>

</XMWrap>
</XMDual>
<XMDual>
<XMApp>
<XMTok meaning=”hack−d e f i n i t e−i n t e g r a l ” r o l e=”UNKNOWN”/>
<XMRef i d r e f=”m2. 1 ”/>
<XMRef i d r e f=”m2. 2 ”/>
<XMRef i d r e f=”m2. 3 ”/>
<XMRef i d r e f=”m2. 4 ”/>

</XMApp>
<XMApp>
<XMApp>
<XMTok r o l e=”SUPERSCRIPTOP” s c r i p t p o s=” pos t2 ”/>
<XMApp>
<XMTok r o l e=”SUBSCRIPTOP” s c r i p t p o s=” pos t2 ”/>
<XMTok math s t y l e=” d i s p l a y ” meaning=” i n t e g r a l ” r o l e=”INTOP”>

∫
</XMTok>

<XMTok r o l e=”ID” xm l : i d=”m2. 1 ” f on t=” i t a l i c ”>a</XMTok>
</XMApp>
<XMTok r o l e=”ID” xm l : i d=”m2. 2 ” f on t=” i t a l i c ”>b</XMTok>

</XMApp>
<XMApp>
<XMTok meaning=” t imes ” r o l e=”MULOP”></XMTok>
<XMDual xm l : i d=”m2. 3 ”>
<XMApp>
<XMRef i d r e f=”m2 . 3 . 1 ”/>
<XMRef i d r e f=”m2 . 3 . 2 ”/>

</XMApp>
<XMApp>
<XMTok r o l e=”FUNCTION” xm l : i d=”m2 . 3 . 1 ” f on t=” i t a l i c ”>F</XMTok>
<XMWrap>
<XMTok r o l e=”OPEN” s t r e t c h y=” f a l s e ”>(</XMTok>
<XMTok r o l e=”UNKNOWN” xm l : i d=”m2 . 3 . 2 ” f on t=” i t a l i c ”>x</XMTok>
<XMTok r o l e=”CLOSE” s t r e t c h y=” f a l s e ”>)</XMTok>

</XMWrap>
</XMApp>

</XMDual>
<XMApp>
<XMTok meaning=” d i f f e r e n t i a l −d” r o l e=”DIFFOP” f on t=” i t a l i c ”>d</XMTok>
<XMTok r o l e=”UNKNOWN” xm l : i d=”m2. 4 ” f on t=” i t a l i c ”>x</XMTok>

</XMApp>
</XMApp>

</XMApp>
</XMDual>

</XMApp>
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In the example, the angle brackets and vertical bars are thus ascribed to the
quantum-operator-product operator.

In pseudo-code, the source node for a given target is thus:

if target is a container
if current container exists
current container

else
current

else if target is visible in both branches
current

else if current container exists
if current operator is hidden from presentation
current operator

else
current container

else
current

Once this ascription of source nodes is done, the cross-referencing between the
generated targets is easily established: the xref of a pMML (cMML) node is the
cMML (pMML, respectively) node that was ascribed to the same source XMath

node; if multiple nodes were ascribed to that source node, the first target node,
in document order, is the sensible choice. Applying this method to the example
from Listing 1.3 yields Listing 1.4, where we can see, for example, that the angle
brackets and vertical bars are associated with the quantum-operator-product

operator while the various m:bvar, m:lowlimit, etc, are properly associated with
the integral, not the integral operator.

4 Outlook

We have described a set of strategies for generating parallel markup with cross-
references consisting of encouraging fine-grained parallel structures, mark-and-
sweep to detect nodes visible to presentation or content and to garbage-collect,
and a method to determine related nodes within each branch of the parallel
markup.

Parallel markup must also be adapted to larger structures such as eqnar-
ray, and AMS alignments with intertext containing multiple formula and/or
document-level text markup. While the fundamental issue is the same — sep-
arating presentation and content forms — this seems to demand a distributed
markup that separates the presentation and content forms into distinct math
containers. LATExml currently has an ad-hoc, but not entirely satisfactory solu-
tion for this, but we will experiment with adapting the methods described here.
However, it remains to be seen whether cross-referencing across separate math
containers can be made useful.

And, now that generating Content MathML is more fun, we must continue
working towards generating good Content MathML. Ongoing work will attempt
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Listing 1.4. MathML representation of 〈Ψ |H|Φ〉+
∫ b
a
F (x)dx

<math d i s p l a y=” b l o ck ” a l t t e x t=” . . . ” c l a s s=” l t x Math ” i d=”m2”>
<s eman t i c s i d=”m2a”>
<mrow x r e f=”m2 . 1 3 . cmml” i d=”m2.13 ”>
<mrow x r e f=”m2 . 9 . cmml” i d=”m2. 9 ”>
<mo x r e f=”m2 . 8 . cmml” i d=”m2. 8 ”>&Le f tAng l eB r a ck e t ;</mo>
<mi mathva r i an t=”normal ” x r e f=”m2 . 5 . cmml” i d=”m2. 5 ”>&Ps i ;</mi>
<mo x r e f=”m2 . 8 . cmml” i d=”m2. 8 a” s t r e t c h y=” t r u e ” f e n c e=” t r u e ”>|</mo>
<mi x r e f=”m2 . 6 . cmml” i d=”m2. 6 ” c l a s s=” l t x f o n t m a t h c a l i g r a p h i c ”>&H i l b e r t S p a c e ;</mi>
<mo x r e f=”m2 . 8 . cmml” i d=”m2. 8 b” s t r e t c h y=” t r u e ” f e n c e=” t r u e ”>|</mo>
<mi mathva r i an t=”normal ” x r e f=”m2 . 7 . cmml” i d=”m2. 7 ”>&Phi ;</mi>
<mo x r e f=”m2 . 8 . cmml” i d=”m2. 8 c”>&Righ tAng l eBracke t ;</mo>

</mrow>
<mo x r e f=”m2 . 1 0 . cmml” i d=”m2.10 ”>+</mo>
<mrow x r e f=”m2 . 1 2 . cmml” i d=”m2.12 c”>
<msubsup x r e f=”m2 . 1 2 . cmml” i d=”m2.12 ”>
<mo x r e f=”m2 . 1 1 . cmml” i d=”m2.11 ” symmetr ic=” t r u e ” l a r g e op=” t r u e ”>&i n t ;</mo>
<mi x r e f=”m2 . 1 . cmml” i d=”m2. 1 ”>a</mi>
<mi x r e f=”m2 . 2 . cmml” i d=”m2. 2 ”>b</mi>

</msubsup>
<mrow x r e f=”m2 . 1 2 . cmml” i d=”m2.12 b”>
<mrow x r e f=”m2 . 3 . cmml” i d=”m2. 3 c”>
<mi x r e f=”m2 . 3 . 1 . cmml” i d=”m2 . 3 . 1 ”>F</mi>
<mo x r e f=”m2 . 3 . cmml” i d=”m2. 3 d”>&App lyFunct ion ;</mo>
<mrow x r e f=”m2 . 3 . cmml” i d=”m2. 3 b”>
<mo x r e f=”m2 . 3 . cmml” i d=”m2. 3 ” s t r e t c h y=” f a l s e ”>(</mo>
<mi x r e f=”m2 . 3 . 2 . cmml” i d=”m2 . 3 . 2 ”>x</mi>
<mo x r e f=”m2 . 3 . cmml” i d=”m2. 3 a” s t r e t c h y=” f a l s e ”>)</mo>

</mrow>
</mrow>
<mo x r e f=”m2 . 1 1 . cmml” i d=”m2.11 a”>&I n v i s i b l e T im e s ;</mo>
<mrow x r e f=”m2 . 1 2 . cmml” i d=”m2.12 a”>
<mo x r e f=”m2 . 1 1 . cmml” i d=”m2.11 b”>d</mo>
<mi x r e f=”m2 . 4 . cmml” i d=”m2. 4 ”>x</mi>

</mrow>
</mrow>

</mrow>
</mrow>
<annota t i on−xml i d=”m2b” encod ing=”MathML−Content ”>
<app l y x r e f=”m2.13 ” i d=”m2 . 1 3 . cmml”>
<p l u s x r e f=”m2.10 ” i d=”m2 . 1 0 . cmml”/>
<app l y x r e f=”m2. 9 ” i d=”m2 . 9 . cmml”>
<csymbol x r e f=”m2. 8 ” i d=”m2 . 8 . cmml” cd=” l a t e xm l ”>quantum−ope ra to r−product</ csymbol>
<c i x r e f=”m2. 5 ” i d=”m2 . 5 . cmml”>normal−&Ps i ;</ c i>
<c i x r e f=”m2. 6 ” i d=”m2 . 6 . cmml”>&H i l b e r t S p a c e ;</ c i>
<c i x r e f=”m2. 7 ” i d=”m2 . 7 . cmml”>normal−&Phi ;</ c i>

</ app l y>
<app l y x r e f=”m2.12 c” i d=”m2 . 1 2 . cmml”>
< i n t x r e f=”m2.11 ” i d=”m2 . 1 1 . cmml”/>
<bvar x r e f=”m2.12 c” i d=”m2.12 a . cmml”>
<c i x r e f=”m2. 4 ” i d=”m2 . 4 . cmml”>x</ c i>

</ bvar>
< l o w l i m i t x r e f=”m2.12 c” i d=”m2.12 b . cmml”>
<c i x r e f=”m2. 1 ” i d=”m2 . 1 . cmml”>a</ c i>

</ l ow l i m i t>
<u p l im i t x r e f=”m2.12 c” i d=”m2.12 c . cmml”>
<c i x r e f=”m2. 2 ” i d=”m2 . 2 . cmml”>b</ c i>

</ u p l im i t>
<app l y x r e f=”m2. 3 c” i d=”m2 . 3 . cmml”>
<c i x r e f=”m2 . 3 . 1 ” i d=”m2 . 3 . 1 . cmml”>F</ c i>
<c i x r e f=”m2 . 3 . 2 ” i d=”m2 . 3 . 2 . cmml”>x</ c i>

</ app l y>
</ app l y>

</ app l y>
</ annota t i on−xml>
<anno t a t i o n i d=”m2c” encod ing=” a p p l i c a t i o n /x−t e x ”> . . .</ anno t a t i on>

</ s eman t i c s>
</math>
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to establish appropriate OpenMath Content Dictionaries, probably in a Flexi-
Formal sense [5], improved math grammar, and exploring semantic analysis.
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Abstract— Traffic control at road intersections is based on 
traffic lights (TLs). The control mechanism typically used for 
traffic lights operates based on a periodic schedule to change the 
light (red/yellow/green). In many cases, a different schedule is 
used in late night/early morning hours. This fixed control 
mechanism does not adequately account for changing traffic 
conditions, and is unaware of/unresponsive to congestion. In this 
work, we propose a framework for dynamic traffic light control 
at intersections. The framework relies on a simple sensor 
network to collect traffic data and includes novel protocols for 
traffic flow control to handle congestion and facilitate flow. We 
show that our proposed algorithms have low overhead and are 
practical to employ in live traffic flow scenarios. Through 
extensive simulations, we demonstrate the benefits of our 
framework in optimizing traffic flow metrics, such as traffic 
throughput, average vehicle waiting time, and vehicle waiting 
line length. 

Keywords-Traffic light control; traffic flow optimization; 
distributed algorithms; sensor networks. 

I. INTRODUCTION

Cyber-Physical Systems (CPS) have been recently proposed 
to define how the computing world interacts with and 
manipulates the physical world. Researchers are developing 
CPS for application domains such as environmental 
monitoring, smart homes, and smart manufacturing. While the 
CPS idea is rising, several questions require answers. For 
example, it is not clear if the computing foundations are 
adequate for supporting and using CPS [1]. Some argue that 
CPS requires top-to-bottom rethinking of computation.  
Improving traffic flow and handling congestion are classic 
problems in transportation systems. Research in Civil 
Engineering has focused on improving the road conditions, 
adding/switching traffic lanes, and controlling traffic lights to 
improve traffic flow particularly on main/congested roads. 
New research focuses on utilizing CPS to optimize traffic 
flow and improve the driver’s experience on the road. Most 
previous research has shown the “benefits” of using 
controlled traffic lights. However, practical protocols are still 
needed to control lights and optimize traffic flow.  
In this work, we present a framework for optimizing traffic 
flow using dynamic traffic lights. Our framework includes 
collecting road conditions by sensors deployed in road side 
units (RSUs) and using algorithms to decide on when to 
change traffic lights to alleviate congestion. Our proposed 
techniques are fast, simple, low-overhead, and thus can be 
easily deployed. Through analysis and simulations, we 

demonstrate the benefits of the proposed framework and 
protocols. 
The rest of this paper is organized as follows. Section II 
describes the system/road model and explores the possible 
design approaches for traffic light control. Sections III and IV 
present our solutions for traffic flow enhancement. Section V 
analyzes the proposed approaches: describes the overhead (or 
complexity), outlines the possible triggers to change the traffic 
lights ahead of their typical schedule, and discusses how our 
proposed approaches extend to global traffic light control (i.e., 
in a region or town). Section VI evaluates the proposed 
algorithms in light/heavy traffic scenarios. Section VII 
overviews related research on traffic flow control. Finally, 
Section VIII concludes this work. 

II. SYSTEM MODEL AND DESIGN APPROACHES

FOR DYNAMIC TRAFFIC LIGHT CONTROL

A. Road/Traffic Model
We assume the following about the traffic pattern, the vehicle 
capabilities, and the road intersection: 
• Road: Typical model with intersecting roads. A road has 

two opposite segments, each allowing traffic to go along
one or more lanes.

• Traffic lights: Installed at the head of each road
segment. The traffic lights at two opposite/intersecting
segments always show the same/opposite colors.

• Traffic model: Vehicles arrive according to an arbitrary
stochastic model. We propose traffic light control
techniques that are independent of the arrival model. We
assume that all vehicles at the light want to proceed
forward, and leave left/right turns for future work.

• Vehicle detection: By exploiting either RSU sensors or
vehicle-installed devices, detect/report the vehicles that
arrive at the intersection on each of the four segments.

B. Objectives
Develop protocol(s) to control/optimize the traffic flow. 
These protocols collect traffic flow information and utilize it 
to optimize traffic flow metrics, such as throughput, delay, or 
waiting line length. The protocols should have low 
communication overhead and fast decision-making to be 
practically applicable on the road. The cost of the proposed 
protocols should also be minimal to motivate adoption and 
deployment. This is why it is desirable to propose solutions 
for deployment and operation. Such solutions may trade one 
performance metric for another. 
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C. Design Approaches
We categorize the design of dynamic traffic control 
mechanisms into two possible approaches: 
Design Approach 1: Deploy sensor infrastructure in RSUs 
to collect information about the road conditions (e.g., the 
number of vehicles waiting for a green light). Also deploy a 
traffic light controller (TLC) at the traffic light to control its 
state based on an algorithm that uses information from the 
RSUs. Alternatively, the infrastructure can be sensors placed 
at road lanes. This design option assumes that the sensors are 
able to communicate their data to the TLC. We name this 
approach Road-based Infrastructure Traffic-light Control 
(RITCO). 
Design Approach 2: Use distributed infrastructure, e.g., (1) 
a traffic light controller (TLC) at the traffic light, and (2) 
vehicle communication devices to report the vehicles’ 
arrivals and locations (road segments) to the control unit 
(CU). This reduces the amount of road infrastructure, but 
imposes requirements on the vehicles to support the TLC. We 
name this design approach Vehicle-based Infrastructure 
Traffic-light Control (VITCO). 

D. Which Design Approach to Select
Several issues need to be considered in order to adopt a 
particular design: 
• Complexity/Cost: Evaluate processing/communication

complexity, in addition to cost. Designs with significant
processing can be acceptable if: (1) the computing
devices are expected to be capable of rapidly carrying
out the computations, and (2) the processing complexity
may reduce the communication complexity.

• Applicability: Describes which mechanism is more
practical in the transportation road network model, and
therefore, is more applicable. This involves studying
effectiveness, ease of deployment, and cost.

• Performance metrics: The metrics are defined in
Section VI.A (e.g., traffic throughput/waiting time). The
performance of the proposed technique(s) is a major
factor in deciding which design approach is more
suitable for the traffic model that we optimize.

III. ROAD-BASED INFRASTRUCTURE TRAFFIC-
LIGHT CONTROL (RITCO) 

The RITCO protocol employs “Design approach 1” in 
Section II.C. It requires: 
• Traffic light controller (TLC): (1) Co-located with the

traffic light and (2) collects information about the current 
road conditions from RSUs and uses it to make light
control decisions.

• Sensors at RSUs: Each road segment is equipped with
an RSU installed several meters away from the
intersection to detect vehicle arrivals. Assuming that the
traffic light is going to change to red at time TRed, each
of the two RSUs installed on segments with the red light
is notified of the impending change at time (TRed-∆t),
where ∆t is a small positive number (interval), to start

counting the vehicles that will be waiting at the TL. The 
counted number of vehicles is periodically reported to 
the TLC. Note that if multiple sensors are used in each 
segment, then coordination is needed to avoid counting 
a vehicle multiple times. Using a single sensor eliminates 
the communication overhead. However, one sensor may 
not provide sufficient coverage to detect all vehicles. 

A. The RITCO Protocol
Table 1 lists the pseudo-code of the RITCO protocol. Tcurr ≡ 
current time, ∆t ≡ very small time interval, Tred/Tyellow/Tgreen ≡ 
Red/Yellow/Green light intervals, Tchange ≡ time until light 
changes to red/green, numVehicles ≡ number of vehicles, 
VID ≡ Vehicle ID (a unique ID, e.g., license plate number). 

Table 1. The RITCO Protocol Details 

Steps at TLC (Current Light GreenChange to Red): 
• Initialize: numVehicles0, switchLightFlagOFF
• TLC announces impending TL change to red to RSUs. 
• While ((Tcurr+∆t≥Tred) && (switchLightFlag is OFF)) 

o Collect sensor (RSU) readings
o If (m new vehicles are detected at RSU)

 numVehicles  numVehicles+m
 Save VID’s to vehicle list

o UpdateFlag(switchLightFlag)
• End While
• If (switchLightFlag is ON)

o Perform TL_Change  (RedGreen)
• The TLC announces impending TL change to RSUs.

Steps at Sensor (RSU on Pole or Road Lane): 
• Initialize: Vehicle counter (numVehicles  0).
• RSU prepares to activate the sensing process:

o While (Tcurr+∆t ≤ Tchange)
Wait/update Tcurr to the current time.

• Activate RSU for vehicle counting
• Whenever (RSU detects a vehicle)

o numVehicles  numVehicles+1
• Every k seconds, RSU checks:

o If (numVehicles > 0)
 Report numVehicles to the TLC
 RSU resets its numVehicles to 0.

• Based on the upcoming TL change to green, RSU
decides when to stop counting & when to report its
count to the TLC.

TL_Change Procedure (Green  Red): 
• Change green light to yellow.
• Wait for an interval Tyellow time.
• Change yellow light to red.

TL_Change Procedure (RedGreen): 
• Change red light to green.

UpdateFlag(flag): 
• If (light switch trigger is satisfied)

 flag  ON 
• Else

  flag  OFF
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IV. VEHICLE-BASED INFRASTRUCTURE TRAFFIC-
LIGHT CONTROL (VITCO) 

The VITCO protocol employs “Design Approach 2” in 
Section II.C. It requires: 
• Traffic light controller (TLC): (1) Co-located with the 

traffic light, and (2) interprets/executes the decisions 
made by the VITCO protocol for light control. 

• Vehicle Radio: A vehicle device that is used to 
announce vehicle’s arrival at the traffic light. The radio 
executes what was being done by the RSUs in RITCO, 
thus participating in the coordination process. 

A. The VITCO Protocol 
Table 2 provides the pseudo-code of the VITCO protocol 
(executed at every road segment). Symbol definitions are 
similar to those in Section III.A. 

Table 2. The VITCO Protocol Details 

VITCO: Elect_a Coordinating Vehicle (Elect_CoVe): 
• A vehicle V1 arrives/stops at the TL. 
• V1 transmits a message for CoVe and neighbor discovery 

and sets an expiration timer T1. 
• If a response message announcing CoVe ID arrives 

(from a neighbor), cancel T1 and find the path to that 
CoVe. 

• If T1 expires and no CoVe announcement has arrived, 
broadcast V1 as a new CoVe. 

• If later, V1 receives a CoVe broadcast (after announcing 
itself as CoVe), arbitrate to pick the best CoVe. If 
selected, rebroadcast a CoVe announcement. 

• If the other CoVe is better, then V1 broadcasts a NON-
CoVe message, including the other CoVe ID. 

 
VITCO: Steps at CoVe (Lights Changing to Red):  
• Vehicle Vi arrives at the traffic light. 
• Vi discovers its neighbors and CoVe (Elect_CoVe). 
• Assume the elected CoVe is Vc. 
• numVehicles  0. 
• While (TL_Timer has not expired) 

o If (Vi is Vc) Then  
  Broadcast a CoVe announcement 
  When (message_arrives_from a vehicle) 

   If (new vehicle)  
   Then   Increment numVehicles 

sendMsgToTLC(False, numVehicles) 
   EndIf 

  UpdateFlag(switchLightFlag) 
  If (switchLightFlag=ON)  Then 

   SendMsgToTLC(True, numVehicles) 
    When the TLC confirms (TL changes) 
                         Exit 
              EndIf 

o EndIf   
o Else // (Vi is not Vc)  

Vi registers Vc as its CoVe 

Vi discovers the communication path to Vc (if not 
single hop) 

o EndIf  
• EndWhile 
 
Note that the function Veh_SendMsgToTLC translates to 
function TLC_RecvMsg at the TLC (below). 
 
TLC_RecvMsg(Bool changeTL, int numVehicles) 
 If (changeTL = TRUE) Then 

o TLC.numVehicles = 0 
o Change the state of each traffic light 
o Exit Procedure 

 EndIf   
 If (numVehicles > 0) 

o TLC.numVehicles= numVehicles 
o If (TLC.numVehicles >= MAX_WAITING_VEH) 

 TLC.numVehicles = 0 
 If (TL is red)  

                            Then TL_Change(Red  Green) 
                             Else TL_Change(Green  Red) 

 EndIf 
 Exit Procedure 

o End If 
 EndIf 

V. PROTOCOL ANALYSIS 

A. Properties/Overhead 
(1) Communication: RITCO is independent of the vehicles 

on the road, i.e., requires no communication between the 
vehicles and the infrastructure. VITCO has more 
communication cost. 

(2) Processing: RITCO assigns the work to road 
infrastructure (RSUs or devices attached to the traffic 
light). VITCO, on the other hand, puts most of the 
processing work on the Coordinating Vehicle (CoVe), 
and communication work on all vehicles.  

(3) Cost: RITCO puts all the burden on the city/county (road 
infrastructure & traffic light control equipment). On the 
other hand, VITCO shares the cost between the 
city/county and the vehicle owners. 

(4) Deployment: It is much easier/safer to rely on RITCO 
because of its independence of the vehicles on the road. 
It avoids the problems that may occur due to faulty 
vehicle equipment. This, however, requires much more 
cost than using VITCO. RITCO also avoids the 
transition period in which vehicles will need to deploy 
the necessary equipment to support VITCO. 

(5) Security: RITCO is more secure than VITCO because it 
does not acquire information from the vehicles (just 
counts them autonomously). Decisions at VITCO are 
made by the vehicles, which presents vulnerability to 
greedy users (tampered control devices). To protect 
drivers’ privacy, the vehicles could announce their 
presence using unique identifiers, such as a hash value of 
the vehicle identification number (VIN). 
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(6) Complexity: Let N: the max number of vehicles waiting 
for the TL change, L: Number of lanes on the road. Thus, 
message exchange complexity/overhead per vehicle: 
O(N/L); messages to broadcast traffic light change: 
O(1); processing complexity: O(N) to register new 
vehicles. To decide whether/when to change TL: Can be 
as low as O(1) for heuristic-based algorithms. 

B. Triggers to change traffic lights synchronously or 
asynchronously 

The current traffic light transitions use fixed (pre-assigned) 
intervals for the different lights. Recently, in some areas, 
some forms of adaptive light transitions were employed. For 
example, prolonging the green light at main streets until a 
vehicle arrives at a side street. In this work, we consider a 
broader scope for early transitioning, and propose a detailed 
approach for adaptive lights. Two ways can change the TL 
(redgreen or greenred): 
• Synchronously: According to a timer expiration (which 

is being employed on the roads now). 
• Asynchronously: In addition to waiting for timer 

expiration, the TL is changed if certain events trigger the 
need for light change. 

Triggers for asynchronous change can be due to (but are not 
limited to) the occurrence of the following events: 
1) The number of vehicles that are waiting for the green light 
exceeds a certain threshold. Note that such number of waiting 
cars can be considered on a single side of the TL or 
collectively on both sides of the TL. Considering the waiting 
vehicles on each side separately is more practical to avoid 
having a very long waiting line on any side. 
2) No vehicles have crossed the intersection from the sides 
that have the green light for a certain time interval. 

C. Regional/ global traffic light control 
The framework (presented methods in Section III and Section 
IV) presents protocol algorithms for “local” traffic control at 
a single traffic light. Based on the reactive/independent 
nature of the proposed algorithms, the framework inherently 
addresses global traffic optimization. The reaction to 
congestion at a traffic light shifts the congestion problem 
toward other traffic lights, thus continuously trying to 
distribute the traffic load and relieve congested areas. 

VI. EVALUATION OF PROPOSED APPROACHES 
We evaluate the performance of the proposed Dynamic 
Traffic Light Control (DTLC) approach, in comparison to the 
legacy traffic light control (TLC). The evaluation does not 
distinguish between the two flavors of DTLC (RITCO and 
VITCO), because they differ only in the details of collecting 
traffic information but not in the TL control details. We first 
define the metrics that are used to evaluate our protocols, then 
we describe the experiments in detail. 

A. Metrics/Parameters 
We consider the following evaluation metrics: waiting time, 
waiting line length, and traffic throughput (definitions are 
given in Table 3): 

 

Table 3. The metrics to evaluate DTLC 

Metric Definition 
Average/Maximum 
waiting line length 
(Qi) 

At each side of the intersection, the 
average/maximum (number of 
vehicles per lane) among all lanes. 

Average/Maximum 
waiting time (Wi) 

The average/max time that a 
vehicle waits for change of the 
traffic light (redgreen). 

Throughput (T) The number of vehicles that pass 
the intersection per unit time. 

 
In our experiments, we vary two parameters: (1) number of 
arriving vehicles at the TL, and (2) number of TL cycles 
(multiple red-green transitions). The rest of the parameters 
are: #lanes=2, lane size=100 vehicle, vehicles arrival 
rate=90/lane, threshold of waiting vehicles=75, max# passing 
vehicles=150, red/green interval=20 sec, yellow interval=2 
sec. Each result is the average of 10 random experiments. 

B. Vary the Number of Arriving Vehicles 
In the following experiments, we evaluate the different 
metrics when the number of arriving vehicles at the TL varies 
(the probability distribution of vehicle arrivals does not 
matter; only the number of arrivals matter). Figure 1 shows 
the throughput of the intersection point when the number of 
arriving vehicles varies from 20 to 100. The legacy TL 
system does not react to increasing traffic, while DTLC reacts 
to congestion by early switching the TL if the number of 
waiting vehicles exceed a threshold (e.g., 75). This is why 
significant throuhput gains  are achieved by DTLC when the 
number of arriving vehicles exceeds such threshold. Figure 2 
shows the number of waiting vehicles for green light. In 
DTLC, the waiting number of vehicles is upper-bounded by 
a limit, and early light switch is triggered when such limit is 
reached. Since this action is taken at both (intersecting) parts 
of the traffic light, this ensures that the waiting line never 
overflows and also that congestion is early handled. For the 
waiting time/vehicle, Figure 3 shows that vehicles wait 
slightly less when the DTLC approach is employed. 

C. Vary the number of TL cycles (red-green interval) 
We evaluate DTLC when the number of TL cycles varies (a 
cycle is a red light interval followed by a green light interval). 
The number of waiting vehicles is greater than 80. Figure 4 
shows 250% traffic throughput improvement under heavy 
load.  Figure 5 shows that the waiting line length is about 20% 
less with DTLC than the legacy TLC. Figure 6 illustrates that 
DTLC has less vehicle waiting time. This is intuitive, 
especially under heavy traffic that causes early light change.  

D. Forced early TL change/Fairness 
Experiments show that under high traffic load (i.e., exceeding 
the threshold), the TL change is forced at every cycle. 
Fairness is also achieved; i.e., the waiting time is similar for 
vehicles in corresponding locations from the traffic light.  
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Figure 1. Throughput vs. Arriving Vehicles 

 

 
Figure 2. Waiting Line Length vs. Arriving 

Vehicles 

 

 
Figure 3. Waiting Time vs. Arriving Vehicles 

 

 
Figure 4. Throughput (Passing Vehicles/Unit Time) 

vs. the Number of Cycles 

 
Figure 5. Waiting Line Length vs. the Number of 

Cycles 

 
Figure 6. Waiting Time vs. the Number of Cycles 

VII.  RELATED WORK 
The problem of how to control traffic lights to reduce 
congestion has been recently addressed in the literature. Two 
research approaches (Ferreira et al. [2] and Neudecker et al. 
[5]) are close to our work’s objective and model, but differ in 
the solution. In [5], the authors addressed how to control 
traffic lights to facilitate better flow of traffic at an 
intersection. The vehicles on each road segment elect a 
leader, and all the leaders across the intersection compete to 
elect a virtual traffic light (VTL) leader. The technique, 
however, is not clear on how a leader is elected. It is 
important to design an approach that ensures that only one 
VTL leader is present at the intersection, and this VTL leader 
is the best candidate. Ferreira et al. [2] presented a virtual 
traffic light system. Their decentralized approach has two 
steps: (1) vehicles agree on a virtual traffic light leader at an 
intersection, and (2) the leader takes the role of a temporary 
virtual infrastructure and informs the neighboring vehicles of 
the traffic light schedule. When a leader leaves the 
intersection, it hands over the leadership to another vehicle. 
This approach is quite flexible, but it is not clear how the 
system ensures that a traffic light leader is elected (and how 
to ensure only one leader is elected). The work in [3]  
addresses the question: “to which extent can inter-vehicle 
communication improve wide area transportation network 
that consists of several cities?” Finally, [6] studies adaptive 
traffic lights based on car-to-car communication.  
Several position papers have also presented the general 
problems of CPS and their applications. Tabuada [7] claims 
that a major research challenge is to understand how we can 
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adapt the notion of locality induced by a network of 
embedded systems to the notion of locality. Abdelzaher [8] 
indicates that several trends impact the future of computer 
science, such as: (1) Moore’s law, (2) widening 
human/machine bandwidth gap, and (3) high cost of lack of 
communication. These trends motivate the CPS development 
if challenges are overcome.  
The CPS foundations are discussed in [9]. The claim is that 
the CPS problem is not the union of the cyber and physical 
problems, but rather the intersection. However, there are 
several limitations [10], including, (1) a critical gap between 
the emerging cyber-physical infrastructure and user 
environments, (2) existing CPS have not yet made the leap 
from one of a kind experiment to generally useful 
infrastructure, (3) lack of sufficient flexibility and 
modularity, and (4) the wealth of new and diverse users who 
would need better support tools, interfaces, and ease of use. 
Several problems/research directions in medical applications 
are also discussed in [11] and [12]. These problems include 
high assurance s/w, interoperability, context awareness, 
autonomy, security/privacy, and certifiability. CPS are also a 
promising approach to serve mission-critical applications 
(ensuring safety, security, and sustainability). Example 
mission-critical applications include emergency and 
management applications [13], [14]. In [4], Mueller discusses 
several security concerns in the power grid, and how 
immediate research is needed to protect the critical 
infrastructure to avoid cyber-physical attacks. Some 
researchers believe that we should put the security aspects in 
the forefront of our research objectives to avoid the major 
issues that researchers have faced after deployment/use of 
insecure Internet protocols ([15], [16], [17], and [18]). 
Finally, recent research has proposed protocols at road 
intersections to support autonomous vehicles [19]. 

VIII.  CONCLUSION 
In this work, we studied one important CPS application 
(traffic flow enhancement). We focused on what is needed to 
enable dynamic traffic light control for facilitating better 
traffic flow through intersections. Then, we studied the 
possible design approaches and proposed two protocols to 
achieve this goal. Our proposed techniques rely on input data 
from a sensor network on the road, and make control decisions 
either centrally at the traffic light, or in a distributed way using 
devices on the vehicles. Our analysis shows that our proposed 
techniques require low overhead in communication and 
processing. Simulations show that our proposed techniques 
provide significant benefits to the traffic flow metrics, 
especially in terms of vehicle throughput. Our future research 
plan is to study the use of CPS for traffic safety and pollution 
reduction. We also plan to study the effect of pedestrians and 
right/left turns on the performance of traffic flow at 
intersections. 
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Abstract. Multicast authentication of synchrophasor data is challeng
ing due to the design requirements of Smart Grid monitoring systems 
such as low security overhead, tolerance of lossy networks, time-criticality 
and high data rates. In this work, we propose inf -TESLA, Infinite Timed 
Efficient Stream Loss-tolerant Authentication, a multicast delayed au
thentication protocol for communication links used to stream synchropha
sor data for wide area control of electric power networks. Our approach 
is based on the authentication protocol TESLA but is augmented to 
accommodate high frequency transmissions of unbounded length. inf 
TESLA protocol utilizes the Dual Offset Key Chains mechanism to re
duce authentication delay and computational cost associated with key 
chain commitment. We provide a description of the mechanism using two 
different modes for disclosing keys and demonstrate its security against 
a man-in-the-middle attack attempt. We compare our approach against 
the TESLA protocol in a 2-day simulation scenario, showing a reduc
tion of 15.82% and 47.29% in computational cost, sender and receiver 
respectively, and a cumulative reduction in the communication overhead. 

Keywords: Multicast authentication, Smart Grid, synchrophasors, Wide 
Area Monitoring Protection and Control 

1 Introduction 

Smart Grids are large critical cyber-physical infrastructures and are being trans
formed today with the design and development of advanced real-time control ap
plications [11]. The installation of Phasor Measurement Units (PMUs) as part of 
world-wide grid modernization is an example of major infrastructure investments 
that require secure standards and protocols for interoperability [1]. 

PMUs take time-synchronized measurements of critical grid condition data 
such as voltage, current, and frequency at specific locations that are used to 
provide wide area visibility across the grid.The synchrophasor data aggregated 
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from multiple PMUs are used to support real-time analysis, planning, correc
tive actions, and automated control for grid security and resiliency. Currently, 
high-speed networks of PMUs are being used for Wide Area Monitoring Protec
tion and Control (WAMPAC) applications to provide situational awareness in 
the Eastern and Western Interconnection of North America, in China, Canada, 
Brazil and across Europe [11]. Before the installation of PMUs, the lack of wide-
area visibility is one of the factors that prevented early fault identification of 
the 2003 Northeast America and 2003 Italy blackouts [21] [9]. Malicious PMU 
data or deliberate attacks could result in inaccurate decisions detrimental to grid 
safety, reliability, and security, that said, PMUs need information authentication 
and integrity, while confidentiality may be considered optional. 

Authentication schemes in the Smart Grid must be able to efficiently sup
port multicast. Current standard solution, suggested by IEC 62351 [5], comprises 
HMAC authentication algorithm for signing the synchrophasors. However, shar
ing only one symmetric key across a multicast group cannot guarantee adequate 
security, and this approach suffers from the scalability problem. The use of asym
metric cryptography and digital signatures for multicast authentication raises 
concerns about the impact on cost and microprocessor performance. One-Time 
Signature schemes can enable multicast authentication, however they suffer from 
communication and storage overhead, and complicated key management [24]. 

Although some previous literature works assume, in general, that delayed au
thentication is not suitable for real-time applications [7] [8], such method is still 
eligible for some monitoring and control applications that permit relatively larger 
delay margins (e.g. wide-area oscillation damping control application) [25]. For 
more considerations on this topic, see Section 2. Moreover, delayed authentica
tion presents advantages over cited issues by supporting multicast data stream
ing, symmetric and lightweight cryptography, corrupt data and attack detection. 
Also it allows scalable solutions and key management, tolerates packet loss, and 
provides low communication overhead and high computational efficiency. 

The primary objective of this work is to propose a multicast delayed authen
tication protocol called inf -TESLA in order to provide measurement authenti
cation in a WAMPAC application within the Smart Grid. Also, we design the 
Dual Offset Key Chains mechanism which is used by our protocol to generate the 
authenticating keys and to provide long-term communication without the need 
of key resynchronization between the sender and receivers. A description of two 
different modes for disclosing keys and a demonstration of a man-in-the-middle 
attack attempt against out mechanism are also provided. 

Section 2 presents an overview of the network architecture used for wide area 
aggregation of PMU data as well as some delay constraints and authentication 
infrastructure. In Section 3 we discuss prior work in the area of packet based 
authentication protocols for streaming communication, and then in Section 4 we 
present the inf -TESLA protocol and describe the Dual Offset Key Chains mech
anism along with its security properties and conditions. In Section 5 we evaluate 
our approach against the original TESLA protocol. Finally, we summarize our 
results and propose future works in Section 6. 
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2 Scenario Characteristics 

The network architecture considered for this work is as follows. Each communi
cation link in the infrastructure comprises one PMU sender node S capable of 
multicasting packets to m receivers Rk applications, where 1 ≤ k ≤ m. PMU S 
sends time-stamped synchrophasor data packets at a rate of 10 to 120 packets 
per second and that can be dropped in the way to the receivers. The network 
has several n intermediate nodes between S and Rk, n > 0, called Phasor Data 
Concentrators (PDCs). PDCs can chronologically sort received synchrophasors 
as well as aggregate, repackage and route data packets to the set of higher level 
PDCs (Super PDCs). When packets are missing or lost, PDCs may (with due 
indication) interpolate measurements in order to retain the communication link. 

There are different wide-area monitoring and control applications that con
sume synchrophasor data and have different time delays and quality require
ments. For instance, Situational Awareness Dashboard, Small-Signal Stability 
Monitoring, and Voltage Stability Monitoring/Assessment accept up to 500 mil
liseconds in communication latency, other applications such as Long-term stabil
ity control, State Estimation, and Disturbance Analysis Compliance can handle 
up to 1000 ms. For the entire list, see [20]. 

Zhu et al. [25] simulates the latency for monitoring applications over the 
Smart Grid network architecture and obtained results within a range of 150–220 
ms. For centralized control applications, the latency was well below 500 ms. From 
the delayed authentication perspective, the minimum delay of the authentication 
confirmation by Rk is approximately twice the latency of the network. Still, 
delayed authentication protocols are able to attend the requirements for the 
above cited applications. 

When utilizing multicast communication, IEC 61850-90-5, the standard for 
communication networks and systems for power utility automation, requires a 
Key Distribution Center (KDC), which provides the symmetric key coordination 
between S and Rk. We assume that each S is its own KDC, which is also endorsed 
by the standard. Furthermore, as our scheme demands that S prove its identity 
to Rk once during communication initialization, each receiver is required to 
validate a digital signature from S and maintaining a copy of its public key 
certificate. For this purpose, we assume that a Public-Key Infrastructure (PKI) 
is also available. 

2.1 Security Considerations 

We assume that attacks are accordingly aligned, via a man-in-the-middle, to 
either manipulate data values or masquerade as a legitimate PMU. Using the 
attack model from [23], the adversary is not limited by network bandwidth and 
has full control to drop, resend, capture and manipulate packets. Although his 
computational resources can be large, it is not unbounded and he cannot invert a 
pseudorandom function with non-negligible probability. Each receiver Rk is able 
to authenticate both the content and source of synchrophasor payloads after a 
delay of dNMax using our delayed authentication scheme presented in Section 4. 
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However, if a packet fails authentication at time t, then an attack that has been 
active and undetected since t−dNMax represents the maximum threat exposure. 

The security primitives used throughout this paper are as follows: 

–	 One-way hash function H operates on an arbitrary length input message M , 
returning h = H(M). H can be implemented with SHA-2 family algorithms. 

–	 Message Authentication Code MAC(K, M) provides a tag that can verify au
thenticity and integrity of message M given a shared key K. HMAC(K, M) 
is a specific construction which includes an underlying cryptographic hash 
function to create the authenticating tag. 

–	 Hash chain Hn(M) denotes n successive applications of cryptographic hash 
function H to message M . 

3 Related Work 

Multicast authentication is an active research field in recent years and has been 
applied to a wide range of applications. In Smart Grids, it is being used for 
monitoring, protection and information dissemination [24]. In this section, we 
review all the TESLA-based multicast authentication schemes and other multi-
cast authentication schemes used for electrical power systems. 

To address the challenge of continuous stream authentication for multiple re
ceivers on a lossy network, Timed Efficient Stream Loss-tolerant Authentication 
(TESLA) was introduced by Perrig et al [14]. Based on the Guy Fawkes protocol 
[2] and requiring loose time synchronization between the senders and receivers, 
TESLA is a broadcast authentication protocol considering delayed disclosure 
of keys used for authentication of previous sent messages and packet buffering 
by the receiver. This protocol supports fixed/dynamic packet rate and delivers 
packet loss robustness and scalability. Benefits of TESLA include a low com
putation overhead, low per-packet communication overhead, arbitrary packet 
loss is tolerated, unidirectional data flow, high degree of authenticity and fresh
ness of data. Further work proposed several modifications and improvements 
to TESLA, allowing receivers to authenticate packets upon arrival, improved 
scheme scalability, reduction in overhead, and increased robustness to denial-of
service attacks [13]. 

Studer et al. describe TESLA++ [19], a modified version of TESLA resilient 
to memory-based DoS attacks. They combine TESLA++ and ECDSA signatures 
to build an authentication framework for vehicular ad hoc networks. 

µTESLA [17] adapts TESLA to make it practical for broadcast authentica
tion in severely resource-constrained environments; like sensor networks. Some of 
these adaptations include the use of only symmetric cryptography mechanisms, 
less frequent disclosure of keys and restriction on the number of authenticated 
senders. Liu and Ning [10] reduce the overhead needed for broadcasting key 
chain commitments and deal with DoS attacks. Their Multilevel µTESLA pro
tocol considers different levels of key chains to cover the entire lifespan of a 
sensor. 
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Other methods include the One-Time Signatures family which gained popu
larity recently and is applicable to multicast authentication and also for WAMPAC 
applications. The author in [12] describes a one-time signature based broadcast 
authentication protocol based on BiBa. BiBa uses one-way functions without 
trapdoors and exploits the birthday paradox to achieve security and verifica
tion efficiency. Its drawbacks include a large public key and high overhead for 
signature generation. 

HORS [18] is described by Reyzin et al. as an OTS scheme with fast signing 
and signature verification using a cryptographic hash function to obtain ran
dom subsets for the signed message and for verifying it, but it still suffers from 
frequent public key distribution. TSV [8] multicast authentication protocol gen
erates smaller signatures than HORS and has lower storage requirement at the 
cost of increased computations in signature generation and verification. TSV+ 
[7], a patched version of TSV, uses uniform chain traversal and supports multi
ple signatures within an epoch. SCU [22] is a multicast authentication scheme 
designed for wireless sensor networks and SCU+ [7] adapts it for power systems 
using uniform chain traversal as well. TV-HORS [23] uses hash chains to link 
multiple key pairs together to simultaneously authenticate multiple packets and 
improves the efficiency of OTS by signing the first l bits of the hash of the 
message. As a downside, TV-HORS has a large public key of up to 10 Kbytes. 

4 Proposed Solution 

In this section, we propose inf -TESLA, a new TESLA based scheme that im
prove its overall performance. At first, we review TESLA to give some back
ground and then present our scheme. 

4.1 TESLA 

Timed Efficient Stream Loss-tolerant Authentication (TESLA) [14] [13] [15] [16] 
is a broadcast authentication protocol with low communication and computation 
overhead, tolerates packet loss and needs loose time synchronization between the 
sender and the receivers. 

TESLA relies on the delayed disclosure of symmetric keys, therefore the 
receiver must buffer the received messages before being able to authenticate 
them. The keys are generated as an one-way chain and are used and disclosed in 
the reverse order of their generation. At setup time, the sender must first set n as 
the index of the first element Kn. For generating the key chain, the sender picks 
a random number for Kn and using a pseudo-random function f , he constructs 
the one-way function F : F (k) = fk(0). So, the sender generates recursively all 
the subsequent keys on the chain using Ki = F (Ki+1). By that, the last element 
of the chain is K0 = F n(Kn), and all other elements could be calculated using 
Ki = F n−i(Kn). 

Each Ki looks pseudo-random and an adversary is unable to invert F and 
compute any Kj for j > i. In the case of a lost packet containing Ki, a receiver 
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6 S. Câmara, D. Anand, V. Pillitteri, and L. Carmo 

can calculate Ki given any subsequent packet containing Kj , where j < i, since 
Kj = F i−j (Ki). As a result, TESLA tolerates sporadic packet losses. 

The stream authentication scheme of TESLA is secure as long as the security 
condition holds: A data packet Pi arrived safely, if the receiver can unambigu
ously decide, based on its synchronized time and maximum time discrepancy, 
that the sender did not yet send out the corresponding key disclosure packet Pj . 

TESLA also supports both communication with fixed or dynamic packet 
rate. For fixed rate, the sender discloses the key Ki of the data packet Pi in 
a later packet Pi+d, where d is a delay parameter set and announced by the 
sender during setup phase. The sender determines the delay d according to the 
packet rate r, the maximum tolerable synchronization uncertainty δtMax and 
the maximum tolerable network delay dNMax, setting d = 1(δtMax + dNMax)rl. 
In this mode, the scheme can achieve faster transfer rates. For dynamic rate, 
the sender pick one key per time interval Tint. Each key is assigned to a uniform 
interval of duration Tint, T0, T1 ,..., Tn, that is, key Ki will be active during 
the time period Ti. The sender uses the same key Ki to compute the MAC for 
all packets which are sent during Ti, on the other hand, all packets during Ti 
disclose the key Ki−di . In this case, d' = 1(δtMax + dNMax)/Tintl. We use the 
designation d and d' for fixed and dynamic rates respectively. 

For each new receiver that joins the communication network, the sender 
initially creates an authenticated synchronization packet. This packet contains 
parameters such as interval information, the disclosure lag and also a disclosed 
key value - which is a commitment to the key chain. The sender digitally signs 
this packet to each new receiver before starting the streaming communication. 

4.2 inf -TESLA 

inf -TESLA, short for infinite TESLA, is a multicast authentication protocol 
based on TESLA suitable for use in long term communication at high packet 
rates. As in TESLA, inf -TESLA relies on the strength of symmetric cryptog
raphy and hash functions and on the delayed disclosure of keys as a means to 
authenticate messages from the sender. Also, it requires only loose time syn
chronization between the sender and the receiver and can operate under both 
dynamic and fixed packet rates. 

By using fixed packet rate mode, there is no need for setting specific time 
intervals for MACing and disclosing keys. Each autheticating key is used once 
for the actual message and disclosed d packets later. Although this operational 
mode can achieve maximum speed on authenticating previous packets, it has a 
drawback of quickly consuming the authenticating key chain, depending on the 
frequency of the packets. 

Since we use one-way hash functions to build independent key chains, every 
time one of the key chains comes to an end (meaning that it was fully used in the 
authentication process) the sender must automatically build, store and utilize a 
new key chain in its place. In the original TESLA protocol, a sender would have 
to reassign a new synchronization packet as the current key chain comes to an 
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}

d

Keychainm-1
Keychainm

Keychainm+1
Keychainm+2

...
...

}

d Time

Fig. 1. An illustration of dual offset key chains as used for inf -TESLA. 

end, inflicting non-negligible network and computational overhead by digitally 
signing a synchronization packet at the end of each key chain. 

inf -TESLA addresses this issue by using the Dual Offset Key Chains mech
anism. This mechanism uses a pair of keys for each message and guarantees 
continuity of the multicasting authentication process without the need for sign
ing and sending a new synchronization packet. The mechanism creates two offset 
key chains so that a pair of active key chains are always available and, as the 
main principle, a key chain m always straddles the substitution of key chain 
m − 1 with m + 1. Figure 1 illustrates the Dual Offset Key Chains mechanism 
by which key chain m supports the substitution of key chain m − 1 for key chain 
m +1 without the need for resynchronization. A detailed description of the Dual 
Offset Key Chains mechanism is presented on Section 4.2. 

The overall initialization setup is similar to TESLA. Before the data stream
ing begins, the sender first determines some fundamental information about the 
network status, dNMax), and time synchronization, δtMax, and builds its first 
two key chains. We assume that both sender and receiver are time synchronized 
by a reliable time protocol (e.g. PTP). After that, the sender S chooses the 
delay parameter d (Section 4.1) that will base the decision of the receiver Rk 

to either accept a packet from S. This condition is Security Condition-1 for 
inf -TESLA. 

For bootstrapping each new receiver, S constructs and sends the synchro
nization (commitment) packet to the new incomer. For a dynamic packet rate, 
this packet contains the following data [13]: the beginning time of a specific in
terval Tj along with its id Ij , the interval duration Tint, the key disclosure delay 
d ' , a commitment to the key chain Km and key chain Km+1 (i < j − d ' wherei i 
j is the current interval index). 

For a fixed packet rate r, let j1 and j2 be the current key from key chains 
m and m + 1 respectively. The synchronization packet contains: delay d and the 
commitment for the key chains Km and Km+1 (i1 < j1 − d and i2 < j2 − d).i1 i2 

We will focus on fixed packet rate in this paper for the sake of brevity and 
convenience of notation. While a fixed packet rate is potentially more likely for 
the streaming applications we address, our approach is compatible with both 
dynamic and fixed rates. 

Dual Offset Key Chains mechanism. The Dual Offset Key Chains mecha
nism enables continuity in streaming authentication without the periodic resyn
chronization between S and Rk ∈ R required by TESLA. Two key chains, offset 
in alignment, are used simultaneously by the mechanism to authenticate mes
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sages. For every packet, there are always two active key chains and, from each 
chain, one non-used key available for MACing. 

For constructing the two key chains, first the sender chooses n, the total 
number of elements on a single key chain. Let lm be the current number of 
remaining elements on the key chain m. Here we assume that all created keys 
are deleted just after being used for authenticating messages. Let M be the 
maximum available memory for storing the key chains, assuming that M is big 
enough for storing two key chains, m and m + 1, at any time. The value of n 
must be chosen accordingly to the following constraints: (i) n ≥ lm−1 + 2(d + 1) 
and (ii) n ≤ M + d.2 

The the first constraint sets a minimum value for n, that is the minimum 
initial size of a key chain. During the initialization setup of the first receiver 
synchronization, we consider lm−1 = 0 for constructing the first key chain. The 
second constraint restricts the maximum number of elements in a key chain. 
If a key chain m does not meet this limit, key chain m + 1 will not be long 
enough to meet the security condition for the key chain exchange procedure (see 
Section 4.2). In practice, it may not be feasible to calculate a whole key chain in 
the time taken to send two data packets and so S may compute and store key 
chain m + 1 well before the end of key chain m − 1. 

A packet Pj sent by S is formed by the following data Pj = {Mj , i1, i2,K
m 
i1−d, 

Km+1, MAC(Km||Km+1,Mj )}. Every packet carries the actual message Mj , the i2−d i1 i2 

current sequence number of each key chain i1 and i2, the disclosed authenticating 
keys Km and Km+1 (discussed later in Section 4.2) and the MAC of the i1−d i2−d 
message resultant from an operation that uses the concatenation of current keys 
from both key chains. In particular, at the beginning of a key chain Km, the 
notation Km may refer to the last keys in the key chain Km−1 .i−d 

Disclosure of keys. inf -TESLA has two modes of operation for disclosing keys: 
2-keys and Alternating. In the 2-keys mode (or standard mode, as previously 
described), each packet Pj discloses two authentication keys, one from each key 
chain, for the same message Mi, that is packet Pj has the following information, 
Pj → Km,Km+1 .i1 i2 

The Alternating mode discloses one key from each key chain alternatively in 
each data packet. Formally, two consecutive packets would have the following 
information about keys, Pj → Km and Pj+1 → Km+1, where indexes i1 and i2i1 i2+1 
correspond to the keys of both key chains to be disclosed in the same data packet 
in 2-keys mode of operation. Figure 2 shows the key chains in time and the two 
modes for disclosing keys. In Section 5, we present a more detailed comparison 
of these two modes in relation to communication overhead, computational cost 
and authentication delay. 

The disclosure delay d for the keys is directly affected by the maximum 
tolerable network delay dNMax, so each receiver Rk will present a different delay 
value. Sender S must set d as the largest expected delay in order to meet security 
condition-1. 
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Fig. 2. Two modes for disclosing keys: 2-keys and alternating. 

Dual Offset Key Chains mechanism security. Key chain security is based 
on the widely used cryptographic primitive: the one-way chain. One-way chains 
were first used by Lamport for one-time password [6] and has served many other 
applications in the literature. 

The Security Condition-2 for inf -TESLA concerns the key chain exchange 
procedure. This condition states that both key chains cannot be substituted 
within a time interval d/r (or within d packets). If this happens, the receiver must 
drop the following packets and request for resynchronization with the sender. 
This protocol restriction assures the authentication inviolability of inf -TESLA 
and must be observed at all times by the receiver. The receiver is solely responsi
ble for monitoring the key chain exchange procedure and accepting, or rejecting, 
the new key chain. 

In Figure 3, we show an example of a man-in-the-middle attack attempt 
on the Dual Offset Key Chains mechanism and the importance of the security 
condition-2. For this example, we consider d = 9 as minimum number packets 
the sender has to wait to disclose a key, the last element n = 50 for all key chains, 
and the asterisk symbol indicates an item maliciously inserted by the attacker. 
The packets are presented without indices “i” for cleaner presentation. 

We first illustrate how this attack can work on a single key chain mechanism 
without commitment packets as follows: When the attacker senses a change in 
the key chain by testing every disclosured key (a), he inserts M∗ as the first 0 
manipulated message and MACs it using the first element K∗ of a forged key 0 
chain of his own. The attacker continues faking the messages and its MACs till 
the last authentic key used for MACing is disclosured. After that point, the 
attacker is able to take complete control of the communication without being 
detected (b). For the second part of Figure 3, the same attack is attempted 
against our mechanism. Also the attacker is able to sense when a disclosured 
key chain comes to an end and can also substitute the messages and the MACs 
in the packets. However, when he tries to take complete control of the key chain 
by forcing the forged key K∗∗ over the key chain m = 2, this indicates for 0 
the receiver a violation of the security condition-2 for the key chain exchange 
procedure. 

Another concern is how many consecutive packets could be lost by the re
ceiver without actually being an attack. Following the security condition for 
key chain substitution, there must not be two different key chain substitutions 

Camara, Sergio; Anand, Dhananjay; Pillitteri, Victoria; Carmo, Luiz. 
”Multicast Delayed Authentication For Streaming Synchrophasor Data in the Smart Grid.” 

Paper presented at 31st International Conference on ICT Systems Security and Privacy Protection - IFIP SEC 2016, Ghent, Belgium. May 30, 
2016 - June 1, 2016. 

SP-69
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Fig. 3. Example of a man-in-the-middle attack on a single hash chain without com
mitment and on the Dual Offset Hash Chains mechanism. 

within a period of d/r, so the receiver must be aware that the limit for consecu
tive packets lost is at maximum d. If, for some reason, more than d packets are 
lost/dropped, the receiver must assure that the following disclosed keys are au
thentic elements of at least one of the existing key chains, otherwise the receiver 
will not be able to authenticate any of the next received packets. From this point, 
the receiver must refuse this stream and request for a new synchronization with 
the sender. 

Another security issue can occur when the last key Kn in the key chain’s 
sequence is lost, that can cause a total lack of authentication of a previous 
packet Pn. When some Ki is lost, it can be computed from any subsequent key 
in the key chain through function F (Section 4.1), however when i = n there is 
no subsequent key. This issue can be extended for the last d elements of the key 
chain, meaning that in this scenario some packets may not be authenticated and 
then must be dropped by the receiver. For the Alternating mode for disclosing 
keys, the receiver would drop d+1 packets in the worst case. This issue concerning 
the last keys of the key chain is a vulnerability of the original TESLA as well. 

Elaborate attacks, like selective drop of packets, can cause even more authen
tication delay without being noticed. For instance, in the case of the Alternating 
keys disclosure mode, one attacker can induce an alternating drop of packets pre
venting the sender to authenticate some sequential packets. To mitigate these 
attacks, the receiver must set an upper limit for the maximum number of non 
authenticated packets to ignore before resynchronizing with the sender. 

5 Evaluation against TESLA 

For the following comparison evaluation, we check for communication overhead, 
authentication delay and computational cost on a long term communication for 
each of the following schemes: original TESLA, inf -TESLA 2-keys (two disclo
sured keys per packet) and inf -TESLA alt (alternating key chain disclosure). 
Due to PMUs’ operational settings, we are only considering a fixed packet rate 
mode. Also, we assume the following constraints for the simulation: 
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11 Multicast Delayed Authentication For Streaming Synchrophasor Data 

Table 1. Communication overhead. 

Formula 
TESLA (fixed) C ∗ (sKey + sSig) + P ∗ (sKey + sMac) 

Inf -TESLA 2-keys 2 ∗ sKey + sSig + P ∗ (2 ∗ sKey + sMac) 
Inf -TESLA alt 2 ∗ sKey + sSig + P ∗ (sKey + sMac) 

2-day simulation (MBytes) 
TESLA (fixed) 331,825 

Inf -TESLA 2-keys 497,664 
Inf -TESLA alt 331,776 

–	 Phasor data frame size of 60 bytes, according to the C37.118 standard [25], 
over UDP transport layer protocol. 

–	 Pseudo-Random function and HMAC function implementation as HMAC
SHA-256-128. Both HMAC key size and HMAC tag size (truncated) of 128 
bits. 

–	 Digital signature implemented as ECDSA over GF(p) of 256 bits. Although 
TESLA considers RSA signatures, for comparison purposes we use ECDSA 
signatures. The keys and signatures sizes are based on the NIST SP 800
131A [3] for recommendations on use of cryptographic algorithms and key 
lengths. 

–	 Maximum number of keys n that can be stored at a time in the cache memory 
of a device is 10,000 keys. 

–	 Sender’s packet rate (frequency) of 60 packets/sec. 
–	 Simulation testing time of 2 days. Past references [7] established a baseline 

of 1024 key chains for evaluating the one-time signature multicast schemes. 
However, as inf -TESLA must build approximately 4 times the number of 
key chains as TESLA for the same number of packets, comparisons are done 
for fixed simulation duration rather than number of key chains. 

Table 1 shows the formulas to calculate all security related communication 
overhead of each of the 3 schemes. Let C be the number of commitments (signed 
packets), P the total number of transmitted packets and sKey, sMac and sSig 
be the size of a cryptographic key, the size of the MAC tag and the size of a 
signature tag respectively. inf -TESLA 2-keys presents the higher communication 
overhead due to two disclosed keys per packet, while TESLA and inf -TESLA 
alt present a slightly, but negligible, difference on the overhead during two days 
of communication. 

For calculating the computational cost overhead of each scheme, we use the 
formulas shown in Table 2. The processing cost in cycles per each operation of 
hashing, macing, signing and verifying is represented by cHash, cMac, cSig and 
cV er respectively. From the graph in Figure 4, we can observe the higher com
putational cost of the sender and receiver operating TESLA over inf -TESLA, 
due to constant signing and verification operations. 

For two days of simulation in this configuration, a sender running TESLA 
protocol on fixed packet rate mode has to sign up to 1036 commitment packets 
and spends on average 0.373117 gigacycles/hour, while running inf -TESLA he 
would spend 0.314087 gigacycles/hour of operation, which means a reduction 
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Table 2. Computational cost calculation. 

Sender 
TESLA (fixed) C ∗ cSig + P ∗ (cMac + cHash) 

Inf -TESLA (both) cSig + 2 ∗ P ∗ (cMac + cHash) 

Receiver 
TESLA (fixed) C ∗ cV er + P ∗ (cMac + cHash) 

Inf -TESLA (both) cV er + 2 ∗ P ∗ (cMac + cHash) 

of 15.82% in computational cost for the sender. On the receiver side, a TESLA 
receiver spends in average 0.596289 gigacycles/hour, while inf -TESLA needs 
0.314303 gigacycles/hour, meaning a reduction of 47.29% in computational cost 
for the receiver. All values of cycles/operation of the security primitives are 
referenced from the Crypto++ Library 5.6.0 Benchmarks [4]. 

Although the alternating keys disclosure mode showed good results on the 
two previous evaluations, this mode increases the authentication delay of a packet 
Pi by one packet. That is because the second key needed for authenticating Pi, 
i.e. Km+1, will only be disclosed on Pj+1 where j > i + d. Also, if Pj+1 happens i2 

to be lost, the authentication of Pi will be only achieved when receiver has the 
disclosed key included in Pj+3. On both other schemes, the authentication of a 
packet Pi is normally achieved after receiving Pj , j > i + d, and if Pj is lost, the 
missing keys can be recovered from the contents in Pj+1. Also regarding authen
tication delay evaluation, necessary time overhead for generation and verification 
of digital signatures during key chains exchange may affect TESLA’s continuous 
flow on higher frequencies of streamed data. 

Although TESLA protocol is an efficient protocol and has low security over
head, it was not originally designed for long-term communication. We observe 
that inf -TESLA, in alternating disclosure mode, can deliver a slightly lower 
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Fig. 4. Computational cost for TESLA and inf -TESLA over 2 days of streaming data. 
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13 Multicast Delayed Authentication For Streaming Synchrophasor Data 

communication overhead and, for both modes, result in a significant reduction 
in computational overhead over the original protocol. In general, inf -TESLA 
scheme also provides great suitability for key storage and computational con
strained devices, such as in Wireless Sensor Networks (WSNs). 

6 Conclusion 

In this work, we present inf -TESLA, a multicast delayed authentication proto
col for streaming synchrophasor data in the Smart Grid, suitable for long-term 
communication and high data rates scenarios. To authenticate messages from 
the sender, inf -TESLA uses two keys to generate the MAC of the message and 
discloses both keys after a time frame d/r, on a fixed packet rate of operation. 

We also design the Dual Offset Key Chains mechanism to produce the au
thenticating keys and provide a long-term communication without the need of 
frequently signing resynchronization packets containing commitments to the new 
key chains, which ensures continuity of the streaming authentication. We prove 
our mechanism against a man-in-the-middle attack example and describe the se
curity conditions that must be observed at all times by the receiver. inf -TESLA 
enables two different modes for disclosing keys, 2-keys (or standard) and Alter
nating keys. We present a comparison between this two modes against TESLA 
within a WAMPAC application, and our protocol shows even more efficiency 
when compared to the original. Although the Alternating key disclosure mode 
increases the authentication delay by one packet, it provides less impact on 
communication overhead and a reduction of 15.82% and 47.29%, sender and 
receiver respectively, in computational cost during operational time. Generally, 
inf -TESLA shows promise and suitability for key storage and computational 
constrained devices. 

In future work, we intend to do a further analysis on the trade-off between 
key storage size in devices and protocol performance, and on the possible (mini
mum/maximum/average) values for the authentication delay by simulating our 
protocol in a WAMPAC network. 
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Abstract—This paper describes a major effort to collect smart-
phone data useful for indoor localization. Data has been collected
with four Android phones according to numerous scenarios in
each of four large buildings. The data includes time-stamped
traces of various environmental, position, and motion sensors
available on a smartphone, Wi-Fi and cellular signal strengths,
and GPS fixes, whenever available. Quantitative evidence is
presented to validate the collected data and attest to its quality.
This unique, extensive data repository is made available to the
R&D community through the PerfLoc web portal to facilitate
development of smartphone indoor localization apps and to
enable performance evaluation of such apps according to the
ISO/IEC 18305 international standard in the near future.

I. INTRODUCTION

The Global Positioning System (GPS) has been a phenom-
enal success with applications in a wide range of domains,
but it does not work inside buildings / structures and in
urban canyons. The next frontier is to provide localization
and tracking capability indoor as a key technology enabler for
Location Based Services (LBS), which is anticipated to be a
multi-billion dollar market. Indoor localization and tracking
has applications in many areas, including emergency response
for better coordination of operations and to save lives of
first responders and civilians; E-911; military operations, such
as search and clear operations and prevention of friendly
fire; tracking in underground coal mines, particularly in the
aftermath of explosions and roof collapses; asset and personnel
tracking in warehouse, hospitals, and factories; tracking of
children on school grounds and the elderly; offender tracking;
navigation in museums, shopping malls, and large office build-
ings; urban search and rescue in the aftermath of natural / man-
made disasters; and many applications related to the Internet
of Things (IoT).

Yet, lack of standardized testing has been an impediment
to the wide adoption and deployment of indoor Localization
and Tracking Systems (LTSs). It is not possible to compare the
performance of various systems presented in academic confer-
ences or developed by industry, because they are evaluated in
different environments and according to different and typically
inadequate testing criteria and methodologies. This has made
it difficult to set minimum performance requirements1 for
indoor LTSs. Consequently, the user community has often

The work of the first author has been supported by the Public Safety
Communications Research (PSCR) Division at NIST.

1For example, fire departments may wish to have an indoor localization
capability in burning buildings with 3 m average accuracy. Similarly, the
Federal Communications Commission (FCC) in the US requires the average
indoor location accuracy for E-911 calls to be x meters y% of the time.

been unable to ascertain whether a given indoor LTS meets
its requirements. There has been a strong demand by the user
community for development of standardized testing procedures
for indoor LTSs, which would also help the industry to
improve the performance and effectiveness of their indoor LTS
products.

In response to this demand, NIST led the development of
the international standard ISO/IEC 18305, Test and evaluation
of localization and tracking systems [1]. The primary focus
of ISO/IEC 18305 is on indoor localization, which is a much
harder problem than its outdoor counterpart, for which GPS
and to a lesser extent the use of terrestrial cellular technology
are the dominant solutions. The standard deals with a challeng-
ing test and measurement problem, because the performance of
such systems is affected by a wide range of factors, including
construction material, size and floor plans of buildings; mobil-
ity mode of the entity to be localized and tracked (stationary,
walking, running, sidestepping, walking backwards, crawling
on the floor, transportation on a cart or forklift, transportation
in elevators, etc.); availability of coordinates of the boundary
(footprint) of buildings; availability of floor plans and heights
of different floors of buildings. While it might be possible to
test the “components” of an LTS in a laboratory setting, the
proper way to test the “system” is to do so in several large
buildings, including high rises and subterranean structures,
according to a variety of mobility scenarios. In addition, it
is important to determine how many entities the system can
localize and track. LTSs can vary significantly in terms of
the assumptions under which they can operate, cost, size,
weight, battery life, electromagnetic compatibility, intrinsic
safety, etc. Therefore, one has to be careful when comparing
the performance of different LTSs to ensure fairness. Tailoring
the testing procedure to the LTS is not scalable, because there
are many LTSs available. ISO/IEC 18305 treats the LTS under
test as a black box and yet it provides a comprehensive testing
methodology that adequately tests LTSs.

This paper focuses on smartphone indoor localization apps,
which can use only the sensors available on a smartphone
and the Radio Frequency (RF) signals that a smartphone can
receive. In contrast, a general LTS can use other sensors and
RF technologies, such as Ultra Wideband (UWB) ranging,
angle of arrival estimation, and LiDAR. However, with billions
of smartphones in use around the world, the smartphone
platform is very important. The main objective of this effort
is to create a level playing field for comparison of indoor
localization apps. We are doing this by (i) making available to
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the R&D community a rich repository of smartphone sensor
data, RF signal strength data, and GPS fixes collected based on
the guidance provided by ISO/IEC 18305 and (ii) developing a
web portal that uses ISO/IEC 18305 to automatically evaluate
the performance of indoor localization apps developed based
on the data repository and publish the results.

The rest of this paper is organized as follows. Section II
presents an overview of related work. We present different
aspects of our campaign and the properties of the collected
data in Section III. Section IV is on validation of the data we
collected. Concluding remarks are given in Section V.

II. RELATED WORK

This section provides an overview of two relevant directions
in performance evaluation of indoor localization solutions.

A. Indoor Localization Competitions

Lessons learned during the 2014 IPSN / Microsoft Indoor
Localization Competition are reported in [2]. The competi-
tion used one scenario to evaluate a broad set of solutions,
including RF, magnetic, light, and ultrasound-based systems.
EvAAL is another popular series of competitions focused on
indoor localization solutions for assisted living [3]. [4] presents
the results of an indoor localization competition focused on
interference robustness of RF-based localization solutions.
Indoor localization competitions are attractive, because they
provide the possibility of evaluating and objectively comparing
different localization solutions in the same environment and
similar conditions. However, such competitions are rare due
to their labor, time, and cost intensity. Furthermore, although
the evaluation environment is the same, not all solutions can be
evaluated at the same time. Hence, the temporal variability of
environmental conditions reduces the objectivity of the results.

B. Usage of Raw Data Traces

Use of publicly available data traces is a promising solution
for mitigating temporal variability of conditions, which is
hardly avoidable in indoor localization competitions. There
have been a few efforts to virtualize certain aspects of experi-
mental evaluation of localization solutions. VirTIL testbed [5]
is focused on the evaluation of RF range-based indoor lo-
calization algorithms by providing range measurements made
throughout the evaluation area. The EU EVARILOS project’s
efforts [6] yielded unprocessed low-level RF data, such as
Received Signal Strength Indicator (RSSI) and Time of Flight
(ToF) measurements, that are used in a wide range of in-
door localization solutions, including fingerprinting, hybrid
and proximity-based solutions. This paper builds upon that
work and focuses on the extensive set of sensors available in
today’s smartphones, including not only RF-based ones, but
also environmental, position, and motion sensors. Moreover,
we significantly expand the scope of the data traces by using
several evaluation areas and testing scenarios.

III. DATA COLLECTION

This section consists of three parts. First, we describe the
environment and the scenarios, selected based on guidance

from ISO/IEC 18305, we used for data collection. Second, we
provide an overview of the collected data. Third, we provide
a synopsis of the collected data.

A. Environment and Scenarios

We selected four buildings for data collection. One was
an office building, two were industrial shop and warehouse
types of buildings, and the fourth was a subterranean structure.
Unfortunately, we did not have access to a high-rise building
or a single-family house, as recommended by ISO/IEC 18305
in addition to the above types of buildings. The total space
covered by these buildings was about 30,000 m2.

We instrumented these buildings with more than 900 test
points, henceforth called dots, installed on the floors. Each
dot is a disk of diameter about 3 cm with its center marked
for subsequent surveying. The locations of these dots were
precisely determined by a surveying contractor. Therefore, the
ground truth locations of the dots are known to NIST.

In an effort to capture the differences in qualities of the
sensors and RF circuitry in smartphones, we used four An-
droid2 smartphones for data collection. These smartphones
were LG G4 (LG), Motorola Nexus 6 (NX), OnePlus 2 (OP),
and Samsung Galaxy S6 (SG). Since we did not want to
repeat each data collection scenario four times, once for each
smartphone, we devised a mechanism to collect data with all
four phones simultaneously. We used armbands to attach two
phones to each arm of the person collecting data, as shown
in Figure 1. On each arm, one phone faced forward and the
other faced to the side away from the person. We connected
four cables in parallel to a push-button switch. The other side
of the cables were connected to the audio jacks of the four
phones. We used this mechanism to send a signal to the phones
to create a timestamp in each of them whenever the person
collecting data was on top of a dot.

The data that we collected is described in detail in the
next section. We collected two types of data, one for training
and the other for testing purposes. The data in each type is
timestamped, but the training data is also annotated with the
ground truth locations of the dots at which the push-button
switch was pressed. The training data would allow the app
developers to check how well their apps are performing by
comparing the location estimates provided by their apps at
time instances when the push-button switch was pressed with
the ground truth locations at those time instances. In the case
of the test data, we do not provide the ground truth locations at
time instances at which the push-button switch was pressed.
Instead, we ask each app developer to upload the location
estimates provided by the app at those time instances on the
PerfLoc web portal so that the portal can evaluate the app’s
performance. Naturally, a developer would do this step when
he/she is convinced that his/her app is as good as it can be.

2DISCLAIMER- Certain commercial equipment, instruments, or materials
are identified in this paper in order to specify the experimental procedure
adequately. Such identification is not intended to imply recommendation or
endorsement by the National Institute of Standards and Technology, nor is it
intended to imply that the materials or equipment identified are necessarily
the best available for the purpose.
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We collected data using a subset of the 14 Test & Evaluation
(T&E) scenarios described in ISO/IEC 18305. We did not
use all the scenarios, because some did not apply to our data
collection campaign. For example, two scenarios in ISO/IEC
18305 call for multiple people to collect data simultaneously.
This would be useful if the localization device has peer-to-
peer ranging capability or we wish to test the Medium Access
Control (MAC) layer issues and determine how many local-
ization devices can be localized by the system simultaneously.
Smartphones do not have a peer-to-peer ranging capability
and we are focusing on indoor localization apps that passively
listen to RF signals of interest, and hence there are no MAC
layer issues. Including the training data, we collected data
over 38 T&E scenarios in the four buildings. Each scenario
called for the person collecting the data to start at a given
location outside a building before entering the building and
following a predetermined course while pressing the push-
button switch at select dots on the course. The scenarios
involved different modes of mobility: 1) walking to a dot and
stopping for 3 s before moving to the next dot; 2) walking
continuously and without any pause throughout the course; 3)
running / walking backwards / sidestepping / crawling part of
the course; 4) “transporting” the four phones on a pushcart;
5) using elevators, as opposed to stairs, to change floors; 6)
leaving the building a few times during a scenario and then
reentering through the same door or another.

B. Types of Data Collected

For each scenario in each building we collected six types
of data on each smartphone, namely, Wi-Fi, Cellular, GPS,
Dots, Sensors, and Metadata, as described below. This data is
stored as one or more Google Protocol Buffer Messages [7]
in a separate file for each data type

The collected data is composed of:
1) Wi-Fi data: Signal strengths measured from Wi-Fi ac-

cess points (APs) in range and other information provided
by the APs operating at 2.4 and 5 GHz channels. The Wi-
Fi scans were performed back-to-back. The frequency of
the scans depended on the Wi-Fi chip’s firmware and the
Wi-Fi driver implementation on a given smartphone. Since
these implementations are provided by the manufacturers, the
duration of a Wi-Fi scan varied from device to device. Android
platform’s Wi-Fi connectivity API supports passive scanning
only. Scan results were saved as a single protocol buffer
message in repeated fields for each AP.

2) Cellular data: Identity information and signal strengths
measured from cellular towers in range. The Android operating
system continuously scans for cellular signals and a scan
cannot be triggered by a user-level application. Therefore, our
application periodically requests all observed cell information
from the operating system at a 1 Hz update rate and saves the
detected cellular tower related information into the file system
as repeated fields of the relevant protocol buffer message.

3) GPS data: Detected geophysical position using GPS.
During the data collection campaign, whenever the smartphone
got a location fix, the GPS information along with the accuracy

of that fix was saved as a separate protocol buffer message.
We used “fine location” information, which is derived directly
from the GPS signals. Since the measurements were performed
indoors most of the time, it was not possible to receive the
GPS signal the whole time. If the device could not derive a
location from the GPS signals, then no data was stored.

4) Dots: Timestamps at dots visited during a scenario. To
make sense of the collected data, it is important to know where
and when the data was collected. For each dot visited during
a scenario, we store a dot-index and a timestamp. The dot-
indices are simply successive non-negative integers with 0
reserved for the starting point of the scenario, which may not
be a dot, and 1 through n used for the n dots visited during the
scenario after the starting location. For each dot-index, there
is a timestamp that designates the time when that location
was visited. For the scenario that required waiting for three
seconds at each of the dots 1 through n, we stored two dot-
indices and two timestamps. Specifically, for the ith dot, we
used dot-indices 2i−1 and 2i for the time instances we reached
that dot and we left it, respectively. Each dot is represented in a
separate protocol buffer message with its index and timestamp.

5) Sensors: Built-in environmental, position, and motion
sensors that are found in smartphones. The Android platform
defines and supports a number of sensors, which are either
hardware-based or software-based. Hardware-based sensors,
such as accelerometer, magnetometer, or light, are physical
components in the device. Software-based sensors, such as
linear acceleration and gravity, are virtual sensors that derive
their values from one or more hardware-based sensors.

The Android platform does not specify a standard sensor
configuration. Hence, the manufacturers can choose any set
of sensors to install in their devices. In our measurements we
collected data from all of the sensors that were available on
any given device. The list of Android-defined sensors, their
descriptions, and whether they are hardware- or software-
based are given in Table I. Some sensors are “uncalibrated”
versions of others with the same name. These sensors provide
additional raw values along with some bias. These types of
sensors can be useful when an application conducts its own
sensor fusion. More information on uncalibrated sensors can
be found in [9]. A smartphone may contain device-specific,
non-standard sensors that are not defined in the above list.
The information collected by any of the sensors, including the
non-standard ones, is saved as protocol buffer messages. Some
devices also implement software-based one-shot composite
sensors, such as glance gesture, pick up gesture, significant
motion, and wake up gesture. These sensors, also called trigger
sensors, are used for end-user convenience, such as to briefly
turn the screen on or to mimic press of the power button. Since
these convenience features do not provide any clear benefits to
LTSs, we did not implement support for them, but they may
appear in the collected data if they are triggered. Android’s
sensor framework uses a standard 3-axis coordinate system
depicted in Figure 2. It is important to note that the axes of this
coordinate system do not change or swap if the orientation of
the device changes. For example, the z-axis remains pointing
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TABLE I: List of Android sensors [8]
Sensor Description Type Sensor Description Type
AMBIENT
TEMPERATURE

Ambient air temperature Hardware LIGHT Luminance Hardware

PRESSURE Ambient air pressure Hardware RELATIVE
HUMIDITY

Ambient relative humidity Hardware

ACCELEROMETER Acceleration force along the x,y,z axes Hardware GRAVITY Force of gravity along the x,y,z axes Hardware or
Software

GYROSCOPE Rate of rotation around the x,y,z axes Hardware GYROSCOPE
UNCALIBRATED

Rate of rotation (without drift compensation)
around the x,y,z axes

Software

LINEAR
ACCELERATION

Acceleration force along the x,y,z axes (excluding
gravity)

Hardware or
Software

ROTATION VECTOR Rotation vector component along the x,y,z axes
and Scalar component of the rotation vector

Hardware or
Software

STEP COUNTER Number of steps taken by the user since the last
reboot when the sensor was activated.

Software GAME ROTATION
VECTOR

Rotation vector component along the x,y,z axes Software

GEOMAGNETIC
ROTATION VECTOR

Rotation vector component along the x,y,z axes Software MAGNETIC FIELD Geomagnetic field strength along the x,y,z axes. Hardware

MAGNETIC FIELD
UNCALIBRATED

Geomagnetic field strength (without hard iron cali-
bration) and Iron bias estimations along the x,y,z
axes

Software ORIENTATION Azimuth, Pitch and Roll Software

PROXIMITY Distance from object Hardware

outwards of the screen even when the person collecting data
is crawling on the floor instead of walking. Each sensor
component has a different reporting frequency. When the app
registers to a sensor at the fastest rate, the reporting frequency
can be as fast as 250 Hz. Unfortunately, asking for the fastest
possible rate sometimes causes individual sensors to be depri-
oritized and starved. For example, the Samsung smartphone
reported far fewer readings from the pressure sensor when
all the sensors were registered at the fastest rate. To avoid
loss of important data, we programmatically registered to the
sensors at a 100 Hz rate, which is commonly selected in
research on human motion recognition using motion sensors
like accelerometers. This gave all sensors enough time to
report their values. Temperature, light, proximity, and humidity
sensors, and the step counter generate values only if their last
measured values have changed.

NX	

SG	

OP	

LG	

Figure 1: Positioning of the
devices on the test subject’s body

Figure 2: Device-relative
coordinate system used by the

Sensor API [9]

6) Metadata: The metadata includes the building ID, sce-
nario ID, and measurement device’s manufacturer, model, ID,
brand, etc. It also includes the initial barometer value, if
the smartphone has one, by averaging the first 5 pressure
sensor measurements at the beginning of a data collection
scenario. Knowing the initial pressure value can help the
indoor localization app to detect elevation changes due to
movement from one floor of the building to another. The list
of sensors that a particular smartphone is equipped with along
with their properties is also included in the metadata. For data
collection in each building one protocol buffer message for
the metadata in each smartphone is generated.

C. A Synopsis of the Collected Data

The number of scenarios used (the time it took to collect the
data) in Buildings 1-4 were 11 (∼4.1 hours), 10 (∼5.3 hours),
9 (∼4.4 hours), and 8 (∼1.8 hours), respectively, resulting in
a total of 38 scenarios and roughly 15.6 hours of raw data
traces for each device. Tables II-V provide an overview of
Wi-Fi, cellular, GPS, and sensor data traces, respectively, in
two scenarios for each of the four buildings.

The reader can extract similar information for the remaining
30 scenarios by downloading data traces from the PerfLoc
web portal. Certain observations can be made about the data
in Table II. First, the average durations of a Wi-Fi scan over
the 8 scenarios for the LG G4, Motorola Nexus 6, OnePlus 2,
and Samsung Galaxy S6 devices (ordered alphabetically) are
3238, 916, 2351, and 3351 ms, respectively. Second, the LG
G4 device detects far fewer Wi-Fi APs than the other three
devices that detect similar numbers of APs. This is due to
the fact that the default configuration of the Wi-Fi scanning
procedure in the LG G4 device does not report hidden Wi-Fi
APs, i.e. those without the SSID parameter defined. Indeed, if
we filter the hidden APs for the other devices for Scenario 1 in
Building 1, the number of unique Wi-Fi APs detected would
be 56 (unchanged), 61, 59, and 61, respectively. The same
observation is made when hidden APs are filtered out in the
other scenarios. Additional small variability in the number of
detected APs is due to slight differences in the locations and
movement patterns of devices, as worn by the person collecting
the data, which results in different levels of signal attenuation
and shadowing. This is consistent with a previous report of
RSSI not being a fully stable feature of Wi-Fi signals [10].

As can be seen from Table III, the number of cellular
scans is roughly the same as the duration of a scenario in
seconds, except for Building 1, where cellular coverage was
far worse than the other three buildings. This is consistent
with the 1 Hz cellular scan rate mentioned in Subsection
III.B. Note that we did not log empty cellular readings, which
explains the slight differences in the duration of scenarios.
In addition, the LG G4 and Samsung Galaxy S6 devices had
SIM cards and subscriptions to CDMA (C) and LTE (L) data
services. Consequently, the data traces for these devices consist
of CDMA and LTE signal strengths, although WCDMA (W)
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TABLE II: Selected features of the Wi-Fi data traces
Building/
Scenario

Number of Wi-Fi scans Number of unique Wi-Fi APs Duration [s]
LG NX OP SG LG NX OP SG LG NX OP SG

B1/S1 245 953 356 248 56 150 143 158 836 843 835 837
B1/S2 370 1397 524 358 24 70 70 67 1212 1219 1212 1212
B2/S1 741 2442 983 707 237 516 611 625 2349 2348 2352 2347
B2/S2 792 2667 1057 759 222 515 574 630 2518 2527 2519 2522
B3/S1 696 2545 985 677 70 166 178 190 2288 2298 2288 2291
B3/S2 460 1710 650 447 64 144 141 164 1515 1514 1518 1511
B4/S1 360 1283 496 347 39 104 118 105 1158 1164 1156 1159
B4/S2 207 731 285 198 30 80 77 96 660 661 664 658

TABLE III: Selected features of the cellular data traces
Building/
Scenario

Number of cellular scans Number of unique cellular BSs Duration [s]
LG NX OP SG LG NX OP SG LG NX OP SG

B1/S1 130 132 166 119 C:3,G:1,L:6 G:1,W:7 G:1,W:6 C:2,L:6 623 136 637 121
B1/S2 47 199 208 201 C:2,L:5 G:1,W:5 G:1,W:7 C:3,G:1,L:5 1216 1221 1215 1219
B2/S1 2311 2273 2327 2301 C:5 W:5 W:6 C:9,L:9 2352 2349 2354 2352
B2/S2 2455 2443 2491 2468 C:6 G:1,W:7 G:1,W:7 C:9,L:8 2523 2528 2522 2528
B3/S1 2108 2215 2263 2043 C:6,W:2 G:1,W:10 G:1,W:13 C:7,L:13,W:1 2293 2299 2292 2294
B3/S2 1413 1469 1505 1463 C:8,G:1,W:3 W:2 W:3 C:7,L:6 1518 1515 1521 1517
B4/S1 1149 1121 1146 1141 C:4,L:22 W:12 W:11 C:5,L:13 1161 1166 1159 1163
B4/S2 658 641 657 651 C:4,L:13 W:4 G:1,W:7 C:4,L:10 664 662 666 663

and GSM (G) readings occur also. For the other two devices,
the stored signal strength data are of the WCDMA and GSM
types only.

TABLE IV: Selected features of the GPS data traces
Building/
Scenario

Number of GPS readings Duration [s]
LG NX OP SG LG NX OP SG

B1 / S1 20 12 25 10 18 85 23 13
B1 / S2 54 4 13 7 76 2 11 7
B2 / S1 619 65 179 242 1784 2076 2090 2335
B2 / S2 669 217 269 350 1915 1804 1843 2175
B3 / S1 585 187 180 345 2197 2077 928 2133
B3 / S2 33 76 219 140 31 191 228 195
B4 / S1 890 583 889 790 1150 841 1111 1158
B4 / S2 568 448 561 434 599 520 601 548
Table IV shows that the GPS signal was not always available

during a scenario. Just as in the case of the cellular signal, the
availability of the GPS signal was far sparser in Building 1
compared to the other 3 buildings. The data shows significant
variability across the four devices in both the duration of time
the GPS signal was available and the number of GPS readings.
In addition, this variability appears to be random, and hence
one cannot say that the GPS receiver in any device was better
than those in the other devices.

Finally, the numbers of readings from select sensors deemed
to be more useful for indoor localization purposes are provided
in Table V. These sensors are light, pressure, accelerome-
ter / gyroscope, magnetometer, and step detector (see [2] and
the references therein). We have grouped the accelerometer
and gyroscope together, because the numbers of readings from
these sensors were always within one of each other. Note
that the numbers of magnetometer readings for the OnePlus
2 and Samsung Galaxy S6 devices are always within one
of the numbers of readings from the respective accelerome-
ter / gyroscope. In addition, these numbers and the numbers
of accelerometer / gyroscope readings for the LG G4 and
Motoroal Nexus 6 devices are roughly hundred times the
duration of the respective scenarios in seconds, which is
consistent with the 100 Hz sensor sampling rate mentioned
in Subsection III.B. The variation in the numbers of readings
from a given sensor across the devices is primarily due to
the differences in susceptibility thresholds of the sensors. The

numbers of readings from the light and pressure sensors and
the step detector are far fewer. Note that OnePlus 2 does not
have a pressure sensor. Peculiarly, this device did not detect
any steps in Scenarios 1 and 2 in Building 4!

IV. DATA VALIDATION

We took certain measures prior to the start of our extensive
data collection campaign to ensure the data we were getting
from the phones was sound and made sense. For example,
we walked in a building following a predetermined course
while holding a phone in hand horizontally and pointing to
the direction of movement. We accelerated and decelerated
in certain places, made turns, went up and down the stairs,
violently shook the phone at certain times, turned the lights
off and on in one corridor, and pressed the push-button
switch whenever we went over a dot. We knew on which
accelerometer and gyroscope axes to expect activity at what
times, and we verified that that was indeed the case. The
data from the pressure and light sensors made sense, and the
number of timestamps generated by the switch was the same
as the number of dots we visited. Due to lack of space, we do
not present the details of that experiment.

However, the problem of validating the extensive data we
collected with multiple devices is a lot more involved than
that. A major challenge is to figure out what questions to ask
and which tests to perform before even deciding whether the
questions are adequately answered or the data passed the tests.
We suspect more can be done than what is presented next in
this section, but at least we address two issues. One is how
periodic different sensor and RF signal strength data is. We
did not have any influence on how the OS delivers the sensor
data to the application level, and we could only suggest a
delivery rate without any guarantee on the inter-sample time
of individual sensors. This resulted in potentially irregularly
sampled time series. This issue is important, because dealing
with periodic data would be much easier for the researchers
who would use our data to develop indoor localization apps
than dealing with asynchronous data. Another question is
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TABLE V: Number of sensor readings for selected sensors
Building/
Scenario

Light Pressure Accelerometer / gyroscope Magnetometer Step detector
LG NX OP SG LG NX OP SG LG NX OP SG LG NX OP SG LG NX OP SG

B1/S1 3691 2285 3215 4708 64252 27276 0 4708 85294 83911 83284 84748 77467 63648 83285 84748 996 979 949 911
B1/S2 4760 2302 4198 6812 93371 39362 0 6812 123678 121265 120811 122620 112771 91821 120810 122620 788 712 714 196
B2/S1 14673 9318 14491 13135 181186 75854 0 13135 239020 233363 233834 236483 217952 176991 233835 236483 1915 2019 1660 1750
B2/S2 14957 9358 15277 14117 194411 81388 0 14117 256346 251116 250536 254168 234384 189892 250536 254168 1451 1349 1262 802
B3/S1 15515 9780 15966 12823 175718 74232 0 12823 232945 228348 227674 230841 211903 173211 227674 230841 2722 2841 2544 2711
B3/S2 9463 4826 9736 8478 116748 48902 0 8478 154316 150562 151077 152636 140812 114088 151078 152636 1030 1004 974 506
B4/S1 8493 4963 8654 6503 89041 37620 0 6503 118022 115789 115266 117063 107381 87780 115266 117063 1231 1155 0 988
B4/S2 4225 2473 5105 3710 51027 21362 0 3710 67613 65751 66230 66772 61696 49848 66229 66772 527 529 0 330

TABLE VI: Summary of inter-sample times [mean value±standard deviation]
Building/
Scenario

Wi-Fi [s] Accelerometer / Gyroscope [ms] Magnetometer [ms] Cellular [s]
LG NX OP SG LG NX OP SG LG NX LG NX OP SG

B1 / S1 3.3±0.2 0.9±0.0 2.4±0.5 3.4±0.1 9.8±3.7 10.1±6.1 10.1±3.8 9.9±4.5 10.8±4.6 13.3±6.2 4.8±43.2 1.0±0.0 3.9±36.5 1.0±0.0
B1 / S2 3.3±0.1 0.9±0.0 2.3±0.0 3.4±0.1 9.8±3.5 10.1±5.8 10.1±3.7 9.9±4.6 10.8±4.4 13.3±5.9 26.5±170.6 6.1±59.4 5.9±57.0 6.1±49.0
B2 / S1 3.2±0.1 1.0±0.1 2.4±0.4 3.3±0.1 9.8±3.6 10.1±7.3 10.1±4.2 9.9±5.4 10.8±4.5 13.3±7.7 1.0±0.1 1.0±0.0 1.0±0.0 1.0±0.0
B2 / S2 3.2±0.1 0.9±0.1 2.4±0.4 3.3±0.1 9.8±3.8 10.1±7.4 10.1±4.1 9.9±5.6 10.8±4.7 13.2±7.9 1.0±0.2 1.0±0.0 1.0±0.0 1.0±0.0
B3 / S1 3.3±0.1 0.9±0.1 2.3±0.0 3.4±0.1 9.8±4.1 10.1±6.1 10.1±4.0 9.9±5.1 10.8±4.9 13.3±6.2 1.1±1.3 1.0±0.0 1.0±0.0 1.1±1.6
B3 / S2 3.3±0.1 0.9±0.0 2.3±0.4 3.4±0.0 9.8±4.8 10.1±5.7 10.1±4.0 9.9±4.9 10.8±5.6 13.3±5.8 1.1±1.1 1.0±0.0 1.0±0.0 1.0±0.0
B4 / S1 3.2±0.0 0.9±0.0 2.3±0.0 3.4±0.0 9.8±3.6 10.1±6.3 10.1±4.1 9.9±4.6 10.8±4.5 13.3±6.1 1.0±0.0 1.0±0.0 1.0±0.0 1.0±0.0
B4 / S2 3.2±0.0 0.9±0.0 2.3±0.0 3.3±0.0 9.8±3.4 10.1±5.9 10.1±4.1 9.9±4.6 10.8±4.3 13.3±6.2 1.0±0.0 1.0±0.0 1.0±0.0 1.0±0.0

TABLE VII: Summary of Spearman’s correlation coefficient ρ for selected sensor types
Building/
Scenario

Wi-Fi Accelerometer
LG-NX LG-OP LG-SG NX-OP NX-SG OP-SG LG-NX LG-OP LG-SG NX-OP NX-SG OP-SG

B1 / S1 0.876 0.883 0.884 0.834 0.904 0.835 0.854 0.875 0.845 0.834 0.836 0.804
B1 / S2 0.879 0.876 0.874 0.834 0.902 0.884 0.786 0.832 0.821 0.883 0.856 0.832
B2 / S1 0.856 0.885 0.898 0.874 0.901 0.834 0.864 0.823 0.882 0.843 0.884 0.832
B2 / S2 0.867 0.902 0.829 0.871 0.890 0.897 0.864 0.812 0.845 0.812 0.850 0.842
B3 / S1 0.902 0.875 0.908 0.843 0.876 0.865 0.874 0.831 0.810 0.831 0.845 0.791
B3 / S2 0.896 0.880 0.879 0.800 0.891 0.841 0.831 0.829 0.871 0.811 0.851 0.803
B4 / S1 0.852 0.847 0.902 0.886 0.904 0.906 0.811 0.832 0.814 0.824 0.823 0.841
B4 / S2 0.863 0.912 0.901 0.876 0.901 0.877 0.822 0.851 0.812 0.767 0.855 0.842

whether the data collected with the four devices is “similar”,
with the caveat that for certain sensors one should not expect
similarity due to the differences in where the devices were
worn on the person who collected the data and the devices’
movements. If we knew the ground truth for all the sensor
and RF signal strength data, then we could check whether the
data collected with any given device was sufficiently close to
the ground truth. In the absence of such ground truth data, all
we can do is to decide, for each sensor or RF signal strength,
which devices generated similar data. Such tests would reveal,
for example, whether three devices generated similar data but
the fourth one was stuck at a value due to sensor malfunction
or it generated unrealistic erratic or random data because it
was not properly calibrated. There can also be programmatic
errors in the code that collects and stores data. Even if none of
these problems exists, the data collected by the four devices
may not be as similar as desired due to the quality of the
components used in the phones. For example, the price range
for Inertial Measurement Units (IMUs) is from tens of dollars
to thousands of dollars. While the more expensive IMUs make
more precise measurements, there is much greater variation
and uncertainty in the performance of low-end IMUs. These
issues would certainly affect the performance of the indoor
localization apps to be developed.

Table VI presents the statistics of inter-sample times for
select sensor and RF signal strength data that were sampled
at vastly different frequencies for various devices and two
scenarios in each of the four buildings. Sensors such as light
or step detector, which provide readings only when an event
occurs, were not included in the table. We observed greater

variation in Wi-Fi inter-sample times for the OnePlus 2 device,
mostly due to outliers with scan durations of roughly 12
seconds that consistently occur for this device in all scenarios.
Figure 3 depicts the relationship between Wi-Fi inter-sample
times and the number of APs detected for Scenario 1 in
Building 1. There is correlation between the number of APs
detected and inter-sample time for the Nexus 6 and OnePlus 2
devices. Similar patterns are observed for other buildings and
scenarios. Note that OnePlus 2 outliers are not shown in the
figure.

Figure 3: Number of detected Wi-Fi APs vs. scan duration

Table VI shows significant variation in inter-sample times
for accelerometer / gyroscope and magnetometers. There are
two reasons for this behavior. First, the intended sampling
frequency of 100 Hz is not a hard requirement for devices’
Operating Systems (OSs). Hence, certain variation in inter-
sample time is tolerated by the OS. Second, the time to log
the sensor readings, and hence the inter-sample time, is larger
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when many sensors report readings. Conversely, those times
are shorter when fewer sensors need to report readings. The
OS balances these times so that the 100 Hz sampling frequency
is roughly realized. Anyone who uses our data to develop
an indoor localization app should regard the sensor readings
as averages over variable-length intervals of time. Except for
most scenarios in Building 1 and some scenarios in Building 3,
where cellular coverage was non-existent or weak, the inter-
sample times for cellular readings show little deviation from
the 1 s target.

To study the similarity of readings from sensors of the
same type, e.g. pressure sensor readings from the four devices,
we compute Spearman’s correlation coefficient ρ and corre-
sponding p-values for all six possible pairs of devices. Due
to lack of space, we show only the results for Wi-Fi signal
strength and accelerometer data in Table VII. As visible in
the table, all correlation coefficients are fairly high, i.e. close
to the maximum value of 1. That means the data from pairs
of devices are strongly correlated. The p-value indicates the
significance of the Spearman’s correlation coefficient. We did
not explicitly report the p-values in the table, since they tend
to zero, meaning that the null hypothesis of the combination
of datasets not being correlated is negligibly small.

(a) Wi-Fi data trace

(b) Accelerometer data trace

Figure 4: Example data traces for all four devices

We had to deal with the problems of having slightly different
start and end times for data collection in a scenario and
different numbers of data samples for a given sensor or RF
signal strength from various devices before we could compute
any correlation coefficient. For both the RF signal strength and

accelerometer readings we solved this problem by merging
the sampling times from all phones to a full set of time
instances. We then interpolated the missing values and used
these newly generated time series for calculating correlation
coefficients. Additionally, for the accelerometer, in order to
reduce the impact of transients spikes, before the interpolation
step, we averaged the data over a sliding window with duration
of 100 ms and a sliding step of 20 ms. Example Wi-Fi and
accelerometer data traces are given in Figure 4 as a pictorial
evidence of data similarity. In the accelerometer case, the
depicted data is the l2-norm of the x, y, and z values of each
reading. In the Wi-Fi case, we focus on the AP with the largest
number of observations in a particular scenario, since such APs
are, in contract to APs with less observations, more relevant
for the majority of localization solutions that leverage Wi-Fi
readings (e.g. [11], [12]).

V. CONCLUSIONS

The data we have collected in this project and are making
available to the R&D community is truly unique in the world.
We doubt many organizations would have the resources to
instrument four large buildings, covering about 30,000 m2 of
space, with 900+ test points, have the locations of the test
points professionally surveyed, and spend about 200 man-
hours on data collection using four Android phones after
months of preparation. We presented some analysis that speaks
to the validity of the collected data. Researchers across the
world will be able to use our annotated data to develop
Android indoor localization apps. Our future plans include
development and launch of a web portal for comprehensive
performance evaluation of indoor localization apps based on
the ISO/IEC 18305 standard. In addition, lessons learned from
this and other planned indoor localization “system testing”
activities will result in improvements to ISO/IEC 18305.
Future part(s) of the paper will describe the performance
evaluation web portal and present the results of evaluating
a number of smartphone indoor localization apps through the
portal.
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Abstract—Organizations developing cryptographic
products face significant challenges, including usability
and human factors, that may result in decreased se-
curity, increased development time, and missed oppor-
tunities to use the technology to its fullest potential.
To better identify these challenges, we explored crypto-
graphic development and testing practices by conduct-
ing a web-based survey of 121 individuals representing
organizations involved in the development of products
that include cryptography. We found that participants
used cryptography for a wide range of purposes, with
most relying on generally accepted, standards-based
implementations as guides. However, many also de-
veloped their own implementations and drew on non-
standards based resources to inform their development
and testing processes. Our results also highlight chal-
lenges that incorporating cryptography within products
creates within organizations, including the recruitment
and management of talent, the product lifecycle, and
the ability to explain the security value of products to
customers. We conclude by discussing implications of
these findings and opportunities for future research.

Index Terms—Cryptography, Usability,
Cryptographic standards, Developers

I. Introduction

As a community of security researchers and practition-
ers, we are increasingly aware of the pervasive impact
that usability and human factors have on the security
of information systems. This is especially true in the
case of cryptographic development resources (e.g. APIs,
standards, and tools) where usability is notoriously poor
and has long been regarded as a barrier to development
[1], [2]. Cryptographic testing resources fare no better.
Certification and testing programs such as the National
Institute of Standards and Technology (NIST) Crypto-
graphic Algorithm Validation Program (CAVP) [3] and
the National Information Assurance Partnership (NIAP)
Common Criteria Protection Profiles [4], [5] currently fail to
address usability concerns. Church et al. [6] made a similar
observation in 2008, noting that certification procedures
that do not consider usability frequently make “unrealistic
assumptions as to what the user is capable of” and, as a
result, produce a “false perception of what is being assured.”

Before making recommendations for increased usability in
cryptographic development and testing resources, we must
first understand our target population: the organizations
and developers that use these resources. Therefore, our re-
search explores the practices and challenges of organizations
that are developing products that use cryptography. Our
hope is to use this new understanding to improve crypto-
graphic tools and inform greater usability of cryptographic
resources.
In this paper, we present the results of a survey of

121 individuals working in organizations that implement
cryptography in their products. The survey was guided by
the following research questions:

∙ RQ1: What sources and resources are used for crypto-
graphic implementations?

∙ RQ2: What cryptographic test and evaluation ap-
proaches are employed?

∙ RQ3: What factors are important to organizations
when evaluating the quality of a cryptographic imple-
mentation?

∙ RQ4: How are cryptographic standards used when
developing products that implement cryptography?

∙ RQ5: What challenges do cryptographic developers
and their organizations face that are greater than or
different from those with non-cryptographic products?

Our research has several contributions. We believe we are
the first to ask broader questions to characterize the crypto-
graphic practices and types of resources and standards used
by cryptographic developers within organizations. Our sur-
vey sample differs from many of the cryptography developer
research studies to date in that our participant pool consists
of professionals who represent organizations and work in
cryptographic development primarily on a full-time basis vs.
the students or part-time app developers in other studies,
for example [7]. This research also offers insights into the
challenges that cryptographic implementations introduce
into organizational practices from the conceptualization of
the product; the assembling of the product team; the design,
implementation and testing of the product; and finally to
the marketing, sale and end-user support. We believe that
this is also the first study to attempt to quantify and rankU.S. Government work not protected by U.S. copyright
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factors that organizations consider when evaluating the
quality of a cryptographic implementation.

II. Related Work
We do not discuss the extensive literature regarding end-

user usability of cryptographic products because our focus is
on the usability issues of creating and testing those products,
not their use.
Decades of research into cryptographic primitives and

the development of cryptographic libraries has created
a plethora of choices for developers wishing to integrate
cryptography into their products. Many security vulner-
abilities have resulted from the inability of developers to
successfully navigate these choices and securely assemble the
cryptographic components into an application. Gutmann
[8] observed in 2002 that the powerful functionality of
cryptographic libraries frequently resulted in the intro-
duction of security bugs by software developers who did
not understand the implications of their choices. In 2004,
Nguyen [2] showed that even open-source implementations
that are under public scrutiny have cryptographic flaws.
Eight years later, Fahl et al. [9] analyzed 13,500 free apps
downloaded from the Google Play Store and found that 8%
were susceptible to man-in-the-middle attacks, including
apps from major financial institutions and established
internet providers. Using static analysis, Egele et al. [10]
found that 88% of 11,748 examined applications contained a
significant error in their use of a cryptographic Application
Programmer Interface (API).
Acar et al. [7] performed a systematic analysis of how

information resources available to Android app developers
impacted code security. They found that participants who
were only allowed to use Stack Overflow produced code that
was significantly less secure—but more functional—than
those who used only the official Android documentation.
Nadi et al. [11] analyzed the top Stack Overflow posts
on cryptography and, correlating with data from GitHub,
concluded that cryptographic APIs were too complex to use
reliably, required understanding of the underlying API’s
implementation, and were at the wrong abstraction level to
allow developers to perform common cryptographic tasks.

So what is to be done? One approach is to help developers
make better use of APIs and other resources by improving
usability and guiding developers to make secure choices [1].
To assist developers, Artz et al. [12] created an interactive
plugin for the Eclipse integrated development environment
(IDE) to assist Java developers in choosing and integrating
the appropriate cryptographic algorithms. Crypto-Assistant
[13] and Crypto Misuse Analyzer (CMA) [14] performed
similar tasks. However, no user evaluations of these systems
were performed, so there remains the of question whether
these tools actually result in developers writing code that
is more secure. Acar et al. [15] explored the usability of
several Python cryptographic APIs. They found that clear
documentation with easy-to-use code samples and support

for common cryptographic tasks (for example, secure key
storage) may be just as, or more important than simple
interfaces.
Others alternatively have proposed cryptographic APIs

sitting atop new libraries. Forler et al. [16] developed
libadacrypt, a cryptographic library written in Ada that
is designed to be “misuse-resistant.” Bernstein et al. [17]
created the Networking and Cryptography library (NaCl),
a cross-platform cryptographic library that is designed
and implemented to “avoid various types of cryptographic
disasters suffered by previous cryptographic libraries such
as OpenSSL.” Although both libadacrpyt and NaCl were
designed to be easier for developers to use, to date,
these libraries have not been formally tested for developer
usability.

III. Methodology
Between June and July 2016, we conducted a twelve-

question, web-based survey targeting individuals with
experience developing products that include cryptogra-
phy. Participants were asked questions related to their
cryptographic implementation practices and the challenges
their organizations face. The survey questions, informed by
discussions with cryptography experts in our organization,
contained closed-ended, multiple response (“check-all-that-
apply”) and five-point scale items, as well as open-ended,
free-response items.
The study was approved by the NIST Human Subjects

Protection Office. Survey responses were collected and
recorded without personal or machine identifiers (e.g., IP
address) and not linked back to the recruitment emails
or participants. Each survey participant was assigned a
reference code that was used for all associated data in the
study.

We sent email survey invitations to over 800 individuals
on government-industry partnership cryptography mailing
lists, 68 individuals from 49 unique companies who had
spoken at applied cryptographic development conferences,
and 89 U.S. organizations from the Worldwide Encryption
Products Survey [18]. Participants were not required to
complete all survey questions, but only those who substan-
tively answered at least five of the 10 non-demographic
questions were considered. A total of 121 responses were
included in the final study results.
For the open-ended responses, we performed iterative,

inductive coding on the data to identify general themes.
Inductive coding is a commonly used qualitative data
analysis approach that allows findings to emerge from the
text without the restraint of having to use pre-defined,
structured categorizations [19], [20].

IV. Survey Findings
Because not all participants answered all questions, we

will specify the number of responses for each question
included in our results. For example, if 40 out of 119
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Table I
Participant job functions

Job Function Category n= %a

Managerial (e.g. executive, program or depart-
ment manager)

17 14%

Cryptographer 11 9%
Developer/Software Engineer 17 14%
Researcher/Educator 9 7%
Security Professional (e.g. security architect, se-
curity engineer)

10 8%

Technical - Executive (e.g. CTO, Chief Scientist,
Technical Director)

12 10%

Technical - Other (e.g. architect, engineer, certifi-
cations)

21 17%

Unknown/not specified 24 20%

aNote: percentages do not sum to 100% due to rounding.

participants responding to a question selected a particular
option, we will indicate that with the notation of “40/119.”
Also, since there were several multiple responses questions,
we also report the number of “mentions” for those questions,
in other words, the number of total options that were
selected by all respondents for that question. Some response
options listed below are abridged from the actual survey
text for readability purposes.
Specific participants are referred to with the notation

P# where # is between 1 and 121, for example, P23.
When providing direct quotes, the participant ID will
be followed by a description of their job function (when
available). Direct quotes from participants are provided only
for those participants who granted permission to quote their
responses.

A. Participant Job Functions
Ninety-seven participants specified at least one job

function. We categorized reported job functions into high-
level categories (see Table 1). Lack of specificity in these
open-ended responses (e.g. “engineer”) made it impossible
to accurately categorize all functions, so a best estimation
was made.

Our participant pool showed an obvious skew toward
technical roles (80/121), which is appropriate for our
research goals. Note that job function categorization into
a managerial role may not necessarily mean that the
participant lacks technical expertise. The job function
responses in our survey also indicated that most of our
participants worked on product development or had a role
in an organization performing development as their primary
job.

B. Product Descriptions
In order to provide some insight into the kind of products

represented in the survey, participants were asked, “Where
is cryptography used in your products?” Fig. 1 summarizes
the responses, showing that end-to-end encryption, data-
at-rest, and machine identity were the most commonly
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Figure 1. Use of cryptography in products, 769 mentions, 121
respondents.

specified types of cryptography. Of participants who checked
the “Other” option, the two most commonly mentioned
categories were software/firmware code integrity (5/20) and
hardware-level encryption and security (3/20).

We also asked participants to describe what their product
does and how it uses cryptography. It was difficult to
categorize these open-ended responses due to the variation
in detail and terminology used by participants, so we
were not able to do more in-depth statistical analysis of
participant responses in relation to product type. Out of the
103 responses, the majority of products were software-based,
with only 15 indicating a hardware-based solution. Products
were diverse and included operating systems, cryptographic
toolkits and libraries, internet of things devices, disk and file
encryption, network communication encryption, certificate
authorities, authentication software, and key-management
solutions, among others.

We also attempted to categorize product descriptions into
the number of cryptographic products that each participant
represented in the survey. Of the 103 respondents, 40.5%
of participants had a single product that uses cryptography,
26.45% had more than one product (but not many prod-
ucts), and 12.4% were from an organization with a large
product line. In addition, 1.65% of products were research
prototypes or proofs of concept.

C. Cryptographic Implementation Sources and Resources
We asked participants about the sources of the crypto-

graphic implementations used in their products with 82/120
(68.33%) indicating that they use what the hardware,
operating system, and standard libraries provide. Almost
as many (80/120, 66.67%) said that they develop their
own cryptographic implementations and 69/120 (57.5%)
selected open-source implementations. Less common were
the purchase of commercially available implementations
(37/120, 30.83%), requiring customers to purchase specific
cryptographic implementations to use with their products
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(24/120, 20%), and contracting with others to develop
proprietary implementations (15/120, 12.5%).

Participants were also asked what resources they use to
help them select or develop cryptographic implementations.
Out of 117 responses, an overwhelming majority said
that they use national or international standards (109,
93.16%) and industry specifications (94, 80.34%). 66.67%
(78) use academic literature, 44.44% (52) use internal
(corporate) guidance, 37.61% (44) use web sites, 34.19%
(40) use reference books, and 29.06% (34) use proprietary
information.

D. Test and Evaluation Approaches
There are a wide variety of approaches that organizations

may use for testing, evaluating, and gaining confidence
in their cryptographic systems and implementations. To
gain greater insight into the incidences of these approaches,
we probed participants about their test and evaluation
practices. Results are in Figure 2. Ninety-three out of
119 respondents (78.15%) indicated that they test their
implementations with specific test vectors (test cases), while
86 (72.27%) said that they verify that the data can be
decrypted after it is encrypted. Thirteen (10.92%) said that
they do not do formal testing, but would be able to visually
observe if data were not being properly encrypted.
Cryptographic certifications are often a customer pur-

chase requirement for cryptographic products. For example,
third-party testing laboratories may perform validation
testing to the CAVP and NIAP guidelines mentioned
earlier. More than half (67/119, 56.3%) specified that
they rely on third-party testing for certification or aim
for compliance with testing programs. In a related, open-
ended question, participants were asked if they employ
a third-party testing organization and which one(s) they
use. Fifty-three respondents indicated some use of third-
party testers, with 21 listing at least one commercial testing
lab by name; 20 mentioning NIST, a NIST validation
program (e.g. CAVP) or the Federal Information Processing
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Standard (FIPS) [21]; and 11 mentioning the Common
Criteria or NIAP. As discussed in the Limitations section,
the participant pool was weighted towards those with
an awareness and interest in NIST-related cryptographic
resources, which may explain the observed bias towards
government-endorsed testing programs.

E. Use of Cryptographic Standards
The survey asked participants if they use cryptographic

standards and, if so, how. Approximately 74% (85/114)
use standards to guide their development process, with
the same number using test vectors from the standards to
validate the cryptographic modules. 6.14% (11/114) actually
indicated that they don’t use standards. See Figure 3 for
the response summary.

In two open-ended response questions, participants were
also asked which cryptographic standards they use and how
they chose those standards. For the types of cryptographic
standards, the level of detail provided by respondents varied
greatly. Some participants listed specific algorithms (e.g.,
AES, SHA2, 3DES), others mentioned standards bodies
(e.g., IEEE) or policies (FIPS, NIST SPs), and still others
indicated the use of standards in generic terms, for example,
“Too many to list” (P16).

As we were most interested in the sources of standards, we
attempted to quantify these open-ended responses by doing
frequency counts on mentions of standards authorities. Out
of 83 responses, the six most frequently mentioned stan-
dards organizations were NIST (including mentions of FIPS)
(61), IETF (20), ANSI (14), International Organization
for Standards/International Electrotechnical Commission
(ISO/IEC) (14), IEEE (13), and Common Criteria/NIAP
(12).

Reasons for the choice of cryptographic standards varied.
We categorized the 72 open-ended responses, revealing that
the most popular reason (31, 43.06%) was market drivers
and customer demand, followed by government mandate
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Table II
Importance ranking of evaluation metrics for cryptographic

implementations

Rank Evaluation Metric Mean Score Score
4 or 51 or 2

1 General acceptance of algorithms 4.20 81% 10%
2 Runtime protection of secrets 3.92 68% 13%
3 Documentation quality 3.89 66% 12%
4 Code quality 3.88 72% 11%
5 Support for HW that accelerates

crypto operation
3.75 63% 15%

6 Throughput 3.73 66% 15%
7 Support for HW that supports crypto

key stores
3.69 61% 19%

8 Evaluation by third-party testing or-
ganizations

3.68 62% 19%

9 Openness of source code 3.38 48% 27%
10 Implementation language 3.34 49% 25%
11 Implementation size 3.26 42% 27%
12 Evaluation by outside trusted consul-

tants
3.24 46% 27%

13 Power requirements 3.20 43% 28%
14 Blessed by local expert 3.05 36% 35%
15 Popularity in other products 2.92 35% 36%

and recommendations (19, 26.39%), applicability to the
domain/problem (10, 13.89%), the quality of the standard
(7, 9.72%), interoperability (7, 8.33%), prior familiarity
or experience with the standard (5, 6.94%), and internal
organizational assessment (4, 5.56%).

F. Quality Evaluation Factors
Participants were asked to individually assess the impor-

tance of 15 different metrics, or factors, when evaluating the
quality of a cryptographic implementation, with a rating of
one being the least important, and five being the most
important. 120 participants ranked at least one of the
factors. Table 2 shows the resulting ranked order.
There was a notable difference between job function

responses. We include the top three and bottom three scored
factors for each group in Table 3. General acceptance was
ranked highly by all groups except Technical Executives.
Popularity was ranked low by all groups. However, there
was variation in other factors deemed to be important by
each group.

G. Organizational Challenges
In a multi-part, open-ended question, participants were

asked about the challenges their organizations face when in-
corporating cryptography in its products, specifically where
cryptography creates challenges that are fundamentally
greater or different than other kinds of technology.

1) Recruiting Talent: When asked about recruitment
challenges, the majority (42/66, 63.64%) indicated that it
was hard to find qualified talent with strong cryptography
skills. Three participants commented on the challenge of
evaluating cryptographic and secure coding expertise in an
interview setting. Since cryptography is a niche skill, these
findings are not surprising. However, recruiting employees

Table III
Most and least important factors per job function. ()

indicates a tie.

Job Top 3 Bottom 3
Function Factors Factors
Managerial Runtime Openness

Throughput Popularity
Acceptance (Local expert,

Power, Size)
Cryptographer(Runtime, Popularity

Third party eval.) Language
(Acceptance, Openness
HW crypto key)
(Throughput,
Documentation)

Developer/ Code quality Power
SW Engineer Openness Size

Acceptance Popularity
Researcher Acceptance Expert eval.
Educator Runtime (Popularity,

Openness Outside eval.)
Language

Security HW crypto key (Popularity,
Professional (Acceptance, Openness)

Code quality, Language
HW acceleration) Power
(Documentation,
Size)

Technical HW acceleration Expert eval.
Executive HW crypto key (Popularity,

(Documentation, Outside eval.)
Throughput) Power

Technical Acceptance Popularity
Other HW crypto key Openness

(Runtime, Language
Documentation)

with just cryptographic knowledge is not the only goal. Nine
participants mentioned the need for employing talent who
have a combination of skill sets. P22, a software engineering
manager at a large company, said, “It is hard to combine
software engineering, math, cryptography, and collaboration
skills into one person who would understand the importance
of shipping a secure product.”

To address recruitment problems, eight respondents said
they use a hire-and-train strategy. One participant wrote,
“We generally end up hiring smart people and training them
on security and cryptography” (P19, director of development
at a security consulting company).

2) Managing Employees and Evaluating Employee Work:
Only 17/43 of respondents (39.5%) indicated that there
were greater challenges when managing employees. However,
nine of these participants indicated that having highly
intelligent employees with specialized skills introduces
management challenges, especially when managers are
not well-versed in cryptography. Furthermore, traditional
project management must be adjusted to accommodate
the meticulous nature of building quality cryptographic
implementations and the characteristics of those working in
that field as expressed by one participant: “Cryptographers
tend to drill deep and act conservatively so expectations
around how quickly a task will get done need to be adjusted”
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(P106, engineering manager at a large software company).
When asked about challenges in evaluating employee

work, a little more than half (22/40, 55%) indicated that
they face greater challenges. Seven participants commented
that an expert or expert source is needed to appropriately
evaluate cryptographic work, which is a challenge given the
dearth of cryptography experts. Three participants said
that it is hard, and perhaps impossible, to know when
employee work has reached a truly secure level.

3) Obtaining Appropriate Development Tools: When
asked about obtaining appropriate developer tools, 13/40
(32.5%) of responding participants felt that there were
greater or different challenges. Of those, the most commonly
mentioned challenge (6/40) was in acquiring and having
the expertise to use quality bug-finding and testing tools.

4) Maintaining and Transitioning Products: Responses
about challenges in product lifecycle maintenance (45
responses) and transition to new products (43 responses)
revealed several shared themes. The most common theme,
mentioned by 17 participants, related to challenges with
maintaining backwards compatibility with older crypto-
graphic algorithms. One participant in particular clearly
articulated challenges with the staying power of deprecated
cryptography: “Crypto protocol agility has created a massive
problem of zombie algorithms that can’t be got rid of.
Transitioning to new algorithms is easy. Transitioning from
old algorithms is hard” (P32, random number generator
expert at a large company).
Participants further noted a conflict between moving

towards state-of-the-art cryptography and maintaining the
functionality of legacy applications which are often em-
ployed for many years at a time. One participant remarked,
“Old crypto algorithms never die; we’ll never get rid of them
because somewhere, someone, many years ago, protected
data with an old algorithm” (P95, software engineering
manager at a large software company). Another said,
“There is a tension between turning off weak and dangerous
algorithms and not breaking users” (P118, cryptographic
library developer).
The update of cryptographic products due to security

vulnerabilities or bugs was viewed as challenging by 16 par-
ticipants. The frequency of security issues in foundational
cryptographic implementations and libraries, in particular,
requires extra effort as expressed by one participant: “This
is a huge problem. We are constantly needing to evaluate
security vulnerability announcements, updating our own
products, and then advising customers to update their
systems” (P66, CTO, cybersecurity vendor).

Because of the seriousness of vulnerabilities in crypto-
graphic implementations, several participants commented
that updates demand an urgency above and beyond that of
other technologies and can be disruptive to the organization.
One participant commented, “Security patches are disrup-
tive and propagate all the way up from the cryptography

toolkits through to many of the company products” (P106,
engineering manager at a large software company).
Another theme emerging from the survey data of nine

participants was a challenge in keeping abreast of changing
standards. One respondent noted, “Main issue is getting
product teams to upgrade to address every changing FIPS
requirement and crypto strength requirement” (P52, software
crypto module development engineer). This was an inter-
esting perception given that, in actuality, FIPS standards
change infrequently.

A final theme was customer resistance to transitioning to
new products, noted by five participants. These participants
commented that customers are often hesitant to adopt new
cryptographic standards and products, even if they offer
greater security. Said one respondent, “Customers view
crypto and crypto libraries as...unchanging components of
their systems” (P65, senior engineering manager at a large
vendor).

5) Participating in Product Evaluations: Out of 31 re-
sponses, 20 participants indicated that they face greater
or different challenges when participating in cryptographic
product evaluations. No common themes emerged from
these data. However, three participants did note challenges
when bringing together multi-disciplinary evaluation teams
with different foci and expertise. One participant said:

“As usual in the world of security, many product
engineers aim at having something working, while
cryptographers and security folks focus on the
opposite: does it fail where it is supposed to?
Secondly, explaining a theoretical cryptography
game for an adaptive adversary to a standard
software engineer or a program manager simply
induces sleep and results in lack of credibility for
the cryptographer...[T]he difference in disciplines
is just too large.” (P95, software engineering
manager)

6) Explaining Products to Potential Customers: Explain-
ing products to customers was viewed as a challenge by
45/48 respondents. Seventeen of these participants said
that customers lack security and cryptographic knowledge,
making it more difficult to explain a product’s functionality
or for the customer to properly use the product. One
participant commented, “Many potential customers do not
know anything about PKI and our products are all PKI-
based so we often end up having to teach them PKI in order
to explain our products” (P19, director of development at
a security consulting company). Furthermore, two partic-
ipants noted that they don’t believe that customers even
care to understand the underpinnings of the product, with
one bluntly stating, “90% just want a certification check
off” (P22, certifications coordinator for a secure mobility
products company).
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Nine participants commented that it can be difficult to
demonstrate the value proposition of their products, and
four noted customer concerns about paying for increased
security or more robust implementations when what they
already have seems to be “good enough.” P98, a storage
security engineering consultant, commented, “security adds
assurance (insurance) at a cost, but does not provide a
way to improve profit.” Another participant wrote about
competition with open source implementations: “In the
commercial sector, we have had difficulty convincing po-
tential customers/partners on the value of our products vs.
’free’ open source products even with data” (P39, CEO of a
small security solutions company).
Difficulties in convincing customers about the value of

cryptographic products may stem from the observation of
four participants that many customers view security as an
impediment. One participant commented, “Security is an
inconvenience and complicated. Customers need to know
a lot to use the products correctly and securely but they
don’t understand it easily or willingly” (P106, engineering
manager at a large software company).
Five participants remarked on challenges relating to

the varying levels of detail they have to provide to their
potential customers and what that appropriate level of
detail is. Providing detail allows for greater exposure of the
strengths of the product, but may also confound the product
explanation when customers aren’t especially knowledgeable
about those details. For example, one participant com-
mented:

“Customers don’t need to know the details of
the crypto unless they’re experts, in which case
they can understand. The only thing that causes
problems is when non-experts insist on having
things explained or seeing lab reports and then
don’t know how to interpret the answers.” (P30,
CTO at a cryptographic platforms and services
company)

A final theme voiced by four participants was the role of
marketing. Three of these participants expressed frustration
with marketers that over-inflate claims about their crypto-
graphic products in an attempt to differentiate the security
of their product over others. P74, a technologist at a start-
up company, stated his issue with product marketing, “If
you don’t write hyperbolic claims in slimy marketer-speak,
you don’t get in the front door even with solid solutions.”

V. Limitations
Our study has several limitations. Since there is no prior

research into what is representative of the cryptographic
development community, our results may not generalize
to the entire population of developers and organizations
who implement cryptography. One of the biggest obstacles
to generalization is that the sampling frame was heavily

biased towards individuals on a government-maintained
cryptography mailing list who may be more likely to be
aware of and interested in cryptographic standards, espe-
cially those published or endorsed by the U.S. Government.
Additionally, not all of the individuals on the mailing lists
met our criteria of having experience in developing products
that use cryptography, as the list may include many who
are cryptography researchers, individuals who represent
cryptographic certification organizations, and others who
have an interest in following the field, but do not develop
products. This may account, in part, for the low survey
response rate. The sample is also heavily biased towards
U.S. organizations who are likely to have different customer
sets with different requirements than non-U.S. companies.
However, although not generalizable, we believe that our
findings are still valuable as they begin to identify gaps and
areas for future research.

In addition, individual survey questions were optional, so
demographic data for certain items, like job function and
organization description, are unknown for some participants.
For example, the opportunity to specify a description of the
participant’s organization was dependent on the participant
granting permission to quote responses, but only 35 out
of 121 participants granted permission, with 34 providing
an organizational description. Responses for open-ended
questions about challenges that cryptographic products
pose to organizations also had relatively low response rates
(between 31 and 66 respondents), perhaps due to the effort
required to answer these. Interviews may be more conducive
to obtaining this type of data. To this end, we are currently
conducting a follow-up interview study to delve deeper into
some of the more interesting survey findings.

VI. Discussion and Future Work
Our survey was exploratory in nature, covering a wide

swath of organizational practices and challenges in crypto-
graphic development and testing. Throughout the survey,
multiple participants specifically cited the difficulty, cost,
and scale of cryptographic development. In this section,
we discuss some of the more interesting findings that we
believe may warrant additional investigation.

A. Usability
Standard libraries, free, and open source software were

among the top three sources of cryptographic implementa-
tions selected by participants. Unfortunately, these types
of implementations are notoriously fraught with usability
issues, vulnerabilities, and inadequate constraints that may
lead to developers producing insecure code [1], [8], [10]–
[12], [22]. The general manager at a cryptography company
supported this observation:

“In the market, we see a tendency to simply
‘borrow’ from Open Source implementations with-
out an understanding of the task at hand. As a
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result, the crypto deployed is often not deployed
[appropriately] which increases the risk of flawed
implementations.” (P23, general manager at a
cryptography company)

Another participant noted, “Even with standardized
libraries, ciphers, etc. it is very easy to implement them
poorly and create side channel attacks” (P96, architect and
manager for an open-source security project). This survey
supports previous work suggesting that there is a pressing
need to improve the usability of cryptographic APIs and
associated documentation.
Over 90% of organizations surveyed consult crypto-

graphic standards to help them select or develop cryp-
tographic implementations. Participants also indicated that
cryptographic standards are used throughout product de-
sign, development, and testing processes. However, today’s
standards have no emphasis that we are aware of on the
usability of programmer APIs, end-user software, or docu-
mentation. Furthermore, we have little understanding of the
usability of these standards and associated documentation
in and of themselves. Given that our survey demonstrates
the difficulty of finding skilled professionals to do this type
of work, adding usability requirements to and improving
the usability of standards might result in reducing the
training and domain knowledge that developers require to
use cryptography. Further work needs to be done to better
understand how the usability of standards can be improved
to support both novices and experts.

B. Testing and Evaluating Cryptographic Implementations

Although validated algorithms are in wide use, many
implementations of these algorithms are not validated.
Validated or not, it is currently unclear how organizations
should test their cryptographic software. Over 78% of
participants said that they use test vectors, but there
are many unanswered questions about these vectors. For
example, what are the current shortcomings, if any, of these
test vectors? How do we make these test vectors and their
accompanying documentation more usable?

Less than half of respondents use more advanced testing
approaches such as side-channel leakage search and formal
methods. Other studies [12]–[14], [16], [17] contend that
there is a lack of quality tools necessary to identify crypto-
graphic misuse within code. However, our study, with a few
exceptions, showed an overall lack of concern with respect
to obtaining appropriate developer tools when participants
were asked about challenges. This might indicate that
developers may not understand how to properly test,
evaluate, and find vulnerabilities in cryptographic code,
and therefore don’t realize that the tools they are currently
using may be inadequate. How can the research community
advance testing tools and ensure they are usable to a wide
audience?

There is likewise a need to make the criteria for what
constitutes rigorous testing more visible and accessible.
This is evidenced by thirteen of our survey respondents
who indicated that they do no formal testing, but rather
perform a visual inspection of data to determine if their
cryptography is operating properly—assuming, perhaps,
that plaintext is easily recognizable, and that anything that
is not plaintext is encrypted. An obvious problem with this
approach is that there are many transformations that render
plaintext incomprehensible without providing cryptographic
protection, such as Base64 encoding, compression, or
encrypting with a constant key.
In addition, we found that organizations often use

their own cryptographic implementations, raising questions
about the process by which they validate the security of
these implementations as well as implications of customers
using potentially non-validated, non-certified cryptographic
implementations. We believe this is yet another area ripe
for additional exploration.
Finally, over half of survey respondents said they use

third-party testing, with most of those trying to attain some
kind of formal certification to a national or international
standard (e.g. FIPS or Common Criteria). However, the
cost of testing products may limit participation in these
programs. P103, a lead project architect at a cryptographic
product development company, commented, “Cryptographic
certifications (e.g., FIPS 140 or Common Criteria) are
VERY difficult, expensive, and time consuming - much more
so than evaluations for other kinds of products.” These ob-
servations point to the need for more in-depth investigation
into the perceived benefit vs. cost of certification programs.
C. Evaluation Metrics

As our survey demonstrates, there are many possible ways
to evaluate cryptographic implementations. But given the
wide variety of choice in cryptographic implementations and
the differing opinions of what is important depending on an
individual’s job function, without clear evaluation metrics,
organizations may not choose cryptographic implementa-
tions that reflect their goals and priorities. We believe that
more work needs to be done to better understand factors
affecting implementation decisions and how to design tools
to support these decisions.
Trust of standards is a less tangible influence not ex-

plicitly asked about in the survey, but worthy of further
exploration. Several of the open-ended responses suggested
potential issues with trust of standards bodies, particularly
the trust of government standards by non-government
organizations given concerns in recent years [23], [24]. One
survey participant echoed this doubt, saying, “lost trust
in US-based standards [has] become more prominent” (P95,
software engineering manager).
D. Cryptographic Agility

Customer resistance to upgrading to new cryptographic
algorithms and products emerged as a challenge to develop-
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ers wanting to move towards state-of-the-art. For example,
many organizations experienced problems when the Mes-
sage Digest #5 (MD5) cryptographic hash algorithm was
deprecated, or during the transition to Security Socket
Layer (SSL) 2.0 to SSL 3.0 to TLS. Although we did not
specifically ask our respondents what problems they might
encounter when cryptographic algorithms are no longer
approved for use in an application, the general comments
that we received on the difficulties caused by cryptographic
agility and the lack of customer understanding of cryptog-
raphy in general indicates that many will have problems.
While the ability to use new cryptographic algorithms may
be a boon to developers, algorithmic deprecation clearly
causes problems that could be measured quantitatively.

E. Organizational Focus
We believe there is a gap in the literature in exploring

organizational, rather than individual, practices in the
development of products that use cryptography. Past studies
have been useful in highlighting some of the pitfalls of in-
cluding cryptography within products, but it is unclear how
these apply to organizational development and testing. Are
organization developer populations more likely to be skilled
and use more formal methods for development since the
reputation and profit of their company depends on a robust,
error-free implementation? Given that 45 respondents in
our survey indicated that they face challenges explaining
their products to customers, it would also be interesting to
explore organizational approaches to communicating the
value of cryptography to non-technical audiences.

Our study serves as a first step in understanding these
organizational practices and associated challenges. We
are currently conducting a follow-up interview study to
delve deeper into some of our survey findings, and see the
potential for much future research in this area.
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Development of organic field-effect transistors (OFETs) is considered to be one of the most 
prominent achievements in advancing organic semiconductor device technology [1], [2]. Several decades 
of research on OFETs has led to significant advances in the fundamental understanding of charge carrier 
transport mechanisms in small-molecule organic semiconductors as well as conjugated polymers [1], [2]. 
However, relative to other organic-based devices such as organic light emitting diodes (OLEDs) [3] and 
organic photovoltaics (OPVs) [4], OFETs have not been significantly exploited to understand spin related 
phenomena and their associated magnetic field effects (MFEs) in organic materials even though OFETs 
can provide a unique scientific platform to study the dynamics of spin interactions such as the spin 
dependent recombination of excitons and charge transfer pairs [5], [6]. 

We present an investigation of the change of photo-induced current in single crystalline tetracene 
field effect transistors as a function of an external magnetic field to elucidate dynamics and interactions of 
photo-excited spin states in tetracene. Our field effect transistors consist of a heavily doped silicon 
substrate (gate electrode, n-type 10−3 Ω cm), 200 nm thick thermally grown silicon oxide (SiOX) layer 
(gate dielectric), photolithographically defined metal electrodes made of 40 nm thick platinum on 2 nm 
thick titanium (source and drain contacts), and a tetracene single crystal. The tetracene single crystals 
were grown by physical vapor transport in a tube oven under argon flow and carefully laminated to the 
surface of a substrate with electrodes. Completed transistors have channel lengths of 5 μm, 10 μm, and 
20 μm. A self-assembled monolayer of octadecyltrichlorosilane (OTS) was used to improve the 
semiconductor adhesion and to create a hydrophobic surface on the SiOX to eliminate water [7]. Electrical 
measurements were carried out in a commercially available probe station at room temperature. The 
measurements were performed in a nitrogen gas filled environment to minimize possible device 
degradation by oxidation. 

Fig. 1 shows the measured drain-source current (IDS) versus drain-source voltage (VDS) with 
different values of the gate voltage (VG) of a single crystalline tetracene transistor with a channel length 
of 10 μm under an illumination intensity of 0.34 kW/m2. The IDS was much larger under illumination than 
in darkness (more than twice in magnitude).  This increase indicates the existence of photo-induced 
current in tetracene. When an external in-plane magnetic field was applied, the magnitude of IDS further 
changed. A decrease in the IDS was observed (up to ≈ 4%) at an applied field of 200 mT under an 
illumination intensity of 0.34 kW/m2. However, in darkness, no change in the IDS was detected with an 
external magnetic field implying that the magnetic field dependence in tetracene is related to photo-
induced phenomena. Fig. 2 displays the measured magnetoconductance (MC) at 200 mT as a function of 
the illumination intensity where MC is defined as [IDS(B) – IDS (B = 0)] / IDS (B = 0). We found that the 
magnitude of MC increased as the illumination intensity increased. In contrast, a decrease in the 
magnitude of MC was observed when either the VG or the VDS was increased. In addition, we found that 
the magnetic field dependence of MC changes when the angle between the magnetic field axis and the 
direction of IDS was altered.  Theoretical analysis suggests that this angular dependence likely resulted 
from the change of crystallographic orientation in the magnetic field 

Tetracene is known to produce singlet fission processes under illumination, and previous 
luminescence and fluorescence spectroscopy studies suggested that an external magnetic field disturbs 
singlet fission as well as triplet fusion processes that also exist in tetracene single crystals [8], [9]. Our 
study on the MC of illuminated single crystalline tetracene transistors are in agreement with these 
previous findings. Our analysis suggests that triplet exciton-charge carrier interactions and magnetic 
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dipolar interactions in triplets play an important role in the observed changes in IDS under an external 
magnetic field with different illumination intensities, VDS, VG, and field angles.  
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Fig. 1. Measured drain-source current (IDS) 
versus drain-source voltage (VDS) with different 
gate voltages (VG) of single crystalline tetracene 
field-effect transistor under the illumination 
intensity of 0.34 kW/m2 at room temperature. 
Gap between two electrodes was 10 µm. 

Fig. 2. Measured magnetoconductance (MC) 
at an external magnetic field of 200 mT versus 
illumination intensity of single crystalline 
tetracene field-effect transistor at room 
temperature. Gap between two electrodes was 
10 µm. 
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Abstract: The magnetic suspension mass comparator is a 

unique system for calibrating kilogram artifacts between 
vacuum and air. While the magnetic suspension mass 
comparator allows for direct vacuum-to-air mass 
measurements, there are several corrections that need to be 
taken into account. Here, we discuss in greater detail our work 
to understand the systematic error that results from magnetic 
interactions with the outside world. 
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1. INTRODUCTION 

The redefinition of the kilogram in 2018 will alter long 
established methods for mass dissemination [1]. While the 
current definition and its subsequent dissemination occurs in 
air, the new realization will happen in vacuum (< 10−3 Pa). 
This shift is necessary so experiments like the Kibble (Watt) 
balance [2] and the XRCD project [3] can realize mass at the 
required levels of precision. For example, the Watt balance 
relies on interferometry to make precision velocity 
measurements of the motion of the weighing pan. The 
variations of the index of refraction in air will affect the 
measurements and lead to larger uncertainties. However, as 
one moves down the mass dissemination chain, most end-
users will still work at standard atmospheric conditions. The 
issue lies here, when moving a mass artifact from vacuum to 
air or air to vacuum the mass value is known to change [4]. 
The change can be attributed to the adsorption and desorption 
of molecules in the air from the surface of the artifact. As a 
result, dissemination methods need to be established for 
transferring the realized kilogram from vacuum to air to 
account for these changes. One way of doing this is an 
established, though indirect method, referred to here as the 
sorption method. Another way utilizes magnetic suspension, 
and is aimed towards providing a direct and alternative 
approach. This paper is focused on the second method, which 
will allow direct mass comparison between an artifact in 
vacuum and one in air, and also provide a cross-check on the 
sorption approach. 
 

The sorption method relies on the repeated measurement 
of two artifacts of the same material having similar volume 
but different surface area [5]. The two artifacts are transferred 
from vacuum to air and back several times. During this period 
the relative mass change between the two artifacts is 
measured and an empirical value for the adsorption 
coefficient can be determined. This value can then be used to 
account for the mass change per unit surface area when 

moving an artifact of the same material properties from 
vacuum to air. Unfortunately, the measured coefficient is 
known to vary between material types, environment 
conditions, and the surface quality of the mass artifacts 
themselves. Thus, repeated measurements and checks for all 
mass artifacts should be carried out.  

The second method, which will be referred to as the 
magnetic suspension mass comparator or MSMC method 
provides an alternative by allowing for direct comparisons 
where material type, quality, etc. are not a factor [6, 7]. The 
MSMC, see schematic in Fig. 1, is comprised of two, 
vertically juxtaposed, aluminum chambers. The upper one is 
typically held under vacuum and will be referred to as the 
vacuum chamber, while the lower one is held at standard 
atmospheric conditions and will be referred to as the air 
chamber. The vacuum chamber houses a 10 kg load 
commercial mass comparator which has a resolution of 10 𝜇g 
and a 10 g weighing range. The chamber also houses an 
apparatus for loading and unloading of masses, both into and 
out of the chamber and on to and off of the weighing pan of 
the mass comparator. A special adaptor is connected to the 
dial weight stack to support the magnetic suspension 
components. This adaptor holds a pair of downrods that 
connect to a bridge that is positioned beneath the mass 
comparator. Hanging from the bridge is a samarium-cobalt 
(SmCo) magnet surrounded by a tightly wound coil. The coil 
acts as an electromagnet and provides the variable magnetic 
force needed for stable suspension of the weighing pan 
located in the air chamber. Surrounding the coil are a set of 
magnetic shields used to attenuate the spatial field profile of 
the SmCo magnet. Directly below the SmCo, but in the air 
chamber, is an identical magnet with similar magnetic 
shielding; this is connected to the weighing pan for holding 
the mass artifacts in air. The air chamber also houses a mass 
exchange system and holder for positioning the lower magnet 
assembly and weighing pan in the proper position to achieve 
suspension. The suspension is covered in more detail by 
Stambaugh [8]. 

Briefly, a hall sensor is placed on the flange that separates 
the vacuum and air chamber and is located directly between 
the two SmCo magnets. By monitoring the field between the 
two magnets and feeding back on the electromagnetic coil, 
suspension of the assembly in the air chamber can be 
achieved. While magnetically suspended, the entire mass of 
the sustained suspended assembly is read by the mass 
comparator in the vacuum chamber. Because the magnetic 
assembly and weighing pan are suspended during 
measurements of the mass in vacuum and mass in air, they 
are ultimately subtracted out of the mass comparison. Thus, 
one is left with a direct comparison between the masses. Of 
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course, there are corrections that must be accounted for and 
they are discussed below.  

Before delving deeper into the MSMC setup and its 
associated corrections, it is necessary to point out that a 
similar measurement device exists that is geared toward the 
measurement of thermodynamic equations of states [9]. 
Densitometers utilize known weights submerged in a wide 
range of fluids to measure 𝑝 − 𝜌 − 𝑇. That is the density of 
the fluid, 𝜌, at different pressures and temperatures. Here, the 
magnetic suspension is needed because fluids under test can 
often be at extremely high pressures (>20 MPa) and 
temperatures (> 400 K), such environments are incompatible 
with precision mass comparators. The suspension allows for 
the measurement of the buoyant force acting on the sinker. 
From this, the density of the fluid under test can be derived. 
While the magnetic suspension is utilized in a similar manner, 
that is to measure mass using a mass comparator located in a 
different chamber, there are several technical differences 
between the two techniques, which present unique challenges 
to each. The first of these is the mass comparator range. The 
densitometer experiments often use a balance with full 
measurement range and a capacity of 111 g. This allows for 
more flexibility in the use of calibration weights. Second, the 
level of precision sought by the density community is at least 
a factor of 10 less than our desired levels. Finally, the 
comparison being made there is ultimately between the added 
fluid in the lower container to a reference fluid. In other words, 
the comparison is between measurements in the same 
chamber; we are comparing between two separate chambers.  
 In order to make an accurate measurement of the mass 
difference between the mass in vacuum and that in air, three 
corrections need to be taken into account. The first is the 
buoyancy correction, as the mass located in air will have an 
upward buoyant force acting on it that the vacuum mass does 
not. Second is gravity, as the two masses being compared are 
located at different heights. The acceleration of gravity varies 
enough over the distance as to have a measurable effect on 
the gravitational force acting on the two masses. Finally, there 
is the force transmission error correction, which relates to 
how efficiently the gravitational force acting on the 
suspended assembly is coupled to the balance in the vacuum 
chamber [9, 10]. Ideally it would be 100 % efficient, but 
magnetic interactions with the suspended assembly and the 
outside world are unavoidable. Such interactions must be 
either minimized or measured so that they can be accounted 
for. In this paper, we will briefly review the first two 
corrections and then discuss the origin of the interactions that 
make the third type of correction necessary, how it impacts 
us and what we are going to do about it. 

2.  CORRECTIONS 

1. Gravity 
The acceleration due to gravity at a point on earth is 

dependent on the distance from the center of the earth and the 
density of materials located near the point of interest. To 
properly account for the change between the two 
measurement points, we employed a gravimeter to determine 
the local gravitational gradient. At the location of our 
experiment, a gradient of (−2.74 × 10−6 ± 0.03) 𝑠−2 was 

measured [11]. This will lead to a mass difference of 0.296 
mg between the vacuum mass and air mass. The uncertainty 
of the mass difference is 0.003 mg. 

 
2. Buoyancy 

 Typically, mass comparisons are made between 
artifacts under the same environment conditions and 
corrections are needed to account for differences in volume. 
In this experiment we are comparing artifacts in two different 
environments, therefore the buoyancy correction must be 
taken into account by measuring the volume of the artifact 
and the air density. At the time of this writing, we have not 
carried out experiments to verify the expected uncertainty, 
however we have (a) carried out experiments on mass 
comparisons between masses of several different volumes 
and (b) determined the expected uncertainty for our 
measurement of the density of air. The density of air is 
determined by measuring pressure, humidity, and 
temperature while mass comparison measurements are taken. 
The values are then inserted into standard equations for 
extracting the air density.  We estimate [11, 12] the impact 
will be 0.013 mg; though improvement is possible. 

  
3. Magnetic Force 

 
Background: The basis for the force transmission error is the 
magnetic interaction with the outside world; consider a 
magnet hanging from a balance. The mass of the magnet leads 
to a gravitational force, 𝐹𝑔𝑛

, acting on the balance. The read-
out force FW is 
 

𝐹𝑊 = 𝐹𝑔𝑛
+ 𝐹𝑚(𝑧). (1) 

   
The magnet may interact with the outside world and the 
paramagnetic or diamagnetic interaction force, 𝐹𝑚(𝑧),  will 
respectively add  to or subtract  from the gravitational force 
[13], leading to a biased reading. In the example just provided, 
the systematic error will not affect typical mass calibrations 
because the difference between the readings of two masses 
are used. The systematic error gets subtracted out because it 
does not change; the distance between magnetic and outside 
world is fixed.  

For the case of using magnetic suspension to mediate the 
connection between the vacuum and air chambers, the 
interaction problem is slightly more involved, see Fig 1.  For 
this simple derivation, forces resulting from buoyancy and 
changes in gravity are ignored. The overall force acting on 
the balance when a mass is placed on the weighing pan 
directly connected to the balance is 

 
𝐹𝑊 = 𝐹𝑔𝑛,𝑈 + 𝐹𝑚(𝑧𝑈) + 𝐹𝑔𝑛,𝐿 − 𝐹𝑚(𝑧𝐿,𝑚𝑈

) + 𝐹𝑔𝑛,𝑚𝑈
(2) 

 
and for the mass on the suspended pan 
 

𝐹𝑊 = 𝐹𝑔𝑛,𝑈 + 𝐹𝑚(𝑧𝑈) + 𝐹𝑔𝑛,𝐿 − 𝐹𝑚(𝑧𝐿.𝑚𝐿
) + 𝐹𝑔𝑛,𝑚𝐿

. (3) 
 
Here 𝐹𝑔𝑛,𝑥 is the gravitational force acting on 𝑥, where 𝑥 = 𝑈 
for the assembly located in the vacuum (upper) chamber or 
x= 𝐿 for the assembly located in the air (lower) chamber, and 
𝑚𝑖 is the mass of the artifact in either the upper (𝑖 = 𝑈) or 
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lower ( 𝑖 = 𝐿 ) chambers. 𝐹𝑚(𝑧𝐿,𝑚𝑖
)  is the magnetic force 

between the suspended lower assembly and outside world, 
with ( 𝑖 = 𝐿)  and without ( 𝑖 = 𝑈) the mass loaded in the 
lower chamber. Since we are interested in mass differences, 
we subtract Eq. (2) from Eq. (3): 
 

Δ𝐹𝑊 = (𝐹𝑔𝑛,𝑚𝑈
− 𝐹𝑔𝑛,𝑚𝐿

) − 𝐹𝑚(𝑧𝐿,𝑚𝑈
) + 𝐹𝑚(𝑧𝐿.𝑚𝐿

) (4) 
 
or 
 

Δ𝐹

𝑔
= Δ𝑚 = Δ𝑚𝑊 +

𝐹𝑚(𝑧𝐿,𝑚𝑈
)−𝐹𝑚(𝑧𝐿.𝑚𝐿

)

𝑔
. (5) 

 
In this simple model the desired mass value will be shifted by 
𝛿𝑚 =  (𝐹𝑚(𝑧𝐿,𝑚𝑈

) − 𝐹𝑚(𝑧𝐿.𝑚𝐿
))/𝑔. It is this value that must 

be minimized. The term 𝛿𝑚 can be related to the magnetic 
coupling factor 𝜙 used in McLinden [10] by the relation, 𝜙 =
1 + 𝛿𝑚/𝑚𝑚𝐿

; 𝑚𝑚𝐿
is the mass of the artifact in the lower 

chamber. 
The challenge of accounting for the force transmission 

error has been covered in depth [9, 10, 14]. However, while 
instructive, developed methods are not directly applicable to 
the MSMC and the dissemination of mass. The approach 
taken for densimeters is to either (a) keep the vertical position 
of the suspended magnet fixed or (b) measure the effect in 
situ. To keep the vertical position, 𝑧𝐿,𝑚𝑈

=  𝑧𝐿,𝑚𝐿
, fixed for 

different mass values, the current can be adjusted to 
compensate for the change in mass. This poses several 
problems for the MSMC, as the current, 𝐼 , needed to 
compensate for the kilogram change is approximately 1 A: (1) 
the coil is located in the vacuum so heating is an issue; and 
(2) the electrical connection to the coil involves high gauge 
wires that cannot sustain such large current loads. It may be 
possible to operate at +𝐼/2 for one mass value and −𝐼/2 for 
the other. In the steady-state, the average current and thus 
heating would at least be constant. However, removing the 
generated heat load from vacuum would still present a 
challenge. Operating the coil in air, and the suspended pan in 
vacuum is plausible, but in the current design not 
straightforward. Then there is still the issue of pushing such 
a large, constant current through the high gauge wires 
connecting the coil to the outside word. 

Alternatively, in McLinden [10], a prescription is laid out 
for measuring the effect in situ. This approach is not feasible 
in the MSMC. In short, to correct for the systematic error in 

situ one would need to know the absolute mass values in 
vacuum and air, which is the very point of the current 
experiment. If we could start with such knowledge, the 
system would cease to have utility.  

Another approach would be to minimize 𝑑𝐹𝑚/𝑑𝑧. First, 
this can be achieved by positioning the flange that separates 
the two magnets closer to the upper magnet. Of course, this 
has its limits. The separation between the two magnets is 
fixed, so the distance by which the flange can be moved away 
from the suspended magnet is finite. Furthermore, if the 
flange is too close to the coil, variations in the average coil 
current can also cause interactions. Yet another approach is 
to minimize the strength of the interaction by decreasing the 

magnetic permeability of the material between the two 
magnets.  

Finally, we note that another possible source of magnetic 
interaction comes from the surrounding fluid [10, 14]. The 
suspended magnetic assembly is kept in a sealed chamber at 
atmospheric conditions. Approximately 20 % of the air is 
composed of oxygen. Several groups in the density 
community have reported force transmission errors resulting 
from interactions of the suspended magnet with the 
paramagnetic oxygen in the air.  

 
Results: While corrections for buoyancy and gravity are 
expected and unavoidable, systematic errors resulting from 
magnetic interactions are more difficult to predict and correct, 
and are thus best avoided. Choices such as constructing the 
chambers using aluminium were done to minimize such 
effects. When the system was deployed for the very first 
vacuum to air mass comparison, a systematic error of 92 mg 
was measured when comparing a mass in the vacuum 
chamber to one in the air chamber (vacuum-air).  When both 
chambers were held at air (air-air) the effect was 100 mg. 
After further investigation, it was determined that the 
difference between the air-air and vacuum-air resulted from 
the flexing of the aluminium flange separating the two 
chambers after evacuating the upper chamber. Running 
suspension without the flange was impractical, so an auxiliary 
setup was built, where measurements could be made with no 
flange between the two magnets. In this case, the error 
dropped to ≈1 mg, which was the resolution of the balance 
used for the testing. Inserting a thinner aluminium plate 
between the magnets showed a return of the systematic error, 
though with a smaller magnitude. Furthermore, the relative 
position of the flange between the magnets was found to 
affect the systematic error; the systematic error decreased as 
the flange was positioned closer to the upper magnet (further 
from the bottom). All these results are consistent with the 
expected result indicated by Eq. 5.   

In order to solve this problem, there are three options: (1) 
keep the separation distance between magnets constant, (2) 
minimize the overall effect, or (3) reduce the magnitude of 
the change in the systematic error when going from air-air to 
vacuum-air to a relatively constant value that can be 
measured accurately and precisely and then corrected for. 
While the first option is possible, it presents several technical 
problems. For now, we have decided to explore the latter two 
options. At the time of this writing, we are testing options and 
investigating different materials to minimize the magnetic 
permeability and interaction. By reducing the overall effect, 
we expect the change from flexing in the flange to decrease 
significantly, allowing us to follow-up with option (3) above. 
Air-air measurements can be done to quantify any remaining 
effect, which could be corrected if sufficiently small. Since 
the air-air measurements are only concerned with mass 
differences, the weights used would not require calibration as 
only their mass values relative to one another would be 
needed.  

Finally, in the measurements we have carried out thus far, 
we have focused on difference measurements, i.e., we were 
not configured to accurately measure shifts in mass values, 
only the differences. To test for any influence from the 
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oxygen in the environment, we carried out mass comparisons 
using both room air in the lower chamber and a nitrogen 
enriched atmosphere in which there was of < 1 % O2 in the 
chamber. The upper chamber contained room air at 
atmospheric pressure. After accounting for the buoyancy 
difference between humid air and nitrogen, we were unable 
to measure a difference above the 1 mg level. A further, more 
detailed measurement and analysis is planned to look for 
smaller effects.   

4.  CONCLUSION 

The MSMC, through magnetic suspension, allows for a 
direct comparison between two masses, one in air and the 
other in vacuum. Like the magnetic suspension systems used 
for measuring thermodynamic properties of fluids, the 
magnetic suspension allows the balance to reside in a distinct 
environment from the measured mass. However, because we 
are interested in calibrating the mass in air using the mass in 
vacuum, many of the measurement approaches used by the 
density community are not applicable; especially when 
dealing with magnetic interactions between the interface and 
lower magnet. We have identified the aluminium flange 
currently separating our two magnets and vacuum from air, 
as the source of the measured systematic error. Different 
approaches for dealing with such source of systematic error 
are currently being investigated, and progress toward this 
goal will be presented in the talk. 
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Figure 1: Force diagram for MSMC. 
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RHEOLOGY OF BALLISTIC CLAY: THE EFFECT OF TEMPERATURE AND 
SHEAR HISTORY 

Ran Tao, Kirk D. Rice, Aaron M. Forster 

National Institute of Standards and Technology, Gaithersburg, MD 

Abstract 

Ballistic clay is used as a backing material for 
standards-based ballistic resistance tests for the purposes 
of providing a measure of the energy transferred to the 
body when a threat is defeated.  However, this material 
exhibits complex thermomechanical behavior under actual 
usage conditions.  In this work, we characterize 
rheological properties of the standard backing clay 
material, Roma Plastilina No. 1, used for body armor 
testing, using a rubber process analyzer.  Test methods 
employed include oscillatory strain sweep, frequency 
sweep, and oscillatory strain ramp.  The results show that 
the material is highly nonlinear, thermorheologically 
complex, and thixotropic.  The modulus decreases under 
dynamic deformation and partially recovers when the 
deformation is discontinued.  Experimental protocols 
developed in this study can be applied for the 
characterization of other synthetic clay systems. 

Introduction 

An oil-based modeling clay, Roma Plastilina No. 
11(RP1), was chosen by both the National Institute of 
Justice (NIJ) and the Department of Defense (DoD) as the 
standard backing material for body armor testing since the 
1970s [1-3].  Body armor is tested for both penetration 
and deformation effects (the backface signature) by 
placing the armor against a backing material, also known 
as a ballistic witness material (BWM).  Therefore, the 
mechanical and rheological properties of the backing 
material play a critical role in certification and testing of 
body armor because most standards allow a maximum 
indentation depth of 44 mm behind the armor after testing. 
Unfortunately, over the decades since RP1 was adopted as 
the standard, changes have been made to the RP1 
formulation by the clay manufacturer.  Newer versions of 
RP1 are stiffer at room temperature than the original RP1 
selected by the NIJ and the DoD.  Ballistics practitioners 
and researchers must now thermally treat the material 
prior to use in order to meet clay validation specifications 

1 The full description of the procedures used in this paper 
requires the identification of certain commercial products and 
their suppliers. The inclusion of such information should in no 
way be construed as indicating that such products or suppliers 
are endorsed by NIST or are recommended by NIST or that they 
are necessarily the best materials, instruments, software or 
suppliers for the purposes described. 

originally developed in the 1970s.  Therefore, the ballistic 
testing community has begun to look for an alternative 
ballistic witness material to replace RP1 [4,5]. 

Along with the additional thermal treatment step that 
makes the verification process of RP1 for ballistic 
evaluation more cumbersome, another important reason 
that requires an alternative backing material is the 
complex rheological behavior of RP1.  Specifically, 
because of its multiphase formulation, the rheological 
properties of clay are known to be nonlinear in nature, and 
to depend on work and thermal history, temperature, and 
time [6-8].  For example, an intuitive observation is that 
the clay becomes softer after it is worked by hand and 
becomes harder over time during storage or while it is not 
used.  Such time- and shear-history-dependent complexity 
is termed as thixotropy.  Characterization of a thixotropic 
material is nontrivial because of the influence of different 
factors, i.e., time, temperature, and shear history, are 
coupled in the resulting rheological response.  In spite of 
this, very limited rheological studies have been conducted 
on RP1 and other clay-like materials.  Therefore, the 
challenges of using BWM are to 1) develop a 
comprehensive understanding of the rheological 
properties of the backing material and 2) identify 
characteristic responses which can be related to backface 
deformation during the armor ballistic testing. 

In this work, we perform rheological studies on the 
RP1 ballistic clay using a rubber process analyzer (RPA). 
The RPA is essentially a strain-controlled rotational shear 
rheometer for rubber testing.  The first advantage of the 
RPA is that is offers a higher torque range for solid 
materials like clay than that of a commercial rheometer, 
so that information under larger deformation can be 
assessed.  Second, it provides a consistent sample loading 
procedure, as ensured by the pneumatic pressure system 
together with the automatic gap closure, such that the 
loading effects from sample to sample are minimized. 

Materials 

RP1 clay was used as received from the 
manufacturer.  The clay bricks from the manufacturer 
were cut into 70 mm-thick square blocks using a stiff 
blade.  Each sample weighs approximately 5 g to ensure 
consistency.  The sample was placed between two sheets 
of polyester films and loaded onto the lower die of the 
RPA for measurements. 
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Experimental 

Rheological experiments were performed using a 
rubber process analyzer (RPA).  The RPA is equipped 
with radial serrated bi-cone shape platens with a fixed gap 
of 0.48 mm.  Dynamic strain sweep experiments were 
performed at 1 Hz from 0.005° strain (equivalent to 0.07 
% strain) to 50° strain (equivalent to 697 % strain) at four 
temperatures of 25 °C, 30 °C, 40 °C, and 50 °C.  A fresh 
sample was used for each test and was loaded at the test 
temperature.  The sample was held for 30 min to allow 
thermal equilibrium before each run. 

Frequency sweep experiments were performed at 
0.01° strain (equivalent to 0.14 % strain) and 0.5° strain 
(equivalent to 7 % strain) from 0.05 Hz to 50 Hz at four 
temperatures of 25 °C, 30 °C, 40 °C, and 50 °C.  To 
ensure that no additional loading effects or thermal 
history influence the measurement, the same loading 
procedure was applied, which is using a fresh sample for 
each run, loading the sample at the test temperature, and 
allowing the sample for thermally equilibrate for 30 min 
prior to measurement. 

The breakdown and recovery experiments were 
performed at 25 °C and 1 Hz using two shear histories.  
The first consists of increasing the oscillatory shear strain 
stepwise from 0.01° (equivalent to 0.14 % strain) to 10° 
(equivalent to 14 % strain) and then decreasing the strain 
from 10° to 0.01°.  The second experiment is to use two 
shear strain amplitudes of 0.01° and 1° alternatively. 

Results 

The dynamic shear storage (G') and loss (G'') moduli 
as a function of strain amplitude at various temperatures 
for RP1 are shown on a double logarithmic plot in Figure 
1. At small strains, the moduli show seemingly linear
behavior as the storage modulus barely exhibits a plateau.
An examination of the relative intensity of the third
harmonic magnitude I3/I1 from Fourier analysis of the
oscillatory stress waveform (results not shown) show that
the strain corresponding to I3/I1 < 3 % (linear range) is
within 0.3 % for all temperatures, which is consistent with
the linear range reported by Seppala et al. [7] using a
rheometer.  As strain increases, both G' and G'' decrease.
The modulus values are lower at higher temperature, and
the curves show similar shape at different temperatures.

The complex shear modulus G*, obtained as |G*| = 
22 ''' GG  , is normalized by the complex modulus

magnitude at 0.007 % strain for each temperature and
plotted as a function of strain amplitude in Figure 2. The 
modulus curves at different temperature nominally 
collapse into a single curve for the temperatures 
examined, indicating similar strain dependence. This
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Figure 1. Dynamic shear storage modulus (G', left panel) 
and loss modulus (G'', right panel) as a function of strain 
amplitude for RP1 at various temperatures ranging from 
25 °C to 50 °C.  Standard uncertainty in modulus values 
associated with this technique is approximately 10 %. 
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Figure 2. Reduced |G*| as a function of strain amplitude 
for RP1 at various temperatures ranging from 25 °C to 50 
°C.  Standard uncertainty in modulus values associated 
with this technique is approximately 10 %. 

result also suggests that in the measured temperature 
range, there is no significant thermal transition or 
structural change that affects the strain dependence of the 
mechanical behavior. 

The results of frequency sweep experiments 
measured at 0.14 % strain and 7 % strain are shown in 
Figure 3 and Figure 4, respectively.  As expected, the  
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Figure 3. Dynamic shear storage modulus (G', left panel) 
and loss modulus (G'', right panel) as a function of 
frequency for RP1 measured at a strain of 0.14 % for 
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Standard uncertainty in modulus values associated with 
this technique is approximately 10 %. 
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frequency for RP1 measured at a strain of 7 % for various 
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modulus decreases as temperature increases, and the 
responses show similar trends at different temperatures. 
When small deformation is applied (Figure 3), as 
frequency decreases, G' decreases with a rapid drop first 
followed by a more moderate decrease, while G'' shows a 
reduction followed by a plateau.  When a large strain of 7 
% is applied, the storage and loss moduli share a similar  
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Figure 6. van-Gurp Palmen plot [9] for RP1.  The phase 
angle (δ) in degree is plotted as a function of complex 
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trend, i.e., decrease followed by a plateau, as frequency 
decreases.  To better compare the frequency dependence, 
the normalized complex viscosity * , which is defined 

as 22 )/''()/'(*  GG  , is plotted in Figure 5 
for data measured at those two strain amplitudes.  As 
shown in the figure, the complex viscosity decreases as 
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frequency increases.  At a fixed strain, the frequency 
dependence is the same for all temperatures; however, the 
complex viscosity shows a greater frequency dependence 
at higher strain amplitude.  This finding suggests that a 
thorough investigation of the clay behavior requires 
information over a broad range of both strain amplitude 
and frequency, because the effects of both factors are 
involved in the direct impact on the BWM during the 
verification process of the BWM and ballistic testing. 

One way to evaluate if a material is 
thermorheologically simple or complex is by examining 
the van Gurp–Palmen plot [9], which is plotting the phase 
angle (δ) against the corresponding complex shear 
modulus G*.   For a thermorheologically simple material, 
within the linear viscoelastic range, the time-temperature 
superposition (TTS) technique can be used to describe the 
viscoelastic behavior of the material over a wide range of 
times or frequencies by shifting the data obtained at 
different temperatures to a reference temperature [10].  As 
shown in Figure 6, even for the data obtained at 0.14 %, 
which is considered to be within the linear region, the 
curves at different temperature cannot superpose.  This 
result indicates that the RP1 clay is a thermorheologically 
complex material and TTS does not apply. 

Figure 7 shows the results of breakdown and 
recovery experiments by applying sequential continuous 
oscillatory shear steps.  In the upper figure of Figure 7 
where a ramp-up in the shear strain followed by a ramp-
down in the shear strain, a breakdown in the complex 
modulus was observed during the first four steps 
(0.01° ®  0.1° ®  1° ®  10°).  When a large strain 
followed by a small strain is applied (10°®  1°), the 
modulus jumps to a higher initial value; however, the 
modulus continues to decrease during continuous shearing 
in this step.  Moreover, the modulus values for the two 
pink curves in Figure 7 do not match, indicating that the 
rheological properties are strongly dependent on previous 
shear history.  Upon further decreasing the strain to 0.1° 
and to 0.01°, a recovery in the complex modulus is 
observed.  However, the final modulus value dose not 
reach the initial value, suggesting that some structure in 
the material has been disrupted and did not recover to the 
original state within the time of the measurement.  Using 
an alternating oscillatory shear strain of 1° and 0.01°, as 
shown in the lower figure of Figure 7, an alternating 
breakdown and recovery in the complex modulus is 
observed.  Strong thixotropy is detected as shown by the 
evolving modulus during each step.  Again, the modulus 
value is not completely recovered after the first 
breakdown step. 
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Conclusions 

In the present work, we studied the effects of temperature 
and shear history on rheological properties of Roma 
Plastilina No. 1 clay using a rubber process analyzer.  The 
results show that the clay is a highly nonlinear, 
thermorheological complex, and thixotropic material.  The 
modulus decreases under dynamic deformation and 
partially recovers when the deformation is discontinued. 
Experimental protocols developed in this study are 
expected to be applied for the characterization of other 
synthetic clay systems.  The continuing clay research at 
NIST is anticipated to provide fundamental information 
on the current standard backing material, to extract 
suitable material parameters that govern the material 
performance in actual usage conditions, and to help to 
guide the development of replacement materials.  
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Analytical STEM-in-SEM: Towards Rigorous Quantitative Imaging 

Jason Holm1  

1. Applied Chemical and Materials Division, National Institute of Standards and Technology, Boulder,
United States.

Modern solid-state transmission electron detectors and conventional scanning electron microscopes are 
widely available and easy to use, making the suite of techniques referred to as Scanning Transmission 
Electron Microscopy in a Scanning Electron Microscope (STEM-in-SEM) more accessible today than 
ever before.  These techniques are especially well-suited to a host of applications ranging from 
nanoparticle metrology [1], to biological or organic sample imaging [2-5], to orientation imaging 
microscopy [6, 7].  By using low energy primary electrons (i.e., < 30 keV) compared to higher energy 
primary electrons (i.e. > 80 keV), interaction between the incident electron beam and the sample is more 
probable, which ultimately means that more information can be obtained.  Qualitative image 
interpretation and extracting quantitative information, however, is not always straightforward since 
multiple electron scattering events occur in the vast majority of samples.  Moreover, rigorous 
quantitative image analyses can be challenging because electron scattering cross-sections at these 
energies are not especially well quantified, particularly for low atomic number elements.  And, although 
STEM-in-SEM techniques have existed since the inception of the SEM, very few rigorous experimental 
transmission imaging studies at conventional SEM energies have been published [8-10]. 

In this contribution, a straightforward modular aperture system that can be adapted to most STEM 
detectors will be described [11].  It will be shown how this system can be used to make an angularly 
sensitive imaging system out of an otherwise rudimentary transmission detector.  A rigorous application 
of that system to thin films comprising materials ranging from carbon to platinum will be demonstrated.  
From a practical perspective, an improved understanding of image contrast is possible with this system.  
From a more fundamental perspective, it may be possible to extract electron scattering cross-sections at 
low energies and for low atomic number elements. 

To those ends, systematic experimental studies of several thin films will be presented.  Effects of 
primary electron energy and transmission detector acceptance angle on STEM-in-SEM image intensities 
will be examined quantitatively and compared with results predicted by Monte Carlo-based electron 
scattering simulations.  Angular distributions of forward scattered electrons will be quantified 
experimentally using a thin annular detector, ways to obtain imaging conditions that enable rigorous 
quantitative image interpretation will be described, and mass-thickness contrast at different primary 
electron energies and detector acceptance angles will be examined.   

In one example, commercially available Si3N4 films of different thickness (10, 20, and 50 nm) will be 
examined as a function of primary electron energy and transmission detector acceptance angle.  Here, 
coherent elastic scattering is largely absent and mass-thickness contrast as a function of beam energy is 
addressed.  Angular distributions of electrons forward scattered through the films are quantified and 
compared with Monte Carlo-based electron scattering simulations, and unanticipated peak splitting in 
the scattering distributions is observed.  In another example, angular distributions of electrons forward-
scattered through C, Ni, Co, Pd, and Pt films will be quantified (Figure 1).  In addition to quantifying the 
effect of primary electron energy on the scattering distributions, the following questions will be 
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addressed: Is there an optimal acceptance angle range for quantitative imaging?  How easily can 
elements spanning the periodic table be discerned?  Will Pt films always exhibit stronger contrast 
against vacuum levels than C films if both are the same nominal thickness?  Can films of neighboring 
elements (i.e., Ni and Co) and similar thickness be discerned?   
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Figure 1.  (a) Three STEM-in-SEM images of ~100 nm thick C, Ni, Pd, and Pt films showing contrast 
changes with increasing detector acceptance angle (acceptance angle increases from left-to-right). (b) 
Image intensity distributions as a function of detector acceptance angle for 25 keV primary electrons, 
and (c) A summary of the most probable scattering angles for the four films as a function of primary 
electron energy. 
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On Mass-Thickness Contrast in Annular Dark-Field STEM-in-SEM Images 

Jason Holm1 and Ryan White1  

1. Applied Chemical and Materials Division, National Institute of Standards and Technology, Boulder,
United States.

A benefit to transmission imaging with low energy (i.e. < 30 keV) primary electrons compared to higher 
energy (i.e. >100 keV) electrons is that some interactions between the probe electrons and the sample 
are more likely with decreasing energy.  One advantage of the enhanced interaction is that the angular 
scattering distribution of electrons forward scattered through a sample is likely to broaden with 
decreasing primary electron energy.  By lowering the primary electron energy, samples exhibiting mass-
thickness variations may exhibit stronger contrast in some instances, particularly for very thin samples, 
or for samples comprising low atomic number elements that do not scatter electrons strongly.  This is 
not always the case, however, and depending on the detector acceptance angle employed and the sample 
composition, images recorded using Scanning Transmission Electron Microscopy in a Scanning 
Electron Microscope (STEM-in-SEM) techniques can exhibit unanticipated and sometimes confusing 
contrast [1].  In fact, as will be shown, apparent contrast reversal can be observed even for ultrathin low 
atomic number samples. 

In a recent article, a method to enable comprehensive acceptance angle control for STEM-in-SEM 
imaging was described [2].  Although comprehensive imaging control is key to extracting the most 
information from a sample, too much control can also elicit confusing images if the user is unaware of 
the imaging conditions and electron scattering behavior of their sample.  In this contribution, we show 
that mass-thickness contrast in annular dark-field STEM-in-SEM images can change unexpectedly if the 
detector acceptance angle is very small and spans a narrow range.  The apparent contrast reversal is a 
function of the detector acceptance angle, and recommendations for setting up imaging conditions for 
quantitative mass-thickness analyses are offered.   

To those ends, an SEM equipped with focused ion beam (FIB) milling capability was used to deposit 
ultrathin pads of carbon and platinum on ultrathin carbon support films as shown in Figure 1.  A 5 keV 
electron beam was used to deposit discrete pads of increasing thicknesses, and the FIB (Ga+) 
functionality was used to mill a small hole adjacent to the pads so that background vacuum image 
intensity levels could be quantified.  Several series of annular dark-field STEM images were recorded of 
the samples using two small apertures that enabled thin annular detector configurations.  The platinum 
pads were imaged with an annular aperture having inner radius Ri = 0.51 mm and outer radius Ro = 0.78 
mm, the carbon pads were imaged using an annular aperture with Ri = 50 m and Ro = 65 m.  Dark-
field images were recorded over a broad range of acceptance angles, and angular distributions of the 
image intensities were quantified as shown in Figure 2a.  In this way, both the acceptance angles at 
which the maximum image intensities are exhibited and the scattering angle regimes where the apparent 
contrast reversal occurs are easily discerned.  Figure 2b shows a summary of the most probable 
scattering angles indicated in Figure 2a.  A comparison with thickness measurements made using 
electron energy loss techniques (not shown) concluded that image contrast at the most probable 
scattering angle is linearly proportional to the sample mass-thickness. 

Figure 1 demonstrates that even the simplest of samples can produce images that can be challenging to 
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interpret.  At an acceptance angle of 363 mrad (Fig. 1a), the contrast appears as might be anticipated 
based on conventional mass-thickness arguments: the thickest pad exhibits the strongest contrast, the 
thinnest pad exhibits the weakest.  At shallower acceptance angles (Fig. 2c) the contrast can be opposite 
to what might be anticipated: the thinnest pad exhibits the strongest contrast and the thickest exhibits the 
weakest.  At intermediate acceptance angles (Fig. 2b), neither the thickest nor thinnest pads exhibit the 
strongest contrast.  Similar behavior is exhibited by the ultrathin carbon films.  Most of the contrast 
change occurs because of the broadened angular distribution of the forward scattered electrons and the 
use of small annular apertures that enable only a narrow fraction of the forward scattered electrons to 
form the images.    

The results shown in Figure 2 suggest that when using a narrow annular aperture, the most probable 
scattering angles (represented by the peaks of the distribution curves) vary directly with pad thickness. 
Quantitative mass-thickness analyses should be performed at these points under these imaging 
conditions.  Qualitative analyses should be performed at acceptance angles greater than approximately 
300 mrad.  

References: 
[1] V. Morandi and P. Merli, J. Appl. Phys. 101 (2007) 114917.
[2] J. Holm and R. Keller, Ultramicroscopy 167 (2016) 43-56.
[3] This work is a contribution of the US Government and is not subject to United States copyright. 

Figure 1.  Annular dark-field images of ultrathin platinum pads at (a)  = 363 mrad, (b)  = 113 mrad, 
and (c)  = 42 mrad.   Pads are 2 m square, and thickness increases from left to right and bottom to top. 
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Figure 2.  (a) Variation of the image intensity as a function of STEM detector acceptance angle,  , for 
the platinum sample.  (b) The most probable scattering angle as a function of pad thickness.  The red 
line is a guide for the eye. 
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Characterisation of New Planar Radiometric Detectors using Carbon Nanotube 
Absorbers under Development at NIST  

M.G.White1, N.A.Tomlin1, C.Yung1, M.S.Stephens1, I.Ryger1, I. Vayshenker1, S.I.Woods2, J.H.Lehman1

1The National Institute of Standards and Technology, Boulder, Colorado, USA 
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Corresponding e-mail address: m.white@boulder.nist.gov 

Carbon nanotube technology, in conjunction with 
silicon micro-fabrication techniques, has enabled 
us to develop planar radiometric detectors, which 
has led to the establishment of a new generation of 
primary standards. The goal is to develop compact, 
fast, and easy-to-use, radiometric calibration 
systems, spanning the wavelength spectrum from 
the ultraviolet to the THz region in a single detector, 
suitable for use with both coherent and incoherent 
sources, and encompassing open beam and fibre-
coupled modes of operation, with utility beyond that 
of the laboratory environment. Work will be 
presented comparing scales derived from two new 
table-top systems, to existing radiant power and 
optical fibre power scales, traceable to SI. 

INTRODUCTION 

NIST has initiated a program titled “NIST on a Chip” 

with the intent of establishing chip-scale standards 
within key, identified areas of research. The standards 
themselves are compact and portable, and to an extent 
ubiquitous. In our case this has been implemented by 
developing next generation cryogenic and room 
temperature laser power standards, based on three key 
enabling technologies.  

  Vertically aligned CNT arrays with near unity 
absorptivity, grown on silicon substrates, prepared 
using state-of-the-art micro-machining techniques, 
and enhanced with a post growth treatment to stabilise 
the nanotube array. The core technology has been 
demonstrated by developing cryogenic radiant power 
meters [1-3], and room temperature radiometers [4] for 
both terrestrial and space applications (LASP CSIM). 
These devices are highly efficient, broad spectrum and 
two dimensional (planar) in nature. See Figures 1 and 
2. 

  The requirements for a planar detector to be 
accepted by the community as a viable alternative to a 
3 dimensional cavity are twofold. It should 

demonstrate comparable absorptance, but most 
importantly long term stability. A cavity by design 
mitigates reflection losses – a 2 dimensional cavity is 
not afforded that luxury, unless reflective domes are 
utilised. It is therefore important to ensure and 
demonstrate the long term reflectance stability of the 
VACNT forest. Recent work has concentrated on 
developing a conformal post-deposition coating 
process to ensure the deposited nanotubes are 
characterised as being super-hydrophobic. We have 
instigated a program to monitor the reflectance change 
of CNT detectors from the ultraviolet to 10.6 μm.  

Figure 1. 
Photograph of a detector for space applications showing 
the nanotube forest on a silicon membrane.   

Figure 2. Photograph of a table top mounted   cryogenic 
system showing the black planar detector at the centre. The 
radiation shields have been removed for clarity. The detector 
can be used with both open beam and fibre-coupled 
radiation. 

  NIST maintains an optical fibre power scale, 
traceable to SI and disseminated using an electrically 
calibrated pyroelectric radiometer (ECPR). It is our 
intention to replace this scale with one derived from 
our new table-top cryogenic fibre-coupled system, 
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once all characterisation and comparison work is 
complete. We also maintain spectral power scales on 
solid-state trap detectors and in the near future we 
expect to base these scales on our new chip detectors 
operating in open beam mode in a different, but new, 
table-top system. 
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Scalable, High-Speed, Digital Single-Flux-Quantum 
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Abstract—We have designed, fabricated, and tested niobium-
based single-flux quantum (SFQ) digital and mixed-signal 
circuits based on intrinsically shunted Josephson junctions with 
tunable niobium-doped amorphous-silicon barriers. This process 
can be extended to demonstrate dense high-speed SFQ circuits. 
We have assembled a package of readily-available software 
design tools for designing, simulating, and optimizing circuits. 
We have developed a scalable fabrication process at NIST that 
includes four niobium metal layers and chemical-mechanical 
planarization of the insulating layers. Through our participation 
in IARPA’s Cryogenic Computing Complexity (C3) program, we 
have built liquid-helium cryogenic probes and test systems with 
40 and 80 input/outputs for characterizing advanced SFQ 
circuits at speeds up to 26 GHz. Test results of basic SFQ circuits 
agree with simulations and show large dc bias-current margins. 

Keywords—Rapid single flux quantum (RSFQ); Josephson 
junctions; Josephson logic; superconducting device fabrication; 
superconducting integrated circuits 

I.  INTRODUCTION 
Superconducting digital logic and interconnects, with 

compatible cryogenic memories, are being investigated for 
their potential as an energy-efficient technology for large-scale 
computing [1]. Recent work has demonstrated significant 
improvements in the static power dissipation of high-speed 
single-flux-quantum (SFQ) circuits [2,3] and has quantified the 
energy efficiency of adiabatic quantum flux parametron 
(AQFP) circuits [4,5]. Advances in compatible cryogenic 
memories include switchable Josephson junctions (JJs) 
consisting of multi-layer barriers containing ferromagnetic 
materials [6,7], spintronic-based devices scaled to cryogenic 
temperatures [8-10], and larger arrays of traditional loop-based 
superconductor memories.  

A significant challenge for realizing the potential of these 
technologies is the ability to geometrically scale the devices so 

that circuits with millions of JJs and sufficient memory 
capacity can be fabricated on a standard-sized (~1 cm2) chip. 
Both circuit component size requirements and fabrication 
capabilities are presently limiting these SFQ circuit densities. 
Components such as shunt resistors for the Josephson junctions 
and niobium wire inductors contribute significantly to the size 
of the circuits. 

Digital and mixed-signal SFQ circuits with cryogenic 
memory and based on the propagation of SFQ electrical pulses 
are of significant interest to NIST for metrology applications 
related to advanced computing, on-chip signal processing, rf 
waveform synthesis, and ac voltage standards [11-13]. 
Significant increases in circuit density will be required to 
achieve the circuit performance, functionality, complexity, and 
speed desired for these applications. SFQ circuit components, 
designs, and materials that are inherently scalable are critical to 
increasing these circuit densities.   

NIST has developed new capabilities to design, simulate, 
optimize, and fabricate SFQ digital and mixed-signal circuits at 
the NIST Boulder Microfabrication Facility (BMF). The new 
fabrication process for these superconducting integrated 
circuits is an extension of the fabrication process used for our 
dc and ac voltage standard chips, containing over 265,000 JJs 
[12,13]. Through our participation on IARPA’s Cryogenic 
Computing Complexity (C3) program, NIST has built 
cryogenic test infrastructure for measuring and evaluating SFQ 
circuits of moderate complexity with clock rates up to 26 GHz. 
This extended abstract describes the NIST SFQ circuit design, 
fabrication, and test capabilities in more detail. 

II. CIRCUIT DESIGN 

A. Design Flow 
Figure 1 shows the design flow that NIST uses for the SFQ 

circuits fabricated at the BMF. Commercial electronic design 
automation (EDA) tools comparable in functionality to those 
used to design CMOS circuits are not available for designing 
SFQ circuits [14,15]. Instead, we assembled a package of 
inexpensive tools that are readily available and have been used 
by other researchers to successfully design, simulate, and 
optimize digital SFQ circuits with less than a few thousand 
Josephson junctions.  

This work is a contribution of the U.S. government and is not 
subject to U.S. copyright.  This research is supported by NIST’s 
Innovations in Measurement Science program and is also based upon 
work supported by the Office of the Director of National Intelligence 
(ODNI), Intelligence Advanced Research Projects Activity (IARPA). 
The views and conclusions contained herein are those of the authors and 
should not be interpreted as necessarily representing the official policies 
or endorsements, either expressed or implied, of the ODNI, IARPA, or 
the U.S. Government. 
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First a circuit schematic is drawn and a pre-layout 
simulation is performed using tools specifically tailored for 
superconducting circuits. Circuit components are optimized to 
maximize the range of dc bias currents (margin) that give 
correct operation. This is followed by circuit layout and 
calculation (extraction) of the inductance of the wiring and 
other circuit components. Design rules specific to our 
fabrication process, for example the minimum allowable JJ 
diameter, are checked. The circuit is then simulated and 

re-optimized, using the extracted inductance values from the 
layout. If necessary, the inductance extraction and post-layout 
simulation cycle is repeated to confirm functionality and 
maximize current-bias margin. A final design rules check is 
then done.1  

B. Design Details 
 Examples of simple rapid SFQ (RSFQ) circuits, such as a 
Josephson transmission line (JTL), SFQ-to-DC converter, DC-
to-SFQ converter, T flip-flop (TFF), and D flip-flop (DFF), 
were taken from the literature [16]. These designs were 
modified for our fabrication process and then optimized, using 
published bias margins as a guide. We then fabricated and 
tested these circuits and the whole cycle was repeated to further 
optimize the design and layout for out fabrication process.  

 As explained below, our fabrication process uses self-
shunted junctions, which allows for compact and dense circuits 
by eliminating the external shunt resistors required for damping 
junctions and the parasitic inductances associated with shunts. 
Our JJs are located between layers M1 and M2 (Fig. 2). 
Designating M3 as the ground plane, closer to the junctions, 
also reduces parasitic inductances and improves operating 
margins and operating frequencies [17].  

                                                        
1Commercial instruments and design tools are identified in this paper to 
adequately specify the experimental procedure. Such identification does not 
imply recommendation or endorsement by NIST, nor does it imply that the 
equipment identified are necessarily the best available for the purpose. 

 

III. FABRICATION 
Circuits are fabricated on oxidized, three-inch silicon 

wafers. The process consists of four niobium metal layers with 
chemical-mechanical planarization of the silicon-oxide 
insulating layers below the third niobium layer.  Process cycle 
time is seven days for one man-shift. More details of the 
process are given by D. Olaya et al. in a poster at this 
conference (ISEC 2017).  

Our process uses superconductor-normal metal-
superconductor (SNS) Josephson junctions with amorphous 
niobium-doped silicon barriers. These Nb/NbxSi1−x/Nb 
junctions do not require external shunt resistors for damping 
and proper SFQ circuit operation [18]. The composition and 
hence the shunt resistance (Rn) and critical current density (Jc) 
of the barriers can be tuned to selected values of JJ damping, 
critical current (Ic), area, and characteristic frequency (scaled 
by the IcRn product) as needed for a wide range of applications. 
The JJs using M1 as the bottom electrode have a targeted Jc of 
4.2 x 107 A/m2, area of ~ 3 µm2, IcRn ~ 0.2 mV, and Stewart-
McCumber damping parameter βc ~ 1. Future work will target 
higher Jc, smaller areas, and higher JJ characteristic frequencies 
to enable higher-speed SFQ circuits. 

IV. TEST INFRASTRUCTURE AND RESULTS 
NIST has built a cryogenic test infrastructure for measuring 

and evaluating high-speed superconducting digital and mixed-
signal circuits. Since our laboratory has a helium recovery and 
liquefier system, we use immersion probes that are inserted 
into 100-liter liquid helium storage dewars. Our existing probe 
has 40 high-speed (26 GHz) input/outputs (I/O) and is capable 
of handling 5 mm x 5 mm chips. We are also constructing a 
second probe with 80 high-speed I/Os capable of handling chip 
or module sizes up to 32 mm x 32 mm.  

 The 40 I/O probe, as shown in Fig. 3, uses 40 lines of 
0.047” semi-rigid coax, with SMA connectors at the room 
temperature (top) end of the probe and non-magnetic GPPO 
connectors at the cold end. We have found that preconditioning 
the coaxial cables by thermally cycling the cables to 200 C 
prior to installing the connectors is essential for improving the 
integrity and reliability of the coax-to-GPPO connections. A 
circular, flexible circuit board printed with forty 50-ohm 
coplanar waveguides is soldered to the GPPO connectors and 

 
Fig. 1. Design flow for SFQ digital circuits fabricated at NIST.  

Fig. 2. FIB-SEM cross-sectional image of wafer from NIST’s four-metal 
layer process. Josephson junctions (JJ) and Nb metal layers M1, M2, and 
M3 are indicated. M0 wiring layer is not shown. Nominal thicknesses are 
200 nm, 250 nm, and 350 nm for M1, M2, and M3, respectively.  
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includes 40 pair of beryllium-copper spring fingers that provide 
press contacts to pads on the perimeter of the chip.  

We have acquired electronics for low-noise dc and ac 
biasing of the chips, and high-speed pattern generators and bit 
error rate detectors for high-speed testing of digital circuits. 
Circuit functionality, bias margins, bit error rates, and power 
dissipation can be measured. We have also purchased a 
commercial electronic test system for biasing and low-speed 
(1 kHz to 500 kHz) characterization of logic functionality of 
superconductive circuits.  Fig. 4 shows 4 K test results from 
some of our digital circuits using this low-speed system, 
comparing the simulated and measured range of dc bias current 
values for which the circuits work correctly. The horizontal 
axis is the deviation of the bias current (I) from the design bias 
value (Ib), normalized by Ib (i.e. (I-Ib)/Ib ).  
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Fig. 4. Simulated vs. 4 K measured dc bias current margins (I-Ib)/Ib 
for our SFQ digital circuits.  Measurements used 1 kHz clock rate.  

 

 
Fig. 3. NIST immersion probe with 40 input/output lines. 
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Abstract—The development of a fabrication process for single-
flux-quantum (SFQ) digital circuits is a fundamental part of the 
NIST effort to develop a gigahertz waveform synthesizer with 
quantum voltage accuracy. This paper describes the current SFQ 
fabrication process used at NIST’s Boulder Microfabrication 
Facility based on Josephson junctions with niobium 
superconducting electrodes and self-shunted niobium-doped 
silicon barriers. The planned circuits will be used to explore 
metrology for advanced computing and communications. We will 
also describe anticipated process changes and innovations aimed 
toward further increasing circuit density and clock frequency.  

Keywords—Josephson junctions, self-shunted junction, RSFQ, 
superconducting integrated circuit, superconductor electronics   

I.  INTRODUCTION 
For over 20 years, researchers at NIST have been developing 

quantum-accurate waveform synthesizers for ac voltage 
metrology. These voltage sources are fundamentally accurate in 
voltage amplitude and have perfect signal purity (distortion free) 
[1]. State-of-the-art circuits made with series arrays of 
Josephson junctions (JJs) have generated waveforms with 
frequencies up to 1 MHz with rms amplitude up to 2 V Error! 
Reference source not found.. Semiconductor pulse generators 
have been used to bias the long arrays of overdamped, self-
shunted, SNS Josephson junctions. The goal now is to extend 
quantum-accurate waveform synthesis to gigahertz frequencies 
to provide advanced calibration tools for the 
telecommunications industry.  One approach to accomplish this 
is by using digital SFQ circuits to directly generate digitally 

synthesized waveforms because it allows faster clock rates that 
will in turn enable synthesis of higher-performance oversampled 
waveforms. The first SFQ circuits we are developing will 
synthesize waveforms at rf frequencies at amplitudes of a few 
millivolts. 

New technology is needed to extend quantum-accurate 
waveform generation into the gigahertz regime. The digital 
synthesis that is presently done using semiconductor electronics, 
needs to be clocked faster by at least a factor of 10, preferably at 
least 100 GHz. This will be achieved by replacing those 
semiconductor components with faster superconducting SFQ 
digital electronics Error! Reference source not found.. SFQ 
signal processing and waveform synthesizer circuits will be 
fabricated on the same chip. 

II. FABRICATION PROCESS 
The circuits are fabricated on three-inch silicon wafers 

covered with 150 nm of thermal oxide. The fabrication process 
of these circuits includes four niobium layers with partial 
planarization on the insulating layers below the third niobium 
layer, as shown schematically in Fig. 1.  Either the bottom or top 
niobium layers may be utilized as the ground plane, as shown in 
Fig. 2. Wiring layers are made of niobium sputtered in argon and 
etched using sulphur hexafluoride reactive ion etching (RIE).  

An important and distinctive feature of our fabrication 
process is the broad tunability of the electrical properties of our 
junctions. Our barriers, which consist of co-sputtered niobium 
and silicon, are adjusted by changing the sputter rate of the 

This work is a contribution of the U.S. government and is not subject to 
U.S. copyright. This research was supported by the NIST Innovations in 
Measurement Science program and based upon work supported by the Office 
of the Director of National Intelligence (ODNI), Intelligence Advanced 
Research Projects Activity (IARPA). The views and conclusions contained 
herein are those of the authors and should not be interpreted as necessarily 
representing the official policies or endorsements, either expressed or implied, 
of the ODNI, IARPA, or the U.S. Government. 

 
Fig. 1. Schematic of cross section of NIST SFQ digital fabrication process. M# designates niobium layers, I# designates insulator layers, RS is the resistors 
layer, JJ is the self-shunted junction with niobium silicide barrier. 

Olaya, David; Dresselhaus, Paul; Hopkins, Peter; Benz, Samuel. 
”Fabrication of High-Speed and High-Density Single-Flux-Quantum Circuits at NIST.” 

Paper presented at 2017 16th International Superconductive Electronics Conference (ISEC), Sorrento, Italy. June 12, 2017 - June 16, 2017. 

SP-111



niobium and the barrier thickness. For waveform synthesizer 
applications, we tune the barrier so that the junctions are damped 
and their characteristic frequency allows for fast operation of 
digital SFQ circuits Error! Reference source not found.. Self-
shunting of the junctions is critical for scaling future circuits to 
higher density because it avoids external shunt resistors that take 
significant chip area. It is also important for achieving faster 
circuits by eliminating the parasitic inductances associated with 
shunts. The current process yields junctions with a critical 

current density (Jc) of 4.2 kA/cm2. This value of Jc was chosen 
as the initial step to develop the cell library and the fabrication 
process.  

Insulator layers consist of silicon oxide deposited by plasma 
enhanced chemical vapor deposition (PECVD). Back side 
helium flow during deposition ensures that the wafer 
temperature remains under 100 C. Planarization, which is done 
on insulating layers I0 and I1, primarily follows the typical 
caldera method Error! Reference source not found.. First, an 
oxide of 500 nm thickness is deposited to cover the patterned 
metal.  This is covered with photoresist in areas around where 
the underlying metal has been etched. By timed etch of the oxide 
(200 nm), calderas are left over a flat surface. Next, chemical-
mechanical polishing (CMP) removes 100 nm of the remaining 
oxide leaving a flat surface of (200 nm)-thick oxide over the 
metal and (400 nm)-thick oxide over the previous insulator, as 
shown in Fig. 3. Thickness accuracy after the process is +/- 20 
nm. 

 Resistors made of palladium-gold alloy with sheet 
resistance of 2 Ω per square are e-beam evaporated on a bi-layer 
of lift-off resist and imaging resist. The contact pads are made 
with a second sputter deposition of palladium-gold. These pads 

are lifted off with a single layer resist because the size tolerances 
for these features are more relaxed. Table I shows the 
thicknesses and materials of each of the layers in the process. 

III. PROCESS DEVELOPMENTS 
Towards the goal of producing quantized waveforms in the 

gigahertz frequency range, it will be necessary to make SFQ 
circuits clocked at hundreds of gigahertz. This requires 
maximizing the critical current density, Jc, of the junctions, since 
the operating speed of these circuits scales approximately as √Jc 
for a fixed JJ damping Error! Reference source not found..  

TABLE I.  LAYERS 

 

The process that aims to maximize circuit operating speeds 
will use junctions with Jc = 100 kA/cm2 and defined by electron-
beam lithography. For this Jc, the JJ sizes need to decrease to 
deep submicrometer dimensions, which is beyond the 
capabilities of the stepper used in the current process, to 
maintain adequate critical current values.  

Layer Thickness 
(nm) 

Material Minimum 
feature 

size (µm) 

M0 200 Niobium (sputtered) 0.5 

I0 200 SiOx (PECVD) 0.75 

M1 200 Niobium (sputtered) 0.75 

JJ 10 Niobium silicide (cosputtered) 1.0 

I1 200 SiOx (PECVD) 0.6 

RS 135 Palladium-gold (evaporated) 0.75 

M2 250 Niobium (sputtered) 1.0 

I2 300 SiOx (PECVD) 1.0 

M3 350 Niobium (sputtered) 1.0 

PADS 200 Palladium-gold (sputtered) 2.0 

 

 
Fig. 2. Cross section images of junctions, top image shows JJ grounded to 
M0, bottom image shows JJ grounded to M3. 

 

 
Fig. 3. Steps for planarization of insulator layers. (a) Extra thickness of 
insulator deposited, resist covering areas lower than surroundings, RIE. (b) 
After RIE calderas are etched. (c) CMP removes caldera protrusions and 
an additional 100 nm of oxide, leaving a flat surface. 

Olaya, David; Dresselhaus, Paul; Hopkins, Peter; Benz, Samuel. 
”Fabrication of High-Speed and High-Density Single-Flux-Quantum Circuits at NIST.” 

Paper presented at 2017 16th International Superconductive Electronics Conference (ISEC), Sorrento, Italy. June 12, 2017 - June 16, 2017. 

SP-112



SFQ circuits with self-shunted Nb-Si junctions and Jc = 
85 kA/cm2 have already been demonstrated at NIST [7]Error! 
Reference source not found.. The maximum operating 
frequency of those circuits was 300 GHz. We believe that the 
maximum frequency of those circuits was limited by both the 
fabrication process and the design tools used at that time, neither 
of which were optimal for these circuits. For the following 
reasons, we anticipate better circuit performance with the new 
process, including better yield and an increase in the maximum 
operation frequency. New design tools have been implemented 
that have allowed circuit parameters to be optimized for higher 
speeds. A new e-beam writer, recently acquired by the Boulder 
Microfabrication Facility, has enabled smaller, more uniform 
features sizes that should translate into better control of JJ 
critical currents and better uniformity. Incorporation of CMP 
will allow for better contact to smaller junctions and increased 
current density of writing interconnects.  

Future plans to increase circuit density include investigating 
the replacement of geometric inductors with the Josephson 
inductance of non-switching vertically stacked junctions [8]. A 
modified fabrication process would permit a switching junction 
and a stacked-JJ inductor to reside within the same vertical stack, 
almost eliminating all the area occupied by a geometric inductor. 
The combination of small, high-Jc, self-shunted junctions and 
stacked JJ inductors will enable a significant increase in SFQ 
circuit density. 

Other planned improvements to the process include the 
introduction of stud vias, which will improve the connection 

between metal layers by decreasing parasitic inductance, and 
improving planarization, which will allow the addition of more 
metal layers as the circuits increase in complexity. 
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Abstract—We present analytic expressions for the dark
current-voltage relation of a pn+ junction with a positively
charged columnar grain boundary, containing a distribution of
defect states in the band gap. A closed form relation for the
open-circuit voltage Voc is provided for an illuminated junction.
These findings are verified by direct comparison with numerical
simulations, and provide a quantitative understanding of the
reduction of Voc by grain boundaries in thin film photovoltaic
materials.

Index Terms—grain boundary, thin films, recombination.

I. INTRODUCTION

Despite years of research, precise guidelines for the im-
provement of chalcogenide materials, like CdTe, are still
unavailable for photovoltaic applications [1]. In particular,
the role of grain boundaries in these materials is not well
understood. High densities of grain boundaries generally en-
hance recombination, hence reducing power conversion effi-
ciency. However, recent development in thin-film photovoltaics
based, for instance, on CdTe or Cu(In,Ga)Se2, have led to
unexpectedly high efficiencies despite large densities of grain
boundaries [2].

Even though nanaoscale measurements may be difficult
to interpret [3], electron beam induced current [4]–[6] and
Kelvin probe microscopy [7]–[9] experiments have revealed
positively charged grain boundaries in these materials. So far,
the corresponding body of theoretical studies has consisted of
one-dimensional models [10]–[13], and more complex numer-
ical simulations [14]–[17]. The latter revealed the paradoxical
impact of grain boundaries on the efficiency of thin film solar
cells. While grain boundaries might improve carrier collection,
they also reduce the open-circuit voltage, leading to a more
contrasted picture than often presented. Our recent analytical
works Refs. [18], [19] are consistent with this finding.

In this work, we present new analytical expressions for the
dark current-voltage J(V ) relation of a pn+ junction with
positively charged grain boundaries, containing many discrete
defect states in the gap. We use physical descriptions of the
electron and hole transport to create a simplified model which
captures the essential features of the drift-diffusion-Poisson
equations. The accuracy of this model and the corresponding
predictions for the grain boundary dark recombination current
are verified numerically.
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Fig. 1. (a) Two-dimensional model system of a pn+ junction containing
a single grain boundary. (b) Band structure in the neutral region of the p-
doped semiconductor, orthogonal to the grain boundary. The dashed line is
the thermal equilibrium Fermi level EF , surrounded by the grain boundary
defect states Ej . EC and EV are the maxima of the conduction and valence
bands, Eg is the material bandgap energy, V GB is the grain boundary built-
in potential. The red line indicates the defect neutral energy level EGB. We
take the energy reference at the valence band edge in the bulk of the neutral
region.

II. PHYSICAL MODEL OF A GRAIN BOUNDARY WITH
MULTIPLE GAP STATES

Our model system, depicted in Fig. 1(a), is a pn+ junction
with a vertical grain boundary. We assume selective contacts
such that the hole (electron) current vanishes at the n(p)-
contact, and we use periodic boundary conditions in the y-
direction. We note x0 the position where electron and hole
densities are equal in the grain interior.

Polycrystalline semiconductors possess a wide variety of
defects, which all have specific formation energies as a func-
tion of the local environment and Fermi level. For a given
Fermi level, we assume that the type of defect with the
lowest formation energy is the most prevalent. Our model
then considers a distribution of gap states that results from
this particular defect. Because experimental evidence tend
to indicate that grain boundaries are positively charged in
materials like CdTe [4], [7], [8], we focus on distributions
of gap states that provide positively charged defects. In order
to conserve the electroneutrality of the device, the positive
charges must be screened by nearby negative charges: free
electrons in an n-type material or ionized acceptor dopants in
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a p-type material. In a p-type material, the system responds
to the positive charge by developing an electric field around
the grain boundary. This electric field repels holes from the
grain boundary core, creating a depleted region around it.
This depleted region is negatively charged because of the
uncompensated ionized acceptors, and therefore compensates
the positive charge of the defect. For the band structure across
the grain boundary shown in Fig. 1(b), the electric field results
in the formation of a built-in potential V GB around the grain
boundary. The amplitude of V GB depends on the doping
density, the distribution and density of the gap states.

The built-in potential and the Fermi level determine the type
of the grain boundary, i.e. the majority carrier at the grain
boundary core. In a p-type material, low values of built-in
potentials create a hole depletion at the grain boundary, but
holes remain majority carrier at the grain boundary core. Large
V GB values lead to type inversion at the grain boundary core,
i.e. electrons become majority carrier. Each grain boundary
type has a different carrier transport under nonequilibrium
conditions. In this work we consider both inverted and non-
inverted grain boundaries.

We model the grain boundary as a two-dimensional plane
with amphoteric (acceptor and donor) states. The grain bound-
ary charge reads

QGB = qρGB

M∑

j=1

(1− 2fGB(Ej)) (1)

where ρGB is the 2D defect density of states, and M is the
number of gap states. The occupancies of each state is given
by

fGB(Ej) =
SnnGB + Spp̄j

Sn(nGB + n̄j) + Sp(pGB + p̄j)
, (2)

where nGB (pGB) is the electron (hole) carrier density at
the grain boundary, Sn (Sp) is the electron (hole) surface
recombination velocity, n̄j and p̄j are

n̄j = NCe
(−Eg+Ej)/kBT (3)

p̄j = NV e
−Ej/kBT (4)

where Ej is a defect energy level calculated from the valence
band edge, NC (NV ) is the conduction (valence) band effective
density of states, Eg is the material bandgap, kB is the
Boltzmann constant and T is the temperature. At thermal
equilibrium Eq. (2) reduces to the Fermi-Dirac distribution
fGB(E) = (1 + exp[(E −EF )/kBT ])

−1. We introduce EGB

as the neutral level of the distribution of states, such that
the occupied and empty gap states (below and above EGB)
contribute an equal and opposite charge (red line in Fig. 1(b)).
In thermal equilibrium, the problem of many defect states
can therefore be mapped onto an effective single defect level
positioned at energy EGB. The charge of the single effective
level is then

QGB = qMρGB(1− 2f0(EGB)), (5)

where f0 is the effective occupancy of the effective state EGB.
In the limit of large defect density of states, we find that EGB

is given by the average of the gap state energies for an even
number of states, and is equal to the gap state that has the
same number of states above and under it for an odd number
of states.

We consider large grain boundary defect densities such that
the Fermi level is pinned at EGB (see Fig. 1(b)). This situation
occurs for densities above the critical value

ρcritGB =
1

q

√
8ǫNA(EGB − EF − kBT )

M∑
j=1

1− 2

1+e(Ej−EGB+kBT )/kBT

. (6)

Defining V 0
GB as the equilibrium potential between the grain

boundary and bulk of the neutral region, then assuming ρGB >
ρcritGB leads to

qV 0
GB ≈ EGB − EF . (7)

The scope of this work is limited to built-in potentials such
that V 0

GB ≫ kBT/q.

III. ASSUMPTIONS AND GRAIN BOUNDARY PROPERTIES
AWAY FROM EQUILIBRIUM

The full two-dimensional drift-diffusion-Poisson set of
equations is not analytically solvable. We therefore focus on
the solution along the grain boundary core, which reduces
the problem to one dimension. This is made possible by the
electrostatic confinement of electrons to the grain boundary
core. Our analysis relies on assumptions that enable analytical
solutions.

Our main assumption is that the hole quasi-Fermi level is
flat along and across the grain boundary. Because electrons
carry the current along the grain boundary, the corresponding
hole current is negligible and so are the gradients of hole quasi-
Fermi level. These gradients across the grain boundary are a
priori not negligible. High surface recombination velocities
at the grain boundary core can produce strong hole currents
transverse to the grain boundary. In this case, our analysis
relies on the assumption of high hole mobility, which enables
strong hole currents without the need for gradients of hole
quasi-Fermi level.

We further assume that the grain boundary charge does not
change with applied voltage. This is justified by the limit of
large defect density QGB(V )/(qρGB) ≪ 1. This assumption
implies that f , the nonequilibrium counterpart to f0 in Eq. (5),
obeys f = f0 ≈ 1/2. This constraint leads to the relation

M∑

j=1

fGB(Ej) = M/2. (8)

Because Eq. (8) depends on the grain boundary carrier densi-
ties, the relative sizes of the terms in the occupancy Eq. (2)
defines three regimes with distinct properties:
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• “n-type” grain boundary: In this case, the grain boundary
electron density determines the defect occupancy. f re-
mains fixed because of the pinning of the electron quasi-
Fermi level to the neutral point of the gap states EGB for
this case. We also assume that the electron quasi-Fermi
level is relatively flat and equal to its bulk value. This
is valid because the high electron density in the grain
boundary core enables high currents with relatively small
quasi-Fermi level gradients.

• “p-type” grain boundary: In this case, the grain boundary
hole density determines the occupancy of the defect
states. f remains fixed because of the pinning of the hole
quasi-Fermi level to the neutral point of the gap states
EGB for this case. The relatively low electron density at
the grain boundary core forces the electron quasi-Fermi
level to develop gradients to drive the electron current
along the grain boundary. In this case we solve a one-
dimensional diffusion equation for the electron density
along the grain boundary to obtain the carrier densities
and recombination rate.

• High recombination: For sufficiently large applied volt-
ages, the electron and hole carrier densities are the
dominating terms in f and determine the defect states
occupancies. There is no pinning of quasi-Fermi levels
in this case, but we find that the grain boundary carrier
densities satisfy

pGB = γ(V )nGB (9)

where the density ratio γ varies weakly with voltage.
In this regime, Eq. (9) together with the assumption of
flat hole quasi-Fermi level leads to a one-dimensional
drift-diffusion equation for electrons confined to the grain
boundary. Solving this equation leads to the carrier densi-
ties and recombination. In the case where each occupancy
is independent of its gap state energy, one can show that
γ = 1 and the carrier densities must be equal for the
system to remain electrically neutral.

A final assumption is that the grains are not fully depleted.
For doping densities on the order of 1015 cm−3, this require-
ment implies grain size above 2 µm. For reference, a recent
measurement [20] found that the average grain size in CdTe
thin films (excluding twin boundaries) was 2.3 µm.

IV. GRAIN BOUNDARY DARK RECOMBINATION CURRENT

We provide expressions for the grain boundary dark recom-
bination current. The general expression of the grain boundary
dark current density reads

JGB(V ) =
1

d

∫ LGB

0

dx RGB(x), (10)

with LGB the length of the grain boundary. RGB is the
Schokley-Read-Hall recombination

RGB(x) =
M∑

j=1

SnSp(nGBpGB − n2
i )

Sn(nGB + n̄j) + Sp(pGB + p̄j)
, (11)

with ni the intrinsic carrier density. The complexity of many
defect states, as opposed to a single one, will be incorporated
into effective surface recombination velocities. The physical
descriptions of the electron and hole transport are the same as
in the single state problem, and the resulting grain boundary
dark currents are formally identical to the ones presented in
Ref. [18].

In the n-type grain boundary the recombination is deter-
mined by holes, which flow from the p-type grain interior
into the grain boundary core. Because most of the absorber
is p-type, the recombination is uniform along the entire grain
boundary. The grain boundary carrier densities read

nGB(x) = NCe
(−Eg+EGB)/kBT (12)

pGB(x) = NV e
(−EGB+qV )/kBT . (13)

Using the fact that SnnGB is much larger than SppGB in
the recombination Eq. (11) leads to the grain boundary dark
current

JGB(V ) =
SpLGB

d
NV e

(−EGB+qV )/kBT , (14)

where the effective surface recombination velocity Sp reads

Sp =
M∑

j=1

1

1 +
n̄j

n̄GB
+

Spp̄j

Snn̄GB

. (15)

A close look at Sp shows that only states with energies
Eg − EGB . E . EGB contribute significantly to the
recombination (blue region in Fig. 2(a)). The upper limit
results from the fact that states above EGB are empty of
electrons. The lower limit is the energy at which holes are
emitted from the defect state to the valence band faster than
electrons relax from the conduction band to the defect state.

The p-type grain boundary has a similar interpretation.
The recombination is determined by electrons flowing into
the grain boundary core from regions of the grain interior
where n > p. This corresponds to x < x0 in Fig. 1(a). The
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Fig. 2. Schematic of the states contributing to the recombination for the
(a) n-type and (b) p-type grain boundary. EGB is the grain boundary neutral
energy level. States (not) contributing to the recombination are shaded in blue
(grey).
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recombination is therefore mainly concentrated within the n-
region of the pn junction depletion region, and is uniform for
x < x0. The grain boundary carrier densities read

nGB(x) = NCe
(−Eg+EGB)/kBT eqV/kBT for x < x0

= NCe
(−Eg+EGB)/kBT eqV/kBT e−

x−x0
Ln for x > x0

(16)

pGB(x) = NV e
−EGB/kBT , (17)

where Ln =
√

2DnLE/Sn (Dn: electron diffusion coeffi-
cient) is the electron diffusion length, and LE = kBT/Ey is
the characteristic length of the electric field transverse to the
grain boundary Ey . Sn is the effective surface recombination
velocity in this case. Using the fact that SppGB is much larger
than SnnGB in the recombination Eq. (11) leads to the grain
boundary dark recombination current

JGB(V ) =
Sn
d
NCe

(−Eg+EGB+qV )/kBT

×
[
x0 + Ln

(
1− e−

LGB−x0
Ln

)]
, (18)

where Sn reads

Sn =
M∑

j=1

1

1 +
p̄j

p̄GB
+

Snn̄j

Spp̄GB

. (19)

Equation (19) shows that only the states with energies EGB .
E . Eg −EGB contribute significantly to the recombination,
as shown in Fig. 2(b). The lower limit results from the fact
that states below EGB are empty of holes. The upper limit
is the energy at which electrons are emitted from the defect
state to the conduction band faster than holes relax from the
valence band to the defect state.

As voltage is increased, the grain boundary crosses over
to the high-recombination regime. The carrier densities at
the grain boundary are now constrained by Eqs (8) and (9).
The charge carrier transport is analogous to the single state
problem: holes flow towards the pn junction depletion region
and the recombination is peaked at a hotspot there. The grain
boundary carrier densities read

nGB(x) =
1√
γ
nie

qV/(2kBT )e
− x

L′n (20)

pGB(x) =
√
γnie

qV/(2kBT )e
− x

L′n , (21)

where L′n =
√
4DnLE/S is the electron diffusion length, and

LE is the characteristic length of the electric field transverse
to the grain boundary. S is the effective surface recombination
velocity in this case

S =
γSnSp

Sn + γSp

M∑

j=1

1

1 +
Snn̄j+Spp̄j

(Sn+γSp)
ni
γ eqV/(2kBT )

. (22)

The coefficient γ is found by solving Eq. (8) with the carrier
densities Eqs. (20)-(21). The above results lead to the grain
boundary dark recombination current

JGB(V ) =
SL′n√
γd

nie
V/(2VT )

[
1− e−LGB/L′n

]
. (23)

Fig. 3. Grain boundary dark recombination current as a function of voltage
for two sets of defects energy levels. Symbols correspond to numerical
data, full lines are analytic predictions. Parameters for the simulations are
summarized in Table I.

Parameter Value Parameter Value

L 3 µm µn = µp 100 cm2/(V · s)
d 3 µm τn = τp 10 ns

NC 8× 1017 cm−3 Sn,p 105 cm/s
NV 1.8× 1019 cm−3 ρGB 1014 cm−2

Eg 1.5 eV ǫ 9.4 ǫ0
NA 1015 cm−3 ND 1017 cm−3

TABLE I
LIST OF DEFAULT PARAMETERS FOR NUMERICAL SIMULATIONS.

This result differs from the corresponding case in Ref. [18] by
the voltage dependence of the effective surface recombination
velocity.

To verify the accuracy of these expressions, we solved
numerically the drift-diffusion-Poisson set of equations for
the geometry presented in Fig. 1(a), and various distribu-
tions of defect states. Table I gives a list of the material
parameters used for these calculations. We used periodic
boundary conditions in the y-direction, and infinite (zero)
surface recombination velocity for majority (minority) carriers
at the contacts to simulate perfectly selective contacts. Fig. 3
shows the grain boundary recombination current for three gap
states. The red (blue) curve corresponds to an n-type (p-type)
grain boundary. Because we consider the limit of high defect
density of states, the neutral point EGB of each distribution
of gap states corresponds to the intermediate energy of each
case. A good agreement can be seen between our analytical
model and the full numerical simulations.

V. OPEN-CIRCUIT VOLTAGE

Upon comparing the electron diffusion length to the length
of the grain boundary in the above results, we find that limiting
cases of Eqs. (14), (18) and (23) are of the general form

JGB(V ) = λ
S

d
Ne−Ea/kBT eqV/(nkBT ), (24)
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where S is a surface recombination velocity, λ is a length
characteristic of the recombination region, N is an effective
density of states, Ea is an activation energy, n is the ideality
factor and V is the applied voltage.

Equation (24) allows us to derive a closed form relation for
the open-circuit voltage. It was shown in Ref. [18] that, around
Voc, the current-voltage relation of an illuminated junction is
given by the sum of the short-circuit current Jsc and the dark
current Jdark(V ). Voc therefore satisfies Jdark(Voc) = Jsc.
Assuming large values of surface recombination velocities,
the grain boundary recombination dominates over the bulk
recombination and Jdark = JGB. Solving for JGB(Voc) = Jsc
therefore leads to the general form of the open-circuit voltage

qV GB
oc = nEa + nkBT ln

(
dJsc
SλN

)
. (25)

Equation (25) provides insight into how the parameters con-
trolling the grain boundary and the distribution of gap states
affect Voc. For instance, the open-circuit voltage increases
linearly with the defect activation energy. This energy cor-
responds to the neutral point of the distribution of gap states
in the n-type and p-type regimes. However, Ea = Eg/2 in
the high-recombination regime, so that the impact the initial
distribution of gap states on Voc is minimal (it remains present
in the effective surface recombination velocity).

VI. CONCLUSION

We derived analytical relations for the grain boundary dark
recombination current and the open-circuit voltage of a pn+

junction with a positively charged columnar grain boundary.
These new expressions account for a distribution of defect
states in the gap of the absorber material. We showed that our
simplified analytical model describes the essential features of
the full numerical calculations.
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Abstract—The impact of grain boundaries on the performance
of polycrsytalline photovoltaics remains an open question. We
present a simplified description of dark grain boundary recom-
bination current. The dark current takes the form of a diode
equation, and the model provides closed form expressions for
the reverse saturation current and ideality factor in terms of
grain boundary and system parameters. This model applies
under conditions relevant for thin film photovoltaics such as
CdTe, namely for p-type absorbers with reasonably high bulk
hole mobility, positively charged grain boundaries with high
defect density, and grains which are not fully depleted. The dark
recombination current can be used to predict the open circuit
voltage for a given short circuit density, providing a simple closed
form expression which shows how grain boundaries impact Voc.

Index Terms—polycrystalline solar cell, grain boundary re-
combination, open circuit voltage

I. INTRODUCTION

Thin films photovoltaics like CdTe and Cu(In,Ga)Se2 ex-
hibit high conversion efficiency despite their high defect
density [1]. Grain boundaries are a primary source of defects,
however so far polycrystalline samples outperform their single
crystal counterparts [2]. This apparent dichotomoy between
the electrical and structural properties invites the unexpected
question: “Can grain boundaries be beneficial for photovoltaic
performance?” There is not a clear consensus on this issue.
In our view there is not a universal answer to this question,
it depends on the details of the grain boundary and bulk
properties. Grain boundaries may improve the performance
of samples with exceedingly poor bulk properties, but are
always detrimental to samples with reasonably good bulk
properties. In the best cases, grain boundaries assist carrier
collection at zero bias, increasing the short circuit density
Jsc. This is due to the built-in electric field accompanying
charged grain boundaries which separates carriers and inhibits
recombination (provided that carriers driven to the grain
boundary are majority carriers at the grain boundary core)
[3], [4]. However in all cases grain boundaries are harmful
for the open circuit voltage Voc [5], [6]. This is not surprising
since Voc is reduced by recombination, and recombination
is enhanced by grain boundaries when the device is under
forward bias. However an intuitive, quantitative description
of how grain boundaries reduce Voc is still lacking, despite
previous numerical and analytical works [5], [6], [7]. This
article describes our recently developed models which provide

this simple relation between grain boundary properties and
Voc.

II. GRAIN BOUNDARY RECOMBINATION

In a recent set of papers [8], [9], we have presented ana-
lytical expressions for the grain boundary dark recombination
current. These expressions take the form of a general diode
equation:

JGB(V ) = J0 exp

(
qV

nkBT

)
, (1)

where q > 0 is the electron charge, V is the applied voltage,
kB is the Boltzmann constant, and T is the temperature. The
result of our work is closed form expressions for the reverse
saturation current J0 and ideality factor n in terms of grain
boundary and system parameters. We also demonstrated that
the dark recombination current can be used to accurately
predict the open circuit voltage for a given short circuit
current density. In particular, numerical simulations indicate
that the following relation holds:

Voc =
nkBT

q
ln

(
Jsc

J0

)
. (2)

The impact of grain boundary recombination on Voc can
therefore be concisely quantified. This may enable rational
approaches to mitigating the negative consequences of grain
boundary recombination.

Our analysis showed that the system behavior depends on
the grain boundary defect type (e.g. donor or acceptor), the
location of the defect energy level(s) with respect to midgap,
the applied voltage, and other factors. The system behavior
can be classified into several regimes, where each regime has
its own peculiarities and requires its own detailed analysis.
The myriad of different cases can obscure the overall picture
of grain boundary recombination. Despite the differences be-
tween different regimes, a single framework for understanding
the system response can be presented, which offers useful
perspective when viewing the multiplicity of cases. In this
work we aim to provide a more global, qualitative description
of our model of grain boundary recombination current.

Before discussing grain boundary recombination, it’s useful
to rewrite Eq. (1) in a form which helps to frame our analysis.
We write the dark recombination current as:

J = N

(
λ

τ

)
exp

(
qV

nkBT

)
. (3)
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The form of Eq. (3) is fully general for thermally activated
transport. Current density can always be written as the product
of a density N times a velocity: length λ divided by time τ .
The exponential factor describes the classic diode voltage de-
pendence with ideality factor n. Although Eq. (3) is generic,
when applied to a 1-dimensional p-n junction, the factors
in Eq. (3) acquire quite specific physical interpretations. N
and τ correspond to the density and effective lifetime of the
species controlling the recombination, and λ is the length
scale over which recombination occurs. The ideality factor n
is determined by the nature of recombination. An ideality
factor n = 1 corresponds to minority carrier-controlled
recombination, while n = 2 applies when both species
contribute to recombination.

We first demonstrate this interpretation of Eq. (3) by evalu-
ating the well-known 1-dimensional p-n junction dark recom-
bination current. For this system, dark recombination current
is the sum of two contributions: the diffusion current and
junction recombination current. Diffusion current is associ-
ated with minority carrier recombination in the neutral region.
For concreteness, we suppose the system is a pn+ junction
and consider recombination in the p-type region. Electrons are
minority carriers, so N is given by the equilibrium electron
density in the p-type neutral region, which we denote n0

p.
The lifetime is set by the bulk electron lifetime, τ = τebulk.
Minority carriers undergo simple diffusion in the neutral
region, so the length scale of the minority carrier density
profile is the diffusion length, λ =

√
De

bulkτ
e
bulk, where De

bulk

is the bulk electron diffusivity. Recombination is determined
by the minority carrier (electron) density, so the ideality factor
n = 1. Substituting these factors for Eq. (3) reproduces
the well-known result for diffusive dark current. We next
apply the same analysis to junction recombination current.
In this case the recombination occurs in the depletion region
and involves both nonequilibrium electrons and holes. The
equilibrium density of electrons and holes in the depletion
region is given by N = ni, where ni is the intrinsic density.
The length scale over which recombination occurs is set by
the depletion width W of the pn junction, λ ≈ W . The
lifetime is determined by bulk recombination, τ = τbulk. Both
nonequilibrium electrons and holes participate in recombina-
tion, so that n = 2. These factors correctly reproduce the
junction recombination dark current.

For grain boundary recombination, the same interpretations
of the parameters entering Eq. (3) apply. What remains is
to identify the recombination species and its lifetime, and
to determine the region over which recombination occurs.
Doing so requires knowledge of how carriers behave in the
2-dimensional model, which we discuss next.

As in many analytical models, the key aspect of our
treatment lies in the approximations we make. The initial
problem in its fully general form is not analytically tractable,
due to nonlinearities and its 2 (or 3)-dimensional nature.
Reducing the problem to a more manageable form requires
valid, simplifying assumptions, which in turn require suffi-

cient knowledge of system behavior. The rough picture is
that positively charged grain boundaries lead to downward
band bending in most of the p-type absorber, providing a
confinement potential for electrons. We assume one end of
the grain boundary is in close proximity with the n-contact,
so electrons are efficiently funnelled into the grain boundary
and the vast majority of electron current is carried along the
grain boundary core. Hole current takes place in the grain
bulk, and is directed towards regions of high recombination.
We assume grains are not fully depleted. In practice this
corresponds to grain sizes which exceed 1 µm in CdTe. Hole
current therefore requires very small gradients in the hole
quasi-Fermi level. This fact leads to a key assumption: that the
hole quasi-Fermi level EFp is approximately flat everywhere.
This assumption is valid only for sufficiently high intragrain
hole mobility; for typical material parameter values of CdTe,
the intragrain hole mobility µp should exceed 30 cm2/V · s
(see ref. [8] for details of this estimate).

We restrict our attention to the recombination at the grain
boundary core, reducing the domain of interest to one dimen-
sion. However by itself this does not simplify the problem:
The solution at the grain boundary depends on the solution
in the grain interior, and the problem remains essentially 2-
dimensional. The assumption of flat EFp is crucial here, as it
implies EFpGB = EFpbulk. This relation provides a link between
the grain boundary and grain bulk and enables the analysis of
the two domains to be separated. The dimensionality of the
problem is then reduced from 2 to 1.

Our next assumption is that the grain boundary defect
density is large. The charge of the grain boundary defect is
equal to the defect density multiplied by a statistical factor
related to the defect occupation and type (donor or acceptor,
see Eq. (7)). If the defect density is very large, the statistical
factor must be very small to ensure that the defect charge
remains finite. A large defect density also implies that the
statistical factor is independent of applied voltage [9]. This
leads to a constraint which takes the place of the Poisson
equation. The implications of this constraint depend on the
details of the grain boundary, such as the position of the
defect level with respect to midgap. This is the point at which
different cases and their analysis bifurcates. We discuss these
cases later. For now the salient point is that this assumption
of high defect density provides another simplification to the
problem.

Having made these assumptions, the problem can be re-
duced to a single 1-dimensional effective diffusion equation
for the electron quasi-Fermi level EFnGB(x), where x is the
coordinate along the grain boundary core. It’s not surprising
that a description of grain boundary recombination would
include a continuity equation for EFnGB: electrons are confined
to the grain boundary and carry the recombination current
there [5]. The 1-dimensional diffusive motion of electrons
along the grain boundary is parameterized by the electron
grain boundary diffusivity De

GB and effective lifetime τeGB.
These parameters can be expected to differ from their bulk
counterparts due to the highly defective grain boundary core.
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TABLE I
RECOMBINATION CURRENT PARAMETERS

n-type p-type high recombination
N = p0

GB N = n0
GB N = ni

λ = LGB λ = x0 + Le diff
GB λ = Le diff

GB

S = Seff
p S = Seff

n S =
√
Seff
n Seff

p

n = 1 n = 1 n = 2

The grain boundary-confined electron diffusivity De
GB is

likely reduced from the bulk value due to increased disorder
scattering. De

GB enters as a free parameter in the model. The
electron effective lifetime is reduced from its bulk value due
to proximity to the grain boundary recombination centers. The
recombination strength of the grain boundary is parameterized
by an effective surface recombination velocity for electrons
(holes) Seff

n(p). The effective lifetime τeGB is determined by
the length scale of electron confinement LE according to
τeGB = LE/S

eff
n . The confinement length LE is determined

by the built-in potential around the grain boundary, which is
associated with two length scales: the depletion width of the
grain boundary and kBT/ (qEGB), where EGB is the magni-
tude of the electric field at the grain boundary. The appropriate
choice for LE depends on the regime of system behavior, but
either choice gives qualitatively similar results. The diffusion
length of electrons confined to the grain boundary LeGB is
then given by LeGB =

√
De

GBτ
e
GB =

√
De

GBLE/S
eff
n .

With this picture of the system in mind, we turn again
to Eq. (3) and specify the factors entering the formula. The
appropriate lifetime τ for Eq. (3) is Seff/d, where d is the
grain size (the appropriate Seff depends on the grain boundary
type). This amounts to taking all of the recombination centers
concentrated on the grain boundary surface and smearing
them out uniformly across the entire grain. This is the crudest
approximation one can make to account for grain boundary
recombination, and has been used rather successfully to
describe polycrystalline Si solar cells [11]. For photovoltaics
with high grain boundary defect density, simply re-scaling τ
and applying 1-dimensional p-n junction theory is inadequate
for determining N, λ, and n. For these three parameters, the
analysis proceeds differently according to the majority carrier
type at the grain boundary core. As always, defect-mediated
recombination is controlled by the minority carrier density.
The minority carrier type depends on the Fermi level at the
grain boundary core, which in turn depends on grain boundary
defect properties (mostly the defect energy level).

Beginning with an n-type grain boundary core, holes are
minority carriers, so N is the equilibrium grain boundary
hole density, which we denote by p0

GB. Since recombination
is set by only one species, the ideality factor n = 1. The
relevant S is that for holes: S = Seff

p . We consider a
single donor+acceptor defect, in which case the effective
surface recombination velocity is equal to the bare surface
recombination velocity: Seff

p = Sp. (For other cases like the
single donor defect and the continuum of donor+acceptor
defects, the effective surface recombination velocity differs

0
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Fig. 1. (a), (b), and (c) show the system geometry and the electron and
hole current flow for n-type, p-type, and high recombination grain bound-
aries, respectively. Also shown is the length λ over which recombination
occurs along the grain boundary core. The grain boundary is columnar and
positioned at y = d/2. (d), (e), and (f) show the electron and hole density
under forward bias through a slice of the neutral region perpendicular to the
grain boundary for n-type, p-type, and high recombination grain boundaries,
respectively. The grain boundary core is located at y = 2.5 µm, and the
blue (red) tick marks at the grain bounday core position indicate the values
of nGB (pGB).

from the bare surface recombination velocity.) λ is determined
by the region over which holes are available to flow into
the grain boundary and recombine. The majority of the grain
boundary length LGB is embedded in p-type bulk, so holes are
available for transport into the grain boundary from the grain
bulk over approximately the entire grain boundary. Hence
λ = LGB (see Fig. 1(a)).

For a p-type grain boundary, similar reasoning immediately
leads to N = n0

GB, n = 1, and S = Sn. The recombination
length λ includes the region over which electrons are available
to flow into the grain boundary. We delimit this region with
x0: for x < x0, nbulk > pbulk. Electrons flow into the
grain boundary for x < x0 and propagate via diffusion
along the grain boundary core for x > x0, where additional
recombination occurs (see Fig. 1(b)). The total length over
which recombination occurs is therefore x0 + Le diff

GB , where
Le diff

GB is the diffusion length of electrons confined near the
grain boundary core. Based on the discussion of electron
diffusion along the grain boundary given earlier, we have
λ = x0 + Le diff

GB = x0 +
√
De

GBLE/S
eff
n .

In the case where electron and hole density are of compa-
rable magnitude, we immediately anticipate that N = ni and
n = 2. To determine λ, we note that both electrons and holes
must be transported to the grain boundary for recombination
(see Fig. 1(c)). Holes are available along almost the entire
length of the grain boundary, as discussed earlier. However
electrons are only available for x < x0. λ is therefore set by
the electrons’ availability. Recombination is concentrated near
the middle of the depletion region, and decays on a length
scale of the electron diffusion length, so that λ = Le diff

GB .
These cases are summarized in Table 1, and depicted in Fig.
1 (a)-(c).

Haney, Paul; Gaury, Benoit. 
”Analytic description of the impact of grain boundaries on Voc.” 

Paper presented at 44th IEEE Photovoltaic Specialists Conference (PVSC 2017), Washington, D.C., United States. June 25, 2017 - June 30, 
2017. 

SP-121



Having summarized our understanding of grain boundary
recombination in qualitative terms, we next place it in more
quantitative context by presenting the relevant governing
equations. The key underlying equations provide the grain
boundary occupation fGB, grain boundary charge QGB, and
grain boundary recombination RGB in terms of carrier densi-
ties and the defect properties. These are all standard equations
which can be found in textbooks [12], [13]. We start with the
grain boundary occupancy:

fGB =
SnnGB + SppGB

Sn (nGB + nGB) + Sp (pGB + pGB)
. (4)

In the above, nGB and pGB are the electron and hole
carrier density at the grain boundary, respectively (note that
nGB, pGB, and fGB can vary as a function of position along
the grain boundary core). nGB and pGB are the electron and
hole density one would obtain if the Fermi level is positioned
at the defect energy level EGB. If EGB is measured from the
valence band, then:

nGB = Nc exp [(EGB − Eg) /kBT ] , (5)
pGB = Nv exp [−EGB/kBT ] . (6)

The charge of the grain boundary is given by:

QGB = qρGB ×





(
1− fGB

)
, (donor)(

−fGB
)
, (acceptor)(

1− 2fGB
)

(donor + acceptor)

(7)

Here ρGB is the two-dimensional defect density at the grain
boundary core. Note that the charge of the defect state
depends on its type (donor or acceptor). Experimental evi-
dence indicates positively charged grain boundaries [10], so
we restrict our attention to the donor and donor+acceptor
cases (the acceptor case only yields negatively charged grain
boundaries). Note that for the donor+acceptor case, both
defects are assumed to be present at the same energy EGB.
The donor and acceptor defects therefore compensate each
other only when the Fermi energy is equal to the defects’
common energy level.

The grain boundary charge QGB is compensated by the
surrounding depletion region charge. For a depletion width
W , the associated space charge is 2qNAW , where NA is
the doping and the factor of 2 arises from having depletion
regions on both sides of the grain boundary. The relation
QGB = 2qNAW determines the equilibrium band bending
between grain boundary and grain bulk.

The assumption we described earlier is that ρGB is “large”.
The factors in parentheses in Eq. (7) must therefore be “small”
for QGB to remain finite. For the donor case, this implies(
1− fGB

)
is small, or fGB ≈ 1. For the donor+acceptor

case, we have fGB ≈ 1/2: both donor and acceptor state are
approximately half-occupied. As described in Ref. [9], large
ρGB also implies the the factor in parentheses does not change
with applied voltage; we can determine fGB in equilibrium
and use the same value under forward bias.

Having determined fGB, we can return to Eq. (4) and
consider what values of carrier density nGB, pGB are
needed to yield the correct value of fGB. We’ll consider the
donor+acceptor case here as an example, in which fGB =
1/2. In equilibrium, fGB = 1/2 is satisfied by the carrier
densities nGB = nGB and pGB = pGB. This means that the
Fermi energy is pinned to EGB (see discussion preceding
Eqs. (5)-(6)). In equilibrium, the majority carrier type at the
grain boundary core is therefore determined solely by EGB;
if EGB is closer to the conduction (valence) band, the grain
boundary core is n (p)-type.

Let’s consider an n-type grain boundary under forward
bias. The terms nGB and nGB are much larger than pGB

and pGB in the expression on the right-hand-side of Eq. (4).
An applied bias voltage induces nonequilibrium electron and
hole densities. Provided pGB is much less than nGB, nGB

must remain fixed to the value nGB to maintain fGB = 1/2.
This is demonstrated in Fig. 1(d), which shows the electron
and hole density under forward bias through a slice of the
system perpendicular to the grain boundary core. The small
blue (red) tick mark at y = 2.5 µm indicates the value of
nGB (pGB). In this plot, nGB = nGB while pGB exceeds pGB.
We can write the grain boundary hole density in terms of the
bulk hole density using the assumption we described earlier:
EFpGB = EFpbulk. This leads to pGB = p0

GB exp (qV/kBT ). The
minority carrier density increases exponentially with applied
voltage. The same behavior holds for p-type grain boundaries,
where majority and minority carrier types are interchanged
with respect to the n-type grain boundary (see Fig. 1(e)).

Having determined the majority and minority carrier den-
sity, we can compute the grain boundary recombination RGB,
given by:

RGB =
SnSp

(
nGBnGB − n2

i

)

Sn (nGB + nGB) + Sp (pGB + pGB)
(8)

For the n-type grain boundary, Eq. (8) simplifies to RGB =
Spp

0
GB exp (qV/kBT ). We argued previously that the length

scale over which recombination occurs is equal to the entire
grain boundary length LGB. Together these factors reproduce
the diode equation terms for an n-type grain boundary as
given in Table 1.

As the applied voltage increases, the minority carrier den-
sity pGB dutifully increases exponentially and will eventually
approach nGB. At this point further increases in the applied
voltage push both nGB and pGB to exceed nGB. Now fGB =
1/2 is satisfied by insisting that SnnGB = SppGB (see Eq.
(4)). This is the high-recombination regime. Returning to Eq.
(8) and utilizing the relation nGBpGB = n2

i exp (qV/kBT ),
the maximum value of recombination along the grain bound-
ary core can be found as:

Rmax
GB =

√
SnSpni exp

(
qV

2kBT

)
(9)

In the high recombination regime, both nonequilibrium
electrons and holes control the recombination. These carriers
are transported to the grain boundary from the bulk. The
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point of maximum grain boundary recombination occurs in
the depletion region. In this regime an electrostatic potential
gradient is also developed along the grain boundary which
drives the high electron current. We showed that the electron
and hole density profiles decay along the grain boundary
over a length scale of Le diff

GB in this case [8]. This leads
to the recombination which decays away from its maximum
value with the same length scale, as shown in Fig. 1(c) and
the 3rd column of Table 1. This ends the analysis of the
donor+acceptor case.

The analysis of the donor cases proceeds along similar
lines. One important wrinkle is that fGB ≈ 1 in this case
(see discussion following Eq. (7)). The defect is nearly fully
occupied, which implies that for the same value of EGB,
the band bending is larger in the donor case than in the
donor+acceptor case. This in turn implies the grain boundary
hole density is suppressed in the donor case relative to
the donor+acceptor case. For this reason, the effective hole
recombination velocity is given by Seff

p = (1− fGB)Sp.
(1− fGB) is small by assumption, so the hole-controlled
recombination is significantly reduced in the donor defect case
[9].

III. CONCLUSION

We end the overview here, and refer the reader to references
for a fuller and more rigorous derivation of the grain boundary
dark current, as well as demonstrations that the grain bound-
ary dark current can be used to predict Voc. The type of anal-
ysis can be extended to consider a continuum of defect states,
grain boundaries with arbitrary orientation, and networks of
inhomogeneous grain boundaries. With this degree of model
flexibility, we can begin to consider the behavior of realistic,
inhomogeneous polycrystalline materials.
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Abstract—Accurate, precise, and unambiguous definitions of 
software weaknesses (bugs) and clear descriptions of software 
vulnerabilities are vital for building the foundations of 
cybersecurity. The Bugs Framework (BF) comprises rigorous 
definitions and (static) attributes of bug classes, along with their 
related dynamic properties, such as proximate, secondary and 
tertiary causes, consequences, and sites. This paper presents an 
overview of previously developed BF classes and the new 
cryptography related classes: Encryption Bugs (ENC), 
Verification Bugs (VRF), and Key Management Bugs (KMN). We 
analyze corresponding vulnerabilities and provide their clear 
descriptions by applying the BF taxonomy. We also discuss the 
lessons learned and share our plans for expanding BF. 

Keywords—software weaknesses; bug taxonomy; attacks. 

I. INTRODUCTION 
Advances in scientific foundations of 

cybersecurity rely on the availability of accurate, 
precise, and unambiguous definitions of software 
weaknesses (bugs) and clear descriptions of software 
vulnerabilities. The myriad unprecedented attacks 
and security exposures, including on Internet of 
Things (IoT) applications, calls for serious efforts 
towards such formalization.  

To provide a foundation, we are developing the 
Bugs Framework (BF) [1], which organizes bugs into 
distinct classes, such as buffer overflow (BOF), 
injection (INJ), faulty operation (FOP), and control of 
interaction frequency bugs (CIF). Each BF class has 
an accurate and precise definition and comprises: 
level (added after [1]), causes, attributes, 
consequences, and sites of bugs. Closely related 
classes may be grouped in clusters. Level (high or 
low) identifies the fault as language-related or 
semantic. Causes bring about the fault. At least one 
attribute (denoted as underlined) identifies the 
software fault, while the rest may be simply 
descriptive. It is useful to catalog possible 
consequences of faults. Sites are locations in code 
(identifiable mainly for low level classes) where the 

bug might occur under circumstances indicated by the 
causes. The goal of BF is to help researchers and 
practitioners more accurately and quickly diagnose, 
describe, and measure security vulnerabilities.  

In this paper, we summarize the BF classes we 
previously developed, then detail our newly-
developed cryptography-related classes: Encryption 
Bugs (ENC), Verification Bugs (VRF), and Key 
Management Bugs (KMN). The details include 
definitions and taxonomy of these classes, examples 
of vulnerabilities from the Common Vulnerabilities 
and Exposures (CVE) [2], and corresponding 
Common Weakness Enumerations (CWE) [3] or 
Software Fault Patterns (SFP) [4]. The final section 
summarizes our work, discusses lessons we learned, 
and presents our plans for expanding BF further.  

II. PREVIOUSLY DEVELOPED BF CLASSES 
Our first developed BF classes were: Buffer 

Overflow (BOF), Injection (INJ), and Control of 
Interaction Frequency Bugs (CIF) [1]. Here we only 
give their definitions and attributes. Details and 
examples of use are available at 
https://samate.nist.gov/BF/. 

BOF: The software accesses through an array a 
memory location that is outside the boundaries of 
that array. Attributes: Access, Boundary, Location, 
Magnitude, Data Size, Reach. 

INJ: Due to input with language-specific special 
elements, the software assembles a command string 
that is parsed into an invalid construct. Attributes: 
Invalid Construct, Language, Special Element, Entry 
Point. 

CIF: The software does not properly limit the 
number of repeating interactions per specified unit. 
Attributes: Interaction, Number, Unit, Actor. 

Disclaimer: Certain trade names and company products are mentioned in the 
text or identified. In no case does such identification imply recommendation 
or endorsement by the National Institute of Standards and Technology (NIST), 
nor does it imply that they are necessarily the best available for the purpose. 
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III. CRYPTOGRAPHIC STORE OR TRANSFER BUGS 
A. Cryptography 

Cryptography is a broad, complex, and subtle area. 
It incorporates many clearly separate processes, such 
as encryption/decryption, verification of data or 
source, and key management. There are bugs if the 
software does not properly transform data into 
unintelligible form, verify authenticity or correctness, 
manage keys, or perform other related operations. 
Some transformations require keys, for example 
encryption and decryption, while others do not, for 
example secret sharing. Authenticity covers integrity 
of data, identity of data source, origin for non-
repudiation, and content of secret sharing. 
Correctness is verified for uses such as zero-
knowledge proofs. Cryptographic processes use 
particular algorithms to achieve particular security 
services [5].  

Examples of attacks are spoofing messages, brute 
force attack, replaying instructions, timing attack, 
chosen plaintext attack, chosen ciphertext attack, and 

exploiting use of weak or insecure keys. 
In this paper, we use cryptographic store or 

transfer to illustrate our ENC, VRF, and KMN classes 
of bugs. Note that these classes may appear in many 
other situations such as self-sovereign identities [6], 
block ciphers, and threshold cryptography. We focus 
on transfer (or store) because it is well known and it 
is what most people think of when “cryptography” is 
mentioned. We define bugs in cryptographic store or 
transfer as: The software does not properly 
encrypt/decrypt, verify, or manage keys for data to be 
securely stored or transferred. 
B. Our Model 

A modern, secure, flexible cryptographic storage 
or transfer protocol likely involves subtle interaction 
between encryption, verification, and key 
management processes. It may involve multiple 
stages of agreeing on encryption algorithms, 
establishing public and private keys, creating session 
keys, and digitally signing texts for verification. 
Thus, encryption may use key management, which  

 

Fig. 1. Our Model of Cryptographic Store or Transfer Bugs. Encryption may occur in tandem with Verification or it may precede Verification serially, if the 
cipertext is signed or hashed. Encryption uses Key Management, and Key Management likely uses Encryption and Verification to handle keys.	
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itself uses encryption and verification. Fig. 1 presents 
a model of these recursive interactions and where 
potentially the corresponding ENC, VRF, KMN, and 
other BF bugs could happen. The rounded rectangles 
indicate the boundaries of the classes. The dashed 
ones show sending and receiving entities. 

KMN is a class of bugs related to key 
management. Key management comprises key 
generation, selection, storage, retrieval and 
distribution, and determining and signaling when 
keys should be abandoned or replaced. A particular 
protocol may use any or all of these operations. Key 
management could be by a third party, the source, or 
the user – thus the KMN area intersects the Source 
and User areas. A third-party certificate authority 
(CA) distributes public keys in signed certificates. 
Key management often uses a recursive round of 
encryption and decryption, and verification to 
establish a shared secret key or session key before the 
actual plaintext is handled.  

ENC is a class of bugs related to encryption and 
decryption. Encryption is by the source, decryption is 
by the user. The encryption/decryption algorithm 
may be symmetric, that is uses the same key for both, 
or asymmetric, which uses a pair of keys, one to 
encrypt and the other to decrypt. Public key 
cryptosystems are asymmetric. Ciphertext may be 
sent directly to the user, and verification accompanies 
it separately. The red line is a case where plaintext is 
signed or hashed and then encrypted. 

VRF is a class of bugs related to verification. 
Verification takes a key and either plaintext or 

ciphertext, signs or hashes it, then passes the result to 
the user. The user uses the same key or the other key 
from the key-pair to verify data integrity or source. 
Note that hash alone without any other mechanism 
cannot be used to verify source or to protect data 
integrity against attackers. However, it can be used to 
protect data integrity against channel errors [5]. 

In the cases of symmetric encryption, one secretly 
shared key (shKey) is used. The source encrypts with 
shKey, and the user decrypts also with shKey. In the 
cases of asymmetric encryption, pairs of 
mathematically related keys are used. The source pair 
is pbKeySrc and prKeySrc; the user pair is pbKeyUsr 
and prKeyUsr. The source encrypts with pbKeyUsr and 
signs with prKeySrc. The user decrypts with prKeyUsr 
and verifies with pbKeySrc. 

IV. ENCRYPTION/DECRYPTION BUGS CLASS – ENC 
A. Definition 

We define Encryption Bugs (ENC) as:  
The software does not properly transform sensitive 
data (plaintext) into unintelligible form (ciphertext) 

using cryptographic algorithm and key(s).  
We define also Decryption Bugs as:  

The software does not properly transform ciphertext 
into plaintext using cryptographic algorithm and 

key(s). 
Note that “transform” is for confidentiality. 
ENC is related to KMN, Randomization (RND), 

and Information Exposure (IEX). 

 

Fig. 2. The Encryption Bugs (ENC) class represented as causes, attributes and consequences. 
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B. Taxonomy 
Fig. 2 depicts ENC causes, attributes and 

consequences. In the graph of causes, modification of 
algorithm is remove/change or add a cryptographic 
step. Improper algorithm or step could be missing, 
inadequate, weak, risky/broken. Insecure mode of 
operation leads to weak encryption algorithm.  

The attributes of ENC are: 
Sensitive Data – Credentials, System Data, State 

Data, Cryptographic Data, Digital Documents. This 
is secret (confidential) data. Credentials include 
password, token, smart card, digital certificate, 
biometrics (fingerprint, hand configuration, retina, 
iris, voice.) System Data could be configurations, 
logs, Web usage. Cryptographic Data is hashes, keys, 
and other keying material. 

Data State – Stored, Transferred. This reflects if 
data is in rest or use, or if data is in transit. Secure 
store is needed for data that is in rest or use from files 
(e.g. ini, temp, configuration, log server, debug, 
cleanup, email attachment, login buffer, executable, 
backup, core dump, access control list, private data 
index), directories (Web root, FTP root, CVS 
repository), registry, cookies, source code & 
comments, GUI, environmental variables. Secure 
transfer is needed also for data in transit between 
processes or over a network. 

Algorithm – Symmetric, Asymmetric. This is the 
key encryption scheme used to securely store/transfer 
sensitive data. Symmetric (secret) key algorithms 
(e.g. Serpent, Blowfish) use one shared key. 
Asymmetric (public) key algorithms (e.g. Diffie-
Hellman, RSA) use a pair of keys: public and private.  

Security Service(s) – Confidentiality (and 
Integrity and Identity Authentication). This is the 
security service that was failed by the encryption 
process. Confidentiality is the main security service 
provided by encryption. Those marked with ‘~’ are 
only for some specific modes of encryption. 

ENC is a high level class, so sites do not apply. 
C. Examples 

1) CVE-2002-1946  
This vulnerability is listed in [7] and discussed in 

[8, 9, 10]. Our BF description is: 
ENC: Use of weak symmetric encryption algorithm 
(one-to-one mapping) allows confidentiality failure 

of stored (in registry) sensitive data (passwords), 
which may be exploited for IEX of that sensitive 

data (passwords). 
Analysis (based on [8, 9, 10]): The one-to-one 

mapping uses two fixed arrays of characters. There 
was no remedy as of 09/01/2014! 

2) CVE-2002-1697 
This vulnerability is listed in [11] and discussed in 

[12, 13, 14]. Our BF description is: 
ENC: Use of insecure mode of operation (ECB) 

leads to weak symmetric encryption algorithm (for 
same shared key produces same ciphertext from 

same plaintext) and allows confidentiality failure of 
transferred sensitive data, which may be exploited 

for IEX of that sensitive data. 
Analysis (based on [12, 13, 14]): Using electronic 

codebook (ECB) results in weak encryption, that 
produces the same ciphertext from the same plaintext 
blocks. This is a case of deterministic encryption, 
where patterns in plaintext become evident in the 
ciphertext. 
D. Related CWEs and SFP 

CWEs related to ENC are: CWE-256, 257, 261, 
311-318, 325, 326, 327, 329, 780 [3].  

The related SFP clusters are SPF 17.1 Broken 
Cryptography and SFP 17.2 Weak Cryptography 
under Primary Cluster: Cryptography [4]. Note that 
some of the CWEs listed there are not ENC.  

V. VERIFICATION BUGS CLASS – VRF 
A. Definition 

We define Verification Bugs (VRF) as: 
The software does not properly sign data, check and 

prove source, or assure data is not altered.  
Note that “check” is for identity authentication, 

“prove” is for origin (signer) non-repudiation, and 
“not altered” is for integrity authentication. 

VRF is related to KMN, RND, ENC, 
Authentication (ATN), IEX. 
B. Taxonomy 

Fig. 3 depicts VRF causes, attributes and 
consequences. In the graph of causes, modification of 
algorithm and improper algorithm or step have the 
same meaning as in ENC. 
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The attributes of VRF are: 
Verified Data – Secret, Public. This is the data 

that needs verification. It may be confidential or 
public. Secret (confidential) data could be 
cryptographic hashes, secret keys, or keying material. 
Public data could be signed contract, documents, or 
public keys.  

Algorithm – Hash Function + RND, message 
authentication code (MAC), Digital Signature. Hash 
functions are used for integrity authentication. They 
may use RND. MAC are symmetric key algorithms 
(one secret key per source/user), used for integrity 
authentication, identity authentication. It needs 
authentication code generation, source signs data, 
user gets tag for key and data, and verifies data by tag 
and key. Digital Signature is an asymmetric key 
algorithm (two keys), used for integrity and identity 
authentication, and origin (signer) non-repudiation. It 
needs key generation, signature generation, and 
signature verification. MAC and Digital Signature 
use KMN and recursively VRF.	 

Security Service – Data Integrity Authentication, 
Identity Authentication, Origin (Signer) Non-
Repudiation. This is the security service the 
verification process failed. Integrity Authentication is 
for data and keys. Identity Authentication and Origin 
Non-Repudiation are for source authentication.  

VRF is a high level class, so sites do not apply. 
C. Examples 

1) CVE 2001-1585  
This vulnerability is listed in [15] and discussed in 

[16, 17]. Our BF description is: 

VRF: Missing verification step (challenge-response 
of private key using digital signature) in public key 

authentication allows identity authentication 
failure, which may be exploited for IEX. 

Analysis (based on [16, 17]): The step that should 
be included is challenge-response authentication: The 
client is required by the server to sign a message 
using the client's private key. Successful verification 
of that signature by the server, using the public key, 
confirms that the client owns the private key that is 
paired with that public key, and therefore that client 
should be allowed to login. That challenge-response 
authentication step is missing. 

2) CVE-2015-2141 
This vulnerability is listed in [18] and discussed in 

[19, 20, 21]. Our BF description is: 
VRF: Modification of digital signature verification 

algorithm (Rabin-Williams) by adding a step 
(blinding) leads to recovery of private key, that 

allows identity authentication failure, which may be 
exploited for IEX. 

Analysis (based on [19, 20, 21]): Having the 
private key allows an attacker to be authenticated as 
the owner of that key.  

The software intends to use blinding to defend 
against a timing attack, as follows: Instead of signing 
the data directly, the data is first transformed using a 
secret random value (blinding) and then is digitally 
signed using a private key. At the end, the effect is 
removed (unblinding), so that there is signed data as 
if no transformation took place. See [20, 21] for 
blinding used for RSA. 

 
Fig. 3. The Verification Bugs (VRF) class represented as causes, attributes and consequences. 
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The flaw in this CVE is in doing blinding/ 
unblinding incorrectly, so that in some cases the 
effect of the transformation is not removed from the 
data. This enables the attacker to use the transformed 
data to recover the private key using a mathematical 
calculation as described in [20]. In [20] it is observed 
that if the secret random integer used to transform the 
message is a quadratic residue modulo an appropriate  

integer, then the unblinding step correctly undoes the 
transformation. The fix in [20] assures that the integer 
is such a quadratic residue. 
D. Related CWEs and SFP 

CWEs related to VRF are: CWE-295-296, 347 [3]. 
The related SFP cluster is 17.2 Weak 

Cryptography under Primary Cluster: Cryptography 
[4]. Note that some of the listed CWEs are not VRF.  

VI. KEY MANAGEMENT BUGS CLASS – KMN 

A. Definition 
We define Key Management Bugs (KMN) as: 
The software does not properly generate, store, 

distribute, use, or destroy cryptographic keys and 
other keying material. 

KMN is related to ENC, RND, VRF, IEX. 
B. Taxonomy 

Fig. 4 depicts KMN causes, attributes and 
consequences.  

The attributes of KMN are: 

Cryptographic Data – Hashes, Keying Material, 
Digital Certificate. 

Algorithm – Hash Function + RND, MAC, 
Digital Signature. Different cryptosystem have their 
own key generation algorithm(s). 

Operation – Generate or Select, Store, Distribute, 
Use, Destroy. This is the failed operation. Generate 
uses RND. Store includes update and recover. 
Distribute includes key establishment, transport, 
agreement, wrapping, encapsulation, derivation, 
confirmation, shared secret creation; uses ENC and 
KMN (reclusively).  

KMN is a high level class, so sites do not apply. 
C. Examples  

1) CVE-2016-1919 
This vulnerability is listed in [22] and discussed in 

[23]. Our BF description is: 
A KMN leads to an ENC. 

KMN: Use of weak algorithm (eCryptFS-key from 
password and stored TIMA key) allows generation 
of keying material (secret key) that can be obtained 
through brute force attack, which may be exploited 

for IEX of keying material (the secret key). 
ENC: KMN fault leads to exposed secret key that 
allows confidentiality failure of stored sensitive 

data, which may be exploited for IEX of that 
sensitive data. 

 
Fig. 4. The Key Management Bugs (KMN) class represented as causes, attributes and consequences 
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Analysis (based on [23]): The set of possible 
keys is a known small set.  

The TIMA key is a random stored byte string. 
The secret key used is obtained by XOR of the 
TIMA key and the password characters, where the 
minimum password length is 7. However, if the 
password length is no more than 8, a base 64 
expansion results in a key that does not depend on 
the password. The TIMA key is stored, and for a 
known TIMA key, the key is known, or, if the 
password length slightly exceeds 8, there is a small 
set of possible keys. The TIMA key can be obtained 
using a preliminary step. 

2) CVE-2015-0204, 1637, 1067 (FREAK - 
Factoring attack on RSA-ExportKeys) 

This vulnerability is listed in [24, 25, 26] and 
discussed in [27, 28, 29, 30]. Our BF description is:  

An inner KMN leads to an inner ENC, which 
leads to an outer ENC. 

Inner KMN: Client-accepted improper offer of 
weak protocol (SSL with Export RSA) from 

MITM-tricked server allows use of an algorithm 
(Export RSA) that generates 512-bit keying 

material (pair of keys), for which private key may 
be obtained through factorization of public key, 

which may be exploited for IEX of keying material 
(the private key). 

Inner ENC: KMN fault leads to exposed private 
key for asymmetric encryption (RSA) that allows 

confidentiality failure of transferred sensitive data 
(Pre-Master Secret), which may be exploited for 

IEX of sensitive data (Master Secret). 

Outer ENC: KMN fault leads to exposed secret 
key (Master Secret) for symmetric encryption 
allows confidentiality failure of transferred 

sensitive data (passwords, credit cards, etc.), 
which may be exploited for IEX of that sensitive 

data (passwords, credit cards, etc.). 
Inner KMN and inner ENC only set up the secret 

key. Outer ENC is the actual general data transfer. 
Interestingly in this example the consequence 

from the first bug (inner KMN) causes the second 
bug (inner ENC), whose consequences cause the 
third bug (outer ENC). The inner KMN is a server 
bug, sending a weak key, (that the client did not ask 
for), intended for KMN use by client (encrypting 

Pre-Master Secret). It is also a client bug, as the 
client accepted the offer of using the insecure 
method, and therefore the server proceeded. The 
client could have refused that offer. The inner ENC 
is a client bug, using that weak key to encrypt the 
Pre-Master Secret, and then transmitting that 
weakly encrypted Pre-Master Secret over a network 
that is not secure. 

Analysis (based on [27, 28, 29, 30]): The server 
offers a weak protocol (Export RSA) while the 
client requested strong protocol (RSA).  

Communication is encrypted by symmetric 
encryption. The key for that encryption (Master 
Secret) is created by both client and server from a 
Pre-Master Secret and nonces sent by client and 
server. The Pre-Master Secret is sent encrypted by 
RSA cryptosystem. The client requests RSA 
protocol, but man in the middle (MITM) intercepts 
and requests Export RSA that uses a 512 bit key. 
Factoring a 512 bit RSA key is feasible.  

Because of a bug, the client agrees to Export 
RSA. MITM factors the public 512 bit public RSA 
key, uses this factoring to recover the private RSA 
key, and then uses that private key to decrypt the 
Pre-Master Secret. Then it uses the Pre-Master 
Secret and the nonces to generate the Master Secret. 
The Master Secret enables MITM to decrypt the 
encrypted communication from that point on.  
D. Related CWEs and SFP 

CWEs related to KMN are: CWE-321, 322, 323, 
324 [3].  

The related SFP clusters are SFP 17.2 Weak 
Cryptography under Primary Cluster: 
Cryptography and SFP 4.13 Digital Certificate 
under Primary Cluster: Authentication [4]. Note 
that, some of the CWEs listed in 17.2 are not KMN.  

VII. CONCLUDING REMARKS 
A. Summary 

We presented three new BF classes: 
Encryption/Decryption Bugs (ENC), Verification 
Bugs (VRF), and Key Management Bugs (KMN). 
They join other rigorously-defined classes: 
Injection (INJ), Control of Interaction Frequency 
Bugs (CIF), and Buffer Overflow (BOF). We 
presented the (static) attributes of the classes, along 
with the classes’ causes and consequences. 
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We analyzed particular vulnerabilities related to 
those classes and provided clear descriptions. We 
showed that the BF-structured description of 
FREAK, using KMN and ENC, is quite concise and 
still far clearer than unstructured explanations that 
we have found.  
B. Lessons Learned 

At first, we tried to define a Cryptography class 
with attributes, causes, and consequences. 
However, we realized that subsidiary processes, 
like randomization and verification, are used in 
completely different contexts. As we developed a 
model of cryptographic store and transfer bugs, we 
learned how rich and subtle the relations between 
processes were. We ended up defining separate 
ENC, VRF, and KMN classes of bugs. 

We found that a model of the cryptographic store 
or transfer processes helps: it illustrated the relation 
between the classes and helped us determine what 
operations should be included and what should not. 
We learned that the structure of BF is not settled. It 
may need to be refined further. 
C. Future Work 

One of our next steps is to explain more 
cryptographic bugs using ENC, VRF, and KMN. 
We also need to explore the use of ENC, VRF, and 
KMN in contexts other than cryptographic store and 
transfer. This will show where BF structures need 
refinements.  

Another step is to develop other BF classes. We 
are currently working on Randomization Bugs 
(RND), Authentication Bugs (ATN), Authorization 
Bugs (AUT), Information Exposure (IEX), Faulty 
Operation (FOP), and Memory Allocation Bugs 
(MAL). FOP includes faults during arithmetic 
operations, such as integer overflow and divide by 
zero. MAL includes memory allocation faults, like 
use after free, multiple free, and failure to free. 

Our goal is BF to become the software 
developers’ and testers’ “Best Friend.” 
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Introduction  
Radioactive waste, produced as a result of nuclear fission for power generation and weapons 
production, must be immobilized to limit radionuclide release into the biosphere over periods of 
many thousands of years. Several countries, including the United States, have chosen to vitrify 
nuclear waste materials prior to disposal. The solubility of ions in liquid, including if the liquid is 
super-cooled to a glass phase, is greater than in a corresponding crystalline solid; thus, 
radioactive ions are incorporated into a broad distribution of available sites in the glass structure, 
and the product is highly durable [1]. However, a glass phase is not thermodynamically stable 
and will, in principle, undergo some degree of alteration with time. Low level vitrified wastes 
will be disposed of in near surface sites, such as the Integrated Disposal Facility at the Hanford 
Nuclear Reservation, WA. Near-field solution chemistry, water diffusion, ion exchange, 
precipitation of mineral alteration phases, and microbial colonization could influence long-term 
glass performance, but not all of these parameters are currently captured in the modeling and 
performance assessments for low level nuclear waste glass disposal sites. Thus, robust models 
based on a mechanistic understanding of the processes responsible for glass degradation and 
radionuclide release in near surface environments are needed. These models will give confidence 
to performance assessments for nuclear waste disposal sites by predicting the durability of 
vitrified nuclear wastes over the course of thousands of years. 
Alteration rates of nuclear waste glasses have been predominantly determined by short-term (a 
few days to a few months) laboratory alteration tests.  These tests provide information on initial 
rate(s) of corrosion, occurring at a fast rate but only over a short period of time. Per one model of 
glass alteration, the first step in alteration (Stage I) is initiated by hydrolysis of the silicate 
network, followed by rapid dissolution and ion exchange between the glass and its altering 
medium. The rate of glass dissolution then decreases by several orders of magnitude as the gel-
like alteration layer, formed in Stage I, is stabilized (Stage II). This results in a leveling out of the 
dissolution rate and a pseudo equilibrium between formation and dissolution of the alteration 
layer. Occasionally, given the correct chemical conditions, glass alteration rates have been 
observed to increase by orders of magnitude (Stage III), concomitant with the precipitation and 
growth of crystalline secondary phases (zeolites, magnesium silicates, iron silicates, etc.). Short-
term experiments are incompletely informative with regard to predicting how a glass will alter in 
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the long-term (Stage II and III). Experts in the field [2, 3, 4] maintain that studying analogues 
which: (i) are representative of long time scales; (ii) have similar chemical characteristics to the 
waste glass; and (iii) have been altered under comparable conditions to those expected for 
nuclear waste disposal, can indeed be used to address this issue [5].  For a good analogue, the 
altering environment over time and the original chemistry of the unaltered glass, must be known 
sufficiently well [4, 5]. These analogues can be used to validate glass alteration models, currently 
based on short-term (≤ ≈ 10 yrs) tests with real or simulated nuclear waste glass, by comparing 
the alteration processes and products observed to those predicted by the models.   

Methods  
The anthropogenic glass from vitrified hillforts, specifically from the Broborg hillfort, are viable 
analogues for nuclear waste glass [6, 7]. Broborg is a ~1500 year old hillfort located near 
Uppsala, Sweden. Broborg hillfort glasses have a wide range of chemistries, including dark 
(basalt-like) glass and clear (silica-rich) glass [8]. Vitrification of the walls at Broborg has been 
ascribed to melting of rock rich in amphibole [7, 9]. Information on the excavation of the 
Broborg glass sample analyzed in this study, along with a description of the sample chemistry, 
can be found in [8, 10-12]. The sample is of historical significance, and special handling and 
sampling procedures were implemented so that only small portions of glass were extracted in a 
manner that was not detrimental to structural integrity of the object. The sample was analyzed 
using: (i) X-ray computed tomography (XCT) to assess internal microstructure and define key 
regions of interest for sectioning; (ii) dry cutting with a band saw or circular saw to preserve 
alteration layers; (iii) subsequent analysis by micro X-ray diffraction (µ-XRD) and micro X-ray 
fluorescence (µ-XRF) for glass crystal structure and composition; and (iv) focused ion beam-
scanning electron microscopy (FIB-SEM), followed by scanning transmission electron 
microscopy with energy dispersive spectroscopy (STEM-EDS) to analyze alteration layers. 

Results and Discussion 
The sample selected for investigation is composed of the local granitic gneiss and partly melted 
amphibolite. μ-XRD of exposed clear and dark glass regions suggest that they are predominantly 
amorphous, with a very minor crystalline component. From µ-XRF, Na, K, Al and Si represent 
the major elemental constituents of the clear glass, whereas the dark glass is enriched in Fe and 
Ca. SEM images show evidence of significant microbial activity on the glass surface. 
Preliminary investigations suggest that this microbial community is composed of bacteria, 
vitricolous lichen, fungal hyphae with associated mineral precipitates, and testate amoebae. To 
investigate alteration of clear and dark glass, in the presence and absence of microbial 
colonization, FIB cross-sections were analyzed by STEM-EDS. A FIB section was extracted 
from an area with a range of melting and solidification textures, including relict granitic solids 
and dendritic crystallization, and the clear glass melt area showed very little alteration. In 
contrast, a FIB-section taken from a bead-like area of clear glass, with evidence for microbial 
colonization on the surface, showed semi-circular alteration patterns, depleted in Na and K, on a 
micron-scale. Research has shown that colonizing microbes can alter the pH, resulting in 
localized glass dissolution. The formation of semi-circular alteration patterns on a micron scale 
has been observed as a result of microbial colonization and local dissolution in volcanic glass 
[13]. The dark glass region, near the clear glass, had areas with and without significant amounts 
of organic material on the surface. SEM images of the dark glass surface without organic 
material showed some pitting. The FIB section showed regions depleted and enriched in Fe and 
Ca, suggesting phase separation, but no semi-circular alteration patterns were evident. 
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Koestler et al. defined the role of the surrounding environment on glass alteration in terms of 
three agents; physical, chemical and biological. Under natural conditions, these agents can occur 
independently or in combination to produce the alteration patterns observed [14].  Physical, 
chemical and biological factors are also expected to influence nuclear waste glass alteration [15]. 
For the Broborg glasses, the impact of each factor on glass alteration can be estimated based on 
knowledge of sample age, variations in climate, water activity and land use. SEM suggests that 
microorganisms interact with the glass surfaces, and may play a significant role in glass 
alteration, as they do in chemical weathering of the Earth’s upper crust [16].  The 
microorganisms that are present provide information on the chemistry of the surrounding soil 
(water activity, nutrient concentrations, temperature and pH) and on cyclic weather patterns 
(freeze-thaw, wet-dry, and hot-cold conditions). A detailed study of the climate and environment 
around the Broborg site over the last ~1500 years is under way to understand this relationship. 
This will be combined with analysis of fresh glass and soil samples obtained from Broborg, to 
confirm preliminary findings and to test microbial alteration theories. Experiments are also being 
conducted to replicate the glassy phases for corrosion studies to validate current alteration test 
methods and models. 
The glasses from Broborg fulfill several important prerequisites for good analogues for nuclear 
waste glass: a similar chemical compositional space, similar mechanisms of corrosion, and 
alteration in similar, known environmental conditions.  
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Abstract — Rule-based systems are important in application 
domains such as artificial intelligence and business rule engines. 
When translated into an implementation, simple expressions in 
rules may map to a large body of code that requires testing. We 
show how rule-based systems may be tested efficiently, using 
combinatorial methods and a constraint solver in a test method 
that is pseudo-exhaustive, which we define as exhaustive testing of 
all combinations of variable values on which a decision is 
dependent. The method has been implemented in a tool that can 
be applied to testing and verification for a wide range of 
applications. 

Keywords — combinatorial testing; constraint solvers; formal 
methods; t-way testing; rule-based systems; test automation 

I. INTRODUCTION 

Rule-based systems have been important in a variety of 
application domains for many years. Some of the earliest 
artificial intelligence systems (AI) were designed to evaluate 
large rule sets, and this approach continues to be important for 
AI. In other domains, business rule engines automate complex 
enterprise resource planning (ERP) problems [1]. The terms 
used in rules may be expressed as Boolean (dichotomous) or 
relational conditions on inputs, values from databases, and 
environmental conditions such as time of day. Thus even a rule 
that contains only a few simple conditionals may invoke 
significant processing involved in computing the values used in 
the rule conditions. A rule-based system must work for any set 
of inputs, and can be implemented with a wide variety of rule 
engines. For example, JBoss, Oracle Policy Automation, 
OpenRules, Drools, IBM ODM, and many other tools exist to 
process rules supplied by users. But as with conventional 
software, exhaustive testing is nearly always intractable. This 
paper generalizes a practical method developed for testing 
access control systems [2], and introduces a tool that implements 
this method. 

The approach to testing rule-based systems is pseudo-
exhaustive, which we define as exhaustive testing of all 
combinations of variable values on which a decision is 
dependent. This approach is analogous to pseudo-exhaustive 
methods for testing combinational circuits [3], where the 
verification problem is reduced by exhaustively testing only the 
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subset of inputs on which an output is dependent, or by 
partitioning the circuit and exhaustively testing each segment. 
The general concept of exhaustively testing subsets of variable 
values on which a decision is dependent is applied here to rule-
based systems by transforming rule conditions to disjunctive 
normal form, then considering each term separately [2]. 

Testing a rule-based system requires showing that the rules 
as specified, P, are correctly implemented. The implementation
P' must be shown to produce the same response as P for any 
combination of input values used in rules. That is, for input 
values x1,…, xn, P'(x1,…, xn) = P(x1,…, xn). Positive testing to 
show that a rule produces a specified result is easy: instantiate 
conditions to true for each antecedent associated with the result 
and verify that the system returns the designated result. Negative 
testing, showing that no combination of input values will 
produce the same result when it should not, is much more 
difficult. With n Boolean variables there are 2n possible 
combinations of variables. For example, it would not be unusual 
to have 50 Boolean variables, resulting in 2"# ≈ 10'" 

combinations, which would appear to make full negative testing 
intractable. In this paper, we show how combinatorial methods 
can be used to make this testing problem practical, given 
assumptions that apply to many or most rule-based systems. 

II. TEST CONSTRUCTION 

We describe the derivation of complete test cases from rules 
converted to k-DNF structure (disjunctive normal form where no 
term contains more than k literals, and a term is a conjunction of 
one or more literals within the disjunction), using a constraint 
solver and a covering array generator. Two arrays are 
constructed for each possible rule consequent, such that every 
test in each array should produce the same result, with variations 
indicating an error. The method may be applied to rule systems 
with multiple outputs, where outputs are either discrete values 
or are defined by a predicate or expression with a Boolean result. 

Rules are assumed to be given as expressions made up of 
variables with logical connectives in an antecedent, with a 
consequent given as a discrete value or simple predicate, 
structured as shown below where Ri are predicates evaluating 
the values of one or more variables, and resulti is the result 
expected when conditions of Ri evaluate to true: 

(R1 → result1) (R2 → result2) … (Rm → resultm) 
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else → default 
which is equivalent to: 

(R1 → result1) (R2 → result2) … (Rm → resultm) 
(~R1) (~R2)… (~Rm) → default 

Each Ri may include multiple variables, conditions, and 
logical connectives. It is required that the rule antecedents Ri are 
mutually exclusive, i.e., for any set of input variable values, only 
one antecedent will be matched. We believe this requirement is 
not overly restrictive, as in most applications it would be an error 
for matches of more than one rule. (It would be possible to use 
the constraint solver to check that rule antecedents are mutually 
exclusive, but this feature has not been implemented.) 

Example 1: Suppose we have a rule set as shown below:
if (a && (c && !d ||e)) R1; 
else if (!a && b && !c) R2; 
else exit(); 

This code can be mapped to the following expression (note 
second line is "else", i.e., negation of predicates for R1 and R2): 

(a(cd̅ +e) → R1) (a̅ b c̅ → R2) 
((∼(a(cd̅ +e)))(∼(a̅ b c̅ )) → exit) 

Literals can be conditions, such as age>18, or Boolean 
variables such as employee (yes, no), but the structure will be a 
series of expressions specifying subsets of conditions that 
produce each result, followed by a default rule when none of the 
attribute expressions have been instantiated to true. 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 
2 0 0 1 0 1 1 1 1 1 0 0 0 0 0 1 
3 0 1 0 0 0 1 0 1 1 1 1 1 1 0 0 
4 0 1 1 1 1 0 0 1 0 0 0 1 0 0 1 
5 1 0 0 0 1 0 0 1 0 0 1 1 1 1 0 
6 1 0 1 1 0 1 1 1 0 1 0 1 1 1 0 
7 1 1 0 1 1 1 0 0 0 1 0 0 1 0 1 
8 1 1 1 0 0 0 1 1 1 1 1 0 1 1 1 
9 1 0 0 0 0 1 1 0 1 0 0 1 1 1 1 
10 0 1 1 1 0 1 1 0 1 0 1 1 0 1 0 
11 0 1 0 0 1 0 1 0 0 0 1 0 1 1 1 
12 1 0 1 1 1 0 0 0 1 0 1 0 1 0 0 
13 1 0 0 1 1 0 1 1 1 1 1 1 0 1 1 
14 1 0 1 0 0 1 0 0 0 0 1 1 0 0 1 
15 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0 
16 0 1 1 0 1 0 0 0 1 1 0 1 1 1 1 
17 1 1 0 1 0 0 1 1 1 0 0 0 0 0 0 
18 0 0 0 0 1 1 1 1 1 1 1 1 1 0 0 
19 0 1 0 0 1 0 0 1 0 1 0 0 0 0 0 
20 1 1 1 1 0 0 1 0 0 1 1 1 0 1 1 
21 1 0 0 0 1 1 0 0 1 0 0 0 0 1 0 
22 0 1 1 1 0 1 1 1 0 1 0 0 1 1 1 
Figure 1. 3-way covering array of 15 boolean parameters 

To make testing tractable, we use combinatorial methods 
[2][4]. To see the advantages of a combinatorial approach, refer 
to Fig. 1, which shows a covering array of 15 boolean variables. 
A covering array is an � × � array of N rows and k variables. In 
every � × � subarray, each t-tuple occurs at least once. In 
software testing, each row of the covering array represents a test, 
with one column for each parameter that is varied in testing. For 
example, Fig. 1 shows a complete 3-way covering array that 
includes all 3-way combinations of binary values for 15 

parameters in only 22 tests. The size of a t-way covering array 
of n variables with v values each is proportional to �. ��� � 
[6][7]. For Example 1, with five attributes and two possible 
decisions for each attribute, there are 25 = 32 possible rule 
instantiations. However, a covering array of all 3-way 
combinations contains only 12 rows. The number of variables 
for which all settings are guaranteed to be covered in a covering 
array is referred to as the strength; a 3-way array is of strength 
3. We use covering arrays of variables from rules that have been 
converted to k-DNF form. For example, abc + de contains two 
terms, one with three literals and one with two, so the expression 
is in 3-DNF form. The covering array does not contain all 
possible input configurations, but it will contain all k-way 
combinations of variable values. Where an expression is in k-
DNF, any term containing k literals that is resolved to true will 
clearly result in the full expression being evaluated to true. For 
example, an access control rule in 2-DNF form could be: “if 
employee && US_citizen || auditor then grant”. This rule 
contains one term of two attributes and one term of one attribute, 
so it is 2-DNF. Because a covering array of strength k contains 
every possible setting of all k-tuples and i-tuples for i < k, it 
contains every combination of values of any k literals. 

As noted in the Introduction, we exhaustively test all 
combinations of values on which a decision is dependent. For 
the example above, the decision grant depends on either of two 
terms being true: employee && US_citizen or auditor. Any 
other setting of these three variables should result in deny. A 
truth table of all eight possible settings of these three variables 
would allow exhaustive testing of this set of rules. In general, 
exhaustive testing is intractable for nearly all applications, but 
note that at most two variables are required to produce a grant 
result. So if we test all 2-way combinations of settings of the 
input variables, we have achieved exhaustive testing of all 
combinations of variable values on which a decision is 
dependent, since no decision depends on more than two 
variables. (Later in the paper we show how this approach scales 
up to larger problems, and address the effectiveness for detecting 
errors when implemented rules contain more variables than are 
included in specified rules.) 

Covering array generation tools, such as ACTS [4][6], make 
it possible to include constraints that prevent inclusion of 
variable combinations that meet criteria specified in a first order 
logic style syntax. For example, if we are testing applications 
that run on various combinations of operating systems and 
browsers, we may include a constraint such as ‘OS = “Linux” 
=> browser != “IE”’. Constraints are typically used in situations 
such as this, where certain combinations do not occur in practice 
or are physically impossible, and therefore should not be 
included in tests. Modern constraint solvers such as Choco [8] 
and Z3 [9] make it possible to process very complex constraint 
sets, converting logic expressions into combinations that are 
invalid and can be avoided in the final array. 

Method: Let R = rule antecedents (left side of an implication 
rule such as p in p → q) of one or more rules being tested in k-
DNF, and Ti are terms (conjuncts of one or more variables or 
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terms) in R. We designate the result/consequent of the rule 
being tested as (+), and any other possible result as (-). For the 
example included in Example 1, terms Ti of R1 would be acd̅ , 
and ae, and R1 would be designated as (+) and R2 or exit() 
designated as (-), for this test. 

Positive testing: Generate a test set PTEST for which every test 
should produce a particular response. It must be shown that for 
all possible inputs, where some combination of k input values 
matches a (+) condition, a (+) result is returned. Construct test 
set PTEST = {PTESTi} with one test for each term Ti of R as 
follows: PTESTi = �5( 79;5 ~�9 ) 

The construction ensures that each term in P is verified to 
independently produce the expected response for that rule. 
Negating each term Tj, i ≠ j, prevents masking of a fault in the 
presence of other combinations that would return the same 
result. For example, if a rule condition is ab + cd →R1, inputs of 
1100, 1101, 1110 could be used for testing ab →R1. However, 
input 1111 would not detect the fault if the system ignores 
variable a or b, because the condition cd would cause a result of 
R1, and no other predicates in the rule would be evaluated. One 
such test is required for each term in a rule, so for m rules with 
an average of p terms each, the number of tests required is 
proportional to mp. 

Negative testing: Generate a test set NTEST for which every test 
should produce a response other than the result designated by 
the rule being tested. It must be shown that for all possible 
inputs, where no combination of k input values matches a rule, 
an alternative result is returned. 

NTEST = covering array of strength k, for the set of 
variables in all rules, with constraints specified by ~Ri. 

Note that the structure of the rule evaluation makes it 
possible to use a covering array for NTEST, compressing a large 
number of test conditions into a few tests. Converted to k-DNF, 
each rule antecedent includes a sequence of conditions that are 
each sufficient to trigger the specified result. Because rule 
antecedents are mutually exclusive, masking of one combination 
by another can only occur for NTEST when a test produces a 
negative response, i.e., a response that is not a consequent of the 
rule instantiated in PTEST. In such a case, an error has been 
discovered, which can be repaired before running the test set 
again. Since NTEST is a covering array, the number of tests will 
be proportional to vk log n, for v values per variable (normally 
v=2 since most will be Boolean conditions), and n variables. 

Rule antecedents are assumed to be mutually exclusive (to 
prevent masking as discussed above), but we allow for cases 
where multiple rules may have the same consequent (result). In 
such cases, rule antecedents are combined to produce the set of 
conjuncts used in generating PTEST and NTEST arrays. For 
example, if two rules are R1→ Q1 and R2→ Q1, then k-DNF 
terms for PTEST are produced from (R1+ R2) and constraints for 
NTEST are given by ~(R1+ R2). For m rules with the same 

consequent (result), the number of tests is multiplied by the 
constant m. 

Example 2: Table I gives a set of Boolean variables a through 
e, where each row defines values for the variables that determine 
an access control decision, either grant (+) or deny (-). Thus a 
covering array for the antecedent R of a rule in 3-DNF such as 
(acd̅ +	 a̅ bc̅ → grant) is given in Table 1. The total number of 3-
way combinations covered is the number of settings of three 
binary variables multiplied by the number of ways of choosing 
three variables from five, i.e., 2= >53A = 80. 

TABLE I. 3-WAY COVERING ARRAY 
a b c d e 

1 0 0 0 0 0 
2 0 0 1 1 1 
3 0 1 0 1 0 
4 0 1 1 0 1 
5 1 0 0 1 1 
6 1 0 1 0 0 
7 1 1 0 0 1 
8 1 1 1 1 0 
9 1 1 0 0 0 
10 0 0 1 1 0 
11 0 0 0 0 1 
12 1 1 1 1 1 

TABLE II. 3-WAY COVERING ARRAY WITH CONSTRAINT ~R 

a b c d e 
1 0 0 0 0 0 
2 0 0 1 1 1 
3 0 1 1 0 0 
4 1 0 0 1 0 
5 1 0 1 1 0 
6 1 1 0 0 1 
7 1 1 1 1 1 
8 0 0 1 0 1 
9 1 1 0 1 0 
10 0 0 0 1 1 
11 1 0 0 0 0 
12 0 1 1 1 0 
13 1 0 0 0 1 
14 0 1 1 0 1 

Table II shows a covering array for this set of variables 
generated using ~R as a constraint. That is, the two terms of the 
rule, acd̅ and a̅ bc̅ , have been excluded from the array, but all 
other 1-, 2-, and 3-way combinations can be found in the array. 
Because acd̅ and a̅ bc̅ are the only conditions under which access 
should be granted, the array in Table II should result in a deny 
response from the system for every test. Collectively, tests 
include all 78 3-way settings of variables that will not instantiate 
the access control rule to true. 

III. FAULT DETECTION PROPERTIES 

Now consider the faults that this method can detect. Suppose 
that some combination of variables exists that produces a 
different response than required by the rule set P, for example 
because of errors in code that instantiates variable values. Tests 
contained in PTEST and NTEST will detect a large class of 
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missing terms, added terms, or altered terms containing k or 
fewer variables. In this section we analyze faults that will be 
detected, and the underlying conditions in these faults. Table III 
illustrates the fault types and detection conditions for each. 

TABLE III. EXAMPLE FAULTS AND DETECTION CONDITIONS. 

Term C=correct 
term 

F=faulty 
term 

PTEST detect 
condition 

NTEST detect 
condition 

notes 

1 missing abc -- abc none 
2 added -- ab none ab 
3 abc a̅ b none a̅ bc, a̅ bc̅ 
4 abc ab none abc̅ 
5 ab abc -- -- no fault 
6 altered abc abc̅ abc abc̅ 
7 abc ab none abc̅ 
8 abc a̅ b abc a̅ bc, a̅ bc̅ 

k-DNF detection property: It is shown in [2] that 
collectively, tests from PTEST and NTEST will detect faults 
introduced by added, deleted, or altered terms with up to k 
variables. We can also show [2] that if more than k attributes are 
included in the altered term, some faults are still detected. 
Specifically, where a correct term has more than k variables and 
is not a subset of a faulty term, the fault will be detected. If a 
correct term is a subset of a faulty term in this case, some faults 
will be detected. 

IV. SOFTWARE TOOL 

The prototype research tool, Pseudo-Exhaustive Verifier 
(PEV), was developed in Java, and utilizes several open source 
external Java libraries. The software is packaged as a Java 
Archive (.jar) file which is directly executable as a Graphical 
User Interface (GUI), or can be run as a Command Line 
Interface (CLI) from a terminal. 

The PEV software has been designed to accept rule sets 
comprised of Boolean variables, Boolean operators and 
relational expressions, implementing the algorithm described in 
Sect. II. The software parses the rule set, converts to Disjunctive 
Normal Form (DNF), inverts the DNF rule set, solves for 
positive conditions, and uses NIST’s Automated Combinatorial 
Testing for Software (ACTS) tool [6] to compute a covering 
array for negative conditions. 

Algorithm implementation: PEV utilizes several publicly 
available Java Archive libraries to generate test arrays. 
Transforming the input Boolean rule set to DNF is done using 
jbool_expressions [10], and the Choco constraint solver [11] is 
used for resolving relational statements. 

Parsing: Parsing is a critical step of the PEV software, which 
occurs before any testing is performed. Since the software needs 
to accept input from the user, any input must be modified and 
sanitized prior to use, to ensure compatibility with the various 
APIs used, as well as to catch any syntactical problems prior to 
testing... The parser strips extraneous whitespace, and then 
normalizes Boolean operators (&&, &, ||, |, !, ~), 
and attempts to match open and closing parenthesis. This 
sanitization ensures compatibility with the various APIs used 

throughout the software, and catches any syntactical problems 
prior to testing. 

The software is not restricted to Boolean expressions, and 
has initial support for relational expressions (e.g., b < 3;). Note 
that a semicolon is used to identify a relational expression. 
During parsing, PEV will locate numeric relational expressions 
and replace them with temporary Boolean variables. After the 
replacement, the rule set is processed as normal. The relational 
values are solved at a later step and the results are recorded. 

Once the initial input rule set is parsed, the software will 
convert it to Disjunctive Normal Form (DNF) to be tested. The 
user will be presented with a breakdown of the DNF rule set 
(split on the OR statements), each part of which is a positive 
condition that needs to be solved. Additionally, the user can set 
minimum and maximum values for any relational variable found 
in the rule set. 

Solve for positive conditions: Each individual expression 
between OR operators is an expression that, once solved, will 
produce one positive condition. These expressions represent the 
only possible positive conditions for the original rule set – so it 
is possible to produce exhaustive positive conditions. 

Consider Fig. 1, with the original input rule set: 

emp & age>18; & (fa | emt | med) | b<3; 

Converted to DNF, this is: 

((age > 18; & emp & emt) | (age > 18; & emp 
& fa) | (age > 18; & emp & med) | b < 3;) 

Splitting on the OR operators, there are four individual 
expressions for the positive conditions (replacing relational 
expressions with temporary Boolean variables 
tmp0 = age > 18; and tmp1 = b < 3;): 

• tmp0 & emp & emt 
• tmp0 & emp & fa 
• tmp0 & emp & med 
• tmp1 

To solve these expressions, any variable present is evaluated 
with the following rules, as shown in Table V: 

• Non-negated variables evaluate to true 
• Negated variables evaluate to false 
• Variables not present evaluate to false 

Solve for negative conditions: Depending on the complexity 
of the input rule set, it may not be feasible to produce exhaustive 
negative condition output combinations. By utilizing 
combinatorial test methods, it is possible to generate covering 
arrays of sufficient strength to have good test coverage. The 
method for producing negative conditions can be found by 
generating the full covering array for all the unique Boolean 
variables within the rule set, and using the DNF rule set as a 
constraint – which will remove the positive conditions from the 
resulting output. 
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Figure 1. PEV software, after initial rule set parsed 

TABLE V - SOLVED POSITIVE CONDITIONS 
Expression tmp0 tmp1 emp emt fa med 
tmp0 & emp & emt 1 0 1 1 0 0 
tmp0 & emp & fa 1 0 1 0 1 0 
tmp0 & emp & med 1 0 1 0 0 1 
tmp1 0 1 0 0 0 0 

A covering array for all negative conditions is computed as 
described in Sect. II. To perform this task, PEV creates an 
internal instance of the ACTS software, and passes a list of the 
unique Boolean variables from the rule set (including temporary 
Boolean replacements for relational expressions). The next step 
is to add the DNF rule set as a constraint to the system – so that 
the positive conditions are not included as negative results. 
Finally, the k-way combination is dynamically set after the k-
DNF transform, which finds the conjunction with the largest 
combination of Boolean variables. In this example, the value of 
3 is set (Table VI). PEV currently supports k = 2..6, because 
ACTS is used as the covering array generator, but there is no 
inherent limit to 6-way combinations and the method could 
support k > 6. 

Solve for relational expressions using the Choco Expression 
Parser and the Choco Constraint Solver. 

Relational Expression Formatting: The general format is: 
Variable OPERATOR Integer_Value; Or
Integer_Value OPERATOR Variable; 

Every relational expression must end with a semicolon (;), 
and two or more relational expressions in a row (without 
Boolean operators between them) will be replaced with one 
temporary Boolean variable during parsing. An example is 
shown in Table VII. 

After being extracted and replaced by temporary Boolean 
variables, and the Positive/Negative conditions are found, an 
instance of Choco Expression Parser is created, and the 
relational expressions are passed as parameters. The minimum 
and maximum range for the expression to test against must be 
set – the PEV GUI includes a section which will allow the 
adjustment of every relational variable min and max values 
(default set to 0 to 100). These values can be adjusted prior to 

testing the rule set so that a customized range can be found. The 
solutions to the solved expressions are then placed into the 
results where appropriate. 

TABLE IV. SOLVED NEGATIVE CONDITIONS 

tmp0 tmp1 emp emt fa med 
1 0 1 0 0 0 
1 0 0 1 1 1 
0 0 1 1 1 0 
0 0 0 0 0 1 
0 0 0 1 0 0 
0 0 1 0 1 1 
1 0 0 0 1 0 
0 0 1 1 0 1 
1 0 0 1 0 1 
0 0 0 0 1 0 
1 0 0 0 0 1 
1 0 0 1 0 0 

TABLE V. INPUT POLICIES AND RESULTING PARSED RULE SET 

Input Rule set Parsed Rule set 
a > 10; 20 < b; || n tmp0 || n 
a > 10; || 20 < b; || n tmp0 || tmp1 || n 

Results: Once testing completes, PEV displays usage metrics 
and parameters which will result in positive conditions, and the 
covering array for negative conditions. At this point, the results 
can be saved as a comma separated value (.csv) file. 

V. V. TEST SET SIZE AND PRACTICAL IMPLICATIONS 

The process scales easily to systems with a large number of 
variables and rules. Because the number of rows in a covering 
array grows only with log n for n variables at a given number of 
values, a large increase in the number of variables requires only 
a few additional tests. 

The most significant limitation for this approach occurs 
where terms in rules contain a large number of values per 
variable. Because the number of rows of a covering array 
increases with vk, for v variable values, if terms in the rules have 
more than 10 to 12 values, it may not be practical to generate 
covering arrays. However, a large number of tests is not a 
barrier, because the structure of the solution resolves the oracle 
problem by ensuring that every test in PTEST should produce a 
response of (+) and every test in NTEST should produce a 
response of (-). Consequently, tests can be fully automated, 
making it possible to execute a large test set. 

VI. VI. RELATED WORK 

This paper generalizes a method developed originally for 
testing attribute-based access control systems [2], which had 
been incorporated into the Access Control Policy Testing tool 
ACPT [12]. The generalized method and new tool, PEV, were 
developed to make the method useful in development and testing 
for a wider range of applications. Pseudo-exhaustive test 
methods for circuit testing have an extensive history of 
application [1]. While our method is not derived from these 
earlier approaches, it shares the basic notion of determining 
dependencies, partitioning according to these dependencies, and 
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testing exhaustively the inputs on which an output is dependent. 
We have previously applied this notion to software testing in a 
more general form, using the observation that faults depend on 
a small number of inputs, by covering all 2-way to 6-way 
combinations of inputs [13]. This earlier work generated a test 
oracle using a model checker with a formal specification of a 
system, instantiated with inputs from a covering array. 

Relatively little work has been published on testing 
specifically for rule-based systems. Dalal et al. [15] describe a 
case study of a rule-based system in an evaluation of model 
based testing, including the use of the combinatorial testing tool 
AETG. However, their testing considered only high level 
properties, such as whether updates correlated with the 
assignment of jobs during a working day. That is, no tests were 
generated from the rules. Rule based systems have also been 
used in a number of studies of test data generation [16][17], but 
used rules in generating tests for other software, rather than 
testing the rule-based systems themselves. 

Among automated test generation systems, PEV falls into 
the class of tools with a specified test oracle, using the taxonomy 
of Barr et al. [14], because system rules serve as a specification 
of system behavior. Many such systems have been developed. 
The test oracles used in those systems were designed to answer 
the question "For a given set of inputs and initial state, what is 
the system output?", using a formal spec of some kind. Given 
such an oracle, test inputs must also be provided. Our method 
differs from these in that we address a narrower class of systems, 
but trade this limitation for complete coverage of inputs up to k-
way combinations, providing testing that is pseudo-exhaustive, 
i.e., exhaustive for all subsets of inputs on which a rule result is 
dependent. 

VII. CONCLUSIONS 

Rule-based systems are used extensively in applications such 
as enterprise resource planning and machine learning [20]. If 
rules contain at most k Boolean variables per conjunction, for an 
expression in k-DNF, then a k-way covering array can test all 
possible settings of such terms. Thus for any possible 
combination of n inputs, only k (k < n) matter in determining the 
truth of the expression. In most applications, the number of 
conditions in conjunction will be small, even though the number 
of rules may be very high, possibly several hundred or even into 
thousands. The number of rows in a k-way covering array of 
Boolean variables is proportional to 2k log n, and the ACTS 
covering array generator used in PEV produces arrays up to 6-
way. Therefore PEV can efficiently process thousands of 
conditions or rules with up to six conditions per conjunction, 
sufficient for practical use. 

The method described here was initially used in access 
control policy testing [2], and PEV has extended its applicability 
to a broader range of potential use. We are also considering 
methods to improve the efficiency of the PEV tool, including 
use of SAT solvers for generating covering arrays [18][19]. It 
may be possible to integrate the methods described in this paper 
with SAT-solver based covering array generation, to produce 
more compact arrays. 

To make the tool more useful for practical application, 
features to allow import and export from common rule system 
formats, or decision table structures, may be helpful. We plan to 
investigate the possibilities depending on interest from users. 
We have received inquiries regarding compatibility with 
commercial tools, which could be considered for further 
development. Thus far, the major interest for this test method is 
for business rule systems, but it could be applied to traditional 
expert system applications as well. 

Note: Identification of products does not imply endorsement by NIST, nor that 
products identified are necessarily the best available for the purpose. 
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INTRODUCTION 

 
Silicate glass doped with 6Li is a common slow neutron 
shielding material, and has been utilized as such in several 
neutron research facilities.  6Li is a unique isotope for thermal 
neutron capture as it has a large thermal neutron capture cross 
section (≈ 941 b), and the compound nucleus primarily 
decays via 6Li(n, α)3H.  This nuclear reaction produces a 
minor prompt-gamma ray branch (0.004 %, ≈ 37 mb), but 
otherwise meets the requirement that neutron shielding 
materials should produce minimal gamma-ray emissions [1]. 
Although 6Li has a low natural isotopic abundance (7.5 %), it 
is commercially available at enrichments greater than 95 % 
in the United States.   
 
Of the variety of 6Li materials proposed for neutron shielding, 
a review of which can be found in Ref. [1], 6Li enriched 
silicate glass is preferred as it provides a large specific 
neutron attenuation due to high 6Li content, and can be 
fabricated into a variety of shapes and sizes with polished 
surfaces. Additionally, as the silicate glass structure can 
readily accept other elements (e.g., B and Al) the glass can be 
formulated to include elements that will improve its 
formability and durability.   
 
The radiation durability of 6Li silicate glass has been studied 
in detail, but the chemical durability has received less 
attention.  The durability of the glass is important considering 
silicate glasses can form a hydrated, gel-like surface layer 
when exposed to a humid atmosphere [2].  This alteration 
layer can incorporate H and be depleted in alkaline elements 
relative to the unaltered glass.  The result of these chemical 
reactions can be the slow depletion of 6Li in the bulk glass 
with time, and/or a change in the distribution of 6Li across the 
glass surface.  Both outcomes could lead to a change in the 
glass’s neutron shielding properties. 
 
In this study at the National Institute of Standards and 
Technology (NIST) Center for Neutron Research (NCNR), 
the alteration of a 6Li silicate glass designed for neutron 
shielding (NIST K2959 [1]) that had been exposed to an 
ambient environment for ≈ 3 years was investigated by a 
Neutron Depth Profiling (NDP) and Prompt Gamma-ray 
Activation Analysis (PGAA). NDP measures the 
concentration profile in the near surface for samples 
containing isotopes (e.g., 6Li, 10B) that undergo charged-
particle (i.e., p, t, or α) emission following neutron capture.  
The residual energy of the detected charged particles yields 
the energy lost within the sample before traveling in high 
vacuum to the detector.  From stopping power curves and this 

residual energy, the depth at which the reaction took place is 
determined.  
 
PGAA is a bulk technique for isotopic and elemental analysis 
based on gamma-ray spectroscopy of characteristic prompt 
gamma-ray emissions that immediately follow neutron 
capture.  While PGAA is suitable for most naturally-
occurring elements, it is unique in its ability to 
nondestructively quantify H content. NDP and PGAA 
provide complementary information in the study of the 
alteration of 6Li glass. 
 

 
DESCRIPTION OF THE ACTUAL WORK 

 
The 6Li glass was from a batch of glass produced for PGAA 
collimators and as a liner for the PGAA sample chamber.  
Since low-level H measurements by PGAA are a critical 
application, the 6Li glass was intended to be a hydrogen-free 
material for absorbing scattered neutrons [3]. However, 
alteration of the glass surface, and subsequent increase in 
hydrogen, was suspected due to the surface’s cloudy 
appearance. This was contrary to the clear appearance of the 
glass’s surface when it was first cast.  The glass sample 
analyzed had not been exposed to radiation prior to this 
analysis nor extensively handled after being cast. 
 
Two indications of glass alteration are depletion of alkali 
from a glass surface, and an increase in the H content of the 
surface [2].  A glass surface can become depleted in alkali as 
glass network bound Si reacts with water.  This reaction, 
which has been discussed in detail in Ref. [2], can lead to a 
restructuring of the glass network to accommodate the 
incorporation of H, and the release of glass network 
modifying ions, such as alkali, from the glass network.  
 
The 6Li enriched glass was tested for alteration by using NDP 
to measure the relative concentration 6Li at and near the glass 
surface, and PGAA to measure the amount of H. To see how 
far the possible alteration had penetrated the glass, one side 
of a sample of the altered glass had (36.8 ± 0.3) μm of the 
surface removed by dry sanding with variably-decreasing 
grits (200 μm, 100 μm, 50 μm, 10 μm, and 2 μm grits) of 
silica-carbide paper.  The amount of material removed was 
measured in triplicate at three points along the glass’s surface 
with a digital micrometer (293 MDC-MX Lite, Mitutoyo). 
This sanding was necessary as the first NDP results (detailed 
below) showed that the alteration layer extended beyond the 
measurement ability of the NDP.  Removing part of the 
alteration layer allowed for deeper measurement into the 
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glass by NDP.  Dry sonication, in an inverter position (sanded 
surface facing down to allow loosened materials to fall away 
from the surface), followed by a cleaning with compressed 
and oil-filtered nitrogen gas was used to remove sanding 
debris from the glass surface.  This cleaning process was 
repeated twice to ensure the surface was free of debris.  No 
solid or liquid lubricants were used in the surface preparation 
process as there was a concern that the chemicals may 
remove Li or part of the alteration layer from the glass. A 
subsequent section of the glass sample was broken to expose 
a fresh, unaltered glass surface.  As compared to the altered 
surface and the sanded surface, the broken surface should 
have relatively little water on its surface.  The altered surface, 
sanded surface, and freshly-broken surface were analyzed to 
determine the extent of alteration of the glass. 
 
The 20 MW research reactor in the NCNR with a liquid 
hydrogen cold source at 20 K provides cold neutrons that are 
transported to experimental stations in the guide hall via 
super-mirror guides.  NDP spectra were acquired at the 
Neutron Guide 5, Cold Neutron Depth Profiling station. A 
circular aperture made of 0.5 mm thick Teflon® fluorinated 
ethylene propylene (FEP) with a 10.0 mm diameter opening 
was mounted to an Al disk with a large (> 30 mm) hole in its 
center.  A minimum of two spots on each sample surface were 
analyzed to determine if alteration was consistent across the 
glass’s surface.  Each sample was irradiated at a near constant 
fluence rate of cold neutrons; any variations were corrected 
via a neutron monitor during data processing.  All 
experiments were conducted under vacuum and at room 
temperature.  NDP spectrum were collected for ≈ 4 h per spot. 
Both 6Li nuclear reaction products, α and triton (t) particles, 
were detected using a circular transmission-type silicon 
surface-barrier detector that was positioned ≈ 120 mm from 
the sample surface.  Each spectrum was corrected for dead 
time (≈ 1.4 %) and background noise.  A detailed description 
of the NDP setup and data processing steps can be found in 
ref. [4], however, the neutron guide at which the instrument 
was located has changed since the publication of the cited 
article.  The triton interaction with the glass was modeled in 
SRIM (2013), assuming a pristine glass density of 2.42 g/cm2 

[5]. 6Li concentrations were calculated in reference to the 
known concentration of 10B in a B-implanted concentration 
standard (in-house), according to Eq. 1:  
 

                        (1) 

 
where  and  are the concentrations (atoms/cm2) of 
isotopes  and  being measured in the sample and standard, 
respectively,  is the thermal neutron cross-section for the 
charged-particle emission, and  is the count rate for the 
isotope being measured. 
 
NDP results of the altered, sanded, and freshly broken 
surfaces are shown in Figure 1.  The altered glass shows 

depletion of 6Li at the surface of the glass.  The depletion 
depth for this sample is greater than the detection depth of the 
NDP.  The sanded glass profile shows a slightly lower 
concentration of 6Li at its surface than the freshly-broken 
glass sample.  The slight depletion in 6Li between the sanded 
and freshly-broken glass suggests that the entire depleted 
layer of the glass was not removed by sanding, and that the 
alteration layer is > 30 μm thick. 
 

 
 
Fig. 1. NDP profiles (t profile only) of 6Li concentration vs. 
depth of the altered glass, sanded glass, and fresh broken 
glass surfaces.  The altered glass shows depletion of 6Li at its 
surface, indicating glass alteration.  Error bars relative to the 
concentration of 6Li in each sample are reported to two (2) 
standard deviations. 
 
 The x-axis shown in Figure 1 was calculated assuming a 
glass density of 2.42 g/cm3 for the sanded and freshly broken 
glasses, and 1.50 g/cm3 for the altered glass.  The density for 
the altered glass is based on densities reported for alteration 
layers on glasses of similar chemical compositions to the one 
in this study [6, 7].  Densities for the reported alteration layers 
are an average of total surfaces, and do not account for 
gradient changes in alteration layer densities that can occur 
over their profile (i.e. from surface of the alteration layer to 
the alteration layer/unaltered glass interface). The sanded 
glass may consist of, and have been measured in NDP, two 
or more layers of material; one or more that are altered, and 
one that is unaltered.  The unaltered layer will most likely 
have a density of 2.42 g/cm3, and the altered densities will 
most likely be slightly lower than that of the unaltered glass.  
Further analyses, e.g., SEM, are needed to investigate the 
possible presence of these layers.  Additionally, there is a 
slight decrease in the concentration of 6Li as a function of 
depth in the sanded and fresh broken sample spectra.  This is 
either due to a slight density or elemental concentration 
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variability within the glass.  These kinds of variability can 
occur in a glass during its manufacturing, and is not 
unexpected. 

Elemental analysis of the 6Li glass was performed at the cold-
neutron PGAA instrument located at Neutron Guide D in the 
NCNR.  The 6Li glass was heat-sealed within a Teflon FEP 
bag, and then suspended from aluminum wires spanning the 
sample holder frame.  The sanded and altered portions of 
glass were measured separately to determine nominal 
changes in elemental concentration between the altered and 
sanded surfaces.  The samples were measured for 3.0 h and 
18.0 h, respectively, both with 1.4 % dead time.  A blank 
Teflon FEP bag was measured for 3.9 h with 0.3 % dead time.  
Full-energy detection efficiency ( ) was calibrated from 50 
keV to 11 MeV with measurements of decay gamma rays 
from 133Ba and 152Eu sources and prompt gamma rays emitted 
by N, Cl and Ti in urea, NaCl and Ti foil samples, 
respectively. Peak fitting and detection efficiency calibration 
were performed with Hypermet PC [8].  

The atom ratios of element x to element y were determined 
using the relative approach shown in Eq. 2, where  is the 
peak count rate,  is the detection efficiency and is the 
partial gamma-ray production cross section [9].  The 
elemental cross section values were taken from the Evaluated 
Gamma-ray Activation File (EGAF) for H, Al, and Si [10].  
Updated isotopic cross sections for 6Li and 7Li were used to 
determine the enrichment of 6Li to be (96  1) atom %. Atom 
ratios of Li/Si and Al/Si were determined using Eq. 2 [11]. 

 (2) 

The atom fractions, expressed as oxides, of Al, Si, and Li in 
the glass, were determined.  Table I shows the nominal glass 
composition measured on the altered and sanded sides of the 
glass.   

Table I: Comparison of the measured glass compositions of 
the altered and sanded sides of the 6Li glass to the nominal 
formula as determined by PGAA.  

 
Compound 

Atom fraction (%) 
Nominal [1] Altered Sanded 

Li2O 37 37.1  0.8 37.2  0.8 
SiO2 59 58.9  0.8 58.8  0.8 
Al2O3 4   3.9  0.1   4.0  0.1 
Gamma ray energies in keV for peaks used for analysis: 
6Li: 6769.5, 7246.7 
7Li: 2032.3 
Si: 1273.3, 2092.9, 3539.0, 4933.9, 7199.2 
Al: 1778.9, 3465.1, 4133.4, 4259.5, 4733.8 

The background-corrected H count rates for the altered and 
sanded sides were (1.381  0.014) counts s-1 and (0.186  

0.005) counts s-1, respectively.  The background was 
subtracted by using the peak ratio of H to F measured in the 
blank.  As shown in Figure 2, the thermal-equivalent neutron 
flux decreases by more than an order of magnitude within 200 
μm depth.  Thus, the PGAA measurements of the 6Li glass 
were weighted toward measuring the composition within the 
surface (i.e., < 1 mm depth).  Quantifying the H content in 
the assumed alteration layer required modeling with MCNP6 
to correct for the neutron self-shielding by the glass.  
 

 
Fig. 2. MCNP6 mesh tally of the neutron flux weighted by a 
1/v cross section (197Au) for the 6Li glass in the PGAA 
neutron beam. 
 
The H content was estimated as the water-equivalent 
thickness on the surface of the 6Li glass using Eq. 3.  Here, 
the left side of the equation represents the ratio of efficiency- 
and background-corrected count rates for H and Si.  The right 
side of the equation was solved with the MCNP6 [12] model 
with the following steps:  1) The H and Si reaction rates per 
unit volume  were estimated with neutron flux tallies for the 
water cell and the 6Li glass cell, respectively.  2) The reaction 
rates were multiplied by the volumes, where A is the area and 

 and are the thickness of the water and glass 
respectively, and multiplied by the probability for emission 
of a particular gamma-ray  (which is obtained from 

, where  is the natural isotopic abundance).  3) Since 
the reaction rates for H and Si were constant when various 
water layer thicknesses up to 20 μm were modeled, the  
values were iterated until Eq. 3 was satisfied.  The resulting 
water-equivalent thicknesses for the altered and sanded sides 
of the 6Li glass were estimated with this approach to be 150 
nm and 21 nm, respectively.   
 

 
      (3) 
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The PGAA results show that the surface of the 6Li glass 
included H.  Combined with the NDP results, which show a 
depletion of 6Li at the surface of the glass relative to its bulk, 
the opaque nature of the glass, and the fact that much of the 
H was removed by sanding the surface of the glass, it is 
hypothesized that the surface of the 6Li glass has been 
chemically altered from its original state.  The most likely 
source of alteration is environmental exposure, 
predominately exposure to a humid atmosphere.   
 
From the NDP results of the sanding experiment, it is 
estimated that the alteration layer thickness is > 30 μm.  
However, the MCNP6 modeling suggests a water-equivalent 
thickness near 150 nm.  The MCNP6 model does not account 
for the fact that the H is most likely not a simple layer, but, 
in accordance with glass alteration theory [2], is probable 
incorporated into a Si rich alteration layer. 
 
The amounts of 6Li, Si, and Al nominally present in the glass 
is not statistically different from the amounts measured in the 
altered glass.  This suggests that the introduction of H to the 
glass surface has not led to a release in 6Li or other glass 
forming elements from the glass, only a rearrangement of the 
elements in the near-surface of the glass to accommodate H. 
Identifying the possible location of the 6Li that was originally 
at the glass surface requires further research. 
 
 
SUMMARY 
 
Preliminary analysis by NDP and PGAA of a 6Li glass used 
for neutron shielding was completed to investigate the 
alteration of the glass’s surface.  PGAA results show an 
increase in H in the altered sample relative to the sanded 
sample, although native glass forming element 
concentrations were determined to be the same (within error). 
NDP measurements indicate a depletion in 6Li in the altered 
glass surface, and an alteration depth > 30 μm.  These results 
confirm the hypothesis that the shielding glass is altered, and 
that the 6Li concentration at the surface of the glass is less 
than expected.  This leads to concerns in the efficacy of 6Li 
silicate glasses as a neutron shielding material for PGAA.  
The increased H content in the glass may increase the overall 
H background signal for the instrument.  Other applications 
for the glass, such as apertures or transmission application, 
may not be effected by the presence of a hydrated alteration 
layer. Further analyses are currently underway to characterize 
to determine the thickness, density, and morphology of the 
alteration layer. 
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Abstract 

Cyber-attacks on the system supporting an enterprise’s mission can impact achieving its ob-

jectives. We describe a layered graphical model as an extension of a forensic investigation in order 

to quantify mission impacts. Our model has three layers: the upper layer models operational 

tasks that constitute the mission and their inter-dependencies. The middle layer reconstructs at-

tack scenarios from available evidence to reconstruct their inter-relationships. In cases where not 

all evidence is available, the lower level reconstructs potentially missing attack steps. Using the 

three levels of graphs constructed in these steps, we present a method to compute the impacts of 

attack activities on missions. We use NIST’s National Vulnerability Database’s (NVD)-Common 

Vulnerability Scoring System (CVSS) scores or forensic investigators’ estimates in our impact 

computation. We present a case study to show the utility of our model. 

Keywords: Mission attack impact, Enterprise infrastructure, Cloud forensic analysis, Layered-

graphical model 
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1 Introduction 

Organizational missions are used to abstract activities envisioned by organizations, usually defined at 

the high-level as a collection of business processes. Cyber-attacks on an enterprise infrastructure that 

support such missions can impact these missions. Concurrently, a growing number of organizational 

business processes and services are now hosted on cloud operators’ data centers. Given that most 

networked infrastructures including cloud services are supported by hardware and software assets, any 

attack that impacts these assets could impact the missions they support. Therefore, analyzing and 

quantifying the mission impacts of cyber-attacks is of importance to infrastructure system planners 

in migrating security threats and improving mission resilience, which is the primary objective in this 

paper. 

NIST’s NVD-CVSS provides impact estimates of exploitable vulnerabilities on IT systems [2]. 

Other publications use NIST’s NVD-CVSS to predict the impacts of multi-step attacks on assets 

by considering constructing all possible attack paths [1, 5, 6]. However, evaluating all paths is 

infeasible for forensic analysis to assess damages due to the large number of paths and vulnerabilities. 

Additionally, quoted publications only consider the vulnerabilities reported publicly, not including 

zero-day attacks. 

Because post-attack artifacts obtained during forensic investigations provide information that can 

be used to analyze attacks, we create a layered graphical model that uses this information to quantify 

the attacks’ impacts on missions. Our model has three layers. The upper layer models operational 

tasks that constitute the mission and their inter-dependencies, where a mission is modeled as a 

collection of choreographed tasks. The middle layer collects evidence from intrusion detection system 

(IDS) tools and event logs to reconstruct attack scenarios. In cases where not all evidence is available, 

the lower layer reconstructs potentially missing attack steps using system calls that were executed 

to fulfill the mission. Finally, the two mapping algorithms integrate the information obtained from 

the three layers to ascertain how the mission execution was supported midst attack activities. Using 

the layers of graph-like dependency information, our model provides a method to compute impacts of 

attacks on missions using the NIST NVD-CVSS scores or forensic investigators’ estimates on attacks 

toward the underlying software or hardware. We present a case study to show the utility of our 

model, and how it can be used to migrate attack risks in a networked infrastructure. To the best 

of our knowledge, there isn’t an integrated forensic analysis framework that quantifies the mission 

impacts of multi-step attacks in a complex enterprise infrastructure which uses cloud-based services. 

The rest of the paper is organized as follows. Section 2 discusses background and related work. 

Section 3 presents the three-layered graphical model. Section 4 uses a case study to show how the 

model computes mission impacts of attacks in a cloud environment, and discusses how the impact 

analysis can be used to enhance a networked infrastructure. Section 5 gives the conclusion. 
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2 Background and Related Work 

We present the background and related work in this section. 

2.1 Cloud Forensics 

NIST defined Software-as-a-Service (SaaS), Platform-as-a-Service (PaaS) and Infrastructure-as-a-

Service (IaaS) as deployment models [3]. SaaS allows clients to use providers’ applications running on 

a cloud infrastructure. PaaS allows clients to deploy on the cloud client applications using program-

ming languages, libraries, services and tools supported by the provider. IaaS provides clients with the 

capability of provisioning processing, storage, networks and other fundamental computing resources, 

so that the clients can deploy and run software including operating systems and applications. 

Digital forensic investigators seek attack evidence from computers and networks. According to 

Ruan et al., cloud forensics is a subset of network forensics that follows the main phases of network 

forensics with techniques tailored to cloud computing environments [4]. For example, data acquisition 

is different in SaaS and IaaS, because the investigator will have to solely depend on cloud service 

providers in SaaS. Investigators can acquire the virtual machine images from IaaS customers. 

2.2 Related Work 

Attackers tend to use multi-step, multi-stage attacks to impact important services protected us-

ing complex mechanisms. Researchers have proposed and designed models to estimate the mission 

impacts of such attacks by considering all known vulnerabilities. Sun et al. proposed using a multi-

layered impact evaluation model to estimate the mission impacts [10]. In this model, a lower vulnera-

bility layer is proposed to map to an asset layer, and then to a service layer, which finally maps to the 

mission layer, so that the mission impacts can be calculated by using vulnerabilities’ CVSS scores and 

the relationships between missions to the lower level vulnerabilities. However, this model does not 

provide a method to construct the attack paths. Another group of researchers, Sun et al., combined 

mission dependency graphs with attack graphs generated by an attack graph generation tool, Mul-

VAL [11], to estimate the attack mission impacts in the clouds [6]. Noel at el. designed a cyber-mission 

impact assessment framework by leveraging Business Process Modeling Notation (BPMN) and their 

attack graph generation tool named Topological Vulnerability Analysis (TVA) [12] that combines an 

exploit knowledge base and a remote network scanner, analyzing all potential attack paths leading to 

attack goals to evaluate potential mission impacts [5, 6]. However, these approaches use vulnerabili-

ties collected from the bug-report community such as NIST’s NVD to assess the impacts of attacks. 

These do not scale to large infrastructures or zero-day attacks. 

Forensics researchers have reasoned on post-attack evidence using correlation rules to reconstruct 
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Figure 1: The three-layered graph model for mission impact evaluation 

the attack scenarios. The objective of this work has been to reconstruct criminal or unauthorized 

actions shown to be disruptive to missions [7, 13]. To reconstruct attack scenarios that have legal 

standing, we integrated a Prolog logic tool, MulVAL, with two databases, including a vulnerability 

database and an anti-forensic database, to ascertain the admissibility of evidence and explain missing 

evidence due to attackers’ using anti-forensics [9]. We also expanded this work by using system calls 

to reconstruct the missing attack steps due to missing evidence in the higher application level, and 

using Bayesian Network to estimate the experts’ belief on the reconstructed attack scenarios [14]. 

However, no work exists to estimate the mission impacts of attacks launched toward an enterprise’s 

infrastructure. 

3 Our Three-layered Graphical Model 

Figure 1 shows our model. The lower layers reconstruct attack paths so that the attacks can be 

mapped to tasks and missions in the upper layer for mission impact computation. 

3.1 The Upper Layer 

The upper layer models tasks and missions as business processes. We model business processes using 

a Business Process Diagram (BPD) using the Business Process Modeling Notation (BPMN). We use 

tasks, events, sequencing, exclusive choice, parallel gateways, message flows and pools [16] to constuct 

BPDs formalized in Definition 1 (Originally defined in [16]). 
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Definition 1 Business Process Diagram-BPD: 

Any quintuple (P ool, T, E, C, OP ) satisfying the following conditions are said to be a BPD. 

• Let T be a set of tasks and E be a set of events. 

• Let Esend, Erec be two disjoint subsets of E and estart, eend ∈ E be two events we refer to as 

start and end events. Hence, E = estart ∪ eend ∪ Esend ∪ Erec are respectively called start, stop, 

message sending, message receiving events. 

• T com ∈ Erec= {(t, esend, c), (t, erec, c) : t ∈ T, esend ∈ Esend, erec , c ∈ C} are said to be the set 

of communicating tasks. 

• OP = {F, M, XOR, ; } called parallel fork, parallel merge, exclusive choice and sequencing. 

• C is a set of channels. 

Business processlets and a Business Process are defined as follows. 

• Any t ∈ T ∪ T com is said to be a processlet. 

• If P and Q are processlets, then so are P ; Q, F (P, Q)M and P (XOR)Q. 

• If P ∈ T \ T com and estart, eend are start and end events, then estart; P ; eend is said to be a 

business process. 

• Pools are business processes with the constrains: for two pools P1 and P2, there is a task 

(t1, esend, c) in P1 if and only if there will be another task (t2, erec, c) in P2, so that the message 

can be passed through channel c. 

3.2 The Middle Layer 

The middle layer constructs potential attacks from evidence available from system logs and IDS 

alerts. Our objective is to map these attack scenarios to missions modeled as BPDs. Because we 

only consider attack scenarios substantiated using available evidence, the created attack paths do not 

include all possible attack paths and vulnerabilities. However, sometimes, not all evidence may be 

available in IDS logs, which will be addressed in the lower layer. 

We reconstruct attack scenarios by using a forensic analysis tool created in our previous work [7]. 

This tool uses rules to create directed graphs of available items of evidence and correlate them together 

as witnesses of attacks. Because rules are used to create these graphs, they are called logical evidence 

graphs (LEGs) formalized in Definition 2, originally defined in [7]). 

Definition 2 Logical Evidence Graph-LEG: 
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A LEG = (Nr, Nf , Nc, E, L, G) is said to be a logical evidence graph (LEG), where Nf , Nr and 

Nc are three sets of disjoint nodes called fact, rule, and consequence fact nodes respectively. E ⊆ 

Nf ∪ Nc × Nr ∪ (Nr × Nc, L is the mapping from a node to its labels and G ⊆ Nc are observed 

attack events. Every rule node has a consequence fact node as its single child and one or more 

fact or consequence fact nodes from prior attack steps as its parents. The labels of nodes consist of 

instantiations of rules or sets of predicates specified as follows: 

1. A node in Nf is an instantiation of predicates that codify system states including access priv-

ileges, network topology consisting of interconnectivity information, or known vulnerabilities 

associated with host computers in the system. We use the following predicates: 

(a) hasAccount( principal, host, account), canAccessFile( host, user, access, path) etc. to model 

access privileges. 

(b) attackerLocated( host) and hacl( src, dst, prot, port) to model network topology, namely, 

the attacker’s location and network reachability information. 

(c) vulExists( host, vulID, program) and vulProperty( vulID, range, consequence) to model vul-

nerabilities exhibited by nodes. 

2. A node in Nc represents a predicate that codifies the post attack state as the consequence of an 

attack step. We use predicates execCode( host, user) and netAccess( machine, protocol, port) 

to model the attacker’s capability after an attack step. Valid instantiations of these predicates 

after an attack will update valid instantiations of the predicates listed in (1). 

3. A node in Nr consists of a single rule in the form p ← p1 ∧ p2, . . . , ∧pn with p as the child node 

of Nr is an instantiation of predicates from Nc. All pi for i ∈ {1 . . . n} as the parent nodes of 

Nr are the collection of all predicate instantiations of Nf from the current step and Nc from 

the prior attack step. 

Table 1: Dependencies arising out of systems calls 

Dependency Event Description Unix System Calls 

process → file Process modifies file write, pwrite64, rename, mkdir, linkat, link, symlinkat, etc 

file → process Process reads file stat64, lstat6e, fsat64, open, read, pread64, execve, etc. 

process ↔ file Process uses/modifies file open, rename, mount, mmap2, mprotect etc. 

process1 → process2 Process1 creates/terminates Process2 vfork, fork, kill, etc. 

process → socket process writes socket write, pwrite64, etc. 

socket → process process checks/reads socket fstat64, read, pread64, etc. 

process ↔ socket 

socket ↔ socket 

Process reads/writes/checks socket 

process reads/writes socket 

mount, connect, accept, bind, sendto, send, sendmsg, etc. 

connect, accept, sendto, sendmsg, recvfrom, recvmsg 
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3.3 The Lower Layer 

The lower layer uses instances of interactions between services and the execution environment to 

obtain evidence unavailable from systems logs and IDS alerts. We obtain interaction instances from 

systems call logs. This usage is based on our postulate of missing evidence due to the attackers’ 

using anti-forensic techniques, limitation of forensic tools, or zero-day attacks. Because there are 

many system calls, we use those chosen in [8], listed in the right-hand column of Table 1. Our 

abstraction of them appear in the left-hand column of Table 1. A process making system calls 

creates dependencies between itself and other processes, files, or sockets for network connection. We 

model these dependencies as graphs that we call object dependency graphs (ODGs), formalized in 

Definition 3. 

Definition 3 Object Dependency Graph-ODG: 

The reflexive transitive closure of → defined in Table 1 is an object dependency graph. We use the 

notation ODG=(VO, VE , E) to represent an object dependency graph, where VO is the set of vertexes 

that are composed of objects including Processes P, Files F or Sockets S; VE is the set of textual event 

descriptions listed in the middle column; and E is the set of dependency edges listed in the left-hand 

column of Table 1. 

3.4 The Mapping between the Three Layers 

The left-hand and right-hand columns in Figure 1 show the system resource mapping and graph 

mapping of our model. We use the resource mapping obtained from the infrastructure configuration 

and software deployment to map graphs. To do so, we map attacked services in corresponding vertices 

in BPDs, LEGs and ODGs so that the source graphs can be mapped to the destination graphs. A LEG 

is easily mapped to a BPD by matching the attacked services to the corresponding tasks supported 

by the services. We use depth first search (DFS) method to map an ODG to a LEG, which is shown 

in Algorithm 1. 

In Algorithm 1, all object nodes in an ODG are initially marked as having not been checked by 

using color white as shown in the for loop between Line 2 and 4. Then, for each given unchecked 

object node VO (Line 6 and 7), the algorithm repeatedly calls F ind(VO, LEG) function (calls from 

Line 13, and the function itself is between Line 36 and Line 50), attempting to find the matching 

post-attack status node in the LEG by checking if the attacked service in the LEG is equal to the 

attacked service in the ODG. If such a post-attack status node, say Nc1, is found (Line 15), then, 

Algorithm 1 checks if the attack step between Node VO and its parent node parent(VO) in the ODG 

has a mapping attack step between Node Nc1 and its parent node(s) parent(Nc1) in the LEG (Line 

19). If there is no such a matching attack step, one is added to the LEG (Line 22 to 25). If there 
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Input: An ODG=(V, VE , E) and a LEG=(Nr, Nf , Nc, E, L, G). 
Output: A LEG integrated with attack paths from the ODG. 
//Color all nodes in ODG WHITE 
for each node VO in ODG do 

color[VO] ← WHITE 
end 
//Go through each object in ODG 
for each node VO in ODG do 

if VO == WHITE then 
//Initialize all nodes in LEG white 
for each node Nc in LEG do 

color[Nc] ← WHITE 
end 
//Search for the corresponding Nc1 in LEG 
Nc1 = Find(VO, LEG) 
//If there is such a matching Nc1 

if Nc1 6= ∅ then 
color(VO) ← BLACK 
//See if the object’s parent matches 
//corresponding Nc1’ s parent 
Nc2=Find(parent(VO), LEG) 
//If not matching parents, 
//add the missing attack step from ODG to LEG 
if Nc2 6= parent(NC1) then 

LEG ← Flow(Nc1, VE ) 
LEG ← Flow(VE , Nc2) 

end 
end 
else 

//If there is no such a matching Nc1 in LEG 
//Add the new object to LEG 
LEG ← VO 

color [VO]=GRAY 
end 
VO =child(VO) 

end 
end 
Function Find(VO, LEG) 

//Go through each Nc in LEG 
for each post attack status Nc from LEG do 

//Check if there is any matching Nc for VO 

if (Nc.service == VO.service AND 
color[Nc] == white then 

color[Nc] ← BLACK 
return Nc 

end 
else 

color[Nc] ← GRAY 
Nc ← the child post attack status node of Nc 

end 
end 
return ∅ 
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isn’t a mapping post-attack status Node Nc1 in the LEG for Node VO (Line 27) in the ODG, one is 

added to the LEG (Line 27 to 32), and the search continues (Line 33) until all nodes in the ODG are 

checked (i.e. colored). 

3.5 Computing Mission Impact 

We propose to use the interval [0,1] to quantify a mission impact of an attack, computed by using 

the following steps. 

3.5.1 Compute the impact scores of attacks in LEGs 

In a LEG, we use P (a) to represent the impact of attacks on services deployed on host computers. 

NIST’s NVD-CVSS published reported vulnerabilities with assigned impact scores, which we propose 

to use for each P(a) if an attack a can be found in NIST’s NVD. If the attack a cannot be found 

in NIST’s NVD, we suggest using expert knowledge to assign an impact score to P (a). We use our 

previous work [9] to compute a cumulative impact score of attacks on the same service as follows. 

P (a) = P (a1) ∪ P (a2) (1) 

In Equation 1, a1 and a2 are two attacks on the same service. P (a1) ∪ P (a2) = P (a1) + P (a2) − 

P (a1) × P (a2). 

3.5.2 Assign weight to tasks/missions 

A value between [0,1] is proposed as the weight of mission impact of attacks on a task, indicating the 

importance of the corresponding task to the mission of a business process. 

3.5.3 Compute mission attack impacts in BPDs 

We map LEGs to BPDs so that the mission impact of attacks I(T) on a task T is computed using 

Equation 2. 

I(T ) = weight × P (T ) (2) 

P (T ) = P (a) (3) 

P (T ) = P (a1) ∪ P (a2) (4) 

In Equation 2, P(T) is the impact of attacks on a task T in a BPD. Depending on the mapping 

relationship from the attacked service(s) (represented by a, a1, a2) in a LEG to a task (represented 
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by T ) in a BPD, P(T) is computed by using Equation 3(one-to-one mapping relationship) and Equa-

tion 4(many-to-one mapping relationship) respectively. 

3.5.4 Compute the cumulative mission impact 

Mission impact of attacks on each task can be computed using Equation 2, Equation 3 and Equation 4. 

However, in some cases, the cumulative mission attack impact for the final mission is required to esti-

mate the overall damage, which we compute as the maximum. We use M to represent the cumulative 

mission impact. Correspondingly, for the four kinds of relationships between tasks composing of a 

business process, M is computed using the following equations, explained below. 

M(B) = Max{I(T1), I(T2), . . . , I(Tn)} (5) 

M(B) = Max{I(T1), I(T2), I(T4) . . . , I(Tn)} (6) 

M(B) = Max{I(T1), I(T3), I(T4) . . . , I(Tn)} (7) 

M(B) = Max{M(Bbefore), I(T20)} (8) 

1. If the tasks T1, T2, . . . , Tn composing of the final mission B have a sequential relationship with 

each other, or among them, there are tasks, say T2, T3 that have a parallel fork relationships 

with the predecessor task T1 and a parallel merge relationships with the successor tasks T4, 

M(B) is computed as shown in Equation 5. 

2. Among tasks T1, T2, . . . , Tn that compose of the final mission B, if there are tasks, say T2, T3, 

which have an exclusive decision relationship with the predecessor task T1 and the successor 

tasks T4, and all other tasks including T4, . . . , Tn have a sequential relationship with each other, 

depending on which task (either T2 or T3) the business process chooses, either Equation 6 or 

Equation 7 is used to compute M(B). 

3. Suppose tasks T1, T2, . . . , Tn compose of the final mission B in Pool 1. We use M(Bbefore) to 

represent the cumulative mission attack impact of B without any message passing from other 

pools. If there is message passing relationship between a task T20 from Pool 2 to T2 in Pool 1, 

Equation 8 is used to compute M(B). 

4 The Case Study 

This section describes our case study used to show the utility of our model. 
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(a) The Experimental Network 
(b) VM1 and VM2 

Figure 2: The experimental network and attacks using cloud services 

4.1 The experimental network and attacks 

Figure 2a shows our experimental network configured to manage the customers’ medical records and 

their health insurance policy files. These records and files are stored on two separate VMs in a private 

cloud set up by using OpenStack (we used the version Juno 2014.2.3 ). OpenStack is a collection 

of python-based software projects that manage access to pooled storage, computing and network 

resources that reside in one or many machines of a cloud system [17]. These projects include Neutron 

(Networking), Nova (Compute), Glance (Image Management), Swift (Object Storage), Cinder (Block 

Storage) and Keystone (Authorization and Authentication). OpenStack can be used to deploy SaaS, 

PaaS and IaaS cloud models, but is mostly deployed as an IaaS cloud. Authenticated users can 

access the file server to retrieve policy files using ssh and query the medical database stored in the 

database server using MySQL queries through a web application. 

We assume that the attacker’s objective is to steal customers’ medical records, prevent the medical 

records’ availability and modify the health insurance policies. By probing the deployed web and cloud 

services, as the attacker, we launched the following attacks. 

The SQL injection attack: Because our web application did not sanitize user input, the attacker 

could use it to create a SQL injection attack (CWE-89) to access customers’ medical records. By 

using the query select * from profile where name=’Alice’ and (password=’alice’ or ’1’ = ’1’), where 

profile was the database name, and ’1’=’1’ was the payload that made the query bypass the password 

check, we retrieved all customer medical records. 

The DoS attack: According to NIST’s NVD, the vulnerability CVE-2015–3241 that is in Open-

Stack Compute (Nova) versions 2015.1 through 2015.1.1, 2014.2.3 and earlier allows authenticated 

users to cause Denial of Services (DoS) by re-sizing and then deleting an instance (VM). The pro-

cess of resizing and deleting an instance is also called an instance migration. The migration process 
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does not terminate when an instance is deleted with CVE-2015-3241, so an authenticated user could 

bypass user quota enforcement to deplete all available disk space by repeatedly performing instance 

migration. By using this vulnerability, playing a privileged IaaS malicious user, we launched the DoS 

attack toward the database server by repeatedly re-sizing and deleting VM2 that co-resided in the 

same physical machine as the medical database server(VM1). 

The cross-VM side-channel attack: Side-channel attacks can be used to extract fine grain 

information across VMs that reside on the same hypervisor [18]. 

In our experimental network, we simulated Yarom’s cache side-channel attack [19] shown in Fig-

ure 2b on our two VMs that co-reside in the same multi-core processor (an Intel quad-core i7). In this 

attack, the cache shared between the victim and attacking VMs can be used to fill with data from 

the attacking machine. Each time when an encryption occurs, the processor evicts one or more lines 

of the attacker’s memory from the shared cache, causing timing variation. By measuring the timing, 

we can obtain the information to hijack the encryption key being used with the GNU Privacy Guard 

(GnuPG) application in the victim VM. Because Yarom’s attack uses the implementation weakness 

existing in GnuPG 1.x before 1.4.16 versions to obtain the information used to extract the private 

encryption key, we installed GnuPG 1.4.12 in our VM1 (the medical database server), and executed 

the attack from the VM2. 

The social engineering attack: We simulated a social engineering attack toward the file server. 

Assuming that the attacker obtained a legitimate user’s (username, password) credentials, the attacker 

could easily log into the file server, using the user’s privilege to modify corresponding insurance policy 

files in the file server. 

To capture attacks, in our experimental network, we deployed snort as the IDS, installed Wireshark 

to monitor network traffic, and configured all servers to log users’ access. Also, in order to obtain 

evidence for those attacks that are missed by the IDS alerts and service logs, we intercepted system 

calls from the users’ processes in the cloud. 

4.2 The three levels of graphs 

By using the network configuration, service deployment and captured evidence, we constructed the 

three levels of graphs, including a BPD, two LEGs and two ODGs, described as follows. 

1. The Business Process Diagram 

Figure 3 shows our BPD with 3 pools. They are Pool 1 (Web Interface), Pool 2 (Public Cloud 

Service) and Pool 3 (IaaS User Service). The business process in Pool 1 is the web interface for 

the clients(medical customers), which is composed of start/end events, two consecutive tasks 

enter username/password, send out request and an exclusive gateway for tasks review policy file 
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and review medical records that depends on the client’s request. The business process in Pool 2 

is composed of start/end events, a task check user request followed by an exclusive gateway that 

directs to two tasks request policy files and request customer databases, which depends on the 

message passed from the task send out request in pool 1. In each of the decision task branch, 

there is an exclusion decision gateway(named file available and data available respectively) 

followed by tasks that either send the data(policy file or customer medical records through the 

message passing) back to the clients or reject the customer’s requests otherwise. Pool 3 is a 

business process used to describe IaaS user services, which is mainly composed of three tasks 

encrypt data in VM1, resize VM2, and install and run program in VM2 that are the exclusive 

decisions of the task check IaaS user request. For each of the three business processes in the 

three pools, we consider the last task(s) before the end event as the business process mission(s). 

Figure 3: The BPD of the experimental network 

2. The Logical Evidence Graph 

Table 2 shows evidence of the SQL injection attack with Snort alerts and database access logs. 

Using timestamps, corresponding alert content and MySQL general query logs, we asserted that 

the attacker used a typical SQL injection with payload ’1’=’1’ to attack the customers’ database 
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Table 2: The snort alert and database server log of SQL injection attack 

Time Stamp Machine IP Address/Port Snort Alert and Database Server Access Log 

Attacker 129.174.124.122 

06/13-14:37:27 web server 129.174.124.184 SQL injection attack(CWE-89) 

13/Jun/2017:14:37:34 Database server 129.174.124.35 Access from 129.174.124.184 

in the database server. Our IDS failed in capturing the DoS attack launched by exploiting 

the vulnerability CVE-2015-3241 in OpenStack Nova services. Because OpenStack application 

programing interface (API) logs provide users’ operations of running instances (we illustrate 

some of these API logs in Figure 4, where we use bold font to show the users’ operations), we 

used them to conclude that the IaaS user in VM2 (the attacker in our experiment) kept re-sizing 

and deleting the instance VM2 that co-resided in the same physical machine as the database 

server (VM1), which caused the DoS attack toward the database server. 

2017-07-18 07:52:00.237 DEBUG oslo concurrency.processutils [req-f79c7911-04ed-4a0c-adbe-0ae0a487c0f7 
admin admin] Running cmd (subprocess): mv /opt/stack/data/nova/instances/bd1dac18-
1c e2-44b5-93ee-967fec640ff3= /opt/stack/data/nova/instances/bd1dac18-1ce2-
44b5-93ee-967fec640ff3 resize from (pid=41737) execute /usr/local/lib/python2.7/dist-
packages/oslo concurrency/processutils.py:344 

2017-07-18 07:52:00.253 DEBUG oslo concurrency.processutils [req-f79c7911-04ed-4a0c-adbe-
0ae0a487c0f7 admin admin] CMD “mv /opt/stack/data/nova/instances/bd1dac18-1ce2-
44b5-93ee-967fec640ff3 /opt/stack/data/nova/instances/bd1dac18-1ce2-44b5-93ee-
967fec640ff3 resize” returned: 0 in 0.016s from (pid=41737) execute /usr/local/lib/python2.7/dist-
packages/oslo concurrency/processutils.py:374 

2017-07-18 07:52:00.254 DEBUG oslo concurrency.processutils [req-f79c7911-04ed-4a0c-adbe-0ae0a487c0f7 
admin admin] Running cmd (subprocess): mkdir –p /opt/stack/data/nova/instances/bd1dac18-
1ce2-44b5-93ee-967fec640ff3 from (pid=41737) execute /usr/local/lib/python2.7/dist-
packages/oslo concurrency/processutils.py:344 

Figure 4: OpenStack Nova API call logs 

/* the initial attack location and final attack status*/ 
attackerLocated(internet). 
attackGoal(execCode(database,user)). 
/* the network access configuration*/ 
hacl(internet, webServer, tcp, 80). 
hacl(webServer, database, tcp, 3306). 
/* configuration information of webServer */ 
vulExists(webServer, ’directAccess’, httpd). 
vulProperty(’directAccess’, remoteExploit, privEscalation). 
networkServiceInfo(webServer , httpd, tcp , 80 , apache). 
/* the vulnerability of the web application */ 
vulExists(database, ’CWE-89’, httpd). 
vulProperty(’CWE-89’, remoteExploit, privEscalation). 
networkServiceInfo(database , httpd, tcp , 3306, user). 

Figure 5: Prolog predicates for SQL injection 

In order to use the forensic analysis tool mentioned in Section 3.2, we converted system configu-
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/* the initial attack status of being an iaas user and the final attack status*/ 
attackerLocated(iaas). 
attackGoal(execCode(nova,admin)). 
/*the cloud configuration, the “ ” represents any protocol and port*/ 
hacl(iaas,nova, , ). 
/* the vulnerability in nova */ 
vulExists(nova, ’CVE-2015-3241’, ’REST’). 
vulProperty(’CVE-2015-3241’,remoteExploit, privEscalation). 
networkServiceInfo(nova , ’REST’, http, , admin). 

Figure 6: Prolog predicates for DoS attack 

rations and the evidence for the SQL injection attack and DoS attack to Prolog predicates shown 

in Figures 5, 6. The output LEGs produced by the tool are shown in Figure 7 and Figure 8 

respectively with node names in Tables 3, 4. The two LEGs are not grouped together due to dis-

tinct attacker locations and privileges. Consider an example attack step (Nodes 3, 7, 8 → 2 → 1 

in Figure 8). Facts of LEGs are shown in Nodes 7, 8, modeling pre-attack configurations and 

vulnerabilities. The consequence fact node (Node 1) shows post-attack evidence derived by 

applying a rule (an ellipse Node 2 connecting Nodes 3, 7, 8 to the post attack status, Node 1) 

to the parent facts (Nodes 7, 8) and parent consequence fact (Node 3 that is obtained from a 

prior stepping stone step). 

Figure 7: The LEG of SQL 
injection attack toward the 
database 

Figure 8: The LEG of DoS 
attack toward the database 
server 
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Table 3: Names of nodes in Figure 7 

No. Notation of all nodes 

1 execCode(database, ) 

2 RULE 2 (remote exploit of a server program) 

3 netAccess(database,tcp,3306) 

4 RULE 5 (multi-hop access) 

5 hacl(webServer,database,tcp,3306) 

6 execCode(webServer,apache) 

7 RULE 2 (remote exploit of a server program) 

8 netAccess(webServer,tcp,80) 

9 RULE 6 (direct network access) 

10 hacl(internet,webServer,tcp,80) 

11 attackerLocated(internet) 

12 networkServiceInfo(webServer,httpd,tcp,80,apache) 

13 vulExists(webServer,’directAccess’,httpd, remoteExploit,privEscalation) 

14 networkServiceInfo(database,httpd,tcp,3306, ) 

15 vulExists(database,’CWE-89’,httpd,remoteExploit, privEscalation) 

Table 4: Names of nodes in Figure 8 

No. Notation of all nodes 

1 execCode(nova,admin) 

2 RULE 2 (remote exploit of a server program) 

3 netAccess(nova,http, ) 

4 RULE 6 (direct network access) 

5 hacl(cloud,nova,http, ) 

6 attackerLocated(cloud) 

7 networkServiceInfo(nova,’REST’,http, ,admin) 

8 vulExists(nova,’CVE-2015-3241’, ’REST’,remoteExploit,privEscalation) 

3. The Object Dependency Graph 

Due to the lack of IDS alerts and logs for the side-channel and social engineering attacks, we 

could not reconstruct the two attack scenarios in the form of LEGs as we did for the SQL 

injection and DoS attacks. Therefore, we turned to the corresponding system calls we captured 

during the attacks and used the method mentioned in Section 3.3 to construct ODGs for a 

forensic analysis. 

Figure 9 and Figure 10 are a fraction of the system calls captured from VM1 (the database 

server) and VM2 (the attacker’s VM) during the side-channel attack. The system call in Figure 9 

shows that a file from VM1 (named message.txt) was encrypted by using GnuPG 1.4.12. System 

calls in Figure 10 show that a probe program bin/probe (Line 1) in VM2 used mmap2 (Line 3) 
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to force the underlying system to share memory addresses (Lines 5, 6, 7...) with the probing 

process; hence the probing process could read data from the shared memory addresses between 

VM1 and VM2 for a later malicious analysis (Lines 10, 11, 12 and Line 1 show the data was 

written to a file named out.txt, and our continuous captured system calls show, later, a Python 

program was used to extract and analyze the information in out.txt). Figure 11 is a fraction 

of the system calls captured from the file server, where the read/write system call trace shows 

that the test.txt in FileServer has been modified. Because the corresponding sshd log in the 

FileServer recorded the users’ access, it was easy to judge that the attacker stole a legitimate 

user’s credentials to modify the policy file (the sshd log is omitted). 

Figure 9: Filtered system calls of the side-channel attack from VM1 

Figure 10: Filtered system calls of the side-channel attack from VM2 

Using the dependency rules listed in the left column of Table 1 and corresponding analysis 

on the system calls as shown in Figures 9, 10 and 11, we constructed two ODGs, showing 

the attacker from VM2 read the shared cache between VM1 and VM2, and the attacker from 

Internet used a legitimate user’s credentials to access the file server and modified a policy file. 

We mapped both ODGs to the LEGs in Figure 7 and Figure 8. The integrated LEGs show that: 

(1) the attacker from the Internet launched two attacks including using stolen credentials to 

modify a policy file and stealing all customers’ medical records by using a SQL injection attack; 

(2) the attacker who was an IaaS user launched two other attacks including a DoS attack and 

a side-channel attack to the database server. 
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write(9, “v”, 1) = 1 
read(11, “v”, 16384) = 1 
write(3, “\0\0\0\20\331\255\275\264c\2173)z2j\32\255n\2007d\366m\21\316 
\2648\240\207\31\211” . . . , 36) = 36 
read(3,“\0\0\0\20\240\253\341\227\321xU\305\347\226\246\361\316\242S = 
\30\341QT \231\n\343\314\343\307\f\361”. . . , 16384) = 36 
write(9, “i”, 1) = 1 
read(11, “i”, 16384) = 1 
write(3,“\0\0\0\20\177\352\313\332\373yjM\3416l\230\215\10\220p\252g\375\365 
\1\f\335\361\r\273\374\357”. . . , 36) = 36 
read(3,“\0\0\0\20\27\334?\201x\300\16\356\346, \0379\32\220{\372)\366\4\v\1 = 
\347\263\311\250k\353” . . . , 16384) = 36 
write(9, “ ”, 1) = 1 
read(11, “ ”, 16384) = 1 
write(3,“\0\0\0\200i\321\344\220\313\322\254S\252o\201\225; 6v\243\205\10gŝ  
\253\237\325\375\332v” . . . , 36) = 36 
read(3, “\0\0\0\20\5\27k; \254\301\24\n\\ZN\267\260\336\3230\323\32\345\2b\ 
226 − \271|[B\21” . . . , 16384) = 36 
write(9, “t”, 1) = 1 
read(11, “t”, 16384) = 1 
read(3,“\0\0\0\20\325\261\7\254\211(\201\331\272\344[\355\200\\u4\357G\347 
\232\276 : \201\376\342\202\201.” . . . , 16384) = 36 
write(3,“\0\0\0\20\320\254\#\312\211 \3022\n\227u\16I\372\202\347\37\252T 
\257\220 
\210E\343\222\342\24S” . . . , 36) = 36 
write(9, “e”, 1) = 1 
read(11, “e”, 16384) = 1 
... 
write(9, “\t”, 1) = 1 
read(11, “st.txt ”, 16384) = 7 
. . . 

Figure 11: Filtered system calls of modifying a file from the file server 

Table 5: The CVSS impact scores 

Attack Name CVE Entry Symbol Representation Attack Impact 

SQL injection CWE-89 N1 0.9 

DoS attack CVE-2015-3241 N10 0.69 

Social Engineering Ns 0.5 

side-channel attack CVE-2013-4576 Nsc 0.29 

4.3 Mission impact computation in our case study 

The impact score of each attack step in all LEGs and ODGs is shown in Table 5, where the three 

impact scores of CWE-89, CVE-2015-3241, CVE-2013-4576 were obtained from NIST’s NVD-CVSS 

and the impact score of the social engineering attack was from our expert knowledge. The impact 

scores in NIST’s NVD-CVSS are based on a [0, 10] scale, which we converted to a [0,1] interval scale. 

We mapped all attacks from LEGs and ODGs to the BPD in Figure 3 and computed the mission 

impacts of the four attacks as shown in Table 6. Based on Table 6 and the BPD in Figure 3, the 

cumulative mission impacts are computed and listed in Table 7. 
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Table 6: The mission impact scores 

Pool Task Mapping Attack Weight Mission Impact 

Pool 1 Check username and password CWE-89 1 I1 = 1 × P (N1) = 1 × 0.9 = 0.9 

Pool 2 Data available CVE-2015-3241 0.9 I2 = 0.9 × P (N10) = 0.9 × 0.69 = 0.621 

Pool 2 Request policy files Social Engineering 1 I3 = 1 × P (Ns) = 1 × 0.5 = 0.5 

Pool 3 Encrypt data in VM1 CVE-2013-4576 1 I4 = 1 × P (Nsc) = 1 × 0.29 = 0.29 

Table 7: The cumulative mission impact 

Pool Mission Cumulative Mission Impact 

Pool 1 Review policy file M =Max(I3) = Max(0.5) = 0.5 

Pool 1 Review medical records M = Max(I1, I2) = Max(0.9, 0.621) = 0.9 

Pool 3 Encrypt data in VM1 M = Max(I4) = Max(0.29) = 0.29 

4.4 Using mission impacts to reduce attack risks 

In a complex infrastructure, different missions use connections and combinations of multiple services. 

Each service is supported by software and hardware assets that are usually the target of attackers. 

In such cases, a tool can determine the impacts of cyber-attacks on the missions. By correlating the 

attacks on lower level assets to the higher level business process diagram and using mission impact 

scores of those attacks provided by NIST’s NVD-CVSS, our model shows attacks and computes their 

impacts on complex missions. The information provided by such an analysis can be used by forensic 

investigators and infrastructure system planners. 

As an example, we show how the mission impacts can be used by the system planners to enhance 

our experimental network. First, the cumulative impact scores in Table 7 show that the attacks on 

the mission of review medical records have a higher impact because the customers’ medical records 

could be stolen by using a SQL injection attack. This suggests the user input sanitization should be 

implemented to defeat SQL injections. Second, the attacks and their impact scores shown in Table 6 

show the two attacks (a DoS attack and a side-channel attack) were caused by cloud services that 

have vulnerabilities; hence the corresponding services should be moved to a more stable cloud that 

has countermeasures to attacks that can be launched through the shared hypervisor or host. Third, 

Table 6 shows, though the mission impact on the insurance policy stored in the file sever might not 

be as bad as the SQL injection attack on the database server, it has a score “0.5” that can not be 

neglected. An easy solution would be limiting the file write/modify right to only administrators with 

local access. 
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5 Conclusion 

We proposed a three-layered graphical model to quantify mission impacts of cyber-attacks in this 

work. We did so by reconstructing attacks based on available evidence from attack logs and system 

call sequences when logs missed requisite evidence to reconstruct attack steps. We used impact scores 

published in the NIST’s NVD-CVSS and expert opinions when such numbers are unavailable as a base 

line to estimate attack impacts. We then mapped the attacks to higher-level business processes and 

considered their importance weight for business processes to compute the impacts of cyber-attacks 

on missions. Our case study showed that this model can be used to mitigate the impacts of cyber-

attacks in a network. In the future, we will conduct more experiments using attacks on the cloud 

infrastructure to determine how our framework should be used in order to help enterprises to reduce 

the security risks of their infrastructures. 

DISCLAIMER 

This paper is not subject to copyright in the United States. Commercial products are identified 

in order to adequately specify certain procedures. In no case does such an identification imply a 

recommendation or endorsement by the National Institute of Standards and Technology, nor does it 

imply that the identified products are necessarily the best available for the purpose. 
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Abstract — We quantify random uncertainties for scattering-

parameters repeatedly measured with a vector network analyzer, 
focusing on variations due to multiple calibrations, disconnects, 
and repeat measurements. We describe a two-stage nested design, 
which allows us to model the random effects, and present results 
for a series of coaxial measurements performed by making use of 
an open-short-load-thru calibration kit with Type-N connectors. 
  

Index Terms — calibration, disconnect, measurement, repeat, 
scattering-parameters, two-stage nested design, variance. 

I. INTRODUCTION 

Uncertainties of calibrated scattering parameters (S-
parameters) measured with a vector network analyzer (VNA) 
can be classified as either random or systematic. In previous 
publications, we have quantified systematic uncertainties 
resulting from uncertainties in the physical models of our 
calibration standards [1-2]. In this study, we focus on random 
uncertainties, specifically on variations due to calibration, 
disconnect, and repeat measurements.  
 
To quantify these variance components, we set up a two-stage 
nested, or hierarchical, design [3], depicted in Figure 1. Nesting 
refers to the imposed structure of the design: within each 
calibration we have disconnects specific to that calibration, and 
similarly within each disconnect we have repeat measurements 
specific to that disconnect. Repeat measurements are taken 
without breaking any connections, while a disconnect refers to 
disconnecting and reconnecting the cables before taking a new 
set of measurements. 
 
In the following sections, we describe the two-stage nested 
design in detail, and present results for a series of coaxial 
measurements performed by making use of an open-short-load-
thru (OSLT) calibration kit with Type-N connectors.  

II. TWO-STAGE NESTED DESIGN 

We assume the following random effects model: ࢅ = ࣆ +  + ()ࡰ +  . (1)	()ࢿ

Here ࢅ is the multivariate response vector (i.e. calibrated 
magnitudes and phases of S21 measurements) under calibration 
i (i= 1, …, I), disconnect j (j= 1, …, J), and repeat k (k= 1, …, 
K). These vectors have dimension F×1, where F is the number 
of measured frequency points. The mean response ࣆ is a 

constant, and is the expected value of ࢅ over all the 
calibrations, disconnects, and repeats. We assume the 
calibration effects  are random variables with mean ሬሬറ and 
covariance matrix  , the disconnect effects ࡰ() are random 

variables with mean ሬሬറ and covariance , and the 

measurement errors ࢿ() are random variables with mean ሬሬറ 
and covariance . All these effects are assumed to be 
independent. The notations (i)j and (ij)k denote nesting. The 
diagonal elements of the covariance matrices  , , and  are 
the variance component vectors ࣌ଶ ଶ࣌ , , and ࣌ଶ. 
 
We are interested in the variance of the overall mean, ࢅഥ∙∙∙, and 
the variance components vectors ࣌ଶ ଶ࣌ , , and ࣌ଶ. These can be 
estimated using a Multivariate Analysis of Variance 
(MANOVA) method [4]. Using this approach, we partition the 
sums of squares and cross products (SSCP) into three parts, 
SSCP்௧=SSCP+ SSCP+SSCP, where SSCP , 
SSCP, and  SSCP are the sums of squares and cross products 
due to calibration, disconnect, and error. We use these to 
calculate the estimated mean square errors (MSE) due to the 
different factors, and from the MSE we estimate the variance 
of the overall mean and the variance components ࣌ෝଶ ෝଶ࣌ , , and ࣌ෝଶ. 
  

 
  
Figure 1. The two-stage nested design consisting of I calibrations, 
each including J disconnects and K repeated measurements taken at 
each disconnect. In this figure, J=K=5 for the ith calibration. 
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To calculate the SSCP matrices, we first estimate the group 
means. For each disconnect ݆ = 1,2, … , ݅ and calibration ܬ =1,2, … , ∙ഥࢅ we take the means of all repeat measurements ,ܫ = ࢅܭ1

ୀଵ 	. (2) 

 
Next, for each calibration ݅ = 1,2, … ,  we calculate the means ,ܫ
of all J disconnects ࢅഥ∙∙ = ܬ1 ࢅഥ∙

ୀଵ 	.  
(3) 

 
Finally, the overall mean is calculated as 
∙∙∙ഥࢅ   = ܫ1 ࢅഥ∙∙ூ

ୀଵ 	. 
 

(4) 

Using these means, we calculate the sums of squares and cross 
products due to calibration (SSCP), disconnect (SSCP), and 
error (SSCP). 
 
For the error, we have: 

SSCP = ൫ࢅ
ୀଵ


ୀଵ

ூ
ୀଵ − ࢅഥ∙൯൫ࢅ −  ഥ∙൯்ࢅ

(5) 

																					= ࢅࢅ்
ୀଵ


ୀଵ

ூ
ୀଵ − ഥ∙்ࢅ∙ഥࢅܭ

ୀଵ
ூ

ୀଵ , 
 
(6) 

which looks at deviations of individual measurements from 
their calibration/disconnect level group mean. This matrix has 
dimension F×F. Similarly, for disconnect and calibration we 
have:  

SSCP = ∙ഥࢅ൫ܭ − ∙ഥࢅഥ∙∙൯൫ࢅ − ഥ∙∙൯்ࢅ
ୀଵ

ூ
ୀଵ  (7) 

																					= ഥ∙்ࢅ∙ഥࢅܭ
ୀଵ

ூ
ୀଵ − ഥ∙∙்ூࢅ∙∙ഥࢅܭܬ

ୀଵ  
 
(8) 

and 

SSCP = ∙∙ഥࢅ)ܭܬ − ∙∙ഥࢅ)(∙∙∙ഥࢅ − ഥ∙∙∙)்ூࢅ
ୀଵ  (9) 

																					= ഥ∙∙்ூࢅ∙∙ഥࢅܭܬ
ୀଵ − ܭܬܫ ∙ ்	∙∙∙ഥࢅ∙∙∙ഥࢅ .  

(10) 

 
For computational ease and notational clarity, we just consider 
the f th diagonal elements of these matrices, as follows: 

SS(݂) = ܻଶ (݂)
ୀଵ


ୀଵ

ூ
ୀଵ − ܭ തܻ∙ଶ (݂)

ୀଵ
ூ

ୀଵ , (11) 

SS(݂) = ܭ തܻ∙ଶ (݂)
ୀଵ

ூ
ୀଵ − ܭܬ തܻ∙∙ଶ(݂)ூ

ୀଵ , (12) 

and SS(݂) = ܭܬ തܻ∙∙ଶ(݂)ூ
ୀଵ − ܭܬܫ തܻ∙∙∙ଶ(݂).  

(13) 

The associated f th diagonal elements of the mean square error 
matrices are: MS(݂) = SS(݂)ܭ)ܬܫ − 1), (14) MS(݂) = SS(݂)ܬ)ܫ − 1), (15) 

and MS(݂) = SS(݂)ܫ − 1 . (16) 

 
The expected values of these mean squares are given in Table 
1. By equating these expected mean squares with their 
counterparts estimated from the data and solving for the 
variance components ࣌ଶ, ࣌ଶ  and ࣌ଶ , we obtain their estimates ࣌ෝଶ, ࣌ෝଶ , and ࣌ෝଶ .  
 
Notice the expected mean square error for calibration includes 
variability due to error, disconnect, and calibration, and since 
the variance components are nonnegative, E(MS(݂)) ≥	E(MS(݂)) ≥ E(MS(݂)). However, since we are using mean 
squares estimated from the data to obtain our variance 
components estimates, there is a chance that MS(݂) <	MS(݂) or MS(݂) < 	MS(݂), resulting in a negative 
variance component estimate. When this happens, we set the 
estimate equal to zero [5].  
 
We can also use the mean squares to calculate the variance of 
the overall mean. Typically, the diagonal entries of the 
covariance matrix for ࢅഥ∙∙∙ are calculated as: Var൫ തܻ∙∙∙(݂)൯ = MS(݂)ܭܬܫ . (17) 

However, due to the possibility of obtaining negative estimates 
for the variance components, this may underestimate the 
variance. This would occur when one or more of the variance 
components is close to zero. If there is no variability due to 
disconnect or calibration, 
E(MS(f	)) = E(MS(f	)) = E(MS(f	)) =	ߪଶ. In this case, all 
three estimated mean squares are estimates of the same 
quantity of interest, and it makes sense to use a weighted 
average of these terms, with the degrees of freedom as the 
weights to obtain the variance of the overall average: 
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Var൫ തܻ∙∙∙(݂)൯= ܭܬܫ1 ܫ) − 1)MS(݂) + ܬ)ܫ − 1)MS(݂) + ܭ)ܬܫ − 1)MS(݂)(ܫ − 1) + ܬ)ܫ − 1) + ܭ)ܬܫ − 1)= SS(݂) + SS(݂) + SS(݂)ܭܬܫ)ܭܬܫ − 1) = SS்௧(݂)ܭܬܫ)ܭܬܫ − 1)= ∑ ∑ ∑ ൫ ܻ(݂) − തܻ∙∙∙(݂)൯ଶୀଵୀଵூୀଵ ܭܬܫ)ܭܬܫ − 1) . 

 
 
 
(18) 

 
The last term is recognizable as the formula for the standard 
error of the mean. In theory, it is best to test if the individual 
variance components are zero, but in practice it is easiest to 
simply calculate the variance estimates from both Equation 
(17) and (18) and use whichever is largest, which is what we 
report. The possibility of obtaining negative estimates of 
variance components is a major drawback of this approach. 
This issue could be avoiding by using a different estimation 
procedure that would not allow for negative estimates, such as 
restricted maximum likelihood [3, 5]. 
 
The formulas presented here apply for a balanced experimental 
design, which means the number of observations within each 
treatment are the same. Here, the term ‘treatment’ refers to 
calibration and disconnect. For an unbalanced design, these 
formulas would have to be modified [3]. There are advantages 
to using a balanced design [4], especially when testing for 
differences between treatments, and for ease of computation, 
hence our use of a balanced experimental design. 

 
III. MEASUREMENTS 

  

We examined variance components by performing four 
calibrations (I=4) using a single Open-Short-Load-Thru 
(OSLT) calibration kit with Type-N coaxial connectors. 
Physical models of the calibration standards were developed 
and validated with a multiline Thru-Reflect-Line (TRL) 
calibration within the NIST Microwave Uncertainty 
Framework [2]. Within each calibration, we connected and 
disconnected a 20-dB attenuator five times (J=5), and made 
repeated measurements five times (K=5) during each 
connection, as illustrated in Figure 1. Thus, the attenuator was 

measured 100 (4×5×5) times. All measurements were 
performed on a frequency grid from 0.2-18 GHz in steps of 0.2 
GHz (360 points). 
 
Figures 2 and 3 plot the overall means (ࢅഥ∙∙∙) of the attenuator’s 
measured magnitude and detrended phases of the transmission 
coefficient (|S21| and Arg{S21}). These two figures also display 
the means of the five disconnects and five repeat measurements 
for each of the four calibrations (ࢅഥଵ∙∙, ,∙∙ഥଶࢅ ,	∙∙ഥଷࢅ and	ࢅഥସ∙∙). 
Variations among the calibrations are clearly visible. 
 
Figures 4 and 5 plot the square root of variance component 
estimates, which correspond to the variation due to error (࣌ෝ), 
the variation due to disconnect (࣌ෝ), and the variation due to 
calibration (࣌ෝ). For both |S21| and Arg{S21}, the variation due 
to error, ࣌ෝ, is negligible compared to the variation due to 
disconnect and calibration,  ࣌ෝ and ࣌ෝ.  For |S21|, the maximum 
value of ࣌ෝ  is 0.11 dB and the maximum value of ࣌ෝ   is 0.13 
dB. For Arg{S21} the maximum value of ࣌ෝ  is 0.48 degrees 
and the maximum value of ࣌ෝ  is 0.52 degrees. Surprisingly, 
these estimates do not gradually increase with frequency, but 
rather rise and fall unexpectedly within the measured 
frequency range. Furthermore, neither the values of ߪො(݂) nor ߪො(݂) consistently dominate the total variability throughout the 
measured frequency range. 
 
Figures 6 and 7 plot the uncertainties due to random and 
systematic effects for the attenuator’s |S21| and Arg{S21} values. 
The random portion was calculated as the square root of the 

maximum of eq. (17) or (18), so ටVar൫ തܻ∙∙∙(݂)൯ . The systematic 

portion was determined by the Microwave Uncertainty 
Framework. The figures illustrate that the magnitude of the 
uncertainty due to random effects is on the same order as the 
uncertainty due to systematic effects at frequencies below 
about 8 GHz, while at higher frequencies the uncertainty due 
to systematic effects is larger. For |S21|, the maximum value of 
the uncertainty due to systematic effects is 0.21 dB, and for 
Arg{S21}, the maximum value is 1.79 degrees. 

TABLE I 
Analysis of Variance Table. All formulas are written in terms of a single frequency, f, so SSC, SSD, and SSe are the ݂௧ diagonal 
elements of the sums of squares and cross-products (SSCP) matrices SSCPC, SSCPD, and SSCPe. 

 
Source of Variation 

Mean Squares (MS) – 
Estimated from the Data 

 
Expected Mean Squares 

Variance 
Component Estimates 

Calibration MS = SSܫ − 1 E(MS) = ଶߪ + +ଶߪܭ  ଶߪܭܬ
ොଶߪ = MS − MSܭܬ  

Disconnect MS = SSܬ)ܫ − 1) E(MS) = ଶߪ + ොଶߪ ଶߪܭ = MS − MSܭ  

Error MS = SSܭ)ܬܫ − 1) E(MS) = ߪଶ ߪොଶ = MS  
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Fig. 2. Overall mean of the attenuator’s |S21| values, and means of the 
J disconnects and K repeats for each ith calibration.  
 

 
 

Fig. 4. Square root of variance component estimates for the 
attenuator’s |S21| values including error (ߪො), disconnect (ߪො), and 
calibration (ߪො). 
 

 
 
Fig. 6. Uncertainties due to random and systematic effects for the 
attenuator’s |S21| values, calculated from repeat measurements 
(random) and the Microwave Uncertainty Framework (systematic). 

 
 

Fig. 3. Overall mean of the attenuator’s Arg{S21} values, and means 
of the J disconnects and K repeats for each ith calibration. 
 

 
 
Fig. 5. Square root of variance component estimates for the 
attenuator’s Arg{S21} values, including error (ߪො), disconnect (ߪො), 
and calibration (ߪො). 
 

 
 
Fig. 7. Uncertainties due to random and systematic effects for the 
attenuator’s Arg{S21} values, calculated from repeat measurements 
(random) and the Microwave Uncertainty Framework (systematic). 
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Fig. 8. Residuals versus predicted values for the attenuator’s |S21| 
values. There is no obvious pattern in the residuals and there do not 
appear to be any outliers.  
 

 
Fig. 9. Boxplots of residuals for the attenuator’s |S21| values, separated 
by calibration and colored by disconnect. The spread of the points, 
summarized by the boxplots, seems comparable among the different 
disconnects and calibrations.  
 
We should note that it is important to check for any possible 
violations of the assumption that our data follows the random-
effects model described in eq. 1. To do this, we calculate the 
residuals, ݆݇݅ࢋ = ݆݇݅ࢅ −  ෝ݆݅݇ is the predicted valueࢅ ෝ݆݅݇, whereࢅ

of ݆݇݅ࢅ. Formally ࢅෝ݆݅݇ = ෝࣆ + ݅ + ෝࣆ ෝ(݅)݆, whereࡰ = ݅ ,∙∙∙ഥࢅ ∙∙ഥ݅ࢅ= − ݆(݅)ෝࡰ ഥ∙∙∙, andࢅ = ∙ഥ݆݅ࢅ −  ഥ݅∙∙ for the two-stage nestedࢅ

design. Thus ࢅෝ݆݅݇ = ݆݇݅ࢋ ഥ݆݅∙, givingࢅ = ݆݇݅ࢅ −  ഥ݆݅∙. Plottingࢅ
these residuals versus the predicted values, as shown in Figure 
8 for the attenuator’s |S21| measurements, allows us to look for 
any patterns that might suggest nonlinearity or points that 
might be outliers. These assumptions do not appear to be 
violated, as this plot resembles a random cloud of points with 
no obvious pattern in the residuals. Additionally, for the 
random effects model in eq. 1, we assume that the within-

calibration variability is the same across the four calibrations. 
This can be checked with a plot of the residuals versus 
calibration, shown in Figure 9. We use boxplots of the residuals 
to summarize the many residuals, and separate by disconnect. 
A boxplot displays the distribution of a set of points. The 
bottom and top of the box denote the 25th and 75th percentiles 
of the data, so 50% of the data falls between these lines. The 
line in the box denotes the median (the 50th percentile). The 
thin vertical line and the points show the spread of the rest of 
the data. The points denote data that lies 1.5*IQR away from 
the ends of the box, where IQR (the interquartile range) is 
calculated as the distance between the 25th and 75th percentiles. 
The boxplots in Figure 9 indicate that the spread seems 
comparable among the different disconnects and calibrations 
for the attenuator’s |S21| measurements. Residual analysis for 
the attenuator’s Arg{S21} measurements showed similar 
results.  

IV. CONCLUSIONS 

We described a two-stage nested design that allows us to 
quantify random uncertainties for repeated S-parameters 
measurements, and focused on variations due to multiple 
calibrations, disconnects, and repeat measurements. 
Furthermore, we presented results for a series of coaxial 
measurements performed by making use of OSLT calibrations 
with Type-N connectors, and discovered our variance 
estimates did not gradually increase with frequency, but rather 
rose and fell unexpectedly within the measured frequency 
range. Neither the estimated calibration or disconnect 
variances consistently dominated the overall variance 
throughout the measured frequency range. And in the case 
presented, the systematic uncertainty values were significantly 
greater than the random uncertainties values at higher 
frequencies. 
 
The method we presented may be used for examining a host of 
other calibration techniques with varying connector sizes and 
environments, such as waveguide and on-wafer. We conjecture 
other such combinations could provide dramatically different 
results. 
 
From our experience with this experiment, because the 
variation due to error is negligible compared to the variation 
due to disconnect and calibration, we conclude that random 
uncertainties can best be captured by making multiple 
disconnects of any devices-under-test of interest as well as 
performing multiple calibrations. Simply making repeat 
measurements on a device without disconnecting and 
reconnecting it offers little insight regarding the overall 
random uncertainty. 

-0.0050

-0.0025

0.0000

0.0025

-20.4 -20.2 -20.0 -19.8 -19.6
Predicted Values

R
es

id
ua

ls

Calibration
1

2

3

4

Disconnect
1

2

3

4

5

-0.0050

-0.0025

0.0000

0.0025

1 2 3 4
Calibration

R
es

id
ua

ls

Disconnect
1

2

3

4

5

Koepke, Amanda; Jargon, Jeffrey. 
”Quantifying Variance Components for Repeated Scattering-Parameter Measurements.” 

Paper presented at 90th ARFTG Microwave Measurement Symposium, Boulder, CO, United States. November 30, 2017 - December 1, 2017. 

SP-170



 

ACKNOWLEDGEMENTS 

*This work was supported by the U.S. government, and is not 
subject to U.S. copyright.  
 
The authors thank Kevin Coakley, Mike Frey, Paul Hale, 
Michael Janezic, Aric Sanders, Jolene Splett, Sarah Streett, and 
Mitch Wallis for their helpful comments. 

REFERENCES 

[1] J. A. Jargon, C. H. Cho, D. F. Williams, and P. D. Hale, 
“Physical Models for 2.4 mm and 3.5 mm Coaxial VNA 
Calibration Kits Developed within the NIST Microwave 
Uncertainty Framework,” 85th ARFTG Microwave 
Measurement Conference, Phoenix, AZ, May 2015.  
[2] J. A. Jargon, D. F. Williams, and P. D. Hale, “Developing 
Models for Type-N Coaxial VNA Calibration Kits within the 
NIST Microwave Uncertainty Framework,” 87th ARFTG 
Microwave Measurement Conference, San Francisco, CA, 
May 2016. 
[3] F. A. Graybill, Theory and Application of the Linear Model. 
North Scituate, MA: Duxbury Press, 1976. 
[4] D. C. Montgomery, Design and Analysis of Experiments, 
8th ed. New York: Wiley, 2013. 
[5] S. R. Searle, Linear Models. New York: Wiley, 1971. 
 
 

Koepke, Amanda; Jargon, Jeffrey. 
”Quantifying Variance Components for Repeated Scattering-Parameter Measurements.” 

Paper presented at 90th ARFTG Microwave Measurement Symposium, Boulder, CO, United States. November 30, 2017 - December 1, 2017. 

SP-171



AC-DC Difference of a Thermal Transfer Standard Measured with a 
Pulse-Driven Josephson Voltage Standard 

G. Granger*, N. E. Flowers-Jacobs†, and A. Rüfenacht† 

* National Research Council Canada, Ottawa, Ontario, K1A 0R6, Canada
ghislain.granger@nrc-cnrc.gc.ca 

† National Institute of Standards and Technology, Boulder, CO 80305, USA 

Abstract  —  An upgraded pulse-driven AC Josephson voltage 
standard system at the National Research Council Canada allows 
the generation of quantum-accurate root-mean-square voltages 
up to 1 V at frequencies down to 10 Hz. The system is used to 
determine the AC-DC difference of a commercial thermal 
transfer standard, and an uncertainty budget is presented. Such 
quantum voltage systems could replace aging multi-junction 
thermal converters. 

Index Terms —Josephson arbitrary waveform synthesizers, 
Josephson voltage standards, pulse-driven thermal transfer 
standards, thermal converters. 

I. INTRODUCTION

Traditionally, AC voltage has been traceable to DC voltage 
by means of the AC-DC transfer difference of sets of thermal 
voltage converters (TVCs). Joule heating at the resistive 
element inside a TVC gives rise to a local temperature 
increase, which generates an electromotive force across an 
output thermocouple. The AC-DC difference is defined as the 
relative difference between the AC voltage and the polarity-
averaged DC voltages that produce the same output [1]. 

Acquired and setup in 2008, the pulse-driven AC Josephson 
voltage standard (also known as the Josephson Arbitrary 
Waveform Synthesizer [JAWS]) at the National Research 
Council Canada (NRC) generated voltages up to 250 mV at 
frequencies ranging from 2.5 kHz to 1 MHz. It was used in 
international comparisons of a commercial thermal transfer 
standard (TTS) [2,3]. Recent advances in JAWS technology 
resulted in higher voltages and lower frequencies [4-6]. 

In this paper, we report on measurements performed at NRC 
with an upgraded JAWS system, with new components 
acquired from the National Institute of Standards and 
Technology (NIST)1 and High Speed Circuit Consultants 
(HSCC)2 to generate waveforms with root-mean-square (rms) 
voltages as high as 1 V and frequencies as low as 10 Hz. We 
compare the AC-DC voltage difference of a commercial TTS 
at 0.6 V obtained from the JAWS to results obtained by 
conventional methods. A basic lead correction scheme is 
applied to the data taken at higher frequencies, and a quantum 
locking range study and an uncertainty budget are presented. 

1 Contribution of the U.S. Government, not subject to copyright. 
2 Certain commercial equipment, instruments, or materials are identified to facilitate 
understanding. Such identification does not imply recommendation or endorsement by 
NIST, nor does it imply that the materials or equipment are necessarily the best available 
for the purpose.

II. UPGRADED JAWS SYSTEM AT NRC

The upgraded JAWS system at NRC is based on a NIST 
chip with 4 subarrays of 12,810 Josephson junctions (JJs) 
each. Biases are provided by the HSCC ABG-2 bitstream 
generator and AWG-1 low-frequency compensation source. 
The JAWS chip is mounted in a cryoprobe dipped in liquid 
helium. The 28.8-gigabit-per-second bitstream generator 
combines a digital pulse pattern (i.e., the 3-level, sigma-delta, 
digital-to-analog conversion of the desired waveform) with a 
14.4 GHz continuous-wave microwave signal. The resulting 
train of current pulses is injected into the arrays through on-
chip Wilkinson dividers [6]. The ABG-2 is connected to the 
NRC 10 MHz reference frequency signal to ensure frequency 
traceability. DC blocks inside the cryoprobe effectively serve 
as a high-pass filter for the input pulse train. The low-
frequency current components are restored using the battery-
operated AWG-1. 

Current margins are determined using a digitizer and a 
current bias sweep from additional AWG-1 channels. If the 
current pulses are within the margins of the n = 1 quantized 
steps of the JJs, the time integral of each resulting voltage 
pulse is precisely quantized to a flux quantum, and the 
fundamental component of the output voltage pulse train 
becomes calculable. Due to the limited bandwidth of the 
cryoprobe, the high-frequency components of the output 
voltage pulse train are filtered, such that the desired quantum-
accurate waveform remains. 

III. AC-DC DIFFERENCE OF THE TTS

We first determine the AC-DC difference of the TTS at 
0.6 V in its 700 mV range (input resistance ~10 MΩ) using 
conventional references: a multi-junction thermal converter 
(MJTC) (0.01 kHz-50 kHz) and another TTS (100 kHz-
500 kHz). 

To compare the TTS to the JAWS system, the JAWS output 
is connected to the TTS input with a short adapter directly at 
the top of the cryoprobe to minimize losses in AC voltage that 
result from the 1.4 m long leads between the chip and the 
TTS. AC-DC measurements are made by generating a 
sequence of DC+, DC-, and AC voltages of calculable 
amplitudes with the JAWS. The results are shown in Fig. 1: 
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there is excellent agreement: the difference between the results 
from two methods is zero within uncertainties. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Difference between the AC-DC difference of the TTS at 
0.6 V in its 700 mV range measured using the JAWS and 
conventional references (triangles). Expanded uncertainties at k = 2 
are shown for the JAWS (solid line) and the conventional references 
(dashed line). 

IV. UNCERTAINTY ANALYSIS 

A typical standard deviation of the mean of 10 sequences of 
AC-DC measurements is used for the type A uncertainty. To 
appreciate whether the AC-DC difference depends on the bias 
parameters giving optimal margins, we repeat the AC-DC 
measurements at 1 kHz with different dithers in the bias 
parameters. In the case shown in Fig. 2, the applied dither 
ranges from −5% to 5% of the bias parameter settings. A 
linear fit and its statistics reveal an uncertainty on the intercept 
at 0 % dither of 0.027 µV/V. 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Measured quantum locking range and linear fit showing the 
AC-DC difference obtained using the JAWS at 0.6 V and 1 kHz as a 
function of percentage of dither of all bias parameters, including the 
amplitude and phase of the microwave channels, the mixer 
amplitude, and the low-frequency bias currents. 
 

To facilitate the margins optimization for the DC patterns, a 
1 kHz tone with an amplitude 80 dB below the DC signal is 
added. The output voltage is directly proportional to the TTS 
rms input voltage; therefore, assuming a uniform distribution, 
the uncertainty component due to this added tone is 
0.0029 µV/V. We also take into account the uncertainty from 
the frequency signal, estimated at 0.042 nV/V. Small AC and 
DC pattern offsets originating mostly from the finite number 
of Josephson junctions are taken into account based on the 

resolution of the offset correction applied to get the AC-DC 
difference. This uncertainty is 0.029 nV/V. For a given cable 
at frequencies >10 kHz, lead corrections are empirically 
quadratic in frequency and set by assuming perfect agreement 
at 500 kHz. The uncertainty for the lead corrections is 
obtained by scaling the uncertainty from the comparison to the 
other TTS at 500 kHz. The uncertainty budget for the data 
taken at 0.6 V is shown in Table 1. It combines to an 
expanded uncertainty (k = 2) of 0.27 µV/V up to 10 kHz. 
 
Table 1. Uncertainty budget for the AC-DC difference of the TTS at 
0.6 V in the 700 mV range measured against the JAWS. f is the 
frequency in hertz. 

Standard uncertainty component (µV/V) 

Type 
A 

Dither 
1 kHz 
tone 

Freq. 
offset 

Pattern 
offsets 

Lead 
Correction 
(f > 104 Hz) 

0.13 0.027 0.0029 4.2×10-5 2.9×10-5 2.9×10-11f 2 

V. CONCLUSION 

We measured the AC-DC difference of a commercial 
thermal transfer standard using the JAWS at 0.6 V and found 
excellent agreement with the results obtained using 
conventional references. An uncertainty budget for the method 
involving the JAWS achieved a combined expanded 
uncertainty (k = 2) of 0.27 µV/V at 10 kHz and below. Lead 
correction uncertainties have been estimated for frequencies of 
20 kHz−500 kHz. We expect the JAWS to replace aging 
thermal converters as the primary source of AC-DC difference 
traceability in the near future. 
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ABSTRACT 

Metrological traceability requires an unbroken chain of calibrations that relate to a reference, with each calibration having a 
documented measurement uncertainty. In the field of time and frequency metrology, the desired reference is usually 
Coordinated Universal Time (UTC), or one or more of its official realizations, termed UTC(k), and traceability to UTC is a 
legal requirement for many entities. Traceability to UTC can be established in three areas – frequency, time interval, and time-
of-day synchronization, but this paper focuses solely on the traceability of time signals used for synchronization.  We first 
examine the definition of traceability, then discuss how traceability can be established via the reception of time signals 
transmitted by satellites and network time servers, followed by a discussion of how these signals can meet the synchronization 
and traceability requirements of the financial and electric power industries.  Not all of the available UTC time signals are 
considered in this paper, as we primarily focus on direct broadcast and common-view Global Positioning System (GPS) signals, 
with uncertainties measured in nanoseconds, and Network Time Protocol (NTP) signals, with uncertainties measured in 
microseconds and milliseconds. 

I. INTRODUCTION 

The International Vocabulary of Metrology (VIM) defines metrological traceability in section 2.41 (6.10) as “the property of a 
measurement result whereby the result can be related to a reference through a documented unbroken chain of calibrations, each 
contributing to the measurement uncertainty” [1].  The VIM is endorsed by the International Bureau of Weights and Measures 
(BIPM), the International Electrotechnical Commission (IEC), the International Federation of Clinical Chemistry and 
Laboratory Medicine (IFCC), the International Organization for Standardization (ISO), the International Union of Pure and 
Applied Chemistry (IUPAC), the International Union of Pure and Applied Physics (IUPAP), the International Organization of 
Legal Metrology (OIML), and the International Laboratory Accreditation Cooperation (ILAC).  Of these ILAC has a more 
detailed definition, which includes traceability to an international or national measurement standard, a documented 
measurement uncertainty, a documented measurement procedure, accredited technical competence, and comparisons to the 
international system of units (SI) with calibrations at regular intervals.  The International Telecommunications Union (ITU) 
adopted the following definition in 2013: “the property of the result of a measurement or the value of a standard whereby it can 
be related to stated references, usually national or international standards, through an unbroken chain of comparisons all having 
stated uncertainties” [2].  The ITU definition is essentially the same definition found in previous editions of the VIM.  The 
most noteworthy change in the current VIM definition is probably the use of the words “documented” and “calibrations” as 
opposed to “comparisons” in the earlier definition, but the meaning and intent remain the same. 

Determining whether enough evidence exists to establish traceability is usually the role of an auditor or assessor who visits the 
laboratory or facility where the measurements are performed.  These auditors or assessors are usually working on behalf of an 
accreditation body such as ILAC and/or a standards organization such as ISO.  In some cases, however, the determination of 
whether measurements are traceable is made by a regulatory agency, such as, in the case of financial markets, the U. S. 
Securities & Exchange Commission (SEC).  In cases where losses or damages are incurred, the final determination of whether 
traceability was properly established may be made in a court of law. Those charged with the responsibility of proving or 
disproving traceability often refer to the internationally accepted definition of metrological traceability provided in the VIM 
[1].  This definition consists of four key parts, as described and expanded upon in the following sections. 

Part 1 - Traceability is “the property of a measurement result” - This means that the concept of traceability only applies to 
measurement results and not to other things.  Therefore: 

• Traceability is not a property of a system.  For example, traceability is not a property of the Global
Positioning System (GPS) but a traceable measurement that involves GPS can be made.
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• Traceability is not a property of an instrument.  For example, traceability is not a property of a time interval
counter or even a cesium clock but a traceable measurement that involves these instruments can be made.

• Traceability is not a property of an organization or laboratory.  For example, simply being the United States
Naval Observatory (USNO) or the National Institute of Standards and Technology (NIST) does not
guarantee that all measurements made at USNO or NIST are traceable, nor does it guarantee that all
measurements referenced to USNO or NIST signals are traceable.

Part 2 – A traceable measurement “can be related to a reference” – For nearly all areas of metrology, including time and 
frequency, the ultimate measurement reference is the International System (SI) of units.  The SI units are definitions of ideal 
values and as such have zero uncertainty.  However, they are not physical standards, and establishing traceability requires a 
real measurement that involves a comparison against a physical standard.   

Only two SI units apply to time and frequency, the second (s) and the hertz (Hz).  The second is the standard unit for time 
interval, and one of the seven base units of the SI.  Since 1967, it has been defined as “The duration of 9,192,631,770 periods 
of the radiation corresponding to the transition between two hyperfine levels of the ground state of the cesium-133 atom. [3].”  
The hertz is the standard unit for frequency.  It represents events per second (the events are usually pulses or cycles in an 
electrical signal), and is defined as s-1 in SI parlance.  The hertz is one of 21 named SI units that are derived from the base units. 

The world’s best approximation of the SI units for time and frequency, and thus the ultimate reference for establishing 
traceability, is Coordinated Universal Time (UTC), an atomic time scale based on the SI definition of the second.  UTC is 
computed by the BIPM in France by performing a weighted average of data collected from local time scales located at more 
than 70 timing laboratories [4]. UTC itself exists only on paper, and is defined through its difference with the local time scales, 
known as UTC(k), of participating laboratories.  It is published monthly in the BIPM Circular T (Figure 1).  The Circular T is 
typically published around the tenth day of a month, and covers the previous month.  Thus, the latency of the published 
measurement results typically ranges from 10 to 45 days. 

Figure 1.   A portion of Section 1 of the BIPM’s monthly Circular T document. 

The UTC(k) are the outputs of physical standards that continuously realize the SI units of time and frequency, and can thus 
serve as the reference for real measurements.  Section 1 of the Circular T shows UTC – UTC(k) for every contributing 
laboratory at 5-day intervals, allowing each participant to establish traceability to the SI. Three additional points should be 
noted about UTC: 
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• The measurements of the UTC(k) time scales never stop and thus traceability can be continuously
established, not just at irregular intervals as is the case in other fields of metrology.  These measurements
constitute BIPM key comparison CCTF-K001.UTC which has been ongoing since 1977.

• UTC is the ultimate reference not only for frequency and time interval, but also for everyday time-of-
day synchronization.

• UTC has been synchronized, since its inception, to stay within 0.9 seconds of the predicted value of
UT1, the rotation angle of the Earth and effectively the successor to the no-longer existent Greenwich
Mean Time. This synchronization involves the aperiodic insertion of leap seconds [5].

Part 3 - Traceability requires “a documented unbroken chain of calibrations” – This part of the definition tells us that claims 
of traceability must always be supported by actual measurements.  It is incorrect, for example, to say that because a signal 
originates from NIST or USNO that it is therefore traceable without calibration.  A calibration is a comparison between a 
reference and a device under test (DUT) that is conducted by collecting and analyzing measurements.  In addition: 

• The chain of calibrations must be documented.  The amount of documentation will depend on the
requirements of the organization or sector that needs to provide proof of traceability.   In the United
States, audit trail standards for the financial community are set using Rule 613 [6]. This documentation
should cover the entire traceability chain; from the SI to the end-user.

• There is no restriction or limit on the number of calibration steps (or links in the traceability chain), but
a simple traceability chain is easier to maintain and/or to demonstrate to auditors or assessors. The
unbroken chain of calibrations must trace back from the measurement in question to a representation of
the SI, which means that it will normally extend from the end user to a UTC(k) reference maintained by
a laboratory such as NIST or the USNO.

Part 4 - Each calibration in a traceability chain is “contributing to the measurement uncertainty” – Traceability cannot exist 
without knowledge of the measurement uncertainty.  Measurement uncertainty is defined in the VIM as “The parameter, 
associated with the result of a measurement, that characterizes the dispersion of values that could reasonably be attributed to 
the measurand.”   The measurand is the “particular quantity subject to measurement,” [1] which in our case can be either time 
referenced to a UTC realization, time interval, or frequency. 

Determining the uncertainty of a measurement result involves knowing the uncertainty of each calibration, or every link in the 
traceability chain, between UTC and the end user.  The uncertainty of some links may be negligible and easy to document, for 
example the Circular T provides the uncertainty between UTC and UTC(k), but determining the uncertainty of the links that 
connect UTC(k) to the end user is often the most difficult part of establishing traceability.  It requires knowledge of the 
uncertainty of the path delay between the time signal source and the user, as well as knowledge of the uncertainty of the 
calibration of the equipment used to receive the time signal, which could be, for example, a GPS receiver or a computer with 
network time protocol (NTP) client software. 

The internationally recognized standards document for measurement uncertainty analysis is called the “Guide to expression 
of uncertainty in measurement,” colloquially known as the GUM [7].  The GUM recommends that: 

• Every parameter that contributes to the measurement uncertainty should be evaluated with either the
Type A or the Type B method.  Type A parameters are evaluated by the statistical analysis of a series of
measurements, for example by use of the standard deviation, Allan deviation, or a similar statistic.  Type
B parameters are evaluated by non-statistical means.  An example might be a single measurement of a
cable delay that is applied as a constant in all subsequent uncertainty analysis.

• It is customary to combine the Type A and Type B parameters by taking the square root of the sum of
the squares, and then multiplying the result by the coverage factor, k.  The coverage factor relates to the
range of the distribution and reflects the probability (which is approximately 68.3% for k = 1 or 95.5%
for k = 2), that a given measurement result will fall within this range.  This method for estimating the
combined uncertainty is utilized on the Circular T (Figure 1) where k = 1 and all uncertainties are stated
in units of nanoseconds.  The Type A uncertainty, uA, the Type B uncertainty, uB, and the combined
uncertainty, u, are listed in separate columns.  The equation for determining u is
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𝑢 = 𝑘√𝑢𝐴
2 + 𝑢𝐵

2 . (1) 

II. OFFICIAL TIME IN THE UNITED STATES

As discussed in Section I, international timekeeping is organized by a system in which individual timing laboratories can realize 
UTC in real time, and those realizations are termed UTC(k).  The BIPM publishes its monthly Circular T which shows the time 
difference between UTC and its local realizations in the form of UTC –  UTC(k).   

Most nations have only one laboratory listed on the Circular T, but the United States has four.  In addition to the USNO and 
NIST, the Naval Research Laboratory (NRL) and the Applied Physics Laboratory (APL) at John Hopkins University also 
contribute to UTC and, in theory, metrological traceability could also be established through either NRL or APL.  However, 
the local UTC(k) time scales maintained by NRL and APL exist primarily for internal research purposes.  Only the USNO and 
NIST distribute time and frequency signals in the United States, and jointly hold the responsibility of being the official U. S. 
timekeeper. 

The America COMPETES Act of 2007 [8] specifies that the official time is UTC, as “interpreted or modified by the Secretary 
of Commerce, in coordination with the Secretary of the Navy.”  Ironically, until this bill was passed in 2007, official U. S. time 
was “mean solar time” as defined in the Calder Act of 1918.  In practice, this means NIST (an agency of the U. S. Department 
of Commerce) is officially responsible for determining the UTC that is used for the financial and electric power sectors, while 
the USNO is the source of UTC for the Department of Defense and GPS, as specified in DoD Instruction 4650.06 [9]. Therefore, 
the legal traceability path for time measurements in the United States must involve either NIST or the USNO although, as noted 
above, establishing traceability to any UTC(k) can be used to establish metrological traceability to all of them, at the expense 
of increased complexity. 

III. ESTABLISHING TRACEABILITY VIA THE DIRECT RECEPTION OF GPS TIME SIGNALS

The Global Positioning System (GPS) has its own time scale, known as GPS time, but the satellites broadcast parameters in 
subframe 4, page 18, of the GPS navigation message that receivers can apply to convert GPS time to a prediction of 
UTC(USNO).  Although GPS time could in principle be used for traceability if the user were to carefully apply a considerable 
number of corrections, it is intended only for positioning and does not include leap seconds. It should not be used by time users, 
and nearly all GPS receivers apply the UTC corrections to their time determination by default.  It is not even possible to disable 
the corrections for many receiver models.  A receiver can obtain the UTC correction parameters from any satellite, but should 
use the satellite whose information was most recently refreshed.  The UTC offset correction, ΔtUTC, is computed as [10] 

∆𝑡UTC =  ∆𝑡LS  + 𝐴0 + 𝐴1 (𝑡E − 𝑡ot + 604800(𝑊𝑁 − 𝑊𝑁t)), (2) 
where 

ΔtLS is the number of leap seconds introduced into UTC since GPS time began on January 6, 1980, 

A0 is the constant UTC offset parameter expressed in seconds, 

A1 is a dimensionless frequency offset value that allows the correction of the time error accumulated since the UTC reference 
time, tot, which is when A0 was last determined, 

tE is GPS time (also known as the time of interest or the time being converted to UTC), 

604800 is a constant that equals the number of seconds in one week. 

tot is the reference time for UTC data, 

WN is the GPS week number, and 

WNt is the UTC reference week number. 
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The first part of Eq. (2), ΔtLS + A0, takes care of most of the UTC correction.  The ΔtLS term is the large, integer second part of 
the correction, equal to the number of leap seconds that have occurred since the start of the GPS time scale. The A0 term is the 
small, nanosecond part of the correction, equal to the difference between the GPS and UTC(USNO) second markers.  It is 
broadcast in units of seconds, but is typically < 1 × 10-8 s, or < 10 ns in magnitude.  The second part of Eq. (2) fine tunes the 
UTC output of a GPS clock by applying a dimensionless frequency offset, provided by A1, as a drift correction for the interval 
between the time specified by tot and WNt and the current time. This is normally a sub-nanosecond correction, because A0 is 
normally updated in the GPS broadcast more than once per day and the drift correction supplied by A1 is typically near 1 ns per 
day.   

The UTC(USNO) prediction is based upon an extrapolation of the observed difference between GPS and UTC(USNO) from 
the start to the end of the previous day. The accuracy of that prediction, for the signal in space, is less than 1 ns in practice.  To 
illustrate this, Figure 2 shows the differences between GPS time and UTC(USNO) modulo 1 s (to remove the leap second 
differential), as well as the difference between GPS predicted UTC and UTC(USNO) for the period from 2013 to the summer 
of 2017. More recent data can be obtained from the http://tycho.usno.navy.mil and ftp://tycho.usno.navy.mil/pub/gps.  The 
procedures that GPS uses to deliver time are documented in the Interface Control Documents ICD202 and ICD200 [10, 11], 
where the official accuracy is currently (and very conservatively) listed as 90 ns.  The actual data show that if we can accept a 
latency of up to two days, the time obtained from the GPS signal in space as transmitted by the satellite can be considered 
directly traceable to UTC(USNO), with an uncertainty of a few nanoseconds or less.  Alternately, the real-time signal-in-space 
broadcast of UTC(USNO) can be considered to have negligible latency but with an additional uncertainty component of order 
1 ns. 

Figure 2.   Time differences between GPS timing signals and UTC(USNO), from 2013 to 2017 as received at the USNO, 
courtesy Stephen Mitchell (USNO) 

Section IV of the BIPM’s Circular T document also publishes values for UTC – UTC(USNO via GPS) as well as UTC – 
UTC(SU via GLONASS), but with larger uncertainties.  The Circular T does not currently include anything similar for the 
European Galileo satellites because Galileo’s time is based on an average of UTC realizations.  However, as described in the 
next section, a legal traceability chain that complies with the VIM definition could also be established by use of Global 
Navigation Satellite System (GNSS) signals as with GPS. 

The uncertainty of the GPS signal in space with respect to UTC is ~1 ns, as shown in Figure 2, but will be considerably larger 
when received on Earth.  This is due to many factors, including the quality and calibration of the user’s receiving equipment, 
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errors in the calibration of the user’s antenna and antenna cable, antenna coordinate errors, environmental effects, ionospheric 
and tropospheric delays, multipath signal reflections, and other factors.  For these reasons, the synchronization uncertainty of 
a GPS disciplined clocks (k = 2) will be ~10 ns in the best case and ~1 µs in the worst case.  It is the responsibility of the user 
to provide enough documentation to support and if necessary, to defend, the uncertainty that they claim. Detailed methods for 
evaluating the uncertainty of GPS disciplined oscillators and clocks are provided in [12]. 

IV. ESTABLISHING TRACEABILITY VIA COMMON-VIEW GPS TIME SIGNALS

NIST and other national timing laboratories now distribute their UTC time scales to their customers by publishing the difference 
between UTC(k) and the prediction of UTC(USNO via GPS) for every satellite. These data can be used to compute the 
difference between a user’s local clock and UTC(k) by observing the same satellite at the same time and subtracting the two 
measurements. However, the user is responsible for the calibration of their common-view equipment and needs also to consider 
the latency of the published data, which could be hours or days.  A similar use could be made of any GNSS signal, provided 
that the reference laboratory makes the common-view information available. 

When a common-view comparison is conducted with a UTC(k) laboratory (Figure 3), a reference system produces continuous 
measurements of UTC(k) – GPS. A system at the customer’s site simultaneously produces continuous measurements of Local 

Clock – GPS. The measurements from the reference system and the customer’s system are subtracted from each other, the time 
broadcast by GPS falls out of the equation, and the result is an estimate of UTC(k) – Local Clock.  The GPS signals in this case 
are simply vehicles used to transfer or relay time from UTC(k) to the customer’s site.  The common-view equation for this 
example is 

(UTC(k) – GPS) – (Local Clock – GPS) = (UTC(k) – Local Clock) + (eSA – eSB), (3) 

where the components that make up the (eSA – eSB) error term include delay differences between the two sites caused by 
ionospheric and tropospheric delays, multipath signal reflections, environmental conditions, or errors in the GPS antenna 
coordinates.  These factors are either measured or estimated and applied as a correction to the measurement of the local clock, 
with the uncorrected portions contributing to the uncertainty.  

Figure 3. A common-view GPS comparison with a UTC(k) laboratory. 

NIST and other national timing laboratories also offer formal common-view and all-in-view (described below) based services, 
in which each customer receives a common-view system whose receiver, antenna, and cable delays have all been calibrated 
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prior to shipment.  In the case of the NIST services, both NIST and the customer simultaneously upload their measurements to 
a data server every 10 minutes, the data processing is automated, and the results are published in near real-time.  NIST also 
offers a disciplined clock (NISTDC) service (Figure 4) where the common-view measurement results are used to lock the 
customer’s clock to UTC(NIST), just as a GPS disciplined clock is locked to UTC(USNO via GPS).  The uncertainty of the 
NIST common-view services with respect to UTC(NIST) is reported monthly to each customer and is typically near 10 ns (k = 
2) [13].

Figure 4. NIST disciplined clock system utilizing the common-view GPS method. 

A measurement technique similar to common-view is known as all-in-view.  For all-in-view, the time difference between the 
laboratory clock and all satellites in view is first averaged, and the timing difference is estimated from the difference between 
laboratory averages.  This method has been adopted by the BIPM because it affords better signal to noise over long distances, 
when there may not be many satellites visible at both labs at the same time. Verifying all-in-view traceability is more 
complicated than in the common-view method because it requires adding a component to the error budget that accounts for the 
difference between the time as broadcast by the individual satellites.  This is because errors in the broadcast ephemerides of 
the satellites, which are attenuated in common-view, must be allowed for and because the method depends on the availability 
of precise ephemerides and clock products.  While these error sources can be estimated from past data, and measured after-the-
fact, all-in-view would also remain sensitive to the same local station-errors that affect common-view. 

V. THE TRACEABILITY OF NETWORK TIME PROTOCOL (NTP) SIGNALS 

As discussed in Sections III and IV, GPS and other GNSS signals can provide traceability with uncertainties measured in 
nanoseconds.  Another important and widely used source of traceable time signals are the NTP time servers that reside on the 
public Internet, albeit with much higher uncertainties measured in microseconds or milliseconds.  The primary purpose of NTP 
is the synchronization of computer clocks and network appliances.  The demand for these services is so high that many billions 
of NTP synchronization requests are currently received every day [14].  At this writing (November 2017) the average number 
of NTP requests received per second is about 460 000 at NIST and about 15 000 at the USNO. 

The NTP services measure the round trip delay between the server and the client, assume that the one-way delay from the 
server to the client is equal to half of the round trip delay, and then correct the time received by the client by the one-way delay. 
This correction compensates for most, but not all, of the propagation delay between the server and the client.  The standard 
NTP equation is 
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𝑇𝐷 =  
((𝑇2 − 𝑇1) + (𝑇3− 𝑇4))

2
. (4) 

where TD is the time difference between the server and client clocks, T1 is the time when the client made the request, T2 is 
when the request was received by the server, T3 is when the server transmitted its response, and T4 is when the time packets 
transmitted by the server arrive at the client. Using these same four time stamps, the round trip delay between the client and 
server [15] is computed by the client as 

𝑅𝑇𝐷𝑒𝑙𝑎𝑦 = (𝑇4 − 𝑇1) − (𝑇3 − 𝑇2). (5) 

The division by two in Eq. (4) assumes that the delay from the server to the client is equal to one half of the round trip delay. 
If this assumption were true, the network would be symmetric, meaning that the path delays to and from the server would be 
equal and that dividing by two would compensate for all delays.  In practice, however, networks are asymmetric.  This means 
that the incoming and outgoing delays are not equal and that the difference in delays will contribute uncertainty to the time 
received by the client. The worst-case time uncertainty that can be added by network asymmetry is 50% of the round trip delay 
[15, 16], a situation that could, of course, only occur if 100% of the delay were in one direction.   

An additional assumption in the use of Eqs. (4) and (5) is that the four time values are measured with negligible uncertainty. 
This assumption is questionable when the Network Time Protocol application runs as a normal user process on a system that 
supports a graphical user interface. The overhead in the communication between the user process and the clock of the operating 
system in this case may not be negligible, especially on a heavily-loaded system or one that is supporting web-based services. 
In addition, all of the time values are large quantities, and the potential loss of significance when the difference between two 
large quantities is very small is an important detail in the implementation of the software. 

If the servers have been properly synchronized to a UTC(k) source such as UTC(NIST) or UTC(USNO), network asymmetry 
will probably dominate the uncertainty of NTP time transfer on a wide-area network.  Because the maximum uncertainty cannot 
exceed 50% of the round trip delay, the uncertainty of NTP is likely to be much smaller on a local area network (LAN) than it 
is on a wide area network (WAN) such as the public Internet. On a WAN, care should be taken not to underestimate the 
uncertainty when establishing a traceability chain via NTP.  A study of the USNO NTP service involving multiple servers and 
clients revealed semi-persistent systematic time errors as large as 100 ms, often due to the rerouting of packets and network 
congestion [16].  Even when Internet conditions are favorable, it is uncommon to have a network asymmetry smaller than a 
few percent of the round trip delay.  Thus, if the round trip delay is 100 ms, it is reasonable to assume that the uncertainty is 
not less than a few milliseconds [17].  On a controlled LAN, uncertainties much smaller than 100 µs have been reported, but 
the remaining uncertainties may be difficult to characterize, including asymmetric delays in network interface cards and client 
and server instability [18]. To properly estimate the uncertainty of an NTP link, the received packets should be compared to a 
UTC(k) time source, such as UTC(NIST), UTC(USNO), or UTC(USNO via GPS). Finally, we note that, at best, the Network 
Time Protocol synchronizes the system clock, as seen by the NTP client software, to an external reference time scale. This may 
not be adequate to support end-to-end traceability as we discuss below. 

VI. TRACEABILITY IN FINANCIAL MARKETS

Legal time traceability in financial markets has been a concern since about 1996, when the U. S. Securities and Exchange 
Commission (SEC) began investigating the practices of the National Association of Securities Dealers (NASD) and the 
NASDAQ stock market, and found that the methods that they used to execute trades were not always in the best interests of 
stock market investors. As a result of a legal settlement, the NASD was required to develop an order audit trail system (OATS) 
so that auditors could determine whether or not trades were executed in the same order that they were received.  Developing a 
successful OATS required synchronizing every clock involved in a stock market transaction to a common time reference. The 
official time reference for U. S. stock market transactions was chosen to be NIST time, and the first synchronization requirement 
for financial markets, OATS Rule 6953 [19], went into effect in August 1998.  Since then, all major U. S. financial markets 
require clocks to be referenced to UTC(NIST), and to provide evidence that traceability to NIST has been established [20]. 
The synchronization requirement was originally just 3 s [19, 21].  It was later reduced to 1 s (a requirement that is still in effect 
for manual orders) [22] and then to the current 50 ms synchronization requirement that applies to all computer clocks and all 
automated orders.  The 50 ms requirement was approved by the SEC in 2016 and first implemented in February 2017 [23, 24].  
Table 1 summarizes past and current synchronization requirements for U. S. financial markets. 
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Table 1. A summary of U. S. financial market synchronization requirements. 

Rule Number Author Year of 
Origin 

Current Status Reference
Time 

Source 

Synchronization Requirements 
with Respect to Reference 

Time Source 

OATS Rule 6953 [19] NASD 1998 Superseded by 7430 NIST All clocks 3 s 
NYSE Rule 132A [21] NYSE 2003 Superseded by 7430 NIST All clocks 3 s 
OATS Rule 7430 [22] FINRA 2008 In effect NIST All clocks 1 s 
Regulatory Notice 16-
23 [23] FINRA 2016 In effect NIST Computer clocks 50 ms 

Mechanical clocks 1 s 
Consolidated Audit 
Trail National Market 
Plan (CAT NMS) 
[24] 

SEC 2016 In effect NIST 

Automated orders 50 ms 
Manual orders 1 s 
Time stamp resolution 1 ms 

The current European standard is the MiFID II (Market in Financial Instruments Directive).  The European Securities and 
Markets Authority (ESMA), who is empowered by MiFID to draft regulatory technical standards, has a role similar to that of 
the SEC in the United States. Except for manual orders, where the 1 s requirement is identical to that in the U. S., the proposed 
European synchronization requirements are far more stringent.  Automated orders require 1 ms synchronization and high 
frequency trading (HFT) orders require 0.1 ms (100 µs) synchronization, where synchronization is defined as the maximum 
divergence from UTC.  The required time stamp resolution, which does not exceed 1 ms in the U. S., is 1 µs in Europe for HFT 
orders.  Table 2 summarizes the synchronization requirements for European financial markets that went into effect on January 
3, 2018 [25]. 

Table 2.  A summary of European financial market synchronization requirements. 

Rule Number Author Year of 
Origin 

Current Status Reference
Time 

Source 

Synchronization Requirements 
with Respect to Reference 

Time Source 

MiFID II ESMA 2015 In effect as of 
January 3, 2018 

UTC Manual orders 1 s 
Automated orders, 
non-HFT 

1 ms 

HFT 0.1 ms 
HFT time stamp 
resolution 

1 µs 

Traceability to UTC is required, but any timing laboratory that contributes to UTC (the UTC(k) laboratories) can serve as the 
reference time source.  According to the MiFID II clock synchronization guidelines published by ESMA,  

“systems that provide direct traceability to the UTC time issued and maintained by a timing centre listed in 

the BIPM Annual Report on Time Activities are considered as acceptable to record reportable events. The 

use of the time source of the U.S. Global Positioning System (GPS) or any other global navigation satellite 

system such as the Russian GLONASS or European Galileo satellite system when it becomes operational is 

also acceptable to record reportable events provided that any offset from UTC is accounted for and removed 

from the timestamp. GPS time is different to UTC. However, the GPS time message also includes an offset 

from UTC (the leap seconds) and this offset should be combined with the GPS timestamp to provide a 

timestamp compliant with the maximum divergence requirements ….”.  [26] 

These guidelines indicate that UTC(NIST), UTC(USNO), or UTC(USNO via GPS) can all satisfy MiFID II requirements when 
the appropriate level of documentation is provided and serve as the reference time source for financial transactions in Europe. 
The guidelines do not distinguish between a real-time use of UTC(USNO via GPS), which is a prediction of UTC(USNO) and 
at best require an addition to the uncertainty budget, and after-the-fact use, which could be a measurement. 

The stock market requirements for synchronization apply to all of the computer clocks that are involved in time stamping 
financial transactions, and it should be noted that it is typically easy to synchronize a GPS clock to within 1 µs, but keeping a 
group of computer clocks synchronized to within 100 µs is a more challenging problem.  Computer clocks are normally 
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referenced to inexpensive quartz oscillators with large instabilities and drift rates, and thus frequent synchronization to either 
a NTP or a Precision Time Protocol (PTP) server is required to ensure that the synchronization requirements are continuously 
met.  The 50 ms requirement specified in the U. S. standards can still be met through periodic synchronization to NIST or 
USNO NTP servers via the public Internet (Section V), but the more stringent 100 µs requirement for HFT in Europe will 
require the continuous synchronization of NTP or PTP servers to a UTC source, and that these ideally will be located very 
close to the stock exchange, so that the round trip network delay between the time servers and the computers involved in stock 
transactions can be made as small as possible.   

NIST is currently providing synchronization and establishing traceability for financial markets in the United States, Europe, 
and Asia with common-view GPS clocks that are disciplined to UTC(NIST), as described in Section IV. The NISTDC is located 
in the same data center as the stock exchange, and is used to synchronize NTP and PTP time servers that are also located in the 
data center.  An additional service offered by NIST can now measure and verify the packets transmitted by the time servers by 
comparing them to the NISTDC [20]. 

All of the methods we have described can support the traceability of the system clock that is used to provide the time stamps 
for commercial or financial transactions to a UTC(k) time scale.  However, completing the traceability chain requires assigning 
a measurement uncertainty to the time stamps received by the end user, which in turn requires knowledge of the latency in the 
link between the application that time stamps a transaction (often called the “matching engine”) and the system time, which is 
being controlled by a separate process with its own latencies. These latencies are probably small enough to support traceability 
requirements at the millisecond-level, but could be too large to support microsecond-level uncertainties. Users are responsible 
for including the uncertainties of this final link in the traceability chain in their uncertainty analysis. These uncertainties can be 
especially large for applications that run in the “cloud” where there is generally a much weaker connection between the physical 
system clock and the time seen by an application. 

VII. TRACEABILITY IN THE ELECTRIC POWER INDUSTRY

As electric power usage has increased, the electric power industry has become more and more dependent upon accurate time.  
Synchronized phasors, or synchrophasors, are referenced to an absolute point in time by using a common UTC time reference. 
The devices that perform the synchrophasor measurements are known as phasor measurement units (PMUs).  A PMU measures 
positive sequence voltages and currents at power system substations, and time stamps each measurement.  The measurement 
results are then sent through a network to a central site, where the time stamps are aligned, the measurements are processed, 
and real-time decisions are made about how to allocate power within the grid to prevent outages. 

The IEEE C37.118.1 document is the standard for synchrophasor measurements. Section 4.3 of the standard specifically 
mentions traceability to UTC in three places, beginning with the clause stating that “the PMU shall be capable of receiving 
time from a reliable and accurate source, such as the Global Positioning System (GPS), that can provide time traceable to UTC 
….”.  Time synchronization of 26 µs corresponds to a phase angle error of 0.57 º at the 60 Hz AC line frequency, which in turn 
corresponds to a 1% total vector error (TVE), as defined in the standard.  However, the standard indicates that: 

“A time source that reliably provides time, frequency, and frequency stability at least 10 times better than 

these values corresponding to 1% TVE is highly recommended. The time source shall also provide an 

indication of traceability to UTC and leap second changes. 

For each measurement, the PMU shall assign a time tag that includes the time and time quality at the time 

of measurement. The time tag shall accurately resolve time of measurement to at least 1 μs within a specified 

100 year period. The time status shall include time quality that clearly indicates traceability to UTC, time 

accuracy, and leap second status.” [27] 

The language calling for a source providing time “at least 10 times better” than 1% TVE indicates that at least 2.6 µs 
synchronization is recommended.  The desired accuracy is usually given as 1 µs, which corresponds to a phase angle error of 
only 0.022° at 60 Hz, and the time tags also require 1 µs resolution.  These requirements are difficult to meet at geographically 
dispersed locations without GPS clocks.  Therefore, in practice the time source is nearly always a GPS clock, or a PTP system 
that is synchronized to a GPS clock and accessed by multiple PMUs over a LAN. 
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VIII. TRACEABILITY OVER LEAP SECONDS AND OTHER IRREGULARITIES

Leap seconds are integer seconds that are added to UTC to maintain the difference between UTC and UT1 less than 0.9 s. 
They are always added as the last second of the last day of a month, with the last days of June and December preferred.  The 
leap seconds can also be added at other times if needed.  A leap second is inserted after 23:59:59 UTC, and its official name is 
23:59:60. Since leap seconds are inserted in the UTC time scale, they occur late in the afternoon in the US Pacific time zone 
and near noon in Asia and Australia. 

Digital clocks in general, and computer clocks in particular, cannot display a time corresponding to 23:59:60, and various ad-
hoc techniques must be used to define a time stamp during a leap second. Many systems, including the NIST network time 
servers, effectively stop the clock during a leap second, and transmit a time corresponding to 23:59:59 a second time. A similar 
technique repeats the time stamp corresponding to 00:00:00 of the next day a second time. (This technique has the correct long-
term behavior but puts the extra second in the wrong day.) Both of these techniques have an ambiguity in the time stamp 
transmitted in the NTP format, since the format cannot distinguish between the first and second time stamps with the same 
integer value. This problem introduces an ambiguity in the time-ordering of events in the vicinity of the leap second. (For 
example, the NIST time servers will receive about ~900 000 requests for time during the two seconds with identical time stamps 
of 23:59:59.) Some operating systems “solve” the leap second problem by ignoring them altogether, and all systems are 
susceptible to software bugs.  

Leap seconds introduce a numerical discontinuity into a time interval that includes the leap second, so that real-time systems, 
such as GPS system time, do not use them.  GPS (and other GNSS, with the exception of GLONASS) transmit the integer-
second offset between system time and UTC as part of the navigation message, shown in Eq. (2).   User equipment can use this 
parameter to translate between system time and UTC, but this does not solve the problem of the ambiguity in the name assigned 
to the leap second. 

Some corporations, in an attempt to minimize the impact on their systems and eliminate the discontinuity, have implemented 
“smears”, that slow down their clocks for a period around the time of the leap second insertion [28]. This method has the 
advantage that the time stamps are monotonically increasing even in the vicinity of the leap second, but it has an error of order 
0.5 s with respect to the definition of UTC during the interval of the frequency adjustment. In addition, there is no standard 
method for applying this frequency adjustment, so that different implementations may disagree among themselves in addition 
to the time error with respect to UTC.   Metrological traceability can be maintained through a leap second only if the user is 
able to program the systems to keep track of the extra second, or the smear, and take it into account.   

IX. TRACEABILITY AND LATENCY

The official definitions of traceability do not address the issue of the non-zero latency between the measurement and the 
determination of the uncertainty.  This often-small latency can convert even a direct measurement into a prediction awaiting 
confirmation.   In many cases the assumption that the difference between the actual value and the prediction of a UTC(k) is of 
zero mean and has a near-Gaussian distribution can be justified on the basis of past data.  The assumption can also be verified 
after-the-fact, and any user whose traceability data are being carefully scrutinized would be well-advised to take the verification 
into consideration.   For example, a user of GPS via direct access should confirm that the results shown in Figure 2 continue as 
shown.   

X. SUMMARY 

Time signals, including those transmitted by GPS satellites and network time servers, can be used to establish legal metrological 
traceability to UTC through a UTC(k) time scale.  These signals have small enough uncertainties to meet industrial 
synchronization and traceability requirements, but users are responsible for having sufficient evidence to prove that their 
requirements are being met.   A critical part of this evidence is the ability to demonstrate that an unbroken chain of calibrations 
back to UTC through a UTC(k) laboratory exists, and that each link of the traceability chain has a documented measurement 
uncertainty. 

This paper is a contribution of the U. S. government and is not subject to copyright.   
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Observation of triplet level crossing in single crystal organic transistors using magneto conductance at 

room temperature 

 

H.- J. Jang, E. G. Bittle, Q. Zhang, C. A. Richter, D. J. Gundlach 

 

Organic semiconductors provide a unique set of properties that provide for the manufacture of large 

and flexible LED screens and photovoltaic arrays. In order to lower the operating voltages of organic 

LEDs (OLEDs) and improve efficiency above the Shockley-Queisser limit in organic photovoltaic (OPV) 

devices, quantum processes such as singlet fission/triplet fusion can be exploited. Singlet fission, where 

two triplet excitons (or polaron pairs) are generated from one photon, may help to boost the solar 

conversion efficiency of these van der Waals bounded materials. In the reverse process, triplets created 

by charge carriers injected through electrical contacts in OLEDs are suggested to be upconverted to 

higher energy singlets and reduce the on-voltage. Though singlet fission/triplet fusion processes show 

promise in enhancing efficiency, understanding of triplet and singlet state control in electronic devices 

where paired charges can recombine at defect and interface sites must be further explored. 

In order to better understand the tie between singlet fission/triplet fusion and its related multiexcitonic 

intermediate state process, we present results from a study of magnetoconductance of single crystal 

tetracene field effect transistors. We find that we can tune the amount of current in the transistor by 

changing the magnitude of an applied magnetic field under light illumination. In addition, results show 

that the transistor magnetocurrent dips in performance at around 10mT and 42 mT at a certain applied 

field angle, which can be understood by considering sub-energy level crossings of paired triplet states 

due to the Zeeman effect and magnetic dipolar interaction. These dips in performance illustrate the 

direct correspondence between quantum processes and device performance, and demonstrate the 

possibility of OLED and OPV device control by using magnetic fields. 
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Abstract  —  We use the Josephson arbitrary waveform 
synthesizer to provide traceability for the phase of the harmonics, 
relative to its fundamental, of a distorted waveform. For distorted 
waveforms with rms values in the range from 0.154 V to 0.2 V and 
harmonic magnitudes from 5% to 40 % of the fundamental, our 
system can generate odd harmonics up to the 39th with phase 
uncertainties from 0.002 to 0.010 (k=2.0), depending on the 
harmonic number and harmonic magnitude.  

Index Terms — Josephson junction array, measurement 
standards, measurement techniques, phase measurement, 
quantum voltage standards, spectrum analysis. 

I. INTRODUCTION

Harmonic analysis is used in electricity networks, 

communications, characterization of systems and materials, 

acoustics and vibration. While the traceability of harmonic 

magnitude measurements to ac-dc transfer measurement 

standards is well established (see for example Ref. [1]), there is 

a gap in the traceability for the phase of harmonics relative to 

the fundamental. 

Budovsky [2] proposed the use of a Josephson arbitrary 

waveform synthesizer (JAWS) for the calibration of the phase 

of harmonics of a distorted signal relative to the fundamental. 

Based on [2], we use the JAWS to generate precisely distorted 

waveforms that contain harmonics of known magnitude and 

phase.  The primary application of this work is to provide 

traceability for the phase of the harmonics for power analyzers 

used in power systems. Target uncertainties for this application 

range from 0.002 to 0.010, depending on the relative 

harmonic magnitude and the harmonic number. 

II. SYSTEM DESCRIPTION

The JAWS system (Fig. 1) contains a continuous wave 

generator, a tertiary pattern generator, two broadband radio 

frequency (rf) amplifiers, two arbitrary waveform generators 

(AWGs), two voltage-to-current converters and two NIST 

Josephson junction arrays (JJAs) [3]. The inputs and outputs of 

the rf amplifiers are connected through a combination of dc-

blocks and attenuators (shown as capacitors in Fig. 1), 

optimized for the maximum step current margins of the JJAs.  

Fig. 1. Block diagram of the JAWS system 

A 24-bit flexible resolution digitizer is used to check the 

quantization of the JJAs. 

The JJAs are programmed to produce two arbitrary 
waveforms of the same harmonic content and rms values with 
a relative phase difference of 180. The memory size of the 
pattern generator limits the lowest fundamental frequency to 
approximately 56 Hz. 

III. EXPERIMENTAL RESULTS

In view of the errors that can occur in a practical realization 

of a JAWS [4,5], to evaluate the performance of the JAWS as a 

harmonic phase standard it is important to show that (a) the 

phase of the generated signals is independent of the specific 

JJA, (b) that the biasing electronics do not affect the operation 

of the system, and (c) that the phase of each generated harmonic 

does not depend on the total harmonic content. In this section 

we present several experiments aimed at proving that these 

conditions are met. In these experiments we used two digital 

sampling systems as transfer standards – one based on two 

precision digital sampling multimeters [6] (Digitizer1) and the 

other based on the National Instruments PXI5922 (Digitizer2).  

First, we generated two single-frequency sine waves of 

0.158 V rms with a nominal phase difference of 180 and used 

Digitizer1, whose internal phase shift was nulled prior to the 
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measurement, to measure the phase difference between these 

two sinewaves. The disagreement was 0.00003 at 60 Hz and 

less than 0.0003 up to 1 kHz. 

Next the JAWS was used to generate a number of precisely 

distorted waveforms with a fundamental frequency of 60 Hz 

and an rms value of 0.158 V. These precisely distorted 

waveforms contained the 3rd, 5th, 7th, 9th, 11th, 23rd, 31st and 39th 

harmonics. These harmonics were selected as a compromise 

between (a) using the harmonics commonly found in power 

systems and referenced in power quality documentary 

standards and (b) keeping the signal-to-noise ratio of the 

harmonics relative to the noise floor of the spectrum analysis 

high enough to allow phase resolution better than 0.001. 

Relative to the fundamental, the magnitude of each harmonic 

was 10 % and the phase was 90. Digitizer1 was first used to 

measure waveforms containing the fundamental and one of the 

above harmonics, and then a waveform with the fundamental 

and all of the above harmonics (Fig 2). The difference between 

the two sets of measurements did not exceed 0.001. 

Several measurements were performed to study the influence 

of the biasing electronics, which includes the continuous wave 

generator, the pattern generator, the rf amplifiers, the voltage-

to-current converters and the arbitrary waveform generators. 

First we calibrated Digitizer2 with two different JJAs from the 

same chip, driven by the same biasing electronics, using the all-

harmonics waveform specified above.  The results of the two 

measurements agree within 0.001 and the measured errors of 

the digitizer are within 0.001 of nominal (Fig. 3a). Then the 

two JJAs were used to generate the same waveform, but driven 

by different biasing electronics (Fig. 3b). For all the harmonics 

up to the 23rd, the results agree within 0.001. As the harmonic 

number increased the disagreement increased as well but was 

still within the uncertainty of the measurement. The error bars 

in Fig. 3 indicate the standard deviation of the measurement. 

Finally, a number of measurements were conducted with 

varying distortion, phase angle, helium level, and JJA output 

cable length. These results and the uncertainty analysis will be 

reported at the conference. 

Fig. 2 Phase error of Digitizer1 measured with one harmonic at a time 

and all harmonics simultaneously. The error bars indicate the standard 

deviation of the measurement. 

 

III. CONCLUSION 

The results presented in this paper show that the JAWS gives 

consistent results as a standard for the phase of harmonics of a 

distorted signal for different JJAs and the biasing electronics. 

The uncertainty analysis, to be presented at the conference, 

suggests that the system can generate distorted signals with 

phase uncertainty of the harmonics from 0.002 to 0.010 

(k=2.0), depending on the harmonic magnitude and harmonic 

number. 
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Fig. 3 Phase error of Digitizer2 measured using two different JJAs 

driven by (a) the same biasing electronics and (b) different biasing 

electronics. 
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Abstract—This paper describes a dual Josephson impedance
bridge capable of comparing any two impedances, that is, with
any amplitude ratio and relative phase, over a wide range of
frequency. A new, more compact, design has been achieved by
mounting the two Josephson Arbitrary Waveform Synthesizers
(dual JAWS) side-by-side in a single cryoprobe. We measured
the crosstalk between the two JAWS sources and show that, by
interchanging the impedances within the bridge, the effect of the
crosstalk between JAWS sources can be reduced to a negligible
level.

Index Terms—Impedance comparison, AC Josephson voltage
standard, Josephson Arbitrary Waveform Synthesizer, AC coaxial
bridge.

I. INTRODUCTION

The comparison of impedance standards using transformer-
based bridges is widely used in national metrology institutes
(NMIs) and allows the calibration of impedances with the
highest accuracy in the audio frequency range [1], [2]. The
major drawback of such bridges is that impedances can be
compared only at a set of specific predefined magnitude ratios
(typically 1:1 or 1:10) and relative phases (typically 0◦ or
±90◦).

This limitation has been overcome by replacing the trans-
former with two ac Josephson voltage standards (also known
as dual Josephson Arbitrary Waveform Synthesizers or dual
JAWS sources), which generate accurate and stable voltages
with a completely programmable magnitude ratio and relative
phase. The first realization of an impedance bridge based on
two JAWS circuits demonstrated the capability to compare any
two kinds of impedances over the whole audio frequency range
[3], [4].

Since the first realization of this Dual Josephson Impedance
Bridge (DJIB) in 2016 [3], the system has been further
optimized: the electronics [5] have been modified to make
the system more compact [6] and the JAWS design has been
improved to fit both sources in the same cryoprobe, which is
cooled in a single helium Dewar. The preliminary description
of this new dual source and the characterization of the new
DJIB are presented in this summary.

II. DUAL JAWS SETUP

Fig. 1 represents schematically the wiring of the two JAWS
sources located side-by-side in the cryoprobe. For clarity, the
microwave circuitry is omitted. Each JAWS is composed of
four arrays of 12 810 Josephson junctions (JJs) with critical
currents of 10 mA. The JJs in each JAWS are driven by a single

Fig. 1. Schematic representation of the low-frequency wiring of the two
JAWS sources inside the cryoprobe. The grounding scheme of the circuit can
be changed by connecting the grounding plugs shown near the V− outputs
on the right side of the figure.

pulse generator channel; a four-way split is accomplished on-
chip using two layers of Wilkinson dividers [6].

For each JAWS, the inner conductor of each of two coaxial
cables brings the audio-frequency quantum-accurate Josephson
voltage (V+ and V−) from the chip to the top of the cryoprobe.
The outer conductors of these coaxial cables are isolated from
the cryoprobe and connected together near the chip. Each
JAWS also has a pair of twisted wires connected in parallel
with the coaxial cables for system testing (colored wires in
Fig. 1). Four supplementary twisted-pair wires are connected
from DB-25 connectors at the top of the cryoprobe to the four
JJ arrays of each JAWS to provide the compensation current
needed to generate voltages > 200 mV.

When the dual JAWS sources are implemented in the DJIB,
the V− outputs of the two JAWS circuits are connected
together and shorted to ground using the grounding plugs
shawn in Fig. 1. The V+ outputs supply the quantum-accurate
voltages Vtop and Vbot to the bridge.

III. CROSSTALK

As described above, the two JAWS sources are located side
by side. Although this configuration allows a more compact
design, the question of crosstalk between the two JAWS
circuits must be investigated in detail.

A. Effect of crosstalk on the DJIB

Fig. 2 shows schematically the effect of JAWS crosstalk
on the DJIB. Once the bridge is balanced, i.e., no current is
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Fig. 2. Schematic representation of the cross-talk in the DJIB.

flowing through the detector D, the impedance ratio Zbot/Ztop

is determined by the voltage ratio Vbot/Vtop. The crosstalk
will induce a deviation in Vbot from the JAWS signal V2 by a
quantity ∆V2 = k1→2V1 where k1→2 is the crosstalk coeffi-
cient. Similarly, Vtop will differ from V1 by ∆V1 = k2→1V2.

We first consider the case of symmetric crosstalk k1→2 =
k2→1 = k, where k is complex and |k| << 1. The balance
equation is then given by:

Zbot

Ztop
= −Vbot

Vtop
= −r1 + k 1

r

1 + kr
≈ −r

(
1 + k(

1

r
− r)

)
, (1)

where r = V2/V1 is the ratio of quantum-accurate reference
voltages. Eq. 1 clearly shows that the crosstalk has a negligible
effect when comparing impedances of the same kind (R to R
or C to C) in a 1:1 ratio (i.e.: r ≈ 1). However, when the
ratio differs from 1, the effect of the crosstalk must be taken
into account.

It has been shown [3] that one of the unique and important
properties of the DJIB is the ability to repeat the balance of
the bridge with the two impedance standards inverted, even
with r 6= 1. The inverted balance of the bridge leads to the
following equation:

Ztop

Zbot
= −r̃1 + k 1

r̃

1 + kr̃
, (2)

where r̃ is the new generated voltage ratio Ṽ2/Ṽ1. Combining
Eq. 1 and Eq. 2, the impedance ratio is finally given by

Ztop

Zbot
≈
√
r

r̃

(
1 + k2(

1

r2
− r2)

)
, (3)

assuming that r̃ ≈ 1/r. Eq. 3 clearly shows the advantage
of performing both the direct and reverse measurements: the
impact of the crosstalk is reduced to second order.

B. Measurement of the crosstalk coefficients

To determine the crosstalk coefficient k, the voltage ∆V2
was measured at frequencies between 1 kHz to 50 kHz, with
the amplitude of V2 set to zero and the rms amplitude of V1 set
to 1 V. The amplitude |∆V2| increases linearly with frequency
and reaches an rms amplitude between 1.4 µV and 130 µV
at 50 kHz, depending on the DJIB grounding scheme. The

smallest crosstalk coefficient of 1.4 µV was obtained when
both JAWS sources were completely floating, i.e., when the
two short-circuit plugs of Fig. 1 were not connected together.

The origin of the crosstalk appears to be the capacitive
current that flows from one JAWS source to the other, either
between on-chip elements or between various twisted-pair
wires connecting the JAWS chip to the top of the cryoprobe.
This capacitive current, jωCV1, needs to return to ground
through the impedance of the link between JAWS-2 and
JAWS-1, z = Rs + jωLs. It produces a voltage drop ∆V2 =
jωCV1z. The impedance z includes the on-chip impedance
of the JJ arrays and superconducting wiring plus the series
impedance of the coaxial cables. Because the same capacitance
C and impedance z are involved in the reverse coupling,
the hypothesis of a symmetric crosstalk coefficient is fully
justified. We used a four-wire measurement to determine the
total output impedance, Rs = 2.5 Ω and Ls = 2.6 µH, which
implies that a coupling capacitance between the JAWS sources
of C = 160 pF would be required to explain the maximum
measured crosstalk of ∆V2 = 130 µV at 50 kHz.

This explanation for the crosstalk is further supported by
the fact that the phase of the measured voltage ∆V2 is shifted
by roughly 90◦ relative to the phase of V1. Moreover, when
the two JAWS circuits are completely floating, the capacitive
current vanishes because there is no path back to the source.

IV. CONCLUSION

Mounting the two JAWS sources side-by-side in a single
cryoprobe results in a simple, compact, dual Josephson source.
However, this configuration requires careful measurement of
crosstalk and accounting for the effect of the crosstalk on the
calculated voltage ratio, especially when the ratio differs from
1. By combining both direct and reverse measurements, the
effect of the crosstalk on the calculated voltage ratio is reduced
to second order and does not significantly contribute to the
ratio, even though the coupling between the two JAWS circuits
is as large as 160 pF. The next step for the DJIB is to detremine
a full uncertainty budget and directly compare it to a high-
accuracy transformer-based bridge.
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Abstract — We have measured the output power versus 
synthesis frequency (transfer function), up to 100 MHz, of a 
modified Josephson arbitrary waveform synthesizer. A 50 Ω 
resistor was integrated within the Josephson junction array 
circuit to match the nominally zero array impedance to a 50 Ω 
transmission line and load. The resistor significantly reduces 
ripple in the transfer function due to reflections from impedance 
mismatches, but it reduces the output voltage by a factor of two. 
The measured power is constant within 0.01 dB up to 10 MHz, 
above which it deviates by no more than 0.15 dB. 

Index Terms — Digital-analog conversion, Josephson junction 
arrays, signal synthesis, standards, superconducting device 
measurements, superconducting integrated circuits, voltage 
measurements. 

I. INTRODUCTION 

The Josephson arbitrary waveform synthesizer (JAWS) has 
been used to generate quantum-accurate waveforms with 
fundamental frequencies up to 1 MHz [1]. We have recently 
begun developing a JAWS system that can synthesize 
waveforms at frequencies ranging from the kilohertz to the 
gigahertz range and drive 50 Ω loads. Ideally, this system 
would be able to do so while providing a quantum-accurate 
output voltage at room temperature over the frequency range 
of interest. As a first step toward gigahertz-frequency 
waveforms, we have synthesized single-tone sinusoids with 
frequencies up to 100 MHz. 

Although it is possible to measure a quantum-accurate 
voltage across the Josephson junction (JJ) array – with each 
junction producing a quantized voltage pulse for every bias 
pulse – the accuracy of the output voltage is degraded by the 
circuit that connects the array to the room temperature load, 
and by the load itself.  The main sources of voltage error are: 
(1) impedance mismatches between the superconducting 
circuit, cabling and the load, which lead to standing-wave 
voltage deviations [2]; (2) loss in the cables that connect the 
superconducting circuit to room temperature circuits; and (3) a 
frequency-dependent inductive voltage error [1]. 

In order to drive 50 Ω loads, two modifications must be 
made to the standard audio-frequency JAWS circuit so that it 
is properly matched to those loads. In the audio-frequency 
JAWS circuit, a pair of filtered taps that connect to twisted-
pair leads are used to measure the voltage generated across the 
array. The taps separate the desired low-frequency signal from 

the high-frequency pulse bias. The filters and twisted-pair 
leads have insufficient bandwidth for waveform synthesis up 
to 100 MHz, and do not have 50 Ω impedance. We have 
replaced the filtered, twisted-pair lines with a 50 Ω coaxial 
transmission line. For this first design, the filters have been 
omitted, so there is no on-chip separation of the output signal 
and pulse bias. 

Josephson junction arrays have an output impedance of 
roughly 0 Ω. This means the audio-frequency JAWS circuit is 
not properly impedance-matched to any finite load. When 
low-frequency waveforms (  100 kHz) are synthesized, this 
impedance mismatch has a negligible effect on the voltage 
accuracy. However, for synthesis frequencies above a few 
megahertz, the standing waves created by reflections between 
the array and load lead to ripple in the output power versus 
synthesis frequency (transfer function). One solution, which 
we explore in this work, is to add a 50 Ω impedance-matching 
resistor to the JJ array circuit. Although this method 
significantly improves the accuracy at high-frequency by 
reducing the transfer function ripple, the voltage drop across 
the resistor reduces the output voltage by a factor of 
approximately two. Even with this improvement, there may be 
residual standing waves due to impedance mismatches 
between the matching resistor, cabling to room temperature, 
and the load, as well as parasitic impedances in the load and 
throughout the measurement circuit. There will also be loss of 

Fig. 1. Measured output power versus synthesis frequency, 
normalized to the power at 1 MHz. Inset: The modified 
superconducting circuit used in this version of the JAWS system. 
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accuracy in the output voltage with frequency due to the 
frequency-dependence of the load and the loss in the output 
cables. 

Another source of error that must be addressed is the 
frequency-dependent inductive error signal. The high-
frequency current bias in a zero-compensation pulse bias has 
some remaining signal at the fundamental synthesis frequency 
that drives the distributed inductance of the coplanar 
waveguide (CPW) in the JJ array [1]. This creates a voltage 
error signal at the synthesis frequency, with a magnitude that 
is proportional to that frequency. For high-frequency 
waveform synthesis this error, which adds in quadrature to the 
desired output voltage, is expected to dominate. 

II. OUTPUT POWER VERSUS FREQUENCY MEASUREMENT 

We measured the output power versus synthesis frequency 
of the simple JJ array circuit shown in the inset of Fig. 1. In 
this circuit, a CPW routes the high-frequency bias signal to an 
array of 102 JJs embedded in the CPW, in 34 stacks with three 
JJs each. The end of the JJ array is terminated to the ground 
plane. A 50 Ω resistor is embedded in the input CPW leading 
to the array to absorb unwanted reflections of the pulse bias 
from the short at the end of the array. Another 50 Ω resistor is 
embedded in the output CPW tap, thereby placing an 
impedance-matched resistor in series with the JJ array.  

The pulse-bias input and voltage output CPWs were ribbon-
bonded to a controlled-impedance circuit board, which routed 
those channels through two 1.3 m, 40 GHz coaxial cables to 
room temperature. All of the above hardware was housed in a 
cryoprobe, which was submerged in liquid helium for the 
measurements. From the top of the cryoprobe, the input 
channel was connected to a series of inner-only dc blocks, two 
3 dB attenuators, and a bias tee. The pulse-bias signal was 
provided by a commercial 65 gigasamples-per-second, 8-bit 
arbitrary waveform generator (RF-AWG) and amplified by a 
commercial 50 GHz modulator driver. The cryoprobe output 
channel was connected to a spectrum analyzer (SA) through a 
20 GHz coaxial cable, with the shortest possible length of 
10 cm. The SA had an input impedance of 50 Ω. 

The frequency-dependence of the system output power was 
measured by synthesizing single-tone waveforms ranging in 
frequency from 1 MHz to 100 MHz. For each measurement, 
the sinusoidal waveform was converted into a three-level 
delta-sigma modulated pulse bias, which in turn was 
converted to a five-level zero-compensation code using the 
method described in [1]. The amplitude of the compensation 
pulses in the five-level code was then optimized by measuring 
the feedthrough signal versus amplitude at several frequencies 
across the range, as explained in [1]. A quantum locking range 
of 3.5 mA was first obtained for a 1 kHz waveform. The 
locking ranges were then verified over the entire synthesis 
frequency range, to ensure that the output voltage across the 
array was quantum-accurate and that any deviations were 

generated between the array and load. An automated program 
was used to program the RF-AWG with the desired single-
tone pulse bias, set the SA to the proper center frequency, and 
acquire a trace for each frequency step with 1 kHz video and 
resolution bandwidths. The measurement was repeated with a 
6 dB attenuator on the pulse-bias input to the array to quantify 
the inductive error signal versus synthesis frequency, as 
explained in [1]. 

The relative transfer function measurement, spanning        
1–100 MHz, is shown in Fig. 1. The transfer function has been 
normalized to the power at 1 MHz, because no absolute 
calibration of the SA was performed and the impedance of the 
matching resistor had not been characterized. The frequency 
response of the output power is constant within 0.01 dB up to 
~10 MHz, but begins to decrease and oscillate with increasing 
frequency. The transfer function shows a ~0.15 dB decrease in 
output power from 10 MHz to 100 MHz. When the 10 cm 
coaxial cable connecting the cryoprobe to the SA was replaced 
with a similar 1 m cable, the power dropped by ~0.25 dB over 
the range 7–100 MHz, suggesting this deviation was caused 
by frequency-dependent loss in the cable. The transfer 
function ripple, which is ~0.1 dB peak-to-peak, showed a shift 
in frequency periodicity with cable length. This is consistent 
with a standing wave between the superconducting circuit and 
the SA. The measurement of the inductive error signal versus 
synthesis frequency (not shown) increased with synthesis 
frequency as expected and reached a level of -37 dB relative 
to the fundamental tone at 100 MHz. 

VI. CONCLUSION  

A simple, impedance-matching JJ circuit has been used to 
measure the frequency dependence of the output power of a 
high-frequency replacement to the standard audio-frequency 
JAWS circuit. The transfer function shows flat frequency 
response up to 10 MHz, and a deviation of roughly 0.15 dB 
from 10 MHz to 100 MHz. We expect that the inductive error 
signal will become the dominant source of error at synthesis 
frequencies above 10 MHz. An upcoming circuit revision will 
include an on-chip superconducting block on the bias input 
that will decrease the inductive error signal by reducing the 
feedthrough of the drive signal to the output measurement.  
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Abstract  —  The voltage error associated with the leakage 

current of programmable Josephson voltage standards (PJVS) is 
one of the largest contributions to the uncertainty in direct 
comparison of voltage standards. Due to the parallel biasing 
scheme of the PJVS and the resulting multiple leakage paths, the 
quantities “leakage resistance” and “leakage current” are not 
necessarily equivalent. A method to measure and model the 
leakage current to ground for a given PJVS output voltage is 
presented. By upgrading simple components of the NIST system, 
the leakage current to ground can be reduced from 250 pA to 
50 pA at 10 V.   

Index Terms — Digital-analog conversion, Josephson arrays, 
standards, superconducting integrated circuits, voltage 
measurement. 

I. INTRODUCTION 

A voltage standard that floats relative to Earth potential offers 
the flexibility to choose the grounding node of a measurement 
circuit.  This feature is important both for a programmable 
voltage standard (PJVS) [1] used with Kibble balances [2] and 
more generally for the measurement of a voltage source that is, 
by construction, referenced to Earth ground (for example a 
Zener standard on line-power). The leakage resistance to 
ground of a PJVS system is not infinite. Because a PJVS array 
requires a current bias, it is always connected to its bias 
electronics. The bias electronics have an unavoidable leakage 
current to ground (LCG) error which must be evaluated and 
reported as a measurement uncertainty. This effect may 
constitute the largest contributor to the uncertainty budget of 
direct PJVS comparisons. 

This paper explores the effects of the complex leakage 
current paths of PJVS systems with a simple model and method 
to measure the LCG for a given PJVS voltage and presents two 
different methods to derive the equivalent leakage resistance to 
ground (LRG) of the entire system. This detailed analysis of the 
various leakage current contributors has allowed us to reduce 
the LCG of our PJVS system by a factor five. 

II. LCG AND LRG MEASUREMENTS  

The determination of the individual contribution of each 
possible leakage path to the total LRG of a PJVS system is not 
an easy or practical option given 24 current bias leads (in the 
NIST system) [3]. The multiple parallel leakage paths are 
shown schematically in Fig. 1 as orange shaded areas 
surrounding the various components of the current bias 
electronics and wiring. However, we can measure the combined 

contribution of all the individual leakage currents to ground for 
a given PJVS voltage (ILCG). After connecting either the low side 
or high side of the PJVS output leads to Earth ground potential 
(GND) through a 2 kΩ resistor (Fig.1A), ILCG is determined by 
measuring the voltage drop across the resistor with a digital 
voltmeter (DVM) [4]. During the measurement acquisition, the 
voltage polarity of the PJVS is switched back and forth and the 
DVM acquisition starts after a delay of about 1 minute to 
remove both the influence of the thermal electromotive forces 
and the dielectric absorption. This method is highly sensitive to 
perturbations (electrostatic fields and microphonic noise) and 
this limits the overall relative accuracy to a few percent. The 
results of our LCG measurements versus PJVS voltage are 
shown in Fig. 2.  Black circles and red squares represent the 
LCG measured when connecting the GND respectively to the 
low side (LO) and to the high side (HI) of the PJVS output 
leads. The measured LCG dependence is not entirely linear with 
the PJVS output voltage because the potential at the various 
bias nodes of the array do not necessarily increase linearly with 
the output voltage due to the ternary nature of the PJVS bias. 

 Another factor influencing the LCG is the potential 
difference ΔV between the common node (CMN) of the bias 
electronics and GND. The potential at the bottom node of the 
array is normally fixed at 0 V with respect to CMN. However, 
during this measurement the potential at the low side of the 
PJVS is adjusted first to −1 V and then −2 V with respect to 
CMN to produce voltages above respectively 8.5 V and 9.5 V. 
This is required due to the ±10 V dynamic range of the digital-
to-analog converter (DAC). Grounding the high side of the 
array produces a larger LCG, mainly due to increased value of 
ΔV and the leakage path associated with the CMN node.  

Fig. 1.  Schematic of the LCG measurement (ILCG) made by 
connecting the ground (A) to respectively the low side (LO) and the 
high side (HI) of the output voltage leads, and (B) to one of the DAC 
leads. The common node of the bias electronics is shown as a solid 
triangle symbol.
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The two independent measurements of LCG provide 
different values of the equivalent LRG (Table 1). However, 
these two measurements are complementary and by combining 
them (sum of the HI and LO LCG for a given PJVS voltage), 
each node of the system is virtually biased at the same voltage. 
As a result, the voltage dependence of the current sum (blue 
triangles) is now linear, as expected for a true leakage resistance 
measurement. 

A second method, shown in Fig. 1B, allows a direct 
measurement of the LRG with a single measurement. One of 
the 24 DAC lines is disconnected from the PJVS array and 
connected through the sense resistor to ground (DAC0 line). 
Applying a voltage only on the DAC0 line elevates the potential 
difference of the whole system with respect to GND by the 
opposite voltage. The orange triangle symbols in Fig. 2 show 
the measured LCG as a function of the DAC0 voltage. The 
voltage dependence is linear and the LRG is comparable to the 
summed currents measured with the first method. Note that the 
two different LRG measurements were performed at different 
times. 
 

PJVS 
Voltage 

GND 
on 

ΔV Leakage 
current ILCG 

Equivalent Leakage 
Resistance 

10 V HI +8 V  427 pA 23 GΩ 
10 V LO -2 V  246 pA 41 GΩ 
10 V SUM (10 V)  673 pA 14.9 GΩ 

 
Table 1.  Measured LCG and LRG at 10 V. 

III. REDUCTION OF THE LCG 

After measuring the LRG of various components of the NIST 
system, we found that the LCG can be drastically reduced by 
replacing the commercial bias cables connecting the DAC to 
the amplifier board and the cable connecting the cryoprobe to 
the amplifier board with custom-made Teflon isolated cables. 
Figure 3 shows the LRG measurement after the cable 
replacement. No modification was applied to the commercially 
available DAC cards, the amplifier board (AMP), or the 
cryostat. The LCG at 10 V for the GND on LO configuration is 

reduced by a factor five to around 50 pA. For a typical PJVS 
comparison at 10 V (assuming the GND is connected to the LO 
side of the opposite PJVS array and 2 Ω output lead resistance 
connecting the two systems), the 0.1 nV (or 1 part in in 1011) 
voltage error due to such LCG is smaller than the noise floor of 
the digital nanovoltmeters currently used for such typical 
comparison measurement. 

IV. CONCLUSION 

Leakage currents to ground in the PJVS are often ignored or 
poorly estimated. An understanding of the contributions of the 
different elements of the bias electronics to the leakage 
resistance to ground of the entire system is the first step to 
improving the error due to leakage to ground. For metrology 
applications, the important quantity to measure is the leakage 
current to ground and its influence on the measurement circuit. 
The leakage current cannot be derived directly from the leakage 
resistance and must be measured independently for each PJVS 
output voltage. However, the leakage resistance to ground is a 
good indicator of the worst-case scenario; we are currently 
developing tools to automatically measure this quantity. To be 
compressive, the leakage current to ground from the bias 
electronics is not the only leakage effect: the leakage current 
due to the isolation resistance of the output leads must also be 
accounted for. 
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Fig. 2. Measured LCG as a function of the PJVS voltage for the two 
grounding configurations associated with the method A. Measured 
LCG as a function of the DAC0 voltage for the method B (orange 
diamonds). 

Fig 3.  Measured LCG as a function of the PJVS voltage for the two 
grounding configurations associated with the method A, after 
replacement of the commercial bias cables with low leakage cables. 
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Abstract—Random number generators may have weaknesses 

(bugs) and the applications using them may become vulnerable to 

attacks. Formalization of randomness bugs would help 

researchers and practitioners identify them and avoid security 

failures. The Bugs Framework (BF) comprises rigorous 

definitions and (static) attributes of bug classes, along with their 

related dynamic properties, such as proximate and secondary 

causes, consequences and sites. This paper presents two new BF 

classes: True-Random Number Bugs (TRN) and Pseudo-Random 

Number Bugs (PRN). We analyze particular vulnerabilities and 

use these classes to provide clear BF descriptions. Finally, we 

discuss the lessons learned towards creating new BF classes. 

Keywords—randomness, random numbers, random number 

generators, pseudo-random number generators, software 

weaknesses, bug taxonomy, attacks.  

I. INTRODUCTION

Randomness has application in many fields, including 
cryptography, simulation, statistics, politics, science, and 
gaming. Any specific use has its own requirements for 
randomness – e.g., random bit generation for cryptography or 
security purposes has stronger requirements than generation for 
other purposes. For cryptography or security purposes, the 
National Institute of Standards and Technology (NIST) 
recommends use of cryptographically secure Pseudo-Random 
Bit Generators (PRBGs). They are subject to the requirements 
in NIST SP 800-90A [8], NIST SP 800-90B [9] and NIST 
SP 800-90C [10]. Satisfying the requirements for a particular 
use can be surprisingly difficult [1] *. 

Weaknesses (bugs) in random number generators (RNGs) 
may lead to wrong results from the algorithms that use the 
generated numbers or allow attackers to recover secret values, 
such as passwords and cryptographic keys. Formalization of 
randomness bugs would help researchers and practitioners 
identify them and avoid security failures. For that we have 
developed a general descriptive model of randomness and two 
randomness classes as part of the Bugs Framework (BF) [2, 3]. 

In this paper, we discuss randomness bugs, present the BF 
randomness bugs model, and detail our newly-developed 
randomness classes: True-Random Number Bugs (TRN) and 
Pseudo-Random Number Bugs (PRN). The details include 
definitions and taxonomy of these classes, examples of 
vulnerabilities from the Common Vulnerabilities and 

Exposures (CVE) [4], and corresponding Common Weakness 
Enumeration (CWE) [5] or Software Fault Patterns (SFP) [6]. 
In the concluding section we discuss the lessons learned.  

II. THE BUGS FRAMEWORK (BF)

The Bugs Framework (BF) provides accurate, precise, and 
unambiguous definitions of software weaknesses (bugs) and a 
language-independent taxonomy that allows clear descriptions 
of software vulnerabilities [2, 3]. It organizes bugs into distinct 
classes. The taxonomy of each BF class comprises: level, 
causes, attributes, consequences, and sites of bugs. Level (high 
or low) identifies the fault as language-related or semantic. 
Causes bring about the fault. At least one attribute (denoted as 
underlined) identifies the software fault, while the rest may be 
simply descriptive. It is useful to catalog possible 
consequences of faults. Sites are locations in code (identifiable 
mainly for low level classes) where the bug might occur under 
circumstances indicated by the causes.  

Previously developed BF classes are: Buffer Overflow 
(BOF), Injection (INJ), Control of Interaction Frequency Bugs 
(CIF) [2], Encryption Bugs (ENC), Verification Bugs (VRF), 
Key Management Bugs (KMN) [3], and Faulty Result (FRS). 
Here we only give their definitions. Details and application 
examples of use are available at [7] . 

BOF: The software accesses through an array a memory 
location that is outside the boundaries of that array.  

INJ: Due to input with language-specific special elements, 
the software assembles a command string that is parsed into an 
invalid construct.  

CIF: The software does not properly limit the number of 
repeating interactions per specified unit.  

ENC: The software does not properly transform sensitive 
data (plaintext) into unintelligible form (ciphertext) using a 
cryptographic algorithm and key(s).  

VRF: The software does not properly sign data, check and 
prove source, or assure data is not altered.  

KMN: The software does not properly generate, store, 
distribute, use, or destroy cryptographic keys and other keying 
material.  

FRS: The software produces a faulty result due to 
conversions between primitive types, range violations, or 
domain violations. 

Disclaimer: Certain trade names and company products are mentioned in the 
text or identified. In no case does such identification imply recommendation 

or endorsement by the National Institute of Standards and Technology 

(NIST), nor that they are necessarily the best available for the purpose. 

* The icon is used through the paper where we note the NIST SP 
800-90 recommendations for construction of RBGs. 
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III. RANDOMNESS BUGS 

A. Randomness Generation 

We separate randomness generation in two distinct 
processes: true-random number generation and pseudo-random 
number generation. The former is nondeterministic true-
randomness generation (full entropy), while the latter is 
deterministic pseudo-randomness generation. 

True-random number generation uses entropy sources, 
while pseudo-random number generation uses true-random 
numbers as seeds. It is possible for a PRBG to use non-random 
seeds (e.g., for generating random numbers for simulation or 
game algorithms). PRBGs are used to extend the true-random 
seeds, produced from a True-Random Bit Generator (TRBG) 

output – if the seed has length n, the output of the PRBG can 

have length m, where m>n. However, a PRBG cannot increase 
the entropy of its seed.  

Examples of randomness related attacks are direct RSA 
common factor attack [11, 12] cryptanalytic attack, input based 
attack, state compromise attack. [13] 

B. The BF Randomness Model 

Fig. 1 presents our BF randomness bugs model, showing in 
which software components of TRNG and Pseudo-Random 
Number Generator (PRNG) bugs can occur. It is a descriptive 
and not as a prescriptive model. It should not be used as a 
model for construction of Random Bit Generators (RBGs). ( 
NIST SP 800-90C specifies construction of RBGs using the 
mechanisms and entropy sources described in SP 800-90A and 
SP 800-90B, respectively.) TRN is the name of our BF class of 
True-Random Number Bugs. PRN is the name of our BF class 
of Pseudo-Random Number Bugs. The BF randomness model 
helps identify where in the corresponding bugs could occur. 
TRN covers bugs related to entropy sources, TRBG, and 
TRNG. PRN covers bugs related to entropy pools, PRBG, and 
PRNG. Although, output from the former process may be used 
as input to the latter (see the red arrow in Fig. 1), they are 
distinct from the point of view that bugs related to each have 
different causes, attributes, and consequences. The random bits 
are optionally converted in a pseudo-random number based on 
the range that applications provide as an argument.  

 

Fig. 1. The BF Model of Randomness Bugs. It is a descriptive and not as a prescriptive model. It should not be used as a model for construction of RBGs.  

 NIST SP 800-90A/B/C give specific requirements and architectures for appovoed RBGs.  

(TRN – True-Random Number Bugs  
PRN – Pseudo-Random Number Bugs  

TRBG: True-Random Bit Generator  
TRNG: – True-Random Number Generator  

PRBG – Pseudo-Random Bit Generator 
PRNG – Pseudo-Random Number Generator 

BC – Block Cipher)
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If live entropy source is used, the PRBG is said to support 
prediction resistance. A PRBG without prediction resistance 
can still be used where an on-demand entropy source and 
immediate resetting are not required. [8] 

PRNGs are algorithmic and can have bugs. Most PRNGs 
are not cryptographically secure. 

IV. TRUE-RANDOM NUMBER BUGS CLASS - TRN 

A. Definition 

We define True-Random Number Bugs (TRN) as: 

The software generated output does not satisfy all use-
specific true-randomness requirements. 

Note that the output sequence is of random bits, where 
values are obtained from one or more sources of entropy.  

TRN is related to: PRN, ENC, VRF, KMN, IEX 
(Information Exposure Bugs). 

B. Taxonomy 

Fig. 2 depicts TRN causes, attributes and consequences. 

The attributes of TRN are:  

Function – Health Test, Conditioning, Mixing, Output, 
Converting.  

Algorithm – Hash Function, Block Cipher, XOR, etc. 

Used For – Seeding, Generation.  

This is what the output sequence is used for. It could be 
used as a seed for a PRNG or for generation of passwords or 
cryptographic keying material (keys, nonces) [15]. 

Randomness Requirement – Sufficient Entropy, 
Sufficient Space Size, Non-Inferable. This is the failed 
requirement.  

The importance of sufficient entropy is discussed in (CWE-
333 [5]). The notion of entropy used in this paper is min-
entropy, as the negative logarithm of the probability of the 
most likely outcome. Let X be a random variable such that the 

set of possible values that it can have is finite. Let P be the set 

of probabilities of X having those values. The min-entropy of X 

is defined as –log2 max(P), where max()finds the largest 
value in a set. The min-entropy is a measure of how difficult it 
is to guess the most likely entropy source output. [9, 16] 

Space size is the number of elements of the space of 
possible outputs (CWE-334 [5]). If the number of different 
outputs is not sufficiently large, there is a vulnerability to a 
brute force attack. Non-inferable means one cannot recover 
from known (guessed) information anything about the TRBG 
output (CVE-2008-0141 [4]). TRBGs used for 
cryptography/security must satisfy the Non-Inferable 
randomness requirement. 

In the graph of causes: Incorrect Entropy Assessment may 
result in TRN output having insufficient entropy. For example, 
a certain number of bits with full entropy may be needed, and 
because of Incorrect Entropy Assessment, the output may have 
insufficient entropy. 

In the graph of consequences: Inadequate Input to PRNG 
could be repeating, weak, insufficiently random, predictable, 
small space seed or other input. "A program may crash or 
block if it runs out of random numbers" (CWE-333 [5]. Denial 
of Service (DoS) can be a direct consequence (CWE-333 [5]). 

KMN could be a consequence as in finding private keys from 
public keys using a common factor attack [11, 12]. VRF could 
be a consequence of using a predictable random number with a 
signature algorithm, such as DSA (Digital Signature 
Algorithm). The information leaked (IEX) could be of the 
exact value of a generated random number (CWE-342 [5]) or a 
small range of values (CWE-343 [5]) from which the generated 
random number is easy to figure out. 

 
Fig. 2. The True-Random Number Bugs (TRN) represented as causes, attributes and consequences. 
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C. An Example 

CVE-2008-0141 
This vulnerability is listed in CVE-2008-0141 [4] and 

discussed in [17].  

The BF TRN taxonomy for this vulnerability is:  

 

Our BF description is: 

Inadequate entropy sources (date/time and user name) 
mixing using concatenation allow generation of passwords that 
do not satisfy the non-inferable randomness requirement (time 
known from password reset time, name - from user register), 
which may be exploited for IEX (of password), leading to ATN. 

Analysis (based on CVE-2008-0141 [4] and [17]): [17] 
includes “… The new password is simply the date 
(minute+seconds) and the var $user taken through 
register_globals (we can let it [be] empty) …”. An attack 
exploiting that is described there. 

D. Related CWEs and SFP 

The related SFP cluster is SFP Primary Cluster: 
Predictability [6], which is CWE-905 with members CWE 330 
to 344 [5]. 

Among them, the TRN CWEs are: 330, 331, 332, 333, 334, 
337, 339, 340, 341, 342, 343 [5]. 

V. PSEUDO-RANDOM NUMBER BUGS CLASS -- PRN 

A. Definition 

We define Pseudo-Random Number Bugs (PRN) as: 

The software generated output does not satisfy all use-
specific pseudo-randomness requirements. 

Note that the output sequence is of random bits or numbers 
from a PRNG.  

PRN is related to: TRN, ENC, VRF, KMN, IEX. 

B. Taxonomy 

Fig. 3 depicts PRN causes, attributes and consequences.  

The attributes of PRN are:  

Function – Conditioning, Mixing, Entropy Assessment, 
Seeding, Reseeding, Generate, Converting.  

Algorithm – Concatenation, Hash Function, Block Cipher, 
XOR. Concatenation is the usual mixing of output from IID 
sources. 

Used For – ASLR (Address Space Layout 
Randomization), Generation, Initialization, Input to Algorithm. 
This is what the output sequence is used for. It could be used 
for ASLR, generation of passwords or cryptographic keying 
material (keys, nonces) [15], initialization of cryptographic 
primitives [18] (e.g., an initialization vector for cipher block 
chaining mode of encryption; or a salt for hashing), or input to 
simulation, statistics, mathematics (e.g., Monte Carlo 
integration), or general algorithms. 

Pseudo-Randomness Requirement – Unpredictability/ 
Indistinguishability, Prediction/Backtracking Resistance, 
Sufficient Space Size, Use Specific Statistical Tests. This is the 
failed requirement.  

The pseudo-random output sequence should be statistically 
independent and unbiased [10]. It should pass the use-specific 
statistical tests for randomness. Unpredictability means that it 
should not be possible to predict next generated output from 
previous output [15]. Prediction Resistance means it is not 
possible to predict future output bits even if past or present 
state is known. Prediction resistance is not possible without a 
live entropy source. Backtracking Resistance means it is not 
possible to recover (backtrack) past output bits based on 
knowledge of the state at a given point in time [8, 10].  

For Space Size see section IV.B. above. Indistinguishability 
for a PRNG means that its output is computationally 
indistinguishable (i.e., by any probabilistic polynomial time 
algorithm) from a truly random sequence [15]. 

PRNGs used for cryptography/security must satisfy the 
Unpredictability/Indistinguishability, Backtracking Resistance, 
and Sufficient Space Size requirements. Prediction Resistance 
however is not always required – e.g. for PIV cards. 

C. Examples 

1) CVE-2001-1141 
This vulnerability is listed in (CVE-2001-1141 [4]) and 

discussed in [19, 20].  

The BF PRN taxonomy for this vulnerability is: 

 

Cause: Inadequate Entropy Sources (current date/time and 
user name) 

Attributes: 

Function: Mixing 

Algorithm: Concatenation 

Used for: Generation (of password) 

Randomness Requirement: Non-Inferable (time known 
from password reset time, name - from user register) 

Consequences: IEX (of password), leading to ATN 
(Authentication Fault) 

Cause: Improper PRNG Algorithm (C md_rand – the 
secret PRNG state is updated with portion, as small as one 
byte, of the PRNG’s previous output, which is not secret) 

Attributes: 

Function: Mixing (back into entropy pool) 

Algorithm: Hash Function (SHA-1 – used for PRNG 
output and to update its internal secret state) 

Used For: Generation (of cryptographic keying material 

– nonces, cryptographic keys) 

Pseudo-Randomness Requirements: Sufficient Space 
Size and Unpredictability (can be predicted from 
previous value through brute force) 

Consequences: KMN>Generate with IEX of future keying 
material and ENC>IEX of sensitive data 
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Our BF description is: 

Use of improper PRNG algorithm (C md_rand uses SHA-1 
for mixing back in the entropy pool portion, as small as one 
byte, of previous output to update PRNG’s state), allows 
generation of cryptographic keying material (nonces and 
cryptographic keys) that does not satisfy the sufficient space 
size and unpredictability (can be predicted from previous 
values through brute force) pseudo-randomness requirements, 
which leads to KMN>Generate and IEX of future keying 
material. 

Analysis (based on CVE-2001-1141 [4] and [19 – 22]): 

A PRNG used for cryptography does not satisfy the 
requirement of unpredictability from previous values, because 
the internal state can be determined from number of output 
requests. Possible consequences include: IEX of future PRNG 
output (CVE-2001-1141 [4]) (which is KMN>Generation 
failure) and weak encryption, confidentiality compromise [21] 
(which is ENC>Confidentiality failure [3]). 

The entropy accumulation implementation (entropy pool 
and associated mixing function) allows reconstruction of the 
PRNG internal state [20]. The mixing hash function for md (in 

the C md_rand) gets half of the previous value of md and bytes 
from the PRNG internal state. Wrongly, the half used is the one 
with the PRNG’s previous output (failed implementation 
relative to specification). Also, the number of used state bytes 
depends on the number of bytes requested as output, which 
could be as small as one byte. This enables a brute-force attack. 
The PRNG state could be reconstructed from the output of one 
large PRNG request (large enough to gain knowledge on md) 
followed by consecutive 1-byte PRNG requests [21, 22]. 

2) CVE-2008-4107  
This vulnerability is listed in (CVE-2008-4107 [4]) and 

discussed in [23-26]. 

The BF PRN taxonomy for this vulnerability is 

 

Our BF description is: 

Improper PRNG algorithms (not cryptographically strong 

PHP 5 rand and mt_rand, based on algorithms such as LCG 

or LFSR, and Mersenne Twister) used to generate pseudo-

random numbers, allow generation of passwords that do not 

satisfy the unpredictability/ indistinguishability and prediction 

resistance pseudo-randomness requirements and may be 

exploited for IEX of password, leading to ATN. 

Analysis: PHP’s rand() [23] usually uses LCG or LFSR, 

which is weak. PHP 5 mt_rand() [24] uses Mersenne 
Twister, which is weak as well. It enables finding the internal 
state and all future values from 624 values. [25]. This 
vulnerability can be used for password guessing (CVE-2008-
4107 [4]), [26]).  

 

Fig. 3. The Pseudo-Random Number Bugs (PRN) represented as causes, attributes and consequences (ASLR – Address Space Layout Randomization).

Cause: Improper PRNG Algorithms (not cryptographically 
strong PHP 5 rand and mt_rand) 

Attributes: 

Function: Generate (pseudo-random numbers) 

Algorithms: e.g., LCG or LFSR, Mersenne Twister 

Used For: Generation (of passwords) 

Pseudo-Randomness Requirements: Unpredictability/ 
Indistinguishability and Prediction Resistance 

Consequence: IEX (of password), leading to ATN 
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 CVE-2009-3238  

This vulnerability is listed in (CVE-2009-3238 [4]) and 
discussed in [27-33].  

The BF TRN and PRN taxonomy of this vulnerability is: 

 

Our BF description is: 

An TRN leads to a PRN. 

TRN: Improper RNG algorithm (same area is used for the 

hash array, allowing to repeatedly start from the same seed) 
for mixing (concatenation of pid and jiffies) followed by 
conditioning (using MD4 hash function), allows seeding that 
does not satisfy the sufficient entropy randomness requirement, 
leading to Inadequate Input to PRNG (repeating seed). 

PRN: Inadequate input to PRNG (repeating seed), used to 
generate pseudo-random numbers, allows use of ASLR that 
does not satisfy the unpredictability pseudo-randomness 
requirement and may be exploited for IEX of addresses. 

Analysis (based on CVE-2009-3238 [4] and in [27-33]): 

There is always a specific area for the hash array, allowing 
an attacker to repeatedly start from the same seed [32]. The 
result is predictability of address space randomization over a 
short time period. This violates the sufficient entropy 
requirement. 

“Address space randomization hinders some types of 
security attacks by making it more difficult for an attacker to 
predict target addresses” [27]. CVE-2009-3238 [4] includes as 
a reference [33] that describes a fix that increases the 
randomness of ASLR: "Following security issues were fixed: 
... CVE-2009-3238: The randomness of the ASLR methods 
used in the kernel was increased." 

The TRN consequence is Inadequate Input to PRNG 
(repeating seed) [32]. The PRN consequence is IEX of 
addresses [27-30].  

3) CVE-2017-15361 (ROCA – Return Of the Coppersmith 

Attack) 
This vulnerability is listed in CVE-2017-15361 [4] and 

discussed in [34].  

The BF KMN [3] with inner PRN (see RND>Inadequate in 
[3]) taxonomy for this vulnerability is:  

 

Our BF description is: 

A KMN with inner PRN. 

KMN: Improper algorithm step (for generation of primes for 
RSA keys) leads to inner PRN>Inadequate and allows 
generation of keying material (pair of public and private keys) 
with weak public key, leading to IEX of the private key. 

Inner PRN: Improper external algorithm (generation of primes 
for RSA keys, from random numbers and a constant related to 
keys size) leads to too few bits requested at converting and at 
seeding, and allows generation of random numbers not 
satisfying the sufficient space size requirement, which may be 
exploited for IEX of primes through fingerprinting of keys and 
factorization with Coppersmith algorithm. 

Analysis (based on CVE-2017-15361 [4] and [34]): The 
generated RSA primes have the form: p = k ∗ M + 

(65537^a mod M). Where, k and a are random numbers; M 

A KMN with inner PRN. 

KMN: 

Cause: Improper Algorithm Step (for generation of primes 
for RSA keys) leads to inner PRN 

Attributes: 

Cryptographic Data: Keying Material (keys) 

Algorithm: RSA (key generation from two primes) 

Operation: Generate (pair of public and private keys) 

Consequences: Weak Public Key, which leads to IEX of 
Private Key. 

Inner PRN: 

Cause: Improper External Algorithm (generation of primes 
for RSA keys from random numbers and a constant related 
to keys size) leads to Too Few Bits Requested 

Attributes: 

Functions: Converting, Seeding (low entropy requested) 

Used for: Generation (of secret prime numbers) 

Randomness Requirement: Sufficient Space Size (e.g., 

one random number is only 37 bits for 512-bit RSA keys) 

Consequence: IEX of generated primes (which format 
allows keys fingerprinting, factorization with Coppersmith 
algorithm, and finding random numbers and primes). 

An TRN leads to a PRN. 

TRN 

Cause: Improper RNG Algorithm (same area is used for 
the hash array, allowing to repeatedly start from the same 
seed)  

Attributes: 

Functions: Mixing (of pid and jiffies), Conditioning 

Algorithms: Concatenation, Hash Function (MD4) 

Used For: Seeding 
Randomness Requirements: Sufficient Entropy 

Consequence: Inadequate Input to PRNG (repeating seed) 

PRN 

Cause: Inadequate Input to PRNG (repeating seed) 

Attributes: 

Function: Generate (pseudo-random numbers) 

Used For: ASLR 

Pseudo-Randomness Requirement: Unpredictability 

Consequences: IEX of addresses 
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is a primorial (the product of the first n successive primes), 
related to the key size, which is a multiple of 32 bits. For keys 
with size in the [512; 960] interval, n = 39 is used (i.e., M 

= 2 * 3 * … * 167); n = 71; 126; 225 is used for key 

sizes within intervals [992; 1952], [1984; 3936], 

[3968; 4096], respectively.  

For keys with the same size, the generated RSA primes 
differ only in the values of k and a. The size of M is large – 

almost comparable to the size of the prime p (e.g., M has 219 

bits for the 256-bit prime p used for 512-bit RSA keys). Since 

M is large, the sizes of k and a are small (e.g., k has 256 - 

219 = 37 bits and a has 62 bits for 512-bit RSA). Hence, the 
resulting RSA primes suffer from a significant loss of entropy 
(e.g., a prime used in 512-bit RSA has only 99 bits of entropy), 
and the pool from which primes are randomly generated is 

reduced (e.g., from 2^256 to 2^99 for 512-bit RSA). [34] 

The specific format of the primes allows fingerprinting of 
the keys followed by factorization. The size of M is large, but 

the logarithm log65537 N mod M can be computed, as M has 

only small factors. Factoring N using the Coppersmith’s 

algorithm reveals a and k and eventually the prime p. [34]  

D. Related CWEs and SFP 

The related SFP cluster is SFP Primary Cluster: 
Predictability [6], which is CWE-905 with members CWE 330 
to 344 [5]. 

Among them, the PRN CWEs are: 330, 331, 332, 334, 335, 
336, 337, 338, 339, 340, 341, 342, 343 [5]. 

VI. CONCLUSION 

A. Summary 

In this paper, we presented two new BF Classes: True-
Random Number Bugs (TRN) and Pseudo-Random Number 
Bugs (PRN). They join other rigorously-defined BF classes, 
such as Encryption/Decryption Bugs (ENC), Verification Bugs 
(VRF), and Key Management Bugs (KMN). We presented the 
(static) attributes of the classes, along with the classes’ causes 
and consequences. We analyzed particular vulnerabilities 
related to those classes and provided clear descriptions. We 
showed that the BF-structured descriptions of randomness bugs 
are quite concise, while still far clearer than unstructured 
explanations that we have found. 

B.  Lessons Learned and Future Work 

At first, we tried to define a single Randomness class. 
However, that meant mixing the causes, attributes, and 
consequences related to true-random number generation and 
pseudo-random number generation. While exploring related 
vulnerabilities, we also realized that some of the consequences 
from the former may be causes for the latter. For example, if 
the consequence of a faulty seed generation is weak seed, this 
becomes the cause for a PRNG fault.  

We considered keeping it all in one class by grouping the 
causes, attributes’ values, and consequences related to true- and 
pseudo-random number generation. However, the model of 

randomness generation that we developed showed that these 
are two clearly separated processes and there should be two 
separate PRN and PRN randomness classes. 

Work on explaining more randomness bugs using TRN and 
PRN will help us determine if our BF taxonomy needs 
refinement. 

Our goal is for BF to become software developers’ and 
testers’ “Best Friend.” 
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Abstract  —  We describe a new generation of Josephson 

Arbitrary Waveform Synthesizers that generate programmable 
ac waveforms with an rms amplitude of 3 V and, at 1 kHz, have a 
quantum locking range greater than 1 mA. This system has two 
chips with a total of 204 960 Josephson junctions (JJs) co-located 
on a cryocooler. To test for systematic errors, we phase-shift by 
180° the waveform generated by half the JJs (102 480 JJs) to 
produce an approximate null. The measured residual of 51 nV 
rms implies a relative agreement of 3 parts in 108 between the 
two halves of the system. 

Index Terms — Digital-analog conversion, Josephson junction 
arrays, measurement standards, signal synthesis, 
superconducting integrated circuits, voltage measurement. 

I. INTRODUCTION 

Over the past two decades, there has been steady 

improvement in the magnitude of the output voltage of the 

pulse-biased ac Josephson voltage standard, also known as the 

Josephson Arbitrary Waveform Synthesizers (JAWS) [1]. 

These continued improvements have resulted in the JAWS 

becoming a more practical tool over a larger amplitude range 

for ac calibrations and useful for applications such as 

impedance metrology [2]. Increasing the JAWS output voltage 

also increases the signal-to-noise ratio in measurements of 

systematic errors. Finally, the system improvements that were 

implemented to produce larger voltages have also led to 

simplified lower voltage systems with better understood 

sources of error. 

In this paper, we further increase the JAWS output voltage 

by 50 % and measure the system performance. We use a 

cryocooled system to generate a 1 kHz waveform with a 3 V 
rms amplitude that is quantum-accurate over a dc current 

offset “locking” range of over ±0.5 mA. In Section II we 

describe the new chip and simplified electronics. In Section III 

we show measurements of the quantum locking range. We 

also begin an investigation of systematic errors by comparing 

two halves of the system using a null measurement and 

demonstrate a relative agreement of 3 parts in 108. 

II. JAWS SYSTEM CHARACTERISTICS 

This 3 V JAWS system combines two newly designed chips 

on a 4.6 K cryocooler (Fig. 1) with new bias electronics. The 

new chip design builds on advances demonstrated in [1]. The 

new bias electronics are based on a commercial pulse 

generator introduced in [3] and custom battery-powered 

isolation amplifiers that provide low-frequency compensation 

currents. 

The new chip design features eight arrays of Josephson 
junction (JJs); each array has 12 810 JJs that are embedded in 
series in the center conductor of a coplanar waveguide [1]. 
The JJs are self-shunted with a niobium-silicide barrier and 
niobium wiring. The JJ arrays have a critical current in liquid 
helium of 10 mA and a characteristic frequency of 20 GHz. In 
this paper, we demonstrate waveforms with an rms output of 
1.5 V per chip. 

Fast pulses are applied to the JJ arrays through two layers of 

Wilkinson dividers [1], so each chip requires only two RF 

inputs to drive all eight arrays. Each of the JJ arrays has an 

inside-outside DC block between the array and the Wilkinson 

dividers, with a 3 dB corner frequency of about 150 MHz to 

isolate the arrays at low-frequencies from each other and the 

RF input. 

The fast pulses are provided by a commercial arbitrary 

waveform generator (Keysight M8195A
*
) at a rate of 

14.4  109 pulses per second. An integrated finite impulse 

response filter is used to optimize the shape of the pulses so 

that every input current pulse causes each JJ to output exactly 

one quantized voltage pulse. The output of this generator is 

amplified with a commercial 50 GHz amplifier. 

We use two different configurations for the low-frequency 

wiring of the chips.  First, there is a “2 V” configuration where 

all the JJ arrays are connected in series with superconducting 

                                                           
*Commercial instruments are identified to specify the experimental 

procedure. NIST does not endorse commercial products. Other 

products may perform as well or better. 

Fig. 1.  Two JAWS chips mounted on a cryocooler. 
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wire. Second, in the “1 V + 1 V” configuration there are two 

pairs of outputs with the JJ arrays driven by each RF input 

separately connected in series. For this paper, we connect the 

two outputs of a “1 V + 1 V” chip and the output of a “2 V” 

chip in series on the cold stage of the cryocooler using short 

copper jumper wires. 

As in earlier systems, we individually apply a low-

frequency current to each JJ array through separate leads to 

compensate for the AC coupling of the fast input pulses by the 

inside-outside DC blocks [1]. The current to the arrays on 

each chip is provided by a pair of custom 4-channel battery-

powered isolation amplifiers. The amplifier is driven by a 

function generator and the gain of each isolated output is 

controlled using an RS-485 interface on the amplifier. 

For this experiment, we use one M8195A per chip. The two 

pulse generators are synchronized using a Keysight M8197A
*
 

synchronization module, and the instruments are synchronized 

to the same 10 MHz reference clock. The function generators 

are triggered from a M8195A marker channel. 

III. 3 V AND NULL MEASUREMENTS 

We determine that we have successfully generated a 1 kHz 

waveform with a quantum-accurate rms magnitude of 3 V by 

measuring the output waveform as a function of dc bias 

current using a NI PXI-5922
*
 digitizer. This measurement of 

the “quantum locking range” demonstrates that the system is 

operating correctly, with each JJ generating one output pulse 

for every input pulse, despite changes in the electrical or 

physical environment [1]. 

As is shown in Fig. 2, the quantum locking range is greater 

than 1 mA. During this measurement, the digitizer was set to 

its 10 V peak-to-peak range with a 1 MΩ input impedance and 

1 MHz sampling rate. An additional factor-of-three resistive 

divider was inserted at the digitizer input (10 kΩ across the 

digitizer input in series with 20 kΩ) to reduce the effect of 

digitizer nonlinearities. The digitizer nonlinearities create 

vertical red/blue stripes that are independent of the offset 

current in Fig. 2 and create harmonics in the separately 

measured spectrum (Fig. 3). 

As a first step in the investigation of systematic errors in 

this JAWS system, we measure the agreement between the 

different halves of the system. Each pulse generator is loaded 

with waveforms that are 180° out of phase. An additional 

delay is then applied in each pulse generator and between the 

pulse generators to minimize the combined amplitudes, 

resulting in an attempted null with an rms magnitude of 51 nV 

(Fig. 3). The magnitude of the attempted null depends on 

which JJ arrays and bias channels are generating in-phase/out-

of-phase voltages. This is likely due to leakage current from 

the compensation electronics and will need to be investigated 

in more detail, along with other sources of systematic error. 

VI. CONCLUSION  

We demonstrate a cryocooled JAWS system that generates 
ac waveforms with an rms magnitude of 3 V and a quantum 
locking range at 1 kHz that is greater than 1 mA. A null 
measurement indicates that the two halves of the system agree 
to within 3 parts in 108, with each half generating a 1 kHz 
waveform with an rms magnitude of 1.5 V. More extensive 
measurements are in progress to better understand the 
systematic errors of this system. 
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Fig. 3.  Digitally sampled spectral measurement of a low distortion 

1 kHz (dots) JAWS waveform with an rms magnitude of 3 V (blue), 

null measurement of 1.5 - 1.5 V (red), and 0 V background (grey). 
Fig. 2.  Voltage residuals of a fit to a sinusoid of the digitally 

sampled waveform with an rms amplitude of 3 V versus dither offset 

current (y-axis) and waveform period (x-axis). The quantum locking 

range is greater than 1 mA (black lines). 
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Abstract — The centimeter-gram-second system of electromag-
netic units (EMU) has been used in magnetism since the late 19th 
century. The International System of Units (SI), a successor to 
Giorgi’s 1901 meter-kilogram-second system, was adopted by the 
General Conference on Weights and Measures in 1960. However, 
EMU remains in common use for the expression of magnetic 
data. The forthcoming revision of the SI provides an excellent 
reason for magnetics researchers to abandon the use of EMU.  

Index Terms — International System of Units, electromagnetic 
units, permeability of vacuum.  

I. INTRODUCTION 

The International System of Units (SI), established in 1960 

by the General Conference on Weights and Measures, has 

been generally accepted by researchers in most scientific 

disciplines. Magnetics is a notable exception, where the 

centimeter-gram-second (CGS) system of electromagnetic 

units (EMU), as formulated by Maxwell in 1873, remains in 

common use. The coexistence of SI and EMU in magnetics, 

and the conversion from one to the other, has been a source of 

confusion and error for students and practitioners.  

Although the use of SI in magnetics has some inconven-

iences, they are minor compared to the ambiguities in the 

EMU system. The case for the SI remains compelling for the 

reasons first articulated by Giovanni Giorgi at the beginning 

of the 20th century. Importantly, the expected revision of the 

SI will make it incompatible with EMU.  

II. ADVANTAGES AND DISADVANTAGES OF SI AND EMU 

One of the advantages of SI is that it unifies magnetic and 
electrical units, whereas CGS bifurcates into EMU and 
electrostatic units (ESU). A possible disadvantage in SI is that 
two constitutive relations are recognized: B = µ0(H + M), the 
Sommerfeld convention, where B is magnetic flux density, µ0 
is the permeability of vacuum, H is magnetic field strength, 
and M is the magnetization; and B = µ0H + J, the Kennelly 
convention, where J is the magnetic polarization. Because M 
and J have different units, confusion is averted.  

A disadvantage of SI is that the units for H, amperes per 
meter, are too small. Researchers have the urge to use tesla for 
H (which they could use if they instead wrote µ0H), or they 
mistakenly refer to B instead of H.  

Turning to EMU, the disadvantages are more serious. The 
unit for magnetic moment m is often expressed as “emu”; 
however, “emu” is not a unit, but is simply an indicator of 

electromagnetic units. The actual units for m are ergs per 
gauss or ergs per oersted.  

As in SI, volume susceptibility is dimensionless, but its 
value in EMU is smaller than in SI. It may be appreciated that 
values of volume susceptibility, reported in the literature as 
dimensionless in both SI and EMU, might be difficult to 
compare. In EMU, volume susceptibility is often expressed in 
“emu,” “emu per cubic centimeter,” or “emu per cubic 
centimeter per oersted,” a state of confusion originating from 
the misuse of “emu” as the unit for magnetic moment.  

Magnetization (magnetic moment per unit volume) is 
commonly expressed either as M in “emu per cubic 
centimeter” or as 4M in units of gauss. They are 
dimensionally equivalent, but they differ numerically by 4. 
This double definition often leads to misunderstandings and 
mistakes.  

Care is required when electrical and magnetic quantities are 
combined: the EMU unit of current is the abampere. Some 
researchers are reluctant to abandon the ampere and use mixed 
units in equations that do not balance dimensionally. 

III. THE PERMEABILITY OF VACUUM IN THE REVISED SI 

The forthcoming revision of the SI [1], in which fixed 

values will be assigned to the Planck constant h and the 

elementary charge e [2], will accentuate the philosophical 

differences between EMU and SI: µ0 is fixed at unity in the 

former but will be measurable, in principle, in the latter [3], 

and quantities will no longer be strictly convertible by factors 

of 4 and powers of 10 [4].  

In the revised SI, µ0 will be derived from fixed constants h, 

e, and the speed of light c, and the experimentally determined 
fine structure constant  [3]:  

(µ0)experimental = (2h/ce2)fixed  ()experimental .             (1) 

The value of µ0, initially equal 4  107 H/m to 9 signifi-

cant figures, may change slightly over time as better measure-
ments of  are made [3]. Magnetics researchers will have to 
choose to work and publish in one of two incompatible 
systems: EMU, which has a long tradition, or SI, which 
unifies all metrology and which has been adopted by 
international convention.  

Of course, the adoption of SI by magneticians accustomed 

to working in EMU will require not only relatively 

straightforward conversions of units, but the conversion of 

equations (e.g., insertions and deletions of µ0 and 4). 
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Fortunately, it is much easier to verify the dimensional 
consistency of equations in SI than in EMU.  

IV. GIORGI’S RATIONALIZED MKS SYSTEM 

The demotion of µ0 from its immutable value of 4  107 
H/m within the SI might seem to violate the sanctity of a fixed 
constant. However, when a rationalized, four-dimensional 
system was first proposed by Giorgi [5], both µ0 and the 
permittivity of vacuum ε0 were regarded as subject to 
experimental refinement, with µ0  1.256  106 H/m and ε0  
8.842  1012 F/m, “free from any unnecessary 4,” and both 
subject to the condition (μ0 ε0)½ = c  3  108 m/s [6].  

That same condition applies in EMU, with µ0 = 1 and 

ε0 = c2, and in ESU, with µ0 = c2 and ε0 = 1. In 1905, Giorgi 

noted that his rationalized system “is neither electrostatic nor 

electromagnetic, because neither the electric nor the magnetic 

constant of free ether [vacuum] is assumed as a fundamental 

unit” [6].  

V. IS B THE SAME AS H  IN VACUUM? 

One of the appealing aspects of EMU is that, in vacuum, B 
is equal to H in value and dimensions, despite their different 

unit names (gauss and oersted). Whether the fields B and H in 

vacuum are physically the same in EMU (and in the present 

SI) is historically controversial [7]. 

In the present SI, B and H in vacuum are mutually con-

vertible through the fixed constant µ0 despite their different 

values and dimensions. This, too, is appealing. It is similar to 

the conversion of B and H in ESU (if one assumes c is a fixed 

constant in CGS; no one really knows because no international 
standards organization maintains the CGS system).  

In the revised SI, B and H will not be similarly convertible. 

In vacuum, one could, in principle, measure either B or H, 
depending on the experiment, and calculate its counterpart 

using the most recent value of µ0. Or one could, in principle 
(if not in reality), measure both B and H and calculate a new 
value of µ0. Thus, it seems implicit in the revised SI that B and 
H in vacuum are physically different.  

Before the value of c was fixed in the SI in 1983, the same 
considerations applied to (1) the electric flux density (electric 
displacement) D and the electric field strength E in SI and (2) 
B and H in ESU: they were mutually convertible through ε0, a 
constant whose value depended on the measured value of c.  

VI. CONCLUSION 

In introducing his rationalized meter-kilogram-second 
system in 1901 [5], which later evolved into the meter-
kilogram-second-ohm [6] and then the meter-kilogram-
second-ampere systems, Giorgi wrote, “Il sistema CGS, con 

questo, perde ogni ragione di esistere; ma non credo che il 

suo abbandono sarà lamentato da alcuno.” (“With this, the 
CGS system loses every reason to exist; but I do not think that 
its abandonment will be lamented by anyone.”)   

He may be correct, eventually.   
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Abstract —  The Inter-American Metrology System (SIM) is one 
of the world´s five major Regional Metrology Organizations 
(RMO´s). Starting in 2005, the SIM Time and Frequency 
Metrology Working Group (SIM TFWG) developed a time and 
frequency comparison network for the Americas (SIMTN). 
Currently 23 NMIs from SIM region participate on the SIMTN. 
Since 2008 the SIM TFWG is producing a time scale called SIM 
Time Scale (SIMT). SIMT is an averaged time scale computed in 
near real-time (every hour) from time difference data that the 
SIMTN produces and publishes every 10 minutes. In this paper, a 
SIMT evaluation based on data from August 2016 to January 2018 
is presented.  

Index Terms — Time Scales, international comparison, atomic 
clocks. 

I. INTRODUCTION

The measurement of time is of the utmost importance for 
many applications, including: global satellite navigation 
systems, communication networks, electric power 
transportation, astronomy, electronic transaction, and national 
defense and security.  Both, the SIM Time Network (SIMTN) 
and the SIM Time Scale (SIMT) have led to better coordination 
and cooperation in the Americas in time and frequency 
metrology. The SIMT is believed to be the first multinational 
time scale whose results are computed and published in real 
time via the Internet, and 2018 will mark its 10-year 
anniversary. Within the SIM region, SIMT complements 
Coordinated Universal Time (UTC) by providing real-time 
support to operational timing and calibration systems. SIMT is 
sufficiently stable to measure the stability of most SIM local 
time scales and provides a good approximation of the UTC 
timing accuracy (±10 ns). We show in this paper how the
reliability, accuracy, and stability of SIMT has improved during 
its 10 years of operation.   

II. THE SIMTN

The SIMTN became operational in 2005, and 23 nations have 
joined the network as of December 2017. The SIMTN 
continuously compare the time scales of all SIM local time 
scales with each other and produces measurement results in 
near real time [1]. The comparisons are performed via the
global positioning system (GPS) common-view and all-in-view 
techniques with multichannel single-frequency (L1 band) 

receivers. SIMTN servers are located at National Research 
Council (NRC) in Canada, National Institute of Standards and 
Technology (NIST) in the USA and the Centro Nacional de 
Metrología (CENAM) in Mexico. The three SIMTN servers 
host identical software that processes and publishes 
measurement data whenever requested by a user 
(https://tf.nist.gov/sim). 

III. THE SIMT

The large number of local time scales at SIM region made it 
attractive to generate a composite time scale that could be 
distributed and shared. Work on SIMT began in early 2008 at 
CENAM and it has been refined through the years. SIMT is 
continuously operated and it is made publicly available in real 
time via the Internet. It includes local NMI time scales, SIM(k), 
as single clocks in the SIMT ensemble and it is not dependent 
on the time scale maintained by any individual national 
metrology institute (NMI). SIMT has been designed to be an 
instantly accessible reference standard that can be used to 
monitor the performance of the local SIM(k) scales and 
operational timing system in the short, medium and long terms. 

The SIMT algorithm is published in [2]. It is designed to use 
exponential filtering to predict the time and frequency 
differences of SIMT(k) with respect to the averaged time scale. 
Clocks are weighted in terms of the inverse of their Allan 
deviation. The weighting criteria were modified in 2012 [3] to 
include an accuracy factor given by the inverse of the |áDfñ|, 
where |*| and á*ñ means absolute value and average value of  *, 
respectfully. The Df term is the frequency difference during the 
previous 240 hours between SIMT(k) and SIMT. Because 
SIMT is not steered to agree with UTC or any of the individual 
UTC(k) time scales, it can be considered to be a free running 
time scale.  

IV. SIMT PERFORMANCE

To evaluate the performance of the SIMT scale, we use the 
national time scale of Mexico, UTC(CNM), as a “common 
clock” to compute the time differences UTC – UTC(CNM), 
UTCr – UTC(CNM) and SIMT – UTC(CNM).  The UTCr time
scale is “rapid” UTC, a version of UTC that is published weekly 
with daily values [4], as opposed to UTC which is published 
monthly with values given at 5-d intervals.  Figure 1 shows the 
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time differences of UTC(CNM) with respect to UTC, UTCr and 
SIMT scales from October 2015 to January 2018, showing that 
SIMT is in good agreement with both UTC and UTCr for 
medium and long-term intervals. However, in the short term it 
can be noticed that SIMT is less stable than UTC or UTCr. This 
is due to two main reasons. First, the number of clocks used to 
produce SIMT is significant smaller than the number of clocks 
used to compute UTC or UTCr scales. Second, the short-term 
noise in data produced with the SIMTN is larger than the noise 
in data used to calculate the UTC or UTCr. That is primarily 
because the SIM time transfer systems are single frequency (L1 
band) Global Positioning System (GPS) receivers, as opposed 
to the multi-frequency GPS receivers and two-way satellite 
time transfer systems used by many NMIs to contribute to UTC 
and UTCr.  

 
Figure 2 shows the time differences of UTC – SIMT, UTCr 

– SIMT and UTC – UTCr. Those time differences were 
obtained by utilizing UTC(CNM) as a “common clock”. The 
outlier on the UTCr – SIMT graph near Modified Julian Date 
(MJD) 57750 is due to an erroneous UTCr published value.  

 
Figure 3 shows the frequency instabilities of the UTC – 

UTC(CNM), SIMT – UTC(CNM), UTCr – UTC(CNM), UTC 
– SIMT, UTCr – SIMT and UTC – UTCr time differences. In 
the short and medium-term the three most stable comparisons 
are UTC – UTCr, UTC – SIMT and UTCr – UTC, in that order. 
On the other hand, the stabilities of the time differences of 
UTC(CNM) with respect to UTC, UTCr and SIMT are almost 
equivalent. This implies that SIMT, for the purposes of 
evaluating the frequency stability of UTC(CNM), is an 
equivalent reference to UTC and UTCr, and is more readily 
accessible. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Time differences of the CENAM´s time scale 

UTC(CNM) with respect to the UTC, UTCr and SIMT scales 
from August 2016 to January 2018. 
 

 
 
 

V. CONCLUSION  

 
 
 
 
 
 
 
 
 
 
Figure 2. Time differences of UTC – SIMT, UTCr – SIMT 

and UTC – UTCr with UTC(CNM) as a “common clock”. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Frequency stabilities for the time differences UTC 

– UTC(CNM), SIMT – UTC(CNM), UTCr – UTC(CNM), 
UTC – SIMT, UTCr – SIMT and UTC – UTCr. 
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ABSTRACT 

A computer or dedicated client can use the Network Time Protocol (NTP) to synchronize an internal clock to a server that is 
synchronized by a 1 pulse-per-second (pps) signal from a national timing laboratory.  Measuring an NTP server on a local area 
network can reveal timing synchronization errors and anomalies that are not nearly as likely to be recognized when NTP is 
utilized on a wide area network, where network delay asymmetry is the dominant source of uncertainty. We measured a 
commercially available NTP server by making rapid packet requests with UTC(NIST) as the common reference clock for both 
the server and client. Analysis of the results revealed repetitive synchronization errors in the packets transmitted by the server. 
Although these errors were usually too small to be detected by customers who deployed the server or by clients who accessed 
the server during typical usage, improving packet synchronization would benefit many applications. By collaborating with the 
server’s manufacturer, the source of the problem was revealed, and firmware changes were made to remove the synchronization 
errors. This paper describes our measurements and how the results were used to improve the server’s NTP packet 
synchronization. 

1. INTRODUCTION

The Network Time Protocol (NTP) is the most common method for synchronizing computer clocks and devices over the public 
Internet. Time synchronization of a client within 1 ms of a national timing laboratory is possible across a country, or even 
internationally [1]. The most prevalent source of uncertainty across a packet-switched wide area network (WAN) is the 
asymmetry of the path delay between the client and server. There are situations where the server clock adds a noticeable offset 
to the result [2, 3], but because using NTP over a WAN is typically utilized to synchronize a clock to the nearest second, the 
server clock uncertainty is usually not discernible or of concern to the client. Also, NTP clients on the public Internet often use 
software that compares results from several NTP servers and discard information from servers with incorrect clocks. 

The uncertainty of NTP on a local area network (LAN) is usually much smaller, primarily because the smaller round trip path 
delay limits the potential effects of network asymmetry, which cannot exceed 50% of the path delay. We have previously 
examined the limitations of using NTP on a LAN by connecting the client computer directly to the server and measuring server-
client time differences of less than 1 µs on average over a 20-day period with a standard deviation less than 10 µs [4]. Adding 
network components such as routers and switches to reach a different subnet added several microseconds to the average and 
more than doubled the standard deviation, but the result was still much better than using a WAN.  Also, in a comparison of 
multiple NTP servers with the same reference clock and connected to the same network, the results differed by tens of 
microseconds [5]. These examples show that when NTP is used on a LAN, the uncertainty of the packet synchronization 
provided by the server is a significant factor in the uncertainty of the time received by the client. This paper shows how we 
measured anomalies, outliers, and server offsets, and then shared the results with a server manufacturer, helping them to achieve 
better NTP packet synchronization. 

2. DETECTION OF SERVER ANOMALIES

In a previous paper where we compared several NTP servers, our results showed unexplained time steps in data from two 
servers, made by the same manufacturer, that occurred at the same time [5]. The data from the other servers being measured 
on the same network did not indicate anything atypical. We began collaborating with the server manufacturer to investigate 
these results, and set up a test bed with multiple NTP servers using a 1 pulse per second (pps) signal from UTC(NIST) as their 
reference input.   

Novick, Andrew; Lombardi, Michael; Franzen, Kevin; Clark, John. 
”Improving packet synchronization in an NTP server.” 

Paper presented at ION International Technical Meeting/Precise Time and Time Interval Systems and Applications Meeting (ITM/PTTI 2018) , 
Reston, VA, United States. January 29, 2018 - February 1, 2018. 

SP-210



 
The NTP servers were compared to UTC(NIST) with a client computer measurement system used in previous experiments [1, 
4, 5]. Every 10 s, the client software sequentially requests packets from a list of NTP servers and compares the time stamp 
obtained in the packets to UTC(NIST). Several of the servers on the list are located on the same subnet. Because both the server 
and client computers are referenced to UTC(NIST), this is a direct test of the uncertainty of the packet synchronization of each 
server. Figure 1 shows the round trip delay and time difference of Server A for a period of four days.  In the middle section of 
the graph, Server B was added to the same subnet, and it appeared to cause a time step of over 80 µs in the Server A data. The 
round-trip delay for Server A did not change when Server B was added, so we did not believe that the network path was 
affected. The servers shared a network hub and it was initially predicted that crosstalk from Server B caused the change in 
Server A.  
   

 
Figure 1.  Two NTP servers compared to UTC(NIST) on a local network.  The presence of Server B appeared to affect the 

time difference of Server A, but not the round-trip delay. 
 
We saw the effect in the data from multiple servers by the same manufacturer. We began to investigate Server B and how it 
could be the source of the problem. However, we found changing it to any brand of server caused the servers in question to 
time step, even adding ones with the same make and model. After adding and removing servers, we noticed that the order of 
the list was significant; adding or removing a server from the list before the ones in question (earlier on the list) caused them 
to jump, but changes in the list after did not have an effect. Also, adding the same server to the list several times caused the 
problem and each successive server had a different time offset. So, it appeared that checking the servers slightly earlier or later 
in the 10 s segment produced different results, but if no changes to the list were made, the results remained consistent for long 
periods.  
 
The root cause of this behavior was not obvious until client software was developed at NIST that made rapid packet requests 
of a single NTP server. The software makes user datagram protocol (UDP) requests from an NTP server as quickly as possible 
until it either reaches 100,000 requests or times out due to network or server limitations. The UDP port is only opened and 
closed once and all the data points are stored in an array and written to disk. Figure 2 shows a graph of the entire dataset and a 
subset of the first 10,000 points captured by the software. It shows that the NTP timing output has a “sawtooth” shape that 
repeats about every 1000 points. The software pushes the server to its capacity, which is specified by the manufacturer to be 
1000 requests per second, and the number of points in each sawtooth varies around this number. By measuring the time interval 
of the complete data run, it appeared that the errors repeated every second. Thus, when the measurement system described 
previously checked the list of servers in the same order every 10 s, the requests to each server occurred at about the same place 
in the 10s cycle, hiding the true range of possible outputs from the servers in question. If this were not true, we would have 
seen a larger range in the data from Server A in Figure 1. Typically, an NTP client checks a server at intervals that are longer 
than 10 s and, on a public network, requests might reach the server at different points during the second, so the results would 
be spread out across the range of the sawtooth.   
 
The range of the data shown in Figure 2 is ~400 µs, and the average time difference in our test is 211.3 µs, which is still less 
than the 1 ms timing specification of the NTP server and would not be noticeable on a WAN.  On a LAN, however, it was 
apparent that the uncertainty of the transmitted packets was dependent upon when the request was made. After sharing this 
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information with the manufacturer, they performed some independent tests to try to replicate the results to determine the cause 
of the issue. We also pointed out the occasional outliers and questioned what their expected time offset was, because as was 
the case with Server A in Figure 1, it was very close to zero at times but that appeared to be coincidental. 
 
 

a)   b)  
 

Figure 2.  a) Time difference data from an NTP server synchronized to UTC(NIST), measured by a client system on the 
same subnet making rapid packet requests, and compared to UTC(NIST). b) A magnification of the first 10,000 points of 2a), 

revealing repetitive time steps resulting in a sawtooth shape. 
 
 
3.  MANUFACTURER’S SETUP 

A logic analyzer was used at the manufacturer’s site to test points on two identical devices, one configured as an NTP server 
with a Global Positioning System (GPS) input as the timing reference and one configured as an NTP client. The logic analyzer 
was connected to the Reduced Media Independent Interface (RMII) between the central processing unit (CPU) and the physical 
layer chip (PHY). This enabled it to capture the time when the NTP packet was sent/received on the Ethernet interface. On the 
server and the client four signals were monitored: RX time captured (pulse on a CPU pin when an NTP packet is received), 
RMII TX (a pin that goes high when data are transmitted), RMII RX (a pin goes high when data are received), TX time inserted 
(pulse on a CPU pin when placing the time stamp into the NTP packet). One channel of the logic analyzer utilized a 1 pps 
signal from a GPS receiver so that it had the same reference as the server. This setup allowed the analysis of the NTP 
request/response with 1 µs uncertainty on the logic analyzer. Packet analyzer software was used to save the packet data of each 
time stamp. With these measurements, they found that there was a rounding/truncation error in the code generating the time 
stamps. 

 

Figure 3.  Block diagram of manufacturer’s measurement setup. 

The server code had been ported from another platform where the CPU did not have the processing power to use double 
floating-point math or 64-bit integers, it was limited to using 32-bit integer math. This limited the resolution of the time stamp 
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when converting from NTP fractional seconds to microseconds. The NTP fractional seconds are represented as a 32-bit binary 
number (with a maximum value of 4,294,967,295), but when this was divided into microseconds, only the integer value of 
4,294 microseconds was used. This method discarded relevant values up to 0.967295 µs out of 4,294 counts per second, 
resulting in an accumulating error up to 225 microseconds during each one second period.  This error is reflected in the sawtooth 
pattern shown in Figure 2. The current platform code was updated to utilize 64-bit integers when converting to microseconds 
which included all of the relevant values, eliminating the rounding error. 

Looking at the occasional outliers in the NIST data, such as the outliers from Server A in the ten-minute averages on modified 
Julian date (MJD) 57914 in Figure 1, the manufacturer worked to minimize these occurrences. They revised thread priorities 
to improve the consistency and reduce the uncertainty of the NTP time stamps, raised the priority of the NTP thread and, where 
possible, lowered the priority of other threads so that they would be below NTP in the hierarchy. They developed a firmware 
update and sent it to NIST for installation and testing. 

4.  MEASUREMENT RESULTS 
 
Once the new firmware was installed at NIST, the rapid packet testing was repeated and the results are shown in Figure 4. The 
changes removed the sawtooth from the time stamps contained in the packets and thus their uncertainty is no longer dependent 
on the instant when the request is made. This was confirmed by adding and subtracting servers from the list of IP addresses on 
the client measurement system, which had no noticeable effect on the measured time differences. The overall range from the 
rapid packet requests was reduced to 111.0 µs and the time difference average from 10,000 points was reduced to 34.7 µs, a 
significant improvement compared to Figure 2 in Section 2.   
 

 
Figure 4. Time differences from an NTP server compared to UTC(NIST) obtained from rapid packet requests for ~12 s after 

a firmware upgrade. 
 
 
The manufacturer believed that they made improvements to the packet synchronization beyond the correction of the rounding 
error, and they were interested in knowing if the outlying points we saw in the ten-minute averages from the client measurement 
system had been alleviated as well. We did not have an idea of what the uncertainty of the synchronization was before the 
firmware change, because it could theoretically be anywhere within the range of the sawtooth. The manufacturer created a 
version of the firmware that repaired the rounding error, but left out all the other improvements to the timing they had added. 
Figure 5 shows a comparison of the measurements using the firmware with only the rounding error fix and the final version of 
the firmware.  The graph shows an improvement in the average time difference, from 118.0 µs to 29.4 µs for this data set.  
Also, the range was reduced by more than half, from 32 µs to 14 µs, the data are less noisy, and there are fewer outlying points. 
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Figure 5. A comparison of the NTP server time differences between the original firmware with only the rounding error fixed, 

and the firmware after several improvements. 
 
 
5.  SUMMARY 
 
Recent work at NIST has led to an investigation of distributing UTC(NIST) across local networks using NTP packet 
synchronization. We have measured the timing limitations and uncertainties caused by elements on the network, including the 
variation in the outputs of different servers residing on the same network. We found that server clock uncertainty can be a 
significant contributor to the NTP measurement uncertainty, especially on a LAN. By comparing the packet synchronization 
of a server referenced to UTC(NIST) to a client also referenced to UTC(NIST), we discovered periodic time steps in the server’s 
output. When this was reported to the manufacturer, they resolved the problem and developed a firmware upgrade that greatly 
reduced the uncertainty of the packet synchronization. 
 
This paper is a contribution of the U. S. government, and as such, is not subject to copyright.  The use of commercial products 
does not imply endorsement by NIST.   
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ABSTRACT  

Two-Way Satellite Time and Frequency Transfer (TWSTFT or TW for short) is one of the primary techniques for the 
realization of Coordinated Universal Time (UTC), which is computed by the International Bureau of Weights and Measures 
(BIPM). TWSTFT is carried out continuously by about 20 timing laboratories around the world. One limiting factor of the 
TWSTFT performance is the daily pattern (diurnals) in the TWSTFT data. Their peak-to-peak variations were observed as up 
to 2 ns in some extreme cases. They must be attributed to the equipment on ground or the satellite transponder, but no clear 
understanding has been achieved for some years. In 2014 and 2015, it was demonstrated inlinks between Asian stations that the 
use of Software-Defined Radio (SDR) receivers for TWSTFT could considerably reduce the diurnals and also the TWSTFT 
measurement noise. 

In 2016, BIPM and the Consultative Committee for Time and Frequency (CCTF) working group (WG) on TWSTFT launched 
a pilot study on the application of SDR receivers in the Asia to Asia, Asia to Europe, Europe to Europe and Europe to USA 
TWSTFT networks.  

The very first results of the pilot study have been reported to the PTTI 2017. The results show, 1) for continental (short) links: 
SDR TWSTFT demonstrates a significant gain in reducing the diurnals by a factor of two to three; 2) for inter-continental 
(very-long) links: SDR TWSTFT displays a small gain of measurement noise at short averaging times; 3) SDR receivers show 
superior or at least similar performance compared with SATRE† measurements for all links. 

The CCTF WG on TWSTFT prepared a recommendation “On Improving the uncertainty of Two-Way Satellite Time and 
Frequency Transfer (TWSTFT) in UTC Generation” for the 21st CCTF meeting. One of the recommended items is to introduce 
the use of SDR TWSTFT in UTC generation. The recommendation was approved by CCTF during the meeting in June 2017.  

In the current setups, a SDR receiver and the collocated SATRE modem receive the signals transmitted by remote SATRE 
modems, and the two devices independently determine the arrival time of the received signal. Thus, a few setup changes are 
necessary to implement SDR receivers into operational TWSTFT ground stations. On the other hand, the data computation, 
e.g. for calibrated time transfer, needs some caution in the data processing and provision, which are not trivial. Thus, an Ad
hoc Group has been established to work out a procedure for the use of the SDR TWSTFT in UTC computation.

This paper reports on the progress of the work for using SDR TWSTFT in UTC computation. Section 1 introduces SDR 
TWSTFT and the pilot study. Section 2 presents the considerations for using SDR TWSTFT in UTC generation. Section 3 and 
4 show the methods for analysing SDR TWSTFT and the analysis results. Sections 5 and 6 discusses the further improvement 
of SDR TWSTFT and summarizes the work towards using SDR TWSTFT in UTC generation. 

1. INTRODUCTION

Two-Way Satellite Time and Frequency Transfer (TWSTFT or TW for short) is a primary technique for the generation of 
Coordinated Universal Time (UTC) [1,2]. Its dominant source of statistical uncertainty is the daily variation (diurnals) 
observed in the link data, whose peak-to-peak amplitude can be up to 2 ns in extreme cases.  
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SDR TWSTFT stands for the application of Software-Defined Radio receivers in TWSTFT. A SDR receiver (SDR for short) 
works in parallel with the Satellite Time and Ranging Equipment (SATRE modem or SATRE for short) which has been used 
by the international timing community since 2003 in the UTC generation. In fact, the SDR receives the down converted signal 
(Rx) and then determines the arrival time of the signal independent of the SATRE [3], cf. the Figure 1.1. With the application 
of SDR in TWSTFT, a reduction of the diurnals and thus the measurement noise in Asian TWSTFT links was observed [3,4]. 
Because of the encouraging results and after a first validation by the International Bureau of Weights and Measures (BIPM) 
[4], the BIPM and the Consultative Committee for Time and Frequency (CCTF) working group (WG) on TWSTFT launched a 
pilot study during the TWSTFT participating stations meeting at the Precise Time and Time Interval (PTTI) conference in 
Monterey, California in February 2016. The goal of the pilot study has been to investigate the impact of using SDR TWSTFT 
in Asia to Asia, Asia to Europe, Europe to Europe and Europe to USA links with different satellites, c.f. the Figure 1.2. 

Figure 1.1 Illustration of the main paths of a TWSTFT link based on SATRE modems and on SDR receivers for comparison 
of two remote clocks  

Figure 1.2 Participating stations in the SDR pilot project (status of December 2017). The links in blue are for the Europe-
Europe and Europe-USA SDR TWSTFT. The links in red are for the Asia-Europe SDR TWSTFT. The links in black are for 

the Asia-Asia SDR TWSTFT. Until June 2017, the AM22 was used in the place of ABS-2A. 
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So far, 15 timing laboratories have installed SDR receivers and participate in daily SDR TWSTFT. The participants include: 
TL, NICT, KRISS (KRIS), NTSC and NIM in Asia; PTB, OP, VNIIFTRI (SU), INRIM (IT), METAS (CH), AOS (PL), RISE 
(ex SP, Sweden), ROA (ES) and NPL (UK) in Europe; and NIST in USA. Three satellite links in the Ku band have been used 
in the pilot study, they were routed through the satellites  Eutelsat 172B for the Asia to Asia links, Express AM22 for the Asia 
to Europe links until June 2017, and Telstar 11N for the Europe to Europe and the Europe to USA links. At the time of this 
writing, the successor of AM22 satellite has been selected as ABS-2A and the Asia to Europe TWSTFT links will soon be 
reinstalled.  

Continental (in Asia and in Europe), and also transcontinental (Asia-Europe, Europe-USA) SDR TWSTFT time links have 
been established. The SDR TWSTFT pilot study has been a global experiment involving leading laboratories. During the 25th 
annual meeting of the CCTF WG on TWSTFT held at NTSC in May 2017, the participating laboratories reported their results 
and analysis of the SDR pilot study [5]. The BIPM presented its validation [6].  

The major conclusions were: 

o for continental links: SDR TWSTFT demonstrates significant gain in reducing the diurnals by a factor of two to three; 
o for inter-continental (very-long) links: SDR TWSTFT displays little gain of measurement noise at short averaging times; 
o SDR receivers show superior or at least similar performance compared with SATRE measurements for all links. 

Based on these findings, the WG on TWSTFT prepared the recommendation “On Improving the uncertainty of Two-Way 
Satellite Time and Frequency Transfer (TWSTFT) for UTC Generation” [13] for the 21st CCTF meeting held on 9-10 June 
2017 at BIPM. At the meeting, the recommendation was submitted to the CCTF and the latter approved the recommendation. 
This means, that the process of implementation of SDR TWSTFT into UTC generation can start. 

Aiming at a routine computation of using SDR TWSTFT for UTC, there were still some open points to address. An Ad hoc 
Group composed of 5 experts from BIPM, NIST, OP, PTB and TL was setup to resolve these issues, comprising of data 
collection, treating discontinuities, calibration of SDR TWSTFT links, data format and computation programs, etc. Its attention 
was focussed on the practical issues towards its use in the UTC computation. The BIPM should perform a final evaluation 
using at least six months’ continuous data. One of the tasks of the Ad hoc Group has been to prepare a report on implementing 
the recommendation and request approval of the implementation of the SDR TWSTFT used in the UTC generation. In this 
paper, the main results of the report are presented to the scientific community. 
 
 

2. BASIC CONSIDERATIONS 
 

2.1 Calibration of SDR TWSTFT links 

The use of SDR TWSTFT links in UTC generation requires that the signal delays along the full propagation path have been 
determined. According to the TWSTFT calibration guidelines [2], a SDR link calibration can be made using a ‘2-step 
procedure’ as described below. The calibration results are going to be computed and issued by BIPM coordinated with the 
SDR TWSTFT participants. 

The two-step procedure:  

1. For UTC links:  
a) if the SATRE link is calibrated, the SDR link should be aligned to it; 
b) if the SATRE link is not calibrated, both links – the SATRE and the corresponding SDR link – should be calibrated 
together by using a TWSTFT mobile station or GPS calibrator with the ‘link’ method [2]; 

2. The non-UTC link delay should be calibrated by the triangle closure calibration (TCC) method [2]; 

A Calibration Identifier (CI) number is issued to each SDR link calibration. The TWSTFT calibration guideline is to be 
accordingly updated. 

 
2.2 Conventional uncertainty uA and uB  

For the UTC SATRE links, the conventional values of uA and uB are 0.5 ns and 1.0 ns (using TWSTFT mobile station 
calibration) or 1.5 ns (with GPS Calibrator) respectively. These values are assigned to time differences UTC-UTC(k), reported 
in the BIPM Circular T (Section 1) at a five-day grid, and are derived from a detailed report on the used link data in Section 5 
of Circular T. The conventional uncertainty as assigned by BIPM is usually higher than the individually estimated one. For 
example, the reported uB of the USNO-PTB SATRE link calibration is 0.6 ns while the conventional value is 1.0 ns [1].  

187

Jiang, Zhiheng; Arias, Felicitas; Zhang, Victor; Huang, Yi-Jiun; Ackhar, Joseph; Piester, Dirk; Lin, Shinn-Yan; Wu, Wenjun; Naumov, Andrey; 
Yang, Sung-hoon; Nawrocki, Jerzy; Sesia, Ilaria; Schlunegger, Christian; Liang, Kun. 

”Implementation of SDR TWSTFT in UTC Computation.” 
Paper presented at ION International Technical Meeting/Precise Time and Time Interval Systems and Applications Meeting (ITM/PTTI 2018) , 

Reston, VA, United States. January 29, 2018 - February 1, 2018. 
SP-218



The corresponding values of uA and uB for SDR links are 0.2 ns and 1.0 to 1.5 ns, respectively. In fact, as reported in [3,5,6] 
and in this paper, for short baselines, such as OP-PTB, a gain factor of two or three is obtained in the stabilities (SDR vs. 
SATRE). For long baselines, such as NIST-PTB with much smaller diurnal comparing to most of other links, e.g. the link of 
OP-PTB. The stability of the SATRE link is already below to 0.2 ns, see [6] and the discussion in the section below. As for uB, 
the same conventional value is valid for both the SATRE and the SDR links because, as mentioned above, the conventional uB 
of the SATRE link is often  higher than the measured one. Hence, the combined uB of the SDR link is usually within the 
conventional uB of the SATRE link. 

The conventional value of the uB for the SDR TCC calibration is 2 ns, the same as that when using  SATRE data [2,17].The uB 
of SDR links may be improved if a direct SDR link calibration is performed. This study is ongoing. 

 
2.3 Reporting the SDR TWSTFT data  

1) We focus on the data files in the format of the International Telecommunication Union Recommendation ITU-R 
TF.1153-4 [7] (ITU format or ITU for short) used in the UTC computation. It is recommended that the 1-s data files 
should be archived in local computers but not submitted to BIPM; 

2) The SDR data in ITU format should be submitted to the BIPM ftp site in the dedicated SDR folder, in the same way 
as the SATRE TWSTFT data; 

3) The conventional ITU data format and file name [7] for the SATRE modem should be used for the SDR data. The 
differences between a SATRE data file and a SDR data file are as the followings:  
- In the header of a SDR file, there is an identification comment line, such as: 
* MODEM     SATRE 076, Software-Defined Radio Receiver 

- The identification number for the SDR receivers should equal the SATRE earth station number plus 50, usually to be 
between 51 and 59. For example, for the SDR link of NIST-OP, we have the SDR Local Station ID and Remote 
Station ID as ‘NIST51   OP51’ in comparison to the SATRE Local Station ID and Remote Station ID ‘NIST01   
OP01’.  

4) For reporting the SDR data in ITU format for the UTC computation, a 300 s-interval is to be used. One of the 
advantages of this interval is that the SDR TWSTFT data can be compared exactly to the measurement of other time 
and frequency transfer data on the same epoch, such as the BIPM GPS PPP (GPS Precise Point Positioning) solution.  

 
2.4 Further improvement on SDR TWSTFT for UTC 

Without touching the hardware, we can still improve the stability of a SDR link by the following methods:  

1) Combination of SDR TWSTFT and GPS PPP. The same kind of combination of SATRE TWSTFT and GPS PPP has 
been used in UTC time transfer since 2009 [14]; 

2) Complete or partial network time transfer to fully use the redundant data [8-12,15]. Previous studies [10,11] suggest a 
simplified version, the so-called indirect link.  

The related programs of the two methods are almost available in the BIPM UTC/TAI software package Tsoft, c.f., Section 5. 

 
2.5 Operational Procedures 

The procedures listed below were defined in order to make the automatic computation of a SDR link becoming equal to that of 
the SATRE link in the standard BIPM Circular T monthly computation, as well as in the complete computations such as the 
link comparison and the publication in the BIPM web site. 

1) Elimination of phase steps in the SDR measurements when a SDR receiver is restarted has to happen. The new release 
of the SDR software V2018.1 [25] guaranties that the measurements continue without steps when restarting the 
device; 

2) The value and the definition of the REFDELAY (reference delay) for SDR are identical to that of the SATRE; 
3) The SDR ITU format data interval is to be a fixed value, at present, 300 s. This is realised by the software obs2ITU 

which converts the SDR raw measurement data to the standard ITU data format; 
4) CALR (link calibration) and ESDVAR (earth station delay variation) values are defined as Figure 1.1 shows. CALR 

and/or ESDVAR parameters may be adjusted to align SDR and SATRE links. 
 
2.6 Schedule of the implementation of SDR TWSTFT in UTC 

1) The SDR TWSTFT participants were requested to update their procedures  as listed in Section 2.5 and to make the 
equipment operational for routine measurements before July 2017; 

188

Jiang, Zhiheng; Arias, Felicitas; Zhang, Victor; Huang, Yi-Jiun; Ackhar, Joseph; Piester, Dirk; Lin, Shinn-Yan; Wu, Wenjun; Naumov, Andrey; 
Yang, Sung-hoon; Nawrocki, Jerzy; Sesia, Ilaria; Schlunegger, Christian; Liang, Kun. 

”Implementation of SDR TWSTFT in UTC Computation.” 
Paper presented at ION International Technical Meeting/Precise Time and Time Interval Systems and Applications Meeting (ITM/PTTI 2018) , 

Reston, VA, United States. January 29, 2018 - February 1, 2018. 
SP-219



2) During July-December 2017, measurements were carried out among the SDR TWSTFT participants and the test 
computations/calibrations were made at BIPM; 

3) BIPM made a final data analysis using the 6-month data of 1707-1712 (July 2017 to December 2017) and reports the 
results to the SDR ad hoc Group, and informs the WG on TWSTFT. The Ad hoc Group should prepare the final 
validation report to the WG and to the BIPM; 

4) From October 2017 onwards, BIPM has used the SDR data as the backup UTC links in the monthly Circular T 
computation. The BIPM publishes monthly on the BIPM web the results of the SDR link and its comparison to other 
techniques; 

5) SDR TWSTFT is going to be introduced for UTC computation in BIPM Circular T on an earliest possible date in 
2018. The decision will be made jointly by the BIPM and the WG on TWSTFT, represented by the Ad hoc group, in a 
link by link approval; 

6) In June 2018, a final report of the SDR TWSTFT Pilot Study will be presented to the 26th TWSTFT WG meeting in 
Poland (2018). 

 
 

3. THE METHOD AND THE EARLIER STUDY 

The SDR TWSTFT measurement data were collected from TL, KRISS, NICT since October 2014, and from NTSC, PTB, OP, 
NIST, AOS, CH(METAS), IT(INRIM), SP(RISE) and SU(VNIIFTRI) since July 2016. The SDR links discussed in Section 4 
were calibrated with an alignment to the corresponding SATRE links.  

In the following sections, we first make a quick review of the precedent studies and results (Section 3). We then focus on the 
results of the latest 6-month analysis (Section 4). In Section 5, we study and validate the methods to further improve the quality 
of SDR. Section 6 is a summary. 

In this section, we give an outline of the analysis method and the earlier study results. Details can be found in the 
[5,6,17,22].The study is based on the analysis of the double clock difference (DCD) over a baseline between (a) the SATRE 
and the SDR links, and (b) the SATRE or SDR and GPS PPP/IPPP (Integer Ambiguity GPS PPP solution [21]) links. The 
DCD is very helpful for the uncertainty analysis. 

Methods of the BIPM validation: 

 We analyse the σ (standard deviation) and the Time Deviation (TDev) σX of DCD; 
 The data used are mainly: SATRE TWSTFT, SDR TWSTFT, GPS PPP and GPS IPPP; 
 The 4 indicators of the assessment of the quality and the level of the improvement are the following: 
1. σX for evaluation of the instabilities at different averaging times (τ) 
2. σ (DCD) for revealing the agreement with GPS PPP/IPPP: the smaller the better 
3. σ of the triangle closures for indication of the uncertainty and the noise level of the links: the smaller the better 
4. σ of discrepancies to GPS PPP or to BIPM Circular T for the long-term stability: the smaller the better 
 Gain factors: σSATRE/σSDR, σX-SATRE/σX-SDR: the larger the better 

In the future, we will have TWOTFT (Two-Way Optical-fibre Time and Frequency Transfer) as a new tool for the analysis, 
whose stability and accuracy are both in order of 100 ps, thanks to the links of TWSTFT and TWOTFT established between 
AOS and GUM (PL) [19].   

Example (1) The gain in SDR link vs. the SATRE link over the baseline OP-PTB  

The left plot in Figure 3.1 depicts the TWSTFT differences of SATRE and SDR links, respectively. Obviously, the SATRE 
link suffers considerable diurnal variations. The right plot is the TDev of the two sets of link data which shows more clearly 
how the diurnal and the noise level affect the SATRE TWSTFT from 2 hour to about one day. Table 3.1 gives the gain factor 
in TDev, 3.7 on average. 

Table 3.1 Gain factors in TDev of the SDR versus SATRE link at different averaging time (τ) 

τ /h Gain 
2 3.3 
8 5.2 

16 3.9 
mean 3.7 
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Figure 3.1 The SDR and the SATRE links and the corresponding TDev over the baseline OP-PTB 

 

Example (2) Comparing the GPS PPP link to the TW SATRE and TW SDR links to study the gains  

In the following we will compare GPS PPP links to TW SATRE and TW SDR links over the baselines TL-NICT and OP-PTB 
in Asia and in Europe using different satellites. 

Unlike to example (1) where the TW SATRE solution was used as reference, we use the GPS PPP as the reference. Being 
independent from TWSTFT, the GPS PPP solution seems suitable to validate the improvement in the SDR method. Its 
statistical measurement uncertainty is small (uA=0.3 ns [1]) and it is almost not affected by diurnal variations. Making a choice 
between TW SATRE or TW SDR link data, those which agree better with GPS PPP are considered to better represent the 
clock differences. Comparing TWSTFT to GPS PPP allows for also investigating the stability of SDR in view of the 
calibration, a key issue in the UTC time transfer. We emphasize that SDR TWSTFT and GPS PPP are independent and 
therefore the standard deviation and the TDev of the DCD give a conservative estimation than the truth. 

Table 3.2 Gain factor in TDev in the DCD of SATRE versus SDR links against the PPP link over the baseline TL-NICT 

τ /h 
SATRE-PPP 

σX /ps 
SDR-PPP 

σX /ps 
Gain 

σX/SATRE-PPP/σX/SDR-PPP 
1 140 40 3.5 
2 90 45 2.0 
6 125 38 3.3 

12 79 48 1.6 
24 68 59 1.2 

Mean   2.3 

Table 3.3 Gain factor in TDev in the DCD of SATRE versus SDR link against the PPP link over the baseline OP-PTB 

τ /h 
 SATRE-PPP 

σX /ps 
SDR-PPP 

σX /ps 
Gain  

σX/SATRE-PPP/σX/SDR-PPP 
2  210 160 1.3 
4  340 160 2.1 
8  330 110 3.0 

16  170 80 2.1 
Mean   2.1 

Tables 3.2 and 3.3 contain the gain factors in TDev in the DCD of SATRE versus SDR links against the PPP link on different 
averaging times ranging from 2 hours to one day. The average gain is 2.3 for the baseline TL-NICT and 2.1 for OP-PTB, 
considering that PPP is not errorless.  

Example (3) Comparison of the triangle closures given by the SATRE and SDR measurements 

In theory, the triangle closure of (A-B) + (B-C) - (A-C) should be zero. A non-zero closure is hence a ‘real’ error, the larger the 
worse, the smaller the better. The gain factor is here the ratio of the standard deviation of closures. Table 3.4 gives the result of 
three triangles. The gain factor is 4.5 on average. It is important to point out that the deviation of the closure results constitutes 
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a real error, therefore the gain factor here indicates potentially a significant improvement of the systematic uncertainties in 
TWSTFT links. C.f. the Section 4.3 of TM267 [6] for detailed information on the data used. 

Table 3.4 Gain factor of the SDR vs. the SATRE links given by the triangle closure analysis 

Triangles Gain factor= σ(SATRE)/σ(SDR) 
OP-NIST-PTB 4.3 
NICT-KRIS-TL 4.8 
PTB-NTSC-SU 4.5 

Mean 4.5 

 

Example (4) Long-term stability of the SDR TWSTFT links 

Then long-term stability of SDR links is no doubt one of the most important issues. Once a SDR link is calibrated, it should be 
kept stable. A comparison between the SDR TWSTFT and the GPS PPP over the baseline TL-KRIS for about 400 days was 
made and the σ of the DCD is 1.1 ns, which is the usual long-term variation or even better between the TWSTFT and GPS. 
The long-term stability of the SDR link is satisfactory for use as UTC time transfer. C.f. the Section 4.4 of [6] for detailed 
information on the data used.  

 
Example (5) Test calibration of the SDR Europe-USA network  

 
Figure 3.2 The Europe-USA TW SATRE (left) and TW SDR (right) networks 

 
The test calibration result is given in Table 3.5 of the TM273 [23]. The data set used was the UTC 1704 (April 2017). This is 
just a numerical experience and the CI is assigned 999 for all the links. 
  
Example (6) Further improve the quality of the SDR TWSTFT 

Further improving the stability of the SDR is possible. Practically, we have immediately two numerical tools: the combination 
of SDR TWSTFT and GPS carrier phase [14] and the indirect links [8,10,11]. Figure 3.3 shows the TDev of the PTB-OP 
TWSTFT differences computed with the SATRE, SDR and the indirect-SDR via NIST. The numerical tests show that the 
latter is the most stable, cf. the next section for the improvement with the combination of SDR TWSTFT and GPS PPP. 

 
Figure 3.3 TDev of the TWSTFT link PTB-OP computed with the SATRE, SDR and the indirect-SDR methods 
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4.  LATEST ANALYSIS USING 6-MONTH DATA OF JULY-DECEMBER 2017 

Required by the CCTF WG on TWSTFT, the BIPM performed a final analysis aimed at verifying that the procedures 
discussed in Section 2 are adequate for using the SDR links in UTC generation. 183 days of data from the latest 6 months (July 
to December 2017, MJD 57935-58118) were used in the analysis. Because the Asia-Europe TW links were not operational 
during this period due to the AM22 satellite being out of service, only the available Europe-Europe, Europe-America and Asia-
Asia links have been analysed in this report, c.f. the Figure 1.2.  

In addition to the SDR TWSTFT data, the other data analysed were collected from the UTC data sets. A total of four types of 
the measurements are collected and carefully analysed, that include SATRE TWSTFT, SDR TWSTFT, GPS PPP and GPS 
IPPP. At this moment, only the OP-PTB GPS IPPP link was available.  

 
4.1 Calibration 

The SDR links analysed here were relatively calibrated by alignment to the related SATRE links using the data set 1709 
(September 2017). Table 4.1.1 below lists the SDR TWSTFT calibration corrections for the UTC links in Europe and a non-
UTC link in Asia. The calibration of the TL-KRIS SDR link was made by the alignment to the GPS PPP link. Here σ is the 
standard deviation of the alignment, that is, the fitting to the measurements that gives the scatter level of the measurements 
containing the noises from both the SATRE and SDR. It is not the standard deviation of the mean values (the correction) which 
can be computed by the σ over the root of N-1. The ‘alignment’ uncertainty is in fact very small and negligible in the 2-step 
calibration procedure using SDR and the SATRE links.  

Note here that, the calibration corrections given in Table 4.1.1 are of the new setups and the latest values used for the UTC 
backup computation. Here yymm stands for year and month. The same is in the following discussion. 

Table 4.1.1 The TW SDR link calibration corrections 
Link Correction /ns N-Point σ /ns CI of SATRE link Data set used /yymm 

AOS-PTB -54.449 329 0.659 449 1709 
CH-PTB -128.909   356 0.454 284 1709 
IT-PTB -188.926   376 0.519 434 1709 

NIST-PTB -113.862   245 0.108 393 1709 
OP-PTB 2263.247   305 0.428 437 1709 
TL-KRIS -2441.649   4101 0.241 GPS PPP 1710 

 
4.2 One-month data analysis 

UTC is computed and published monthly. The monthly data set is therefore the base of the analysis. In this section, we 
investigate all the SDR links for UTC backup computation. The data were collected from the latest data sets 1712 (December 
2017). The GPS IPPP links are not calibrated. 

Below, we will discuss the time links, the link comparisons, that is the DCD, between SDR, SATRE, GPS PPP and GPS IPPP, 
as well as the related statistics. We discuss the daily and monthly stabilities and the biases between techniques. Special 
attention is paid to the reduction of the diurnals which may be the most important advantage of the SDR technique. 

The analyses of 1-month data and 6-month data (Section 4.3) reveal the major issue of the SDR TWSTFT at this time: the 
discontinuity (missing data and time step) due to the changes in hardware, software and reference signals. These issues can be 
mitigated by improvement of the SDR TWSTFT system and carefully monitoring the SDR TWSTFT operation.  

In the following, we will not show all the results but some typical examples. 

4.2.1	The	OP‐PTB	baseline	

In Figure 4.2.1x, DCD is obtained by differentiating two time link data sets. The TDev plots show the log x (in seconds) 
versus log averaging time (in seconds). “-10” on the vertical represents thus 100 ps. The numbers in the plots represent x-
values in picoseconds.  

We first compare the SDR link to the SATRE link and the results are given in Figure 4.2.1a. Then we compare the TW SDR 
link to the GPS IPPP link. The IPPP solution is the GPS PPP solution obtained by solving the inter ambiguity. It is more 
precise than the PPP solution. The results are given in Figures 4.2.1b-1 to 4.2.1b-3. Because the IPPP solution is more precise 
than the PPP one, GPS PPP is not used for the analysis over the baseline OP-PTB when IPPP is available. 
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A) Comparing the SDR TWSTFT to SATRE TWSTFT  

 
(a) SDR TWSTFT (blue) and SATRE TWSTFT (black) / MJD 

 
Averaging time, Log (s)   

(b) Time Deviations of the SDR (left) and SATRE (right) TWSTFT links 

 
MJD 

(c) DCD of SDR link and SATRE link with σ(DCD)=0.517 ns 

Figure 4.2.1a Comparison between TW SDR and TW SATRE time links over the baseline OP-PTB 

 

B) Comparing the SDR TWSTFT to GPS IPPP 

The best and most accurate reference to validate the SDR technique should be the TWOTFT (Two-Way Optical-fibre Time 
and Frequency Transfer), which has the stability and accuracy of about 100 ps [19]. Unfortunately, such a baseline where the 
two techniques of SDR TWSTFT and the TWOTFT are available does not exist at this time. The next most precise technique 
for time transfer at present is the IPPP, i.e. the GPS PPP with integer ambiguity [21]. Both the TWOTFT and the IPPP are 
believed free of the disturbances seen as diurnal variations.  

As well known, the phase ambiguities of GPS carrier frequencies are physically integer number but the usual PPP solves the 
ambiguities as real values. Associated errors may sum up as Random Walk instability. The IPPP may eliminate this bias. When 
required, the BIPM produces the IPPP solution using the CNES/GRGS specific satellite products and software GINS. 
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Experience shows that at averaging times of 4 to 5 hours, 2×10-15 in frequency stability may be reached. Comparison with the 
TWOTFT link indicates an accuracy of frequency transfer of 1×10-16 may be reached in 3 to 5 days. The frequency transfer of 
the 10-16 level has been reported by comparing with two-way carrier phase [24]. 

We have a 10-day of IPPP solution for MJDs from 57935 to 57944 in the beginning of July. Here after we show the link and 
link comparison results. 

 
Averaging time, Log (s)  

Figure 4.2.1b-1 The TDev of the IPPP time link over the baseline OP-PTB 

A comparison between GPS PPP and GPS IPPP time links over the baseline OP-PTB gives that the σ(DCD)=0.088 ns. The 
PPP and IPPP solutions are considered to be correlated. The latter is more precise.  

 
TW SDR(black) and GPS IPPP(blue) / MJD 

Figure 4.2.1b-2 Comparison between TW SDR and GPS IPPP time links over the baseline OP-PTB with σ(DCD)=0.158 ns 

 
TW SATRE(black) and GPS IPPP(blue) / MJD 

Figure 4.2.1b-3 Comparison between SATRE and IPPP time links over the baseline OP-PTB with σ(DCD)=0.516 ns 

4.2.2	The	TL‐KRIS	baseline	

Similar to the discussion in the last section, we show the SDR time link and the TDev over the baseline TL-KRIS in the 
following figure. As can be seen, the instability of the SDR link reaches 45 ps in less than 60 minutes of averaging time. 
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SDR link / MJD         Averaging time, Log (s)  

Figure 4.2.2 SDR link and the TDev over the baseline TL-KRIS  

The SDR link can be further improved by the methods of the indirect linking and the combination of the SDR and GPS PPP. 
See details in the Section 5 below. 

4.2.3	The	AOS‐PTB	baseline	

Figure 4.2.3 shows the SDR and SATRE time links and the link comparison. The σ(DCD)=0.727 ns. As can be seen obviously, 
the instability comes mainly from the noise in the SATRE measurements. 

 
TW SATRE (black) and TW SDR (blue) links / MJD 

Figure 4.2.3 Comparison between SDR and SATRE time links over the baseline AOS-PTB with σ(DCD)=0.727 ns.  

4.2.4	The	IT‐PTB	baseline	

The same as above, we show the SDR vs. the SATRE time links and the TDev over the IT-PTB baseline. As can be seen in the 
TDev plots the stability in the SDR is largely better than that of the SATRE at any averaging time. 
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(a) SATRE (black) and SDR (blue) links with the σ(DCD)=0.443 ns 
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Averaging time, Log (s)  

(b) TDev of SDR (left) and SATRE (right) links 

Figure 4.2.4 Comparison between TW SDR and TW SATRE time links over the baseline IT-PTB 

 
4.3 Six-months data analysis 

Obviously, the long-term stability in UTC time links is very important. In [20] we discussed the long-term stability of the SDR 
linkhere only one example of the Asian link of TL-NICT was analysed and the standard deviation of the DCD between the 
SDR TWSTFT and GPS PPP links was 1.09 ns. This suggests the SDR link is at least as stable as the GPS PPP link. To 
complete the study and to have a more general conclusion, we give here other examples of the Europe-Europe-US UTC links 
over 6 months. 

4.3.1 The OP-PTB baseline 
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(c) TDev of SDR and SATRE TWSTFT differences 

Figure 4.3.1-1 TW SDR and TW SATRE links over the baseline OP-PTB 

 
MJD 

(a) TWSTFT differences of SDR (blue) vs. SATRE (black) links 

 
MJD 

(b) DCD of SDR and SATRE links with the σ(DCD)=0.445 ns with no slope observed 
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Averaging time, Log (s) 

(c) TDev of the DCD of which the instability comes mainly from the noise and diurnal in SATRE measurements 

Figure 4.3.1-2 Comparisons of TW SDR and TW SATRE time links over the baseline OP-PTB 

 
MJD 

(a) Time transfer difference of SDR (black) and. GPS PPP (blue) links 

 
MJD 

(b) DCD of SDR and GPS PPP links with the σ(DCD)=0.283 ns and two slopes 
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Averaging time, Log (s)  

(c) Time deviation of the DCD 
Figure 4.3.1-3 The TDev of TW SDR, TW SATRE and GPS PPP over the baseline OP-PTB 

4.3.2	The	baseline	TL‐KRIS	

 
MJD 

(a) DCD of SDT and GPS PPP links with the σ(DCD)=0.314 ns and a slope 

 
Averaging time, Log (s)  

(b) Time deviation of the DCD 
Figure 4.3.2-1 Comparison between SDR and GPS PPP time links over the baseline TL-KRIS 
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Averaging time, Log (s)  

Figure 4.3.2-2 Comparison of the TDev of the SDR (blue) and GPS PPP (red) time links over the baseline TL-KRIS 

As given in the plot, the TDev reaches to 34 ps on two hours averaging time. The SDR link is more stable than that of the GPS 
PPP in both short and long-terms. 

4.3.3 The	baseline	CH‐PTB	

 
MJD 

Figure 4.3.3-1 DCD of TW SDR and GPS PPP time links over the baseline CH-PTB 
with the σ(DCD)=0.389 ns and a slope plus a step in the DCD 

 
MJD 

Figure 4.3.3-2 DCD of TW SDR and TW SATRE time links over the baseline CH-PTB 
with the σ(DCD)=0.441 ns without slop observed 
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4.3.4 The	baseline	IT‐PTB	

 
DCD /MJD 

Figure 4.3.4-1 DCD of SDR and GPS PPP time links over the baseline IT-PTB 
with the σ(DCD)=0.653 ns and a slop 

 
MJD 

(a) TWSTFT differences of SDR (blue) and SATRE (black) links 

  
Averaging time, Log (s)  

(b) TDev of SDR (left) and SATRE (right)TWSTFT differences 

Figure 4.3.4-2 Comparison between TW SDR and SATRE time links over the baseline IT-PTB 

Here, the up plot is the DCD of the two links with the σ(DCD)=0.708 ns without slope. The down plot is the TDev of the two 
links. Again, as shown in the Figure, the stability of SDR reaches 110 ps in about one hour and is much more stable than that 
of the SATRE. Between the 58030 and 58060, both the TW SDR and SATRE data were disturbed and not shown here. 
 
4.4 Summary of the 6-month analysis 

Based on the analysis above, we have the following observations: 
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o There are time steps and gaps, in particular, in the links of IT-PTB, AOS-PTB and NIST-PTB. The results of AOS-PTB 
and NIST-PTB can be found in TM273 [23]; 

o IT-PTB link is a little nosier than normal; 
o Similar conclusions as given in the earlier study, c.f. the TM267 [6] can be made: 

 For the inner-continental links, the TDev of the SDR links is greatly improved as compared to that of the 
SATRE links in both the measurement noise and the diurnal; 
 For the link NIST-PTB, the measurement noise is improved but the diurnal, which is already very small and in 

fact the smallest of all the UTC links, is not considerably improved. In fact, the SATRE TWSTFT link NIST-
PTB is the most stable one in the TW network. The short term TDev or uA is about 100 ps, much smaller than 
the conventional uA of 200 ps, see section 2.2. That is, 200 ps is almost the uncertainty limit of SDR (for the 
satellite T11N). It is hence difficult to further improve the uncertainty in an order of 100 ps. In Asia, it seems the 
links with the satellite 172B are more stable; 
 The best operated and the most stable SDR link is of OP-PTB which can be readily used as a UTC link 

o At present, not all the SDR ITU data are as reliable (in terms of data gaps and time steps) as that of SATRE. The data 
quality will be improved with more experiences in operating and monitoring SDR TWSTFT. A coordinator is to be 
named to monitor the SDR measurement quality and find a trouble-shooting solution when necessary. 

We make here a summary of the 1-month and 6-month analyses: 
 We confirm the earlier conclusions: the diurnals are considerably reduced, in particular for the inner-Europe links. In 

consequence, the statistical uncertainty is decreased by a factor of 2 or 3 in most cases; 
 In long-term and in normal case (without steps due to the changes in hardware and the software), the SDR links are 

consistent with GPS PPP links, e.g., for the period of 183 day, σ(DCDSDR-GPSPPP)=0.283 ns for the baseline of OP-
PTB; σ(DCDSDR-GPSPPP)=0.314 ns for the baseline of TL-KRIS; σ(DCDSDR-GPSPPP)=0.389 ns for the baseline of CH-
PTB and σ(DCDSDR-GPS PPP)=0.653 ns for the baseline of IT-PTB. AOS and NIST suffered several huge steps and we 
could not make the long-term comparisons; 

 In long-term the SDR and SATRE links are well consistent with each other; 
 However, we observe a kind of slope between the SDR and GPS PPP links, which seems in the same order as that 

between SATRE and GPS PPP links. Further studies will be made in this direction; 
 The major issue is the steps in the SDR measurement data. The operators of the SDR TWSTFT should pay more 

attention to the SDR operation at least at the beginning of the SDR TWSTFT operation. 
 
 

5. STEPS TO FURTHER IMPROVE THE SDR QUALITY 

We have pointed out that the uncertainty of the SDR link may be further improved by: 

- The indirect link method [10,11] as a simplified application of the TW network time transfer [8]; 
- The combination of the TW SDR and the GPS PPP which contains the carrier phase information, namely SDR+PPP [14]. 

As we also know, the GPS IPPP is at present the most precise link available [21] among the techniques used in the practice of 
the clock comparison. We may therefore use the IPPP to investigate the gains of the improved results obtained by the above 
two methods. In the followings, we show examples of indirect SDR link, SDR+PPP link and comparing them to IPPP link over 
the OP-PTB baseline. 

 
MJD 

(a) TWSTFT differences of Indirect SDR (blue) vs. direct SDR (black) links with the σ(DCD)=0.159 ns 
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Averaging time, Log (s)  
(b) TDev of the TWSTFT differences for direct and indirect SDR links 

Figure 5.1 Comparison between direct and indirect (via NIST) TW SDR links over the baseline OP-PTB 

The time stability curves show clearly that the TDev of the indirect link is much more stable than that of the direct link. Further 
investigation beyond the physical reasons may refer to [10, 11] and also [18]. 

 
MJD 

Figure 5.2 Comparison between GPS IPPP (blue) and TW SDR indirect (black, via NIST) links over the baseline OP-PTB 
with the σ(DCD)=0.104 ns 

 
MJD 

(a) Time transfer differences of SDR+PPP (black) vs. SDR(blue) links with the σ(DCD)=0.143 ns 
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Averaging time, Log (s)  

(b) TDev of the SDR+PPP (red) and SDR (blue) links 

Figure 5.3 Comparison between the combined TW SDR+GPS PPP and the TW SDR links over the baseline OP-PTB. 
An excellent stability in the combined SDR+PPP link can be observed 

 

 
MJD 

(a) Time transfer differences of IPPP (blue) and SDR+PPP (black) links with the σ(DCD)=0.078 ns 

 
Averaging time, Log (s) 

(b) TDev of IPPP (red) and SDR+PPP (blue) links 

Figure 5.4 Comparison between IPPP and SDR+PPP links over the baseline OP-PTB 
 
In Figure 5.4, we see both IPPP and SDR+PPP links have excellent stability. However, a detailed look shows that the IPPP 
solution is more stable than the PPP solution in averaging time of 4-5 hours which is about the duration of a passage of a GPS 
satellite visible by a receiver on the Earth. 
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MJD 

(a) Time transfer differences of SDR indirect (blue, via NIST) and SDR+PPP (black) links with σ(DCD)=0.112 ns 

 
Averaging time, Log (s) 

(b) TDev of the DCD(SDRINDIRECT-SDR+PPP) 

Figure 5.5 Comparison between the TW SDR indirect (via NIST) link and the combined SDR+PPP link over OP-PTB 

In the Figure 5.5, it seems that the indirect SDR link is a little noisier than that of the SDR+PPP link. However, it is important 
to underline that the indirect link is a TWSTFT technique, completely independent from the GPS. 

As a summary, table 4.4 takes the IPPP as the reference to compare the other linking techniques: GPS PPP, SDR, SATRE, 
SDR indirect link via NIST (SDRind/NIST) and the combination (SDR+PPP), cf. the Section 4.2.1 in [23] for the computation 
details and the plots etc. 

Table 4.4 Comparing IPPP to PPP, SATRE, SDR, SDRind/NIST, and the combined link (SDR+PPP) over the baseline OP-PTB 

DCD No Min/ns Max/ns Mean/ns σ/ns Gain factor vs. SATRE-IPPP 
PPP-IPPP 2880 1.175 1.703 1.378 0.088 - 
SDR-IPPP 524 0.198 1.247 0.721 0.158 3.3 

SATRE-IPPP 118 -1.183 1.638 0.679 0.516 1.0 
SDRind/NIST-IPPP 105 -0.383 0.201 -0.136 0.104 5.0 
(SDR+PPP)-IPPP 524 0.547 1.004 0.725 0.078 6.6* 

* Note here that, the solutions (SDR+PPP) and IPPP may not be independent. 

In the table, the DCD (double clock differences) is obtained by comparing two links. “Min” and “Max” are the minimum and 
maximum values of the DCD during the analysed time. Mean and σ are the mean value and standard deviation, respectively. 
Because the IPPP is the most precise and taken as the reference, the smaller the σ, the more precise the link. The Gain factor in 
the table is the ratio of the σ of the biggest DCD of SATRE-IPPP 0.516 ns over another link. As can be seen, the most precise 
link is the combination of SDR and PPP, the gain factor is 6.6. However, SDR+PPP and IPPP are correlated and thus the gain 
factor should be judged with caution. The second is the indirect SDR link with the gain factor 5.0 and then is 3.3 for the SDR 
link, that confirms the earlier study. Here we did not compute the Gain factor for PPP-IPPP because they are the same type of 
measurement using the same raw data set for the computations and therefore strongly correlated.  
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Noting that the gain factor of the indirect SDR link SDRind/NIST vs. the IPPP is 5.0 and the techniques are completely 
independent from each other. The SDRind/NIST considerably improves the stability of the SDR, hence it is the most precise 
TWSTFT technique. Here the NIST in USA is used as the relay station. Because the redundant links, here NIST-OP and NIST-
PTB, are always available with the direct link OP-PTB, composing the indirect link does not need to have extra equipment 
investment or make any extra measurements. Although the indirect TW signals travel distances much longer than the direct 
ones, the quality is significantly improved, due to the fact  that the common affections in NIST-OP and NIST-PTB are mostly 
cancelled or at least greatly reduced. Not all stations can be used as the relay station of an indirect link, e.g., for the inner-
Europe links, none of the European stations can be used as an ideal relay station. They usually increase the instability. The 
indirect link method works not only for the SDR links but also for the indirect SATRE [10,11]. Further investigations are 
ongoing.  
 
 

6. DISCUSSION AND CONCLUSION 

In this paper, we discussed the background of the SDR TWSTFT. We quickly reviewed the results of earlier studies and gave 
the solutions for final open points, including the SDR device setups and the Tsoft software preparation towards this new 
technique to be used for UTC computation. Technically and practically, the SDR TWSTFT is now ready being accepted for 
UTC time links. From October 2017, Circular T 359, the SDR link has been used as the backup UTC time link.  

The results have been and will continue to be published monthly on the BIPM web site: 

ftp://ftp2.bipm.org/pub/tai/timelinks/lkc/1711/opptb/lnk/opptb.tttts.gif   for the SDR link; 
ftp://ftp2.bipm.org/pub/tai/timelinks/lkc/1711/opptb/dlk/opptb.ttts5.gif  for the comparison of SDR-SATRE: 
ftp://ftp2.bipm.org/pub/tai/timelinks/lkc/1711/opptb/dlk/opptb.t3sa5.gif for the comparison of SDR-GPS PPP. 
As required by the CCTF WG on TWSTFT, the BIPM made the final evaluation using the latest 6-month data from July to 
December 2017 to better understand the characteristics of the SDR TWSTFT, such as the long-term stability, consistency with 
existing accurate UTC time transfer links, and find the potential problems in the hardware and the software and fix them.  

From the analysis, we summarise our results about the SDR TWSTFT as below: 

 We confirm the earlier conclusions, mainly that the diurnals are considerably reduced, in particular for the inner-
Europe links. In consequence, the uncertainty is decreased by a factor of 2 or 3 in most cases; 

 In long-term and in regular operation (without steps due to the changes in hardware and the software), the SDR links 
are consistent with the corresponding GPS PPP links, e.g., for the baseline OP-PTB with σ=0.283 ns; TL-KRIS 
σ=0.314 ns; CH-PTB σ=0.389 ns and IT-PTB σ=0.653 ns. The AOS and NIST SDR links suffered several huge steps 
and we could not make the long-term comparisons; 

 On long-term the SDR and SATRE links are suitably consistent with each other; 
 However, we observed a slope in the DCD between the SDR and GPS PPP links, which seems of the same order as 

that between SATRE and GPS PPP links. If we take into account the slope (the long-term variations between SATRE 
and GPS PPP links), the σ(DCD) of the SDR and GPS links given above will be much smaller.  Further study is to be 
made in this direction; 

 BIPM has made SDR TWSTFT a backup UTC link. It computes the SDR links monthly, makes the link comparisons 
between the SDR and the other links of SATRE, GPS PPP, GPS IPPP and in the coming future the TWOTFT when 
possible, thanks to the participations in TWSTFT measurements of AOS and GUM (PL) recently; 

 BIPM and the WG on TWSTFT will co-ordinately make decision link by link to introduce the SDR TWSTFT in the 
UTC computation; 

 The major issue is the data gap and time steps in the SDR measurement data, caused mainly by the SDR device 
maintain and operation. The operators of the SDR TWSTFT operation should pay more attention at least at the 
beginning of the SDR TWSTFT; 

Finally, the conclusion: 

The uncertainty of the current (SATRE) TWSTFT is limited by the instabilities (diurnal) of the signal arrival time. The SDR 
receiver implemented in the TWSTFT earth stations allows a more precise measurement of the arrival time of the coded signal 
and reduces the diurnal significantly. SDR receiver has been successfully installed at the 15 laboratories AOS, CH, KRIS, IT, 
NICT, NIM, NIST, NPL, NTSC, OP, PTB, SP, SU, ROA and TL since 2015. Experiments have been carried out continually. 

In Jan 2016, a pilot project was launched jointly by BIPM and the CCTF WG on TWSTFT aiming at validating SDR TWSTFT 
used by laboratories in Asia, Europe and USA with different satellites. The goal of the pilot project is to apply the SDR 
TWSTFT in UTC generation.  
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During the last two years, extensive tests and analysis have been made to test the SDR devices, the operational setups, the 
method and the related software, such as the software packages “Obs2Itu” and the BIPM UTC computation program “Tsoft”.  

The gain factors obtained vary from 1.03 to 3.7, and 2 on average, depending on the satellite covering regions and link 
situations. We can conclude that compared with the SATRE TWSTFT solution, the SDR TWSTFT may improve the time 
stability by a factor of 2 to 3 on the short-term (in 1-2 hours) and its long-term stability is consistent with the major existing 
UTC time links such as the TW SATRE and GPS PPP links.  

For the Circular T computation, the suggested conventional uncertainties of the TW SDR are: 

‐ uB equals to the corresponding uncertainty of SATRE link; 
‐ uA to be 0.2 ns.  

Further studies may focus on how to improve the accuracy of the SDR technique by combining it to GPS carrier phase and by 
fully use of the redundancy in the TWSTFT network, that is, forming the so called ‘indirect’ time links. Encouraging results 
have been obtained. Another important issue is the TW SDR link calibration, of which the procedure is agreed upon by the 
WG on TWSTFT and BIPM.  

The SDR is an open platform for the operators of the TWSTFT ground stations. People may make deeper studies, for example, 
by taking out the carrier phase information for various applications. 
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Abstract  —  We use a precision inductive voltage divider and a 
lock-in amplifier to extend the voltage range of a Josephson 
arbitrary waveform synthesizer with a maximum voltage of 
250 mV rms to provide accurate voltage measurements up to 
120 V. Experimental results show that the output of the JAWS can 
be extended to high voltages with uncertainties of a few microvolts 
per volt or less, depending on the voltage amplitude and frequency. 

Index Terms — Inductive voltage divider, Josephson junction 
array, measurement standards, measurement techniques, 
quantum voltage standards. 

I. INTRODUCTION

The Josephson arbitrary waveform synthesizer (JAWS) [1] 

has the potential to replace thermal voltage converters (TVCs) 

as a primary standard of alternating voltage with the ultimate 

accuracy of the quantum Josephson effect. However, the 

voltage range of JAWS technology is presently limited to 1 V 

rms per Josephson junction array.  

At the National Measurement Institute Australia (NMIA) we 

have developed a 1000 V inductive voltage divider (IVD) of 

excellent ratio accuracy [2] that can potentially extend the 

voltage range of the JAWS up to a factor of 1000 without an 

appreciable increase in the uncertainty. In collaboration with 

the National Institute of Standards and Technology (NIST), we 

have been developing such a standard [3]. This paper presents 

a continuation of this work. We combined a 250 mV NIST 

JAWS system with the NMIA IVD and a lock-in amplifier and 

demonstrate agreement with thermal converters at voltages up 

to 120 V and frequencies up to 1 kHz within the uncertainties 

of the thermal converters.   

II. SYSTEM OPERATION

Fig. 1 shows a simplified diagram of the system. A stable ac 

voltage from a semiconductor-based source is applied to an ac 

measurement standard (the unit under test) and to the input of 

the IVD. The ac measurement standard is traceable to primary 

TVCs. The ac source is synchronized with the JAWS using an 

arbitrary waveform generator referenced to the same 10 MHz 
clock as the JAWS. This 10 MHz clock is derived from the 
cesium primary standard that is designated as the Australian 
national frequency standard. The phase difference between the 
output voltages of the IVD and the JAWS can be adjusted 
within 0.001, and the difference between these voltages is 

applied to the lock-in amplifier, which is set to measure the in-  

Fig. 1. Block diagram of the measurement system setup 

phase component of the difference voltage. 
The difference voltage is formed using coaxial cables and a 

modified tee connector and is applied to a single input of the 
lock-in amplifier. This is the main improvement from [3] where 
a differential summation function of the lock-in amplifier was 
relied upon.  

The JAWS system is described in [4] and uses NIST 
Josephson junctions and microwave circuit designs [5]. The 
ratio uncertainties of the IVD range from 1  10-9 to 7  10-7 at 
frequencies from 40 Hz to 1 kHz. The ac source is a Clarke-
Hess§ 5500 phase standard modified to accept an external 
reference clock whose frequency can be adjusted within a small 
range to enable synchronization. 

Two essential factors for achieving quantized operation of 
the JAWS are carefully laid out connections and an absence of 
ground loops. The circuit measurement ground is connected to 
the mains safety conductor (Earth) at the low potential output 
of the IVD only.  The cases of the ac source and the lock-in 
amplifier are disconnected from the mains safety conductor to 
mitigate the effects of common-mode input voltage with respect 
to the mains safety conductor. The guard of the ac measurement 
standard is connected to the measurement ground but 
disconnected from its internal ground terminal.  To avoid 
ground loops through the GPIB computer interface, the lock-in 

§ Commercial instruments are identified in this paper only to adequately 

specify the experimental procedure. Such identification does not imply 

recommendation or endorsement by the National Measurement Institute 

Australia or the National Institute of Standards and Technology, nor does it 

imply that the equipment identified is necessarily the best for the purpose. 
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amplifier is connected to the control computer through an 
optically isolated GPIB extender. 

The system operation depends on the adjustment of (a) the 
phase of the voltage between the ac source and the JAWS and 
(b) the reference phase setting of the lock-in amplifier with 
respect to its input. To adjust these phases we use the following 
procedure. First the cable is disconnected from the IVD output 
which is then shorted at the plug. Then the reference of the lock-
in amplifier is adjusted to minimize the quadrature component 
of the lock-in amplifier reading. Finally the cable is reconnected 
to the output of the IVD and the phase of the ac source adjusted 
by, again, minimizing the quadrature component of the lock-in 
amplifier reading. 

III. EXPERIMENTAL RESULTS 

The precision evaluation of the JAWS system at voltages 

greater than 10 V is limited by the increasing uncertainty of the 

thermal ac-dc transfer standards. For this reason, we first 

evaluated our JAWS-based system at 7 V rms using a TVC 

with a low uncertainty (2 V/V), and then proceeded to 70 V 

and 120 V. We used the same IVD for both experiments, which, 

given the very high voltage linearity of the IVD [2], gives us 

confidence that the type B uncertainty of the system is 

independent of the voltage amplitude. 

In the first experiment, we calibrated a Keysight 3458A 

configured as a digital sampling voltmeter [6] at 7 V rms and at 

frequencies from 60 Hz to 1000 Hz using the JAWS and the 

NMIA conventional TVC-based ac-dc transfer calibration 

system. The ratio of the IVD was 0.01 and the output voltages 

of the JAWS and the IVD were 70 mV.  The results are shown 

in Fig. 2. In a second experiment we calibrated a Fluke 5790A 

ac measurement standard at 70 V and 120 V, and at 60 Hz using 

the JAWS and the TVC-based ac-dc calibration system (Fig. 3). 

The IVD ratio in these measurements was 0.001.  

IV. CONCLUSION 

In both experiments, the JAWS-based system agreed with the 

NMIA conventional ac-dc transfer standards within their 

uncertainties. At low voltage (7 V), the largest difference was 

1.3 V/V, and at high voltage the largest difference was 4 V/V 

at 120 V. Further experimental results will be presented at the 

conference (including different excitation voltages at different 

frequencies, different output voltages of the IVD for the same 

excitation voltage obtained with different ratios of the IVD). 

The uncertainty components will also be discussed in detail. 
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Fig. 2 Difference between the ac-dc difference of a digital sampling 

voltmeter measured using a TVC and the JAWS-based system at 

7 V rms. The error bars show the standard deviation of the JAWS. 

measurement. 

Fig. 3 Ac-dc difference of an ac measurement standard (Fluke 5790A) 

at 70 V rms and 120 V rms measured with a high voltage TVC and the 

JAWS-based system. The error bars show the TVC measurement 

uncertainty and the standard deviation of the JAWS measurement, 

respectively.  
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Abstract: A main source of noise in quantum frequency conversion is spontaneous Raman 
scattering, which can be reduced by lowering the operating temperature. We show reduction in 
dark count rates that agrees well with theory.   
OCIS codes: (190.7220) Upconversion; (190.5650) Raman effect 

1. Introduction
Quantum frequency conversion (QFC) will be required in hybrid quantum networks to interface between nodes that
operate at different wavelengths and to enable long-distance transport at telecommunications wavelengths.
Typically, a QFC device consists of guided-wave (2) device, like a periodically poled lithium niobate (PPLN)
waveguide, that performs sum- or difference-frequency generation in the high-conversion regime. System
conversion efficiencies up to 45% in single-stage QFC have been demonstrated [1]. Noise photons are mainly due to
spontaneous Raman scattering (SRS) and spontaneous parametric downconversion (SPDC) [2]. We focus on SRS
noise photons since SPDC noise is not significant in the long-wavelength pumping-scheme employed here [3].

The Raman-scattered photons are associated with the strong pump beam. The PPLN waveguide was designed 
such that the pump had the longest wavelength to avoid SPDC at the signal wavelength and also have less-efficient 
anti-Stokes Raman-scattered photons contribute to the noise. Raman scattering is a temperature-dependent process 
whose efficiency decreases with decreasing temperature. In this work, we describe the theoretically expected 
relative anti-Stokes Raman noise and show that it agrees well with experimental data. 

The spectrum of spontaneous anti-Stokes Raman scattering is given by [3,4] 
),()(),( 00 TnITI         (1) 

where 
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1exp),(
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hc
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      (2) 

h is Planck’s constant, c is the speed of light,  is the detuning between the wavelength of the Raman scattered 
photon and the pump, k is Boltzmann constant, and T is the temperature. The frequency-dependent cross-section, 

)(0   , describes the Raman spectrum at a fixed temperature. For PPLN, this spectrum is given in Ref. [3]. There 
are two major peaks in the Raman spectrum of PPLN at  = -260 cm-1 and -630 cm-1. Changing the temperature of 
the waveguide changes the phasematching wavelengths and therefore . 
2. Experiment

The experimental setup is shown in Fig. 1. Frequency conversion was performed in a 52-mm-long PPLN
reverse-proton-exchanged waveguide that was designed for sum-frequency generation (SFG) between a 1813-nm 

Figure 1. Experimental setup. PC, polarization controller; VATT, variable attenuator; WDM, wavelength division multiplexer; AL, aspheric lens; 
P, prism; TDFA, thulium-doped fiber amplifer; Si APD, silicon avalanche photodiode; VBG, volume Bragg grating. 
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Figure 2. (a) Normalized Raman cross-section near -900 cm-1 detuning (after Ref. [3]). (b) Normalized noise counts (relative to T=40 C). Solid 
line is theory and red circles are experimental measurements. 

Table 1. Temperature tuning results including power at maximum conversion, Pmax, maximum system conversion 
efficiency, (Pmax), and dark count rate at maximum conversion, DCR(Pmax). The pump is fixed to 1812.55 nm. 

Temperature 
(C) 

Signal 
wavelength (nm) 

 (cm-1) Pmax (mW) (Pmax) DCR(Pmax) 
(counts/sec) 

40 1554.14 -917.3 215.4 0.20 2.79e3 
55 1557.49 -903.5 207.8 0.19 4.38e3 
70 1561.41 -887.4 204.5 0.23 8.74e3 
85 1565.57 -870.4 199.9 0.25 11.4e3 

 
pump and a 1553-nm signal at 40 C; the SFG wavelength is hence at 836 nm. While holding the pump wavelength 
fixed, we varied the PPLN temperature between 40 C and 85 C, which caused the phasematched signal 
wavelength to tune between 1553 nm and 1565 nm. The input to the waveguide was fiber-pigtailed and the 
upconverted photons were detected with a Si avalanche photodiode (PerkinElmer SPCM-AQR-14). A prism pair 
after the waveguide was used to separate residual pump and signal beams from the upconverted photons. We also 
used a volume Bragg grating (VBG) tunable between 835-840 nm to reduce the Raman noise counts. At near normal 
incidence, the VBG bandwidth is constant but the diffraction efficiency slightly decreases as the angle of incidence 
increases (decreasing wavelength). In the analysis, we accounted for the wavelength-dependence of the VBG by 
normalizing the dark count rates to the system conversion efficiency.  
 Figure 2a shows the Raman cross-section spectrum for lithium niobate (after Ref. [3]) across the frequency range 
of interest. Using this data and Eqs. (1) and (2), we calculated the theoretical Raman scattering intensity, shown as 
the solid line in Fig. 2b (normalized to the value at 40 C). The circles in Fig. 2b show the experimental noise count 
rates divided by the maximum conversion efficiency. There is excellent agreement between theory and experiment.  
The data used to calculate the red circles are shown in Table 1. We see an increase in system conversion efficiency 
at higher temperature when the VBG is tilted closer towards normal incidence. Non-ideal photon collection can be 
seen in certain measurements of (Pmax), which is the reason we divided DCR(Pmax) by (Pmax) in Fig. 2b. 
3.  Conclusion 

In conclusion, we have shown that the reduction in noise counts due to temperature during quantum frequency 
conversion is well-described by the theory of anti-Stokes Raman scattering, which includes accounting for the 
Raman cross-section spectrum. We observed a 3-fold decrease in noise counts when the PPLN temperature is 
reduced from 85 C to 40 C. This result suggests an interesting path forward to reducing dark count rates in 
quantum frequency conversion. 
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Abstract  —  We present the first dc comparison of a 

programmable Josephson voltage standards and a pulse-driven 
Josephson arbitrary waveform synthesizer (JAWS) at 3 V.  Both 
circuits are mounted side-by-side on the cold stage of a cryocooler. 
The relative agreement achieved was better than 1 part in 108. This 
measurement allowed us to identify systematic errors of the JAWS 
system. An undesired current injection from the JAWS isolation 
amplifier into the measurement circuit was responsible for an 
error voltage of a few nanovolts.  

Index Terms — Digital-analog conversion, Josephson arrays, 
standards, superconducting integrated circuits, voltage 
measurement. 

I. INTRODUCTION 

The Josephson Arbitrary Waveform Synthesizer (JAWS) 

was developed to generate quantum-accurate waveforms with 

low harmonic distortion for voltage metrology applications [1]. 

The programmable Josephson voltage standard (PJVS), with an 

output voltage of 10 V, is currently used by primary standard 

laboratories for dc calibrations [2]. PJVS systems are also 

capable of generating stepwise-approximated waveforms at 

frequencies up to ~1 kHz. Direct comparison of JAWS and 

PJVS waveforms at 1 V rms and 250 Hz agree to 1 part in 108 

[3]. Recent JAWS development at NIST has increased the rms 

output voltage of a single chip to 2 V, enlarging the voltage 

overlap domain with the PJVS. Combining JAWS and PJVS for 

the first time in the same cryostat allows us to test the 

performance of each system. We compared both systems at 3 V 

dc, without the additional complications associated with ac 

waveforms. With the new redefinition of the SI, such a dc 

comparison is an important step to verify the agreement of 

JAWS systems with the well-established dc primary voltage 

standards. 

II. MEASUREMENT SETUP  

The measurement setup, shown in Fig. 1, consists of a 10 V 

PJVS circuit and a “1 V + 1 V” JAWS circuit mounted side-by-

side on the cold plate of a cryocooler operated at 4.2 K. The 

measured cooling capacity of the system at this temperature is 
about 550 mW [4]. The PJVS circuit has a total of 265 156 

Josephson junctions (JJs) and is biased at 15 GHz. Details about 
the PJVS circuit, system, and the 24-channel current source can 
be found in Ref. [2]. The JAWS circuit has eight arrays, each 

with 12 810 JJs, capable of generating a dc voltage of 3.051 V 

in total when all the JJs are biased with a continuous pulse train 

generated by a commercial high-speed arbitrary waveform 

generator clocked at 14.4 GHz. With the “1 V + 1 V” 
configuration, the two halves of the JAWS circuit (JAWS 1 and 
JAWS 2) are independent. Each half has a separate pulse bias 
line (labeled Pulse 1 and Pulse 2 in Fig. 1) connected to two 
stages of Wilkinson dividers to distribute the pulses among the 
four arrays [1].  

Two short copper wires (red wires in Fig. 1) are soldered 
between the two JAWS circuits and between the JAWS and 
PJVS packages, so that all three circuits (JAWS 1, JAWS 2, and 
PJVS) are connected in series. The JAWS compensation 

current bias is provided by two custom battery-powered 

isolation amplifiers (ISO 1 and ISO 2), connected respectively 

to JAWS 1 and JAWS 2. The voltage difference between the 

two systems V= VJAWS-VPJVS is measured by a digital 

nanovoltmeter (DVM). Copper twisted-pair wires connect the 

bottom of JAWS 1 array and the bottom of the PJVS array to 

the DVM at room temperature. The Earth ground potential in 

the measurement circuit is connected to the bottom of the 

JAWS 1 array. The fast pulse generator (JAWS) and the PJVS 

continuous waveform generator (CW) are locked to the 10 MHz 

frequency from the NIST atomic clock. 

III. DC COMPARISON RESULTS 

Before starting the comparison measurement, the leakage 

current to Earth ground (LCG) from the PJVS and JAWS 

Fig. 1.  Schematic of the PJVS and JAWS comparison measurement 

circuit. 
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systems was evaluated with the method described in Ref. [5]. 

At 3.051 V the LCG measured on the PJVS system was less 

than 25 pA and the corresponding voltage error on the 

comparison result was negligible.  However, the LCG measured 

on the JAWS system for the same voltage was much larger 

(~1.5 µA).  The JAWS-PJVS comparison was performed at 

three different voltages, 3.051 V, 1.526 V, and 0 V, with a total 

of six different bias configurations of the JAWS system 

(labeled “A” to “F” in Table 1).  
 

# PJVS (V) JAWS 1 
(V) 

JAWS 2 
(V) 

V 
(nV) 

V meas. 

(nV) 
  

(nV) 

A 3.051526899 1.525… 1.525… 0.3 0.9 1.0 

B 1.525763449 1.525… 0 0.3 5.0 1.0 

C 1.525763449 1.525… N.C. 0.3 0.5 1.0 

D 1.525763449 0 1.525… 0.3 7.8 1.0 

E 1.525763449 N.C. 1.525… 0.3 7.8 1.1 

F 0  0 0 0 0.2 0.8 

 
Table 1. DC voltage comparison results as a function of the JAWS bias 
configuration. The voltage produced by JAWS 1 and JAWS 2 was 
1.525 763 449 35 V @ 14.4 GHz or 0 V. The columns “V” and 
“V meas.” are the expected (calculated) and measured voltage 
differences between the two systems. The Type-A uncertainty reported 
is the standard deviation  with k = 1. The abbreviation N.C. indicates 
that the compensation module (ISO) was disconnected from the array 
(0 V). 

 

The CW frequency of the PJVS was adjusted to match the 

voltage of the JAWS system to the 9th decimal place. Small 

voltage differences, |V| < 0.4 nV, remained. Each value 

reported for the voltage difference was calculated with a linear 

fit based on four polarity reversal sets “++ ”, to remove the 

contributions of the thermal electromotive forces. A polarity set 

consisted of 15 DVM readings on the 1 mV range at 10 power 

line cycles each. To test the quantum locking range of both 

systems during the comparison measurements, a dither current 

of ±0.25 mA was sequentially applied to the PJVS and the 

JAWS arrays. None of the measurement results reported in 

Table 1 were affected by the applied dither current.  

At 3.051 V, the difference between the measured and 

expected values V was 1.2 nV (Fig. 2). However, a larger 

spread in the results was obtained at 1.526 V when one of the 

JAWS array was set to 0 V (with or without the corresponding 

ISO connected). This effect cannot be explained solely by the 

JAWS LCG. An independent measurement showed the 

presence of a significant current injection (CI) from both 

isolation amplifiers (several microamperes, depending on the 

potential difference with Earth ground). Any current flowing in 

the resistive wire connecting the JAWS 1 and JAWS 2 arrays 

will lead to a voltage error in the measurement circuit. 

However, when the ISO 2 was disconnected (bias configuration 

“C”) or when the voltages of all the arrays was set to zero (“F”), 

no current was flowing in the resistive wire. Connecting or 

disconnecting the ISO 1 (“D” and “E”) results in the same 

voltage error (7.5 nV), which showed that the CI from the ISO 1 

unit, when its low side was referenced to the Earth ground 

potential, did not contribute to the voltage error. Replacing the 

“1 V + 1 V” JAWS wiring configuration with the “2 V” 

configuration that has an on-chip superconducting series 

connection should eliminate this source of voltage error in 

future comparisons.  

IV. CONCLUSION 

These dc comparison measurements revealed the presence of 

undesired CI generated by the present ISO. Our present priority 

is to reduce the LCG and CI caused by the ISO units. After we 

remove the undesired voltage error due to the CI, the agreement 

between the JAWS and PJVS systems is expected to improve 

from 1 part in 108 to 1 part in 109. Our measurement noise was 

only  1 nV, which demonstrates that the two very different 

types of voltages standards can operate side-by-side on a single 

cryocooler without interference. The next measurements 

performed with this setup will compare PJVS stepwise-

approximated waveforms with spectrally-pure low-frequency 

JAWS sine waves using the differential sampling method. 
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Fig. 2.  Measured voltage difference versus time for the comparison at 

3.051 526 899 V. The dashed line shows the mean value measured 

(0.9 nV) while the solid line represents the expected voltage difference 

(0.3 nV). Error bars are calculated from the residuals of the fit to 

remove the thermal electromotive forces (k=1). 
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Abstract—Extensive research has been performed to examine 

the effectiveness of phishing defenses, but much of this research 
was performed in laboratory settings. In contrast, this work 
presents 4.5 years of workplace-situated, embedded phishing 
email training exercise data, focusing on the last three phishing 
exercises with participant feedback. The sample was an operating 
unit consisting of approximately 70 staff members within a U.S. 
government research institution. A multiple methods assessment 
approach revealed that the individual’s work context is the lens 
through which email cues are interpreted. Not only do clickers and 
non-clickers attend to different cues, they interpret the same cues 
differently depending on the alignment of the user’s work context 
and the premise of the phishing email. Clickers were concerned 
over consequences arising from not clicking, such as failing to be 
responsive. In contrast, non-clickers were concerned with 
consequences from clicking, such as downloading malware. This 
finding firmly identifies the alignment of user context and the 
phishing attack premise as a significant explanatory factor in 
phishing susceptibility. We present additional findings that have 
actionable operational security implications. The long-term, 
embedded and ecologically valid conditions surrounding these 
phishing exercises provided the crucial elements necessary for 
these findings to surface and be confirmed.   

Keywords—decision-making, embedded phishing awareness 
training, user-centered approach, survey instrument, long-term 
assessment, operational data, trial deployment, network security, 
security defenses 

I. INTRODUCTION 
The problem of phishing is not solved. It is an escalating 

cyber threat facing organizations of all types and sizes, including 
industry, academia, and government  [1], [11], [20], [22]. Often 
using email, phishing is an attempt by a malicious actor posing 
as trustworthy to install malware or steal sensitive information 
for financial gain. The nature of phishing itself has changed, 
moving far beyond “traditional” phishing for usernames, 
passwords, and credit card numbers via fraudulent websites, and 
into more sophisticated cybercrime attacks that mount advanced 
persistent threats against organizations and steal individuals’ 
financial identities with devastating consequences for both users 
and organizations. The practice of phishing has turned a 
pervasive means of communication—email—into a dangerous 
threat channel.  Symantec reports that malicious emails were the 
weapon of choice for bad actors, ranging from state-sponsored 
espionage groups to mass-mailing ransomware gangs, and that 
one in 131 emails sent during 2016 was malicious [22].  

Advanced threats via ransomware increased 167 times from 
four million attempts in 2015 to 638 million attempts in 2016, 
mostly through phishing campaigns [20]. Email’s popularity 
with attackers is driven by several factors. It is a proven attack 
vector. It does not rely on system vulnerabilities, but on human 
deception. Routine business processes, such as correspondence 
about delivery notifications and invoices, provide camouflage 
for these malicious emails and were the favored guise for 
spreading ransomware in 2016 [22]. In the information security 
domain, the use of deception to manipulate individuals for 
fraudulent purposes is referred to as social engineering. 

To help combat the phishing threat, many organizations 
utilize some type of phishing awareness training to make 
employees and students more aware of phishing threats and 
consequences, e.g., Stanford University’s Phishing Awareness 
Service [21]. These embedded phishing awareness training 
systems use software to send simulated phishing emails to users’ 
regular email accounts. By “phishing” users in their normal 
computing environments, these emails are intended to train 
people to recognize and avoid falling victim to phishing attacks 
in their work (or school) setting. Emails are designed to emulate 
real-world threats currently facing organizations, providing a 
realistic experience in a safe, controlled way so recipients can 
become familiar with the types of tactics used in real phishing 
attacks.  Embedded training schemes that combine training 
people in their normal work environments with immediate 
feedback produce more lasting change to behaviors and attitudes 
[14]. It also provides the means to capture click decisions in an 
operational environment.  

The goal of this work was to better understand why users 
click and do not click on links or open attachments in phishing 
training emails that were part of embedded phishing awareness 
exercises at the National Institute of Standards and Technology 
(NIST), a U.S. government research institution. From mid-2012 
through 2015, the institute’s Information Technology Security 
and Networking Division (ITSND) facilitated 12 operationally-
situated exercises using a commercially-available phishing 
awareness training system. All exercises were conducted in one 
particular operating unit (OU) at the institute. Although staff 
knew their OU was participating in these exercises, they were 
not announced and were conducted at irregular intervals to avoid 
priming effects. Unfortunately, click rates were variable across 
the initial 3.5 years of exercises, making the training effect 
difficult to characterize. In 2016, human factors researchers 
partnered with the institute’s ITSND to better understand the 
variability in the operational click-rate data.  Over the course of 
2016, another three exercises were conducted exactly as before 
with the following exception: each exercise also had an 
accompanying post-exercise survey to better understand why 
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users were clicking or not clicking. The long-term data from the 
2016 exercises alone represents real-world phishing data with 
breadth and depth unlike any reported in the literature to-date. 
For all exercises in the 4.5-year span (2012 through 2016), the 
phishing training emails modeled real-world phishing 
campaigns, and participating staff were in their normal work 
environments with their regular work loads, providing 
ecological validity. This paper presents the novel finding that the 
alignment of user context and the phishing message premise is a 
significant explanatory factor in phishing susceptibility, 
impacting depth of processing and concern over consequences. 
We believe that the rare opportunity to collect data surrounding 
phishing click decisions in the workplace coupled with 
ecologically valid conditions over time provided the crucial 
elements for these findings to surface. Because of the scarcity of 
operationally-situated data, we also report on findings we 
believe to be actionable now in operational settings. 

II. BACKGROUND 

A. Background research 
Technological and human-centered approaches are used to 

combat email phishing. Technology-based solutions generally 
focus on reducing software vulnerabilities, for example, 
maintaining software currency and identifying malicious 
websites and phishing emails based on their characteristics. This 
identification centers around using server-side filtering and 
classifiers and client-side filtering tools [2]. The server-side 
mechanisms strive to remove malicious messages and website 
links before the user sees them, while the client-side tools often 
attempt to aid user decision-making  [9], [11]. Much of the filter 
algorithm development and classifier training is done offline, 
prone to error, and reactive in nature [2].  

Human-centered approaches attempt to bridge the gap left 
by reactive technological solutions [9]. Research in these 
approaches often falls into one of three categories: educational 
awareness training to identify phishing messages, new user 
interface mechanisms and designs coupled with client-side 
filtering intended to aid users’ click decisions, and research that 
considers psychological factors in decision-making with respect 
to phishing [18].  

While there are many studies that have explored the ability 
of email users to recognize phishing cues, most of these have 
been conducted in laboratory settings where users are not faced 
with click decisions in real-world settings under their normal 
workloads and time pressures, and without laboratory priming 
effects. In contrast to laboratory-based studies, our user-centered 
phishing assessment situates participants in the intended use 
setting: the employee workplace.  

There are only a few studies in the literature using 
embedded, simulated phishing in the user’s normal computing 
environment during their normal work day: [4], [8], [16], and 
[17]. These studies were set in the real world using 
operationally-situated study settings, but were focused on 
investigating training materials and click rates, not on 
participant click-decision factors. The studies described in [4] 
and [16] primarily looked at the efficacy of embedded awareness 
training. Those reported in [8] and [17] focused on the startling 
number of users who clicked in their respective operational 
environments. Click decision exploration was not included in 
[16] and [17], and only speculated about in [8].  

The workplace-situated study reported in [4] is the most 
similar study to our work of those cited, although the focus of 
that study was to examine the effect of training materials on 
click decisions rather than other factors surrounding these 
decisions. Caputo et al. describe three phishing training 
exercises over the course of eight months. Only after the third 
exercise was completed were interviews conducted with 27 
participants. Although cursory thematic data were reported, 
details about click decisions were not given, with the caveat that 
almost all interviewees who clicked most often recalled the third 
trial only, while most non-clickers did not recall any of the 
training phish due to the length of time that elapsed between the 
initial phish and the interview.  In contrast, our work centers on 
investigating factors surrounding participant click decisions 
rather than training material effectiveness. 

There are many reasons why there are so few studies set in 
the real world. [4], [8], and [16], among others, note challenges 
in conducting real-world phishing studies that can provide more 
ecological validity and richer data than those administered in 
laboratory settings. For example, coordinating with operational 
staff to get training phish through corporate firewalls and filters 
are hurdles that must be overcome. Maintaining participant 
privacy and avoiding participant cross-contamination, such as 
warning other participants [15], are note-worthy challenges. The 
expense of examining training retention for longer than a 90-day 
period [4] and obtaining stakeholder buy-in [8] are also 
mentioned.  Given these significant challenges, why attempt to 
study phishing click decisions in the workplace? The answer 
centers on context of use–how, where, and under what 
circumstances email users are making click decisions. Indeed, 
Wang, et al. note the enormous contribution data from real 
phishing victims would provide, if it were available [27]. The 
data presented here provide rare insights into click decisions in 
the workplace. 

B. Project background 
This project was started in 2012 by the institute’s ITSND as 

a long-term trial deployment of an embedded phishing 
awareness training effort. The trial deployment was intended as 
a multi-year effort and used a commercially-available system to 
help develop and deliver phish messages and training, as well as 
track click rates. The same system was used throughout the 
entire 4.5-year period. For all exercises, the targeted population 
within the institute was one operating unit having approximately 
70 staff members. The awareness training provided by these 
exercises augmented the IT security awareness training the 
entire institute’s workforce received annually. OU staff were 
aware their unit was participating in the trial. However, 
exercises were unannounced and deployed at irregular intervals 
to avoid priming effects. 

All exercises were conducted by the OU’s Information 
Technology Security Officer (ITSO). The same person held the 
position during the entire 4.5-year period. The ITSO selected the 
phishing message and its premise from templates provided by 
the training system that mimicked current real-world threats.  
The ITSO used some messages without modification so 
response rates could be compared with other organizations using 
the same training system and message, a form of benchmarking. 
Some messages were tailored to align with business and 
communication practices within the organization or were 
personalized, in other words, they were spear phish [25], [27]. 
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The ITSO also developed the training given to those who 
clicked. Further, the ITSO set the timing of each exercise and 
coordinated with the IT security team to allow the phish through 
the institute’s firewalls and filtering mechanisms. 

Fig. 1 shows the click rates for the exercises conducted in 
2012 through 2016. For the first 12 exercises, those without 
survey feedback, click rates ranged from 1.6 % to 49.3 %, 
having a Mean = 17.3 %, Median = 11.9 %, and SD = 15.2. The 
social engineering premise for each exercise was varied, except 
for the three ‘Package’ exercises that used the same message 
mimicking a package delivery notice. This benchmark phish 
was not tailored to the organization. Click rates for the ‘Package’ 
exercises were 28.6 %, 12.2 %, and 7.7 %. Interestingly, despite 
being seen three times, the click rate for this phish exercise did 
not go to zero, although it did decline. All premises used 
imitations of normal discourse [3] and were based on then-
current social engineering scams. The sample was the OU; the 
sole inclusion criterion was being assigned to the OU. The only 
OU staff member excluded was the OU’s ITSO, who conducted 
the exercises. The OU had an annualized separation rate of       
8.7 % during the entire 4.5-year period. Individuals were 
intentionally not tracked across exercises to protect employee 
privacy.  

Although click rates declined on average during the first 3.5 
years of training, the trend did not approach zero. Given the 
puzzling variability in click rates, the click-rate data alone from 
12 exercises over the 3.5-year period were insufficient to 
characterize the training effect. Therefore, in early 2016, human 
factors researchers employed by the institute were asked to help 
investigate and explain the variability in click-rate data from the 
trial deployment. A review of click rates and scenario types did 
not yield a satisfactory explanation, only more questions. 
Quantitative click-rate data only told us how many people 
clicked, but not why they clicked. We realized we needed click-
decision information directly from participants to help explain 
why they were clicking and not clicking in their own words. 
Garfinkel and Lipford expressed it this way, “In order to train 
users to avoid phishing attacks it is necessary to first understand 
why people are falling for them” [9].  

III. METHOD 
To better interpret the institution’s prior 3.5 years of 

operational click-rate data—and understand click rates for future 
planned exercises—we decided on a multiple methods 
assessment approach [24]. We knew that numbers alone did not 

tell the whole story and that purely quantitative click-rate data 
could not answer our assessment question: Why are email users 
clicking or not clicking on phishing links and attachments? 
Further, we needed to understand why people were or were not 
clicking to inform the organization’s trial deployment question: 
Why are click rates so variable? We decided to use a survey 
instrument to probe click decisions by obtaining participant 
feedback following each of the next three training exercises in 
2016, represented in Fig. 1 as triangle-shaped data points. The 
survey method allowed for immediate administration of the 
instrument following a click decision. Additionally, an 
anonymous, online survey was preferable in the workplace to 
provide the freedom for more honest responses compared to in-
person methods. We followed the appropriate human subjects 
approval process for our institution.  

A. Approach 
We developed, tested, and fielded a web-based survey 

instrument for three new phishing awareness training exercises 
in 2016,  while meeting regularly with our ITSO partner. Our 
multiple methods assessment used a survey instrument having 
open- and closed-ended responses to gather qualitative and 
quantitative data to complement our click-rate data. Our coding 
and analysis approach probed similarities and differences in 
survey response data between and among clickers and non-
clickers. 

When developing and conducting phishing exercises during 
2016, the ITSO followed the same protocol as previously 
described for the 2012 to 2015 exercises, with the following 
exception: the ITSO sent a survey invitation email to each 
employee after they clicked or did not click the link or 
attachment in the phishing training email. The phishing training 
software tracked whether participants clicked or not. For those 
who clicked, the ITSO immediately sent a survey invitation 
email. For those who did not click, the ITSO waited a week 
before sending the survey invitation email (to allow them 
sufficient time to have seen the phishing exercise email). The 
survey invitation email included the names and contact 
information of the researchers conducting the assessment, and 
the appropriate link depending on the employee’s click decision. 
Although operational security data on click rates were 
identifiable, survey data were confidential. Intentionally, there 
was no linkage between individuals and survey responses to help 
preserve privacy in the workplace.  

B. Environment and participants 
It is always important to 

understand the environment in which 
a study is conducted, but this is 
especially critical for a long-term 
operational assessment conducted in 
situ. The institute where this 
assessment took place is highly 
security-conscious, with yearly 
mandatory IT security awareness 
training for all staff. The OU that 
participated in the deployment 
benefited from an involved ITSO. For 
instance, the ITSO proactively sent 
emails advising people of current 
security scams, developed phishing 
awareness training that was tailored Fig 1: Phishing Awareness Exercise Click Rates, 2012 through 2016 
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specifically to the OU, reminded staff to forward suspicious 
emails to the security team, and generally encouraged people to 
be actively engaged in security. Our ITSO partner was well-
known within the OU and staff knew of the phishing emails. The 
fact that staff were aware they were participating in a long-term 
phishing awareness effort differed from the studies reported in 
[4], [8], and likely [17],  where those assessed did not know they 
would be phished by their respective organizations. 

Participants in our assessment sample were staff at a U.S. 
government research institution, specifically those individuals 
comprising the OU previously described. The OU had good 
variability in age, education, supervisory experience, and time 
spent at the research institution. The OU was 67 % male and     
33 % female, with 23 % of individuals in supervisory positions 
and 77 % in non-supervisory positions. Ages ranged from 25 to 
66 years, Mean = 48.7, SD = 9.9. Education ranged from high 
school to doctorate degrees. Time working at the research 
institution ranged from less than one year to 39 years. The OU 
demographics were similar to those of the larger institution, 
which has approximately 3000 staff. N, the number of people 
who participated in a given phishing exercise, ranged from 66 to 
73 across the three training exercises, as shown in Table I of the 
Results section. 

C. Instrument development 
In consultation with our ITSO partner, we developed an 

online survey instrument for the March 2016 phishing 
awareness training exercise. We solicited feedback on our 
survey from three domain experts; these were Human-Computer 
Interaction (HCI) researchers with significant usable security 
domain expertise. Based on the resulting survey data from the 
March exercise, and to customize the survey for upcoming 
exercises, we made minor refinements to the survey instrument 
template for use in the August and December exercises. Slight 
refinements were made to refer to an attachment versus a link 
(as appropriate given the nature of each exercise) and to include 
the screen image capture of the phishing email in question. We 
also added specific close-ended questions to further probe 
findings from open-ended responses in the first survey. E.g., we 
added a four-point Likert scale question on confidence in 
institutional computer security measures (with an open-ended 
follow-up question), and a yes/no/not sure question on perceived 
behavior change (also with an open-ended follow-up). To 
further validate the refined survey instrument [13], the 
instrument was reviewed by two survey experts and two 
additional domain experts. We also performed two formal 
cognitive walkthroughs with pseudo-participants (persons 
representative of the participant sample, but who were not part 
of the sample).  

Importantly, the structure and content of all three surveys 
was consistent and nearly identical, with the aforementioned 
customizations made to the survey template based on the nature 
of the phishing email (link versus attachment). This is especially 
critical when considering the open-ended qualitative data from 
participants’ impressions of the email and click decision 
explanations, which form the bulk of our analyses and findings. 
These were consistent across exercises. In order to better elicit 
participants’ initial impressions without bias, these open-ended 
questions started the survey template, with close-ended 
questions following thereafter. Clickers received a survey 
version that said, “did click” and non-clickers received a version 

that said, “did not click” when referring to the open-ended 
questions about initial impressions and click/non-click 
decisions. That was the only wording difference between 
clickers and non-clickers; all other questions were identical.  

Surveys were conducted via commercially-available web-
based software. The survey template consisted of a mixture of 
open-response (3 questions) and close-ended questions (17 
questions, 7 of which had open-ended follow-ups), for a total of 
20 questions and an estimated response time of only 9 minutes. 
We felt it was important to have a short survey since participants 
were in the work setting and we wished to minimize time taken 
away from their regular tasks. Survey questions addressed initial 
impressions of the phishing training email, click decision 
explanations, device used, concern over possible consequences 
for clicking/not clicking, hurrying, curiosity, suspicion, 
confidence in the institution’s computer security measures, 
number of emails sent and received daily, demographics, 
impressions of phishing awareness training and behavior 
change, and a final question asking for any additional comments 
on the survey or phishing exercises. It is important to reiterate 
that questions on initial impressions and click decision 
explanations were open-ended and consistent across exercises. 
Additionally, as should be clear in the Results section, there 
were open-ended follow-ups to questions on confidence in 
institutional computer security measures, consideration of 
consequences, and behavior change. We encourage other 
researchers to use our survey instrument template (Appendix 
Table 1) for future operational phishing research. 

D. Training exercise details 
Here we describe the three phishing awareness training 

exercises with corresponding surveys conducted during 2016. 
Each exercise used a different premise based on a real-world 
phishing threat current at that time. Two exercises were link 
attack scenarios, designed to mimic general malware 
distribution attacks. One exercise was an attachment attack 
scenario designed specifically to mimic the Locky ransomware 
attack. Each email contained cues, such as misspellings or a 
missing salutation, that a discerning recipient could have used to 
correctly identify the email as a phish. None of the three emails 
asked for personal information such as usernames or passwords, 
often a suspicion trigger [7], as such traditional phishing attacks 
were not the most prevalent threats at that time.  

1) First exercise: new voicemail (March) 

In the first exercise, the phishing training email appeared to 
be a system-generated message from the fictitious CorpVM 
<mailto:corpvm@webaccess-alert.com>. The subject line was 
“You have a new voicemail.” The greeting was personalized 
with the recipient’s first and last name. The body referred to an 
undelivered voicemail with these instructions: “To listen to this 
message, please click here. You must have speakers enabled to 
listen to the message.” The body also included a reference 
number for the message, length of transmission, receiving 
machine ID, thank-you, and smaller footer text that said, “This 
is a system-generated message from a send-only address. Please 
do not reply to this email.” 

2) Second exercise: unpaid invoice (August) 

In the second exercise, the phishing training email appeared 
to be from a fictitious federal employee of the same institution 
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as the recipients: Preston, Jill (Fed) <jill.preston@nist.gov>.  
The subject line was “Unpaid invoice #4806.” The greeting was 
personalized with the recipient’s first and last name. The body 
of the email said, “Please see the attached invoice (.doc) and 
remit payment according to the terms listed at the bottom of the 
invoice. Let us know if you have any questions. We greatly 
appreciate your prompt attention to this matter!” The email 
closed with the name of the fictitious federal employee (“Jill 
Preston”), but without any additional contact information. The 
attachment was labeled as a .zip, although the email body text 
referenced the filename “invoice_S-37644806.doc”–an 
extension mismatch. 

3) Third exercise: order confirmation (December) 

In the third exercise, the phishing training email appeared to 
be from the fictitious “Order Confirmation auto-
confirm@discontcomputers.com” [sic] with this subject line: 
“Your order has been processed.” There was no greeting, either 
personalized or generic. The body said, “Thank you for ordering 
with us. Your order has been processed. We’ll send a 
confirmation e-mail when your item ships.” The body also 
included an image of holiday packages–this email was sent in 
December before the holidays, order details, an order number, 
estimated delivery date, subtotal, tax, and order total. There was 
a “Manage order” button that users could click and closing text 
that said, “Thank you for your order. We hope you return soon 
for more amazing deals.” 

E. Data analysis  
Throughout the data analysis process, we focused on 

answering our operational assessment question: Why are email 
users clicking or not clicking on phishing links and attachments? 
With our multiple methods approach, we used qualitative and 
quantitative survey data from participants, quantitative click-
rate data captured automatically by the phishing training 
software, and observations by the phishing awareness training 
conductor—our ITSO partner.  

As our open-ended survey questions were few, short, and 
bounded, and the response space was small, we chose to use a 
single coder rather than engage in group coding. Using an 
iterative analysis process [19], the same team member coded all 
open-ended survey data then reported back to the other research 
team members for analytic group discussions. More specifically, 
the coder first read through the survey data multiple times to 
become familiar with the content before beginning the process 
of coding, then prepared spreadsheets to help examine response 
similarities and differences between clickers and non-clickers 
for each question with respect to emerging themes. All research 
team members met regularly to discuss the ways in which codes 
led to particular themes, and to identify relationships amongst 
codes.  

The coder also computed descriptive statistics for the 
quantitative data, comprised of click-rate data and close-ended 
survey data. These quantitative analyses were also shared with 
the larger research team and examined in conjunction with the 
qualitative coding during analytic group discussions. The entire 
team examined the qualitative and quantitative analyses for each 
of the three phishing exercises and compared findings across 
exercises, focusing on similarities and differences in clickers’ 
and non-clickers’ responses among the phishing exercises. 
These comparisons across exercises showed good triangulation 

within and across clickers and non-clickers. Finally, we 
performed member-checking by presenting our analyses—both 
qualitative and quantitative—to our ITSO partner, who provided 
us with contextual information about each phishing exercise. 

We chose to focus the following Results section on our 
qualitative results and themes, as these were novel findings 
surrounding user context over nearly a year in a true operational 
setting. As previously described, our open-ended survey 
questions asked participants in their own words to describe their 
initial impressions of the phishing email and to explain why they 
chose to click/not click on the phishing link or attachment.   

IV. RESULTS 
For the three 2016 phishing exercises, Table I presents click 

rates–the number of recipients who clicked on the link or opened 
the attachment—and survey response rates. The unpaid invoice 

scenario had by far the highest click rate, approximately twice 
that of the other two scenarios. In subsequent sections, we 
present a summary of findings for each exercise, followed by 
primary themes that ran across exercises. Illustrative supporting 
quotes with reference codes are intermixed throughout. Each 
participant was assigned a reference code, denoted as ###C or 
###NC for clickers and non-clickers, respectively. Numbers in 
the 100 series refer to the first exercise, the 200 series refers to 
the second exercise, and the 300 series refers to the third 
exercise. We focus heavily on results from the second exercise 
for several important reasons: 1) this phishing email mimicked 
the real-world Locky ransomware prevalent at that time, 2) it 
had the highest click rate of the three exercises, and 3) we 
therefore have the most survey data from clickers for that 
exercise.   

A. Phishing premises and cues 
For both clickers and non-clickers, there seemed to be an 

accumulation of cues that contributed to their click/non-click 
decisions in each exercise, with an individual’s work context 
being the lens through which all other cues were viewed and 
interpreted. By user context, we mean the unique combination 
of an individual’s work setting, responsibilities, tasks, and recent 
real-world events in their life: how a person experiences reality 
in the workplace. Most importantly, the alignment between a 
user’s work context and the general premise of a phishing email 
determined whether they found the email initially believable or 
suspicious, which in turn influenced the cues they attended to.  

1) First exercise: new voicemail (March) 

Clickers perceived the email as looking legitimate and 
professional, and aligned with external events, such as having  

 PHISHING EXERCISE STATISTICS 

Exercise n Phishing 
click rate 

Survey 
response 

rate, 
clickers 

Survey 
response 
rate, non-
clickers 

New 
voicemail 69 11.6 %  

(8/69) 
100 %  
(8/8) 

21.3 % 
(13/61) 

Unpaid 
invoice 73 20.5 % 

(15/73) 
66.7 % 
(10/15) 

25.9 % 
(15/58) 

Order 
confirmation 66 9.1 %  

(6/66) 
66.7 % 
(4/6) 

50 % 
(30/60) 
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missed a call earlier. They were unsuspicious because they were 
not asked for personal information, and they found the email 
believable because unfamiliar emails at work are common for 
them. For example, when explaining their click decisions, 
respondent 103C stated, “My phone rang earlier but I wasn't able 
to pick up in time,” and 106C noted, “Recent talks about 
changing to a VOIP system.” (VOIP stands for Voice over 
Internet Protocol.) 101C said, “The email looks professional,” 
and 105C explained, “It looked legitimate.” 104C elaborated, 
“The unfamiliar email is common at work, and generally not a 
problem. Did not trigger anything in my brain that would 
indicate that it was harmful. Did not ask me to give personal info 
like social security number etc.”  

In contrast, non-clickers were suspicious of the email’s 
appearance, often describing it as “strange,” “spammy,” and 
“unusual.” They also reported suspicion-raising cues in the from 
address or company name; misalignment with expectations or 
external events (no voicemail indicator on phone); and the 
unfamiliar message, never having received an email about a 
voicemail before. For example, 102NC said, “this had a very 
‘spammy’ feel to it, especially since it was a service I've never 
heard of.” 105NC noted, “it did not look like an official 
government email.” 109NC explained, “It was from a ‘.com’ 
email address instead of ‘.gov’.” 108NC explained, “I didn't 
recognize the CorpVM email. I didn't have a vociemail [sic] on 
my phone.” 105NC described, “I did not recognize the sender or 
the company, my voicemail is not connected to the web as far as 
I know.” 106NC elaborated, “I am not familiar with the 
company, it was from an unknown caller, I hovered over the 
hyperlink and the url looked odd and the voicemail light was not 
lit up on my phone. All very suspect!” 111NC explained, “I 
didn't get a phone call prior to receiving the email. Made the 
email about voicemail very suspect.” 113NC reasoned, “I've 
never seen a message telling me I had a new voice mail,” and 
101NC said, “Did not look like the normal email that I receive 
when I get a voice mail message.” 

2) Second exercise: unpaid invoice (August) 

As in the first exercise, responses from non-clickers differed 
greatly from those of clickers. For most respondents whose work 
responsibilities included handling financial matters—such as 
paying vendors or dealing with contracts and grants—the email 
was particularly believable and concerning given their 
individual user context. This was evident in clickers’ comments 
on their initial impressions of the email and their decisions to 
open the attachment. For example, 202C reported thinking, 
“That I had an unpaid invoice from when I assisted my division 
with credit card orders,” and 203C said, “that I missed a payment 
on one of my contracts.” 209C was concerned, “I had forgotten 
about an invoice for either a contract or purchase order.” 207C 
questioned, “What did I order that I haven't paid for?” and 210C 
noted, “I pay invoices so I was wondering what invoice this was 
that did not get paid.” 

Clickers also referred to recent real-world events that were 
congruous with the unpaid invoice email. 204C explained, “I 
had just talked to someone in accounts payable the previous day 
who told me they were new. I thought they were reaching out by 
email this time bc I saw the .gov” and 208C said, “We recently 
had a legit email from a vendor regarding unpaid invoices so I 
thought this may be another one.  I work with private vendors so 
it looked legit.”  

The fictitious sender’s @nist.gov email address was a 
particularly believable cue for clickers, with comments like “it 
came from a Fed” (203C) and “The email was from an internal 
email address.” (207C) Similarly, 210C reasoned, “From a 
NIST employee, figured she worked in AR and/or finance.” (AR 
stands for Accounts Receivable) 

In general, non-clickers found the premise of this email 
particularly suspicious given their user context: either their work 
responsibilities did not include finances, or if they did, they 
found enough suspicious cues to prevent them from opening the 
attachment. For non-clickers, the mismatches with user context 
and expectation were particularly salient in this exercise, 
triggering enough suspicion to prevent them from opening the 
attachment. 203NC said, “My first impression was to ask why I 
was getting an email regarding payment of an invoice because I 
don't have a credit card or purchasing authority.  It made me 
suspicious.” 204NC elaborated, “I immediately thought this 
seemed like a strange email to receive. I don't usually get emails 
about invoices that need to be paid, and certainly not from a 
NIST email address. I also thought it was strange that the 
attachment was a zip file.” 206NC noted, “I definitely thought it 
was suspicious since I don't get any invoice related stuff.” 
207NC said, “I don't know this person and if they are from NIST 
they should not be sending an invoice this way.” 212NC 
explained, “I don't deal with invoices or anything having to do 
with accounts payable or accounts receivable and haven't 
recently purchased anything.” 213NC said, “The email did not 
match something that a federal employee would write. It seemed 
more like an email from a vendor.”  

Importantly, although some non-clickers had finance-related 
responsibilities, they still found enough suspicious cues that they 
chose not to open the attachment. For instance, 202NC said, 
“The format of the email did not match the format of other 
invoices sent by accounts payable. The invoice number did not 
match the series used in either of the projects that I manage. The 
email was also addressed to my last name (not the usual format). 
The attachment was a zip file. Invoices are never in zip files.”  

Like clickers, non-clickers also noticed and referred to the 
.gov email address cue. However, they performed additional 
fact-checking that clickers did not: they searched for the 
fictitious Jill Preston in the employee directory. 204NC said, “I 
searched for the sender in the directory and could not find them.” 
205NC explained, “I looked up Jill Preston in the user directory 
and the person didn't exist.” 206NC said, “I looked up the name 
in [the email client].” 207NC noted, “Looked the person up in 
the directory and did not find them.” 213NC noted, “I searched 
for the person in the phone directory and did not find anyone.” 

In a quote that perfectly illustrates a non-clicker’s 
progression from general suspicion, to noticing a specific cue, to 
engaging in fact checking, and finally to reporting, 201NC 
explained, “…upon re-reading the email I became very 
suspicious. The email references a .doc attachment, but the 
attachment was a .zip file. After noticing that, I checked the 
NIST directory and saw that there was not a Jill Preston (Fed) at 
NIST. I immediately forwarded to my ITSO.”  

3) Third exercise: order confirmation (December) 

Although this exercise had the lowest click rate of the three, 
the importance of a user’s individual work context was again 
clear. When the premise of the email seemed believable given 
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user context, respondents clicked on the link. This match 
between an individual’s reality and the email was clear for 
clickers. 302C explained, “We have some items on back order 
so I thought that this may be one of those so I clicked on it to see 
what the item was.” 303C said, “I have several orders open and 
sometimes get email shipping confirmations,” and “I did get a 
legitimate one that day as well.”  

In contrast, the premise of the email did not match reality for 
non-clickers’ work contexts. For instance, 319NC explained, 
“This is weird because I don't place orders or pay for them.” 
305NC said, “This looks like a personal order.  I never use my 
work email for ordering personal items.” 310NC noted, 
“Suspicious since I didn't remember ordering anything.” 330NC 
said, “Became cautionary after realized that this did not fit 
anything I had recently purchased.”  

As in the preceding two exercises, non-clickers focused 
more on suspicion-raising cues and reasoning through the cues 
and email content when making their decisions not to click the 
link. 301NC explained, “After recognizing an amazon imitation, 
I looked at the email address ‘discountcomputers.com’. Never 
heard of it, or bought anything from there.” 310NC also referred 
to the email address: “Discount was mispelled [sic] on the 
sender's email address.” Similarly, 304NC said, “I noticed that 
‘discount’ was spelled incorrectly in the email address.”  

Non-clickers also referred to the lack of specificity in the 
email’s content. For example, 320NC explained, “As an 
unknown subject from an unknown source, with rather vague & 
generic content, it was obviously not legit.” 309NC said, “There 
was no information identifying the company that was sending 
the email and there was no product information.” 305NC noted, 
“This does not look like it comes from our Ordering systems.  It 
had no descriptive organization or company.”  

As this exercise took place in December, the overall holiday 
shopping context was important, something that came up in 
comments from both clickers and non-clickers. For example, 
309NC said, “I have been ordering some Christmas stuff but I 
have always used my home email so I was a little confused as to 
why this was coming to my work email.” 

B. Themes across exercises 
1) User context 

Across all three phishing exercises, a user’s individual work 
context was key in understanding an individual’s click decision. 
The importance of alignment/misalignment with a user’s work 
context, expectations, and external events was clear in each 
exercise. Whereas clickers found the premise of the phishing 
emails to be particularly believable given their user context, non-
clickers did not. Clickers tended to focus on compelling cues, 
such as the basic premise of the emails, or the .gov email 
address. However, non-clickers focused on suspicious cues like 
misspellings and unexpected attachment types. Because their 
user context led them to question the premise of an email, non-
clickers reported performing additional fact-checking, such as 
searching for the sender in the employee directory. 

For clickers, the emails were plausible enough given their 
work context that deeper thought and analysis were not 
triggered, indicating more surface level thinking. Even if 
something did seem out of the ordinary to them, it was 
insufficient to trigger alarm bells, or any suspicion raised was 

counteracted by other believable cues, such as the presence of a 
.gov email address. For instance, 201C said, “Seemed a little out 
of the ordinary but legit email address.” 104C said, “thought it 
was odd, but didn't connect the dots between phishing scheme 
and voicemail.” In contrast, for non-clickers, the emails were 
suspicious enough that deeper thought was triggered: they 
questioned multiple cues, reasoned carefully about the emails, 
and even took additional steps to check facts when possible. 
Non-clickers also reported re-reading emails, for instance, 
201NC said, “Checked address and saw (FED) so automatically 
assumed it was legit. After reading email, it was a little off, so I 
reread a few times.” 

2) Strategies and fact-checking 

Across exercises, non-clickers described specific strategies 
they used and cues they looked for. For example, 326NC said, 
“I check multiple items, the from, the address when you mouse 
over, the content in general, look for misspelled words, strangely 
worded emails.” 101NC described, “I have certain rules that I 
follow, I don't click on any links when I don't know who the 
email is from, and I don't click on any links when the email is 
from someone that I know but there is no message from that 
person.” 325NC elaborated, “It reminds me of what to look for 
like a peculiar email address, odd salutation, bad grammar, and 
a sense of urgency in the message to make you do something 
that you normally wouldn't do. Because of this training, I am 
highly suspicious and my ‘Spidey Sense’ tingles whenever I see 
one of these emails.”  

In addition to following strategies and behavioral rules, non-
clickers also engaged in fact-checking tailored to the premise of 
the phishing exercise. In the first exercise, they checked the 
voicemail light on their phone. In the second exercise, they 
searched for the fictitious Jill Preston in the employee directory. 
In the third exercise, they thought back through whether they 
had recently ordered anything. There were also several unique 
fact-checking strategies reported. For the second exercise,  
103NC explained, “I checked the serial number of my work 
[mobile phone] to see if it was the same number as in the email.” 
(Presumably this person was referring to the “receiving 
machine’s ID” listed in the exercise email). Additionally, 
304NC reported a clever fact-checking strategy regarding the 
sales tax listed in the third exercise email: “The MD sales tax is 
6 %. I calculated the tax based on the cost ($59.97), and the sales 
tax listed in the email is greater than 6 %.” 

While clickers did not report these types of fact-checking 
strategies in relation to the phishing emails, several engaged in 
fact-checking regarding the survey itself: for the second 
phishing exercise, three participants called the NIST researchers 
to verify that the survey was not a phishing attempt. When 
speaking with us, they said they had just been caught by the 
training and wanted to check this was not another phish. 

3) Concern over consequences 

Concern over potential consequences differed greatly 
between clickers and non-clickers. Across the three exercises, 
clickers were often concerned over consequences or 
repercussions arising from not clicking, such as failing to act or 
failing to be responsive. Referring to the voicemail phishing 
exercise, 105C explained, “I am always interested in ensuring 
that I get any messages and act on them.  It could have been my 
supervisor or other person requiring an action on my part.”  
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Clickers were particularly concerned over the consequences 
of not addressing an unpaid invoice: if they did not click to open 
the attachment, they could not pay the invoice nor could they 
forward it to the correct person for payment if it was not their 
direct responsibility. The unpaid invoice exercise also had the 
highest click rate, nearly double that of the other two exercises. 
The fact that an actual unpaid vendor invoice had recently been 
an issue in that OU no doubt contributed to clickers’ increased 
concern over the email. 201C referred to “repercussions for not 
remitting payment,” 203C responded, “potential to miss contract 
payments,” 207C lamented, “I would have an unpaid invoice,” 
and 208C worried, “I may miss a legitimate complaint/issue.” 
208C explained, “If true, I would be the person who would have 
to address the issue.” 202C noted, “In the past 10 months I had 
2 cancelled orders and wondered if it had gone through.”  

Across all three exercises, non-clickers were more 
concerned with consequences that could arise from clicking, 
such as downloading malware and viruses. For example, 103NC 
said, “I was concerned something might be downloaded onto my 
computer or I could get a virus.” 106NC explained, “If this was 
a phishing email, I could be the person that allows someone 
access and they could potentially infect or steal information.” 
204NC said, “I considered that it might contain a virus or other 
malware.” 210NC said, “I considered a hacker planting a 
listening bug onto the NIST systems.” 211NC explained, “It did 
not look like a legit email so clicking on the link could have lead 
[sic] to virus, spyware, malware, etc.” Similarly, 306NC said, “I 
thought if I clicked I could get a virus or have malware put on 
my computer.”  

4) Confidence in institutional computer security measures 

Clickers seemed quite confident in the institution’s security 
measures. For example, 101C stated, “I thought NIST security 
system can filter phishing emails.” 105C said, “We are within a 
firewall at NIST?” 303C noted, “I do not get spam or junk emails 
(very often if at all), which tells me NIST is very pro-active in 
stopping them before we get them.”  

Non-clickers seemed to have a more tempered view, 
frequently referring to the idea that some phishing emails will 
always get through the filters. For example, 201NC explained, 
“Because of the widely varied nature of the work here, I am not 
sure it is possible to block out all phishing attempts.” 202NC 
said simply, “It's impossible to catch them all.” 213NC 
explained, “My feeling is that some phishing emails will get 
through no matter how good the security measures are.” 320NC, 
“I think NIST puts serious effort into computer and internet 
security but things are always going to get through on occasion.” 
312NC noted, “There is no perfect security.  The best NIST can 
hope for is to mitigate the number of attacks.” 324NC said, “the 
attacks are constant, some will get through.” Interestingly, 
203NC referred to progress for both the institution and the 
hackers, “NIST has made a lot of progress in stopping phishing 
emails, and has trained staff well. However, I know that hacking 
continues to advance, too.” 

V. DISCUSSION 

A. Benefits of operational data  
The benefits of long-term, in situ operational phishing data 

are many. Specifically, the benefit of ecological validity is 
extremely valuable. By conducting an assessment using a 

sample of real-world staff working in their normal work 
environments, we were able to obtain a high degree of ecological 
validity lacking in many assessments. Importantly, our sample 
was varied in terms of age, education, supervisory experience, 
and years spent working at the institution. Additionally, we 
surveyed exercise participants almost immediately after they 
clicked, in contrast to [4], where many months elapsed between 
the time participants received the initial phish and were 
interviewed about it. We also addressed the “adversary 
modeling challenge” identified by Garfinkel and Lipford in  [9], 
by using phishing emails modeled on real-world threats  current 
with each exercise. As the nature of phishing continues to 
change, it is imperative to model attacks after real-world threats.   

We believe that our long-term, in situ assessment with a 
varied sample should be meaningful and compelling for usable 
security researchers and security practitioners alike. Our 
workplace setting allowed us to both confirm findings from 
laboratory settings and unearth new findings that were only 
possible with a real-world setting.  

B. User context: an explanatory variable in phishing 
susceptibility 
A user’s context—in this case, their individual work 

context—is the lens through which they interpret both the 
general premise of an email, as well as specific cues within the 
email. Through three phishing awareness training exercises and 
corresponding surveys, conducted in situ over a 10-month 
period, we found clickers and non-clickers interpreted the 
premise of phishing emails very differently depending on their 
individual work context. When a user’s work context aligned 
with the premise of the email, they tended to find the premise 
believable and attended to compelling cues. In contrast, when a 
user’s work context was misaligned with an email’s premise, 
they tended to find the premise suspicious and they instead 
focused on specific suspicious cues.   

Once we identified user context as an explanatory factor, we 
then saw that user context alignment coincided with depth of 
processing and differences in concern over consequences 
between clickers and non-clickers, which are discussed next. 
From respondent feedback, the initial read of the email by 
clickers seemed to produce a reaction that aligns with findings 
of Wang et al., where “Visceral triggers reduce the recipients’ 
depth of information processing and induce recipients to make 
decision errors” [27] and Kumaraguru et al. in [15]. On the other 
hand, non-clickers reported a reaction of suspicion to the 
premise misalignment with their user context, helping them 
attend to phishing deception cues. We also discuss the 
operational setting and user context. 

1) Depth of processing 

Clickers and non-clickers seemed to process the phishing 
awareness training emails quite differently. When the general 
premise of a phishing email was believable for clickers, they did 
not then engage in deeper processing; they did not look for 
deception indicators, nor did they question the email’s 
legitimacy. However, we saw evidence of extremely efficacious 
cue detection and utilization strategies on the part of non-
clickers, such as checking for misspelled words, grammatical 
errors, mismatches, and so on. Our data also show that non-
clickers report engaging in additional fact-checking behaviors, 
such as searching for the sender in the employee directory.  
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From a cognitive science perspective, this makes perfect 
sense: why waste effort and time on double-checking something 
that seems perfectly legitimate? In contrast, when the general 
premise of a phishing email was suspicious for non-clickers or 
they attended to specific suspicious cues, they engaged in deeper 
processing to confirm that the email was indeed a phish. For 
example, non-clickers reported re-reading the emails and 
engaged in additional fact-checking to follow-up on suspicious 
cues, such as checking their phone lights and searching for Jill 
Preston in the institution’s employee directory. This difference 
in surface versus deep processing ties back to System 1 and 
System 2 thinking; with System 1 being fast, intuitive, and 
emotional, relying heavily on habits and heuristics, and System 
2 being slower, more deliberative, and more logical [12]. This is 
in no way to say that clickers and non-clickers differ in depth of 
processing in general, only that for these particular phishing 
awareness exercises set in the real world, their survey responses 
showed evidence of differential processing.   

2) Consequence considerations 

Overall, both clickers and non-clickers provided feedback 
that conveyed an attitude of conscientiousness in the workplace. 
Despite that general conscientiousness, concern over 
consequences typically aligned with the click decision. Overall, 
clickers tended to be more concerned with potential 
consequences that could arise from not clicking: failing to act, 
seeming unresponsive to an email, or not addressing a legitimate 
issue. This was especially true for clickers in the unpaid invoice 
phishing premise, and seemed exacerbated by recent events 
where an unpaid invoice had been an issue for the OU 
participating in the awareness training exercises. In contrast, 
non-clickers were concerned with potential consequences that 
could arise from clicking: malware, viruses, and so on.    

3) The operational setting and user context 

It is important to realize that despite being part of the same 
approximately 70-person OU within the institute, staff in our 
assessment had very different individual work contexts. 
Responsibilities within the OU ranged from financial matters, 
such as processing orders, invoices, grants, contracts, and 
payments; to organizational safety matters relating to radiation, 
health and environmental issues; to program development and 
compliance. Even within the subset of staff members who 
shared somewhat similar responsibilities, individual work 
contexts varied. For example, within the subset of staff who had 
financial responsibilities, individual contexts varied depending 
on whether someone was recently working on a particular 
invoice and with whom they were working.  

In addition to an individual’s work context, another work 
context is the shared work context. For example, consider the 
collective awareness among our assessment participants 
regarding a recent unpaid vendor invoice. This shared awareness 
of a recent workplace issue affected participants’ concern over 
the consequences of an unpaid invoice and may have contributed 
to elevated click rates for that phishing exercise. Though not 
uniquely a work context, an additional example of a shared 
context was the holiday context in the third exercise–that 
exercise leveraged the fact that more people place online orders 
near the holidays.    

Such variability in individual work contexts, that at times 
partially overlaps with others’ work contexts, is likely the case 

at other institutions as well. It would be rare to find an 
organization where every member of the staff has exactly the 
same, or even completely different, tasks in at least medium-
sized or larger organizations. Different people will be more or 
less susceptible to a particular phishing email’s premise based in 
part on their individual work environments, tasks, and 
responsibilities.  

C. Revisiting prior quantitative data 
Based on the primary contribution from our 10-month 

operational assessment—showing the importance of individual 
user context in explaining phishing email click decisions—we 
are now able to better interpret the previously puzzling 
variability in click rates observed across the initial 3.5 years of 
phishing awareness training exercises at a U.S. government 
institution. Although we do not have user feedback from earlier 
exercises, the lens of the user context and the premise of each 
prior exercise together give new insight in understanding click 
results. Fig 1. shows click-rate data. Several data points deserve 
special mention. The exercise labeled ‘From Rich’ had a high 
click rate (49.3 %) and used a message that was tailored to 
mimic an actual spear phishing attack on the organization just 
prior to the exercise. The premise in this exercise aligned 
extremely well with the communication practices of the 
organization and the culture of conscientiousness. The phish 
labeled ‘Web Logs’ purported to be an automated message 
citing a violation of the institute’s internet policy; it also had a 
high click rate (43.8 %). The premise this time aligned with the 
fact that the organization had such a policy and staff were aware 
of it.  The scenario with the lowest click rate, 1.6 %, is labeled 
‘Ebola Outbreak.’ Its low click rate is likely due to the 
circumstance that the institute’s spam filtering placed the 
training phish in people’s spam folder; despite this, one person 
saw it there and clicked its attachment. Knowing that people in 
this OU were responsible for organizational health issues at the 
institute and noting that the timing coincided with the Ebola 
crisis of 2014, we better understand the premise alignment. 
Click rates from the other exercises during 2012 to 2015 are 
between these extremes; each had plausible premise alignment 
with some staff members’ job responsibilities within the OU or 
an external event that was relevant to the individual. This 
provides a plausible explanation why the institute’s ITSND 
observed such intriguing variability in click rates across the 
initial 3.5 years of their trial deployment.   

D. Findings with actionable operational implications 
With data from an operational setting, we have the rare 

opportunity to make novel observations that have operational 
implications as well as confirm findings from other studies that 
hold in a new operational environment. We report on three 
findings that are immediately actionable by security 
practitioners.  

1) Setting realistic expectations of institutional security 

We found that participants in our assessment, especially 
clickers, expressed a great deal of confidence in the institution’s 
technological security measures, perhaps too much confidence. 
While it is good that staff are aware there are indeed institutional 
security measures in place, having too much faith in such 
mechanisms can be dangerous if it leads staff to a false sense of 
total security. If people are overconfident in, or overly reliant on, 
institutional security measures, this may have an undesirable 
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effect on their clicking behaviors. They may not be concerned 
about clicking if they believe they are already fully protected. 
Organizations should consider explicitly educating their 
employees that no technological solution is completely 
infallible, especially reactive ones like those still commonly in 
use. Our operationally-situated findings of staff confidence in 
the institution’s security measures provide confirmation to those 
described in [6] and [7], both of which were performed in other 
settings.   

2) The changing nature of phishing attacks 

Our exploration of click decisions revealed that some 
members of the sample did not know that the nature of phishing 
has evolved beyond the traditional requests for sensitive 
information such as usernames and passwords. Others, such as 
[7], have reported that users who know the definition of phishing 
are statistically less likely to fall for phishing than those who do 
not know the definition. This highlights the operational 
opportunity to ensure staff remain aware of how phishing attacks 
continue to evolve. 

3) Gamification 

Our ITSO partner observed emergent competition or 
gamification of the phishing awareness training exercises over 
the years, where people would try to beat their colleagues and 
be the first person to spot the training phishing email. In an effort 
to have each member in the OU make their training click 
decisions without co-worker aid, the ITSO cautioned people not 
to warn others of the emails. However, friendly competition 
among colleagues may be an unintended benefit to conducting 
long-term phishing awareness training exercises. Since phishing 
messages missed by technological solutions are often found by 
individuals reporting suspected phish or after negative 
consequences arise, an increase in the number of those reporting 
phishing messages, especially early reporting, should provide 
meaningful benefits to individuals and the information 
technology security incident-response teams tasked with 
detecting, containing, eradicating, and recovering from infected 
machines and networks [5]. Organizations have the opportunity 
to use that friendly competition to encourage reporting 
suspected phishing messages. 

E. Implications for predicting phishing susceptibility    
Our data establish user context as an explanatory variable in 

phishing susceptibility. Given the long-term, in situ nature of our 
data across a wide range of ages, education levels, and work 
experience, we believe our data are compelling and 
comprehensive. Of course, all new findings should be validated 
by additional studies, as should this one. However, studies that 
attempt to examine user context must be set in participants’ real-
world settings; laboratory settings cannot provide a sufficient 
level of ecological validity for this particular phenomenon. 
Additionally, models that attempt to predict phishing 
susceptibility such as those documented in [23] and [26] should 
further explore the user work context identified in this paper. 
This is in addition to other phishing susceptibility factors such 
as personality and individual risk tolerance, which others have 
studied, for example [3], [7], [10], [14].  

VI. CONCLUSIONS  
The problem of phishing is not yet solved and the impact on 

individuals and organizations continues to grow as attacks 

become increasingly sophisticated. We have uncovered another 
piece of the phishing puzzle through an examination of long-
term, operationally-situated data captured during embedded 
phishing awareness training exercises conducted at a U.S. 
government institution. In this paper, we focus on three 
exercises conducted in 2016, each having participant feedback. 
For all 15 exercises in the 4.5-year span (2012 through 2016), 
the phishing training emails modeled real-world phishing 
campaigns, and participating staff were in their normal work 
environments with their regular work loads, providing 
ecological validity.  

This data has revealed the novel finding that the alignment 
of user context and the phishing message premise is a significant 
explanatory factor in phishing susceptibility, impacting both an 
individual’s depth of processing and concern over 
consequences. Additionally, our data provide an operationally-
relevant perspective from users regarding other factors affecting 
their click decisions. We believe that the rare opportunity to 
collect data surrounding phishing click decisions in the 
workplace coupled with ecologically valid conditions over time 
provided the crucial elements for these findings to surface. 
Because of the scarcity of operationally-situated data, we also 
report on findings we believe to be actionable now in operational 
settings. Our long-term operational data offer significant 
contributions to the existing corpus of phishing literature with 
implications for  both future research and operational security. 
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APPENDIX 
This appendix contains a detailed description of the survey 

instrument template, including customizations, questions, 
response options, and show/hide question logic for follow-up 
questions. Survey questions are shown in Table I below. Gray 
highlighting is used to indicate page breaks in the survey.  

A. Landing page 
Each survey started with a landing page that briefly 

described the nature of the survey, the estimated time it would 
take a respondent to complete the survey, and the potential risks 
and benefits associated with taking the survey. The landing page 
also contained the researchers’ contact information.  

B. Customizations 
As described in the Method section, the survey template was 

created such that it could be easily customized based on the 
nature of the phishing exercise. After the landing page, the first 
page of the survey was customized by adding a screenshot of the 
phishing email at the top. Open-ended questions about initial 
impressions (Q1) and click decisions (Q2) were together on the 
first page. Q2 was customized depending on whether the 
phishing email contained a link or an attachment, and depending 
on whether a respondent was a clicker or a non-clicker. Q2 
customizations were as follows: 

[Clickers, link] What made you decide to click the link? 

[Non-clickers, link] What made you decide not to click the link? 

[Clickers, attachment] What made you decide to open the 
attachment? 

[Non-clickers, attachment] What made you decide not to open 
the attachment? 
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 SURVEY QUESTIONS. 

 
Primary question Follow-up question 

Q# Question Response 
type 

Response options Show/hide 
logic 

Question Response 
type 

Response 
options 

        
1 Think back to when you first saw the 

email above in your inbox. What 
were your initial impressions?  

Open-
ended 

 n/a    

2 What made you decide not to click 
the link? 
 
Note that Q2 was customized for 
link/attachment and clicker/non-
clicker (as described above). 

Open-
ended 

 n/a    

        
3 What type of device were you using 

when you opened the email?  
Radio 
buttons 

Desktop computer 
Laptop 
Tablet 
Smartphone 
Don’t remember 
Other – Write In: ________ 
 

n/a    

        
4 Were you in a hurry when you 

opened the email?  
Radio 
buttons 

No 
Yes 
Don’t remember 

n/a    

        
5 How thoroughly, if at all, did you 

read the email?  
Radio 
buttons 

Didn’t read it 
Read some of it 
Read it quickly 
Read it thoroughly 
Don’t remember 

n/a    

        
6 What were you doing around the 

time you opened the email? 
Radio 
buttons 

Focused solely on checking 
email 
Checking email while 
primarily        focused on 
another task 
Don’t remember 
Other – Write In: ________ 
 

n/a    

        
7 Did anything in the email seem 

pertinent to you? 
Radio 
buttons 

No 
Yes 
Not sure if pertinent 
Don’t remember 

    

    Shown only 
if “yes” or 
“not sure”  

In what way? Open-ended  

        
8 Did you consider any possible 

consequences for clicking on the 
email link? 

Radio 
buttons 

No 
Yes 
Not sure 

    

    Shown only 
if “yes” 

What 
possible 
consequences 
did you 
consider? 

Open-ended  

    Shown only 
if “yes” 

How 
concerned 
were you 
about these 
consequences 
you listed? 

Radio 
buttons 
 

Not at all 
concerned 
Somewhat 
concerned 
Very 
concerned 
Don’t 
remember if I 
was concerned 
at the time 

        
9 Did you consider any possible 

consequences for not clicking on the 
email link? 

Radio 
buttons 

No 
Yes 
Not sure 

    

    Shown only 
if “yes” 

What 
possible 

Open-ended  
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Primary question Follow-up question 

Q# Question Response 
type 

Response options Show/hide 
logic 

Question Response 
type 

Response 
options 

consequences 
did you 
consider? 

    Shown only 
if “yes” 

How 
concerned 
were you 
about these 
consequences 
you listed? 

Radio 
buttons 
 

Not at all 
concerned 
Somewhat 
concerned 
Very 
concerned 
Don’t 
remember if I 
was concerned 
at the time 

        
10 How curious, if at all, were you 

about the email? 
Radio 
buttons 

Not at all curious 
Somewhat curious 
Very curious 
Don’t remember 

    

    Shown for 
all responses 
but “don’t 
remember” 

Why or why 
not? 

Open-ended  

        
11 When thinking about the email, how 

suspicious, if at all, were you? 
Radio 
buttons 

Not at all suspicious 
Somewhat suspicious 
Very suspicious 
Don’t remember 

    

    Shown for 
all responses 
but “don’t 
remember” 

Why or why 
not? 

Open-ended  

        
12 How confident are you in NIST’s 

computer security measures to 
prevent phishing emails from 
reaching you? 

Radio 
buttons 

Not at all confident 
Somewhat confident 
Confident 
Very confident 

    

    Shown for 
all responses 

Explain. Open-ended  

        
13 Overall, do you feel like the phishing 

awareness training emails have 
changed your email behavior? 

Radio 
buttons 

No 
Yes 
Not sure 

    

    Shown only 
if “yes” 

How has the 
phishing 
training 
changed your 
behavior? 

Open-ended  

    Shown only 
if “no” or 
“not sure” 

Why?   

        
14 About how many emails do you 

receive in a typical work day? 
Radio 
buttons 

0 
1-5 
6-10 
11-20 
21-30 
31-40 
41-50 
51 or more 
Prefer not to answer 

    

        
15 About how many emails do you send 

in a typical work day? 
Radio 
buttons 

0 
1-5 
6-10 
11-20 
21-30 
31-40 
41-50 
51 or more 
Prefer not to answer 
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Primary question Follow-up question 

Q# Question Response 
type 

Response options Show/hide 
logic 

Question Response 
type 

Response 
options 

16 What is your gender? Radio 
buttons 

Female 
Male 
Other identification 
Prefer not to answer 

17 What year were you born? Drop-down Options ranging from 1931 to 
1998 
Prefer not to answer 

18 What is your highest completed level 
of education? 

Radio 
buttons 

Highschool or GED 
Associate’s Degree 
Bachelor’s Degree 
Master’s Degree 
Doctorate Degree 
MD 
Other – Write In: _____ 
Prefer not to answer 

19 How long have you been working at 
NIST? 

Drop-down Options ranging from Less 
than 1 year to 50 years 
More than 50 years 
Prefer not to answer 

20 Any additional comments on this 
survey or the phishing exercises? 

Open-
ended 
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4. School of Mechanical and Materials Engineering, Washington State University, Pullman, WA USA
5. National Museum of Natural History, Smithsonian Institution, Washington, DC, USA
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Numerous Iron Age hillforts were constructed throughout Europe on high ground to serve ancient 
settlements [1]. The edifice walls of a small fraction of hillforts were vitrified as a result of high 
temperature activity, [2]. Swedish hillfort glasses from the Broborg Site near Uppsala, Sweden have 
recently been proposed as an analogue material to inform long term nuclear waste storage (Fig. 1A) [3]. 
As part of that effort, a fragment of the Broborg hillfort wall was embedded and polished prior to 
examination by x-ray methodologies to determine its composition and microstructure (Fig. 1B). 

A Bruker M4 Tornado with dual Bruker XFlash 6|60 detectors was used to collect hyperspectral micro-
XRF data with a Rh source and a 20 um (Mo K) polycapillary optic at two energies: 1) 25 keV/no filter, 
and 2) 40 keV with a 12.5 m Al source filter [4].  An FEI Apreo scanning electron microscope (SEM) 
was used to collect an electron image montage spanning the specimen’s polished surface, and electron 
beam-excited hyperspectral x-ray data was collected using dual Bruker XFlash 6|60 detectors at 15 keV.  

Object-scale major element and electron imagery reveals the specimen is comprised of 3 principal 
chemical phases, an Fe-rich glass (dark), an Fe-poor glass rich in alkalis (milky), and quartz (Fig. 2A,E). 
Trace element imaging depicts unreacted zircon throughout the sample, Zr and V enrichment in the Fe-
rich glass (Fig. 2B-C), and Rb enrichment in the Fe-poor glass (Fig. 2D).  A more detailed view of the 
boundary between the 2 glass zones shows heavily embayed quartz, residual CaAl-silicate zones within 
the Fe-poor glass, FeMgAl spinel crystallization, and quench-crystallization in the Fe-rich glass (Fig, 3). 
Major element compositions of the glasses are broadly consistent with previous studies (Table 1) [4,5]. 
Importantly, the new trace element compositions of the glasses provide an opportunity to test a linkage 
with the bulk chemistry of lithologies found at Broborg to better understand the ancient melting processes 
via an elemental ratio comparison. 
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[1] J McIntosh, Handbook to life in Prehistoric Europe. (Oxford University Press, 2009)
[2] FB Wadsworth et al. J Archaeol. Sci. 67 (2016), p. 7-13
[3] R Sjöblom, H Ecke, & E Brännvall, Intl. J. Sust. Dev. Planning (2013).
[4] Any mention of commercial products is for information only; it does not imply recommendation or
endorsement by NIST or DOE.
[5] P Kresten & B Ambrosiani J. Swedish Antiquarian Res. 87 (1992)
[6] JL Weaver et al. Intl. J. Appl. Glass Sci. (in review)
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Abstract—The SiC power MOSFET (metal-oxide semiconductor 
field-effect transistor) is poised to take off commercially. Gate 
oxide breakdown reliability is an important obstacle standing in 
the way. Early predictions of poor intrinsic reliability comparing to 
silicon MOSFET, while theoretically sound, have now proven way 
too pessimistic. Experimental data from a good quality SiC 
MOSCAP (MOS Capacitor) turns out to have better breakdown 
lifetime than its silicon counterpart, based on data available in the 
literature. This surprising result is the consequence of improper 
extraction of intrinsic lifetime in the presence of extrinsic failures. 
Even though intrinsic lifetime is no longer an issue, SiC MOSFET 
gate oxide breakdown reliability is not out of the woods yet. This is 
because, for thick oxide, it is the extrinsic failure that determines 
lifetime, not intrinsic failure. Unfortunately, up to now there is no 
properly done study of SiC gate oxide extrinsic breakdown 
reported in the literature.   

Index Terms—SiC, MOSFET, Thick Gate Oxide, TDDB, Extrinsic 
Failures 

 I     INTRODUCTION  
The SiC power MOSFET (metal-oxide semiconductor field-

effect transistor) is rapidly reaching wide-spread adoption. 
Reliability issues such as gate oxide breakdown and bias-
temperature-instability are largely under control, or apparently 
so. On the gate oxide breakdown front, while there are lingering 
extrinsic (early) failure concerns [1], the focus has been on 
intrinsic reliability and the question is fully settled – there is no
intrinsic issue at all [2]. Given how poor the early results were 
[3], [4] and the theoretically sound argument of limited 
breakdown lifetime based on the “low” barrier height for 
tunneling injection of electrons between SiO2 and SiC [5] as well 
as the experimentally measured, lower than expected, barrier 
heights [6], [7], the ‘no intrinsic issue’ conclusion is truly 
remarkable.

  II      BREAKDOWN DATA 
From the poor results of early days, improvements were 

reported over time [8-10] so the excellent result reported in [2] is 
not unexpected. However, it begs the question: what is wrong 
with the theoretical concern raised in [5] that low barrier height 
leads to shorter breakdown lifetime? Adding to the mystery is 
the “unexpected” further lowering of the effective barrier height 
at the high temperatures at which the SiC MOSFET is expected 
to operate [6], [7]. It is well known that gate oxide breakdown 
lifetime is shortened by the current flow across the oxide layer 
during stress [11-13] and lower tunneling barrier means more 

current. The concern raised is therefore clearly valid. The 
reported [6], [7] further lowering of barrier height at high 
temperature is also consistent with the literature [14]. Thus, 
theoretically, the gate oxide breakdown lifetime for SiC 
MOSFET should be far shorter than for silicon MOSFET. The 
only way to conclude that there is no intrinsic issue with the 
breakdown reliability of SiC MOSFET gate oxide is that the 
lifetime of the gate oxide for silicon MOSFET is so extremely 
long that a drastic reduction still leaves ample room for 
reliability. However, this seems not to be true. 

Figure 1 compares the time-dependent-dielectric-breakdown 
(TDDB) results of gate oxide for SiC metal-oxide-
semiconductor-capacitor (MOSCAP) of [2] to silicon MOSCAP 
data extracted from literature [15], [16]. Surprisingly, the 
lifetime of the gate oxide in SiC MOSCAP is far better than the 
gate oxide in a silicon MOSCAP (MOS Capacitor). 
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How is this possible? The likely answer is that the “intrinsic” 
lifetimes reported in the literature are not truly intrinsic. Indeed, 
even the data in [2] may not be truly intrinsic. 

Figure 1 Extracted characteristic failure time (Time to 63 % failure, or 63) 
from SiC MOSCAP as a function of stress electric field and temperature. 
Similar data extracted from literature [15], [16] for silicon is shown for 
comparison. 
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              III     THE ROLE OF EXTRINSIC FAILURES 
No process is perfect. Thus, it is impossible to have no 

extrinsic failures. However, one can be easily fooled by the 
absence of early failures in experiments involving a limited 
number of devices. The literature is full of reports that use 20 or 
fewer devices in experiments and use the lack of distinct early 
failure as an indication of the measured distribution being 
intrinsic and to extract an “intrinsic” characteristic lifetime (63). 
Worse yet, it is not uncommon to see reports that simply ignore 
the early failure part of the distribution and claim the rest of the 
distribution as being intrinsic and extract the intrinsic 63 from it. 
Such practices are highly error-prone. Figure 2 uses two 
examples to illustrate this point [17]. 
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Fig. 4. Different “lucky defects” distributions with a density of defect of 108 cm-3: a) uniform distribution b) Normal distribution with defects concentrated within 10nm
from the interface c) Normal distribution with defects concentrated within 2nm around the interface d) exponential distribution of defects with defects mostly
concentrated close to the interface. For each defect profile, index x.1) shows the TDDB failure distribution of 10000 devices showing tails of early failures, index x.2)
shows the resulting TDDB distribution for 400 devices sample size which is similar to an HTOL stress, and index x.3) shows the TDDB distribution with 50 devices
sample size which is similar to a routine TDDB test at wafer level. The various distributions show that under sampling can lead to severely flawed conclusions. An
exponential distribution of defects results in a failure tail similar to what was observed experimentally.
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(200 μm x 200 μm) with a 50 nm thick oxide SiO2/SiC.
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275  C) were normalized to a breakdown time of 104 s.

Fig. 2. TAT probability is controlled by the probability
to tunnel into the defect (T1), and the probability to
tunnel out to the oxide conduction band (T2). The total
tunneling current resulting from TAT is at its maximum
when T1 = T2.

Fig. 3.  Tunneling current in the presence of 
traps: a) traps at the "lucky energy" resulting 
in b) local increase in current.
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Fig. 2. TAT probability is controlled by the probability
to tunnel into the defect (T1), and the probability to
tunnel out to the oxide conduction band (T2). The total
tunneling current resulting from TAT is at its maximum
when T1 = T2.

Fig. 3.  Tunneling current in the presence of 
traps: a) traps at the "lucky energy" resulting 
in b) local increase in current.
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Fig. 2. TAT probability is controlled by the probability
to tunnel into the defect (T1), and the probability to
tunnel out to the oxide conduction band (T2). The total
tunneling current resulting from TAT is at its maximum
when T1 = T2.

Fig. 3.  Tunneling current in the presence of 
traps: a) traps at the "lucky energy" resulting 
in b) local increase in current.

10
1

10
2

10
3

10
4

10
5

-6

-4

-2

0

2

7.5%

 

 

 Intrinsic failures

 Extrinsic failures

ln
(-

ln
(1

-F
))

T
BD

(s)

-10

-5

0

5

 

 

10k Devices

 Uniform Ditribution

ln
(-

ln
(1

-F
))

 

 

10k Devices

 Exponential Distribution

-10

-5

0

5

 

 

400 Devices

 Uniform Distibrution 

ln
(-

ln
(1

-F
))

 

 

400 Devices

 Exponential Distibrution 

 

 

400 Devices

 Normal Distibrution 3 

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

-10

-5

0

5

 

 

50 Devices

 Uniform Distibrution  

ln
(-

ln
(1

-F
))

T
BD

(s)

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

 

 

50 Devices

 Exponential Distibrution 

T
BD

(s)

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

 

 

50 Devices

 Normal Distribution 3

T
BD

(s)

 

 

10k Devices

 Normal Distibrution 

 

 

400 Devices

 Normal Distibrution 

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

 

 

50 Devices

 Normal Distribution 

T
BD

(s)

 

 

10k Devices

 Normal Distibrution 2

a) b) c) d)

a.1) b.1) c.1) d.1)

b.2)a.2) c.2) d.2)

a.3) b.3) c.3) d.3)

Fig. 4. Different “lucky defects” distributions with a density of defect of 108 cm-3: a) uniform distribution b) Normal distribution with defects concentrated within 10nm
from the interface c) Normal distribution with defects concentrated within 2nm around the interface d) exponential distribution of defects with defects mostly
concentrated close to the interface. For each defect profile, index x.1) shows the TDDB failure distribution of 10000 devices showing tails of early failures, index x.2)
shows the resulting TDDB distribution for 400 devices sample size which is similar to an HTOL stress, and index x.3) shows the TDDB distribution with 50 devices
sample size which is similar to a routine TDDB test at wafer level. The various distributions show that under sampling can lead to severely flawed conclusions. An
exponential distribution of defects results in a failure tail similar to what was observed experimentally.

...

..

.

.

..
TAT

a)

 
 

+ 

+ 

b)

x

y
z

Fig. 1. TDDB results on a total of 432 SiC DMOSFET
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Fig. 2. TAT probability is controlled by the probability
to tunnel into the defect (T1), and the probability to
tunnel out to the oxide conduction band (T2). The total
tunneling current resulting from TAT is at its maximum
when T1 = T2.

Fig. 3.  Tunneling current in the presence of 
traps: a) traps at the "lucky energy" resulting 
in b) local increase in current.
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Figs. 2a1 and 2b1 are two breakdown failure Weibull 
distributions with clear and significant extrinsic failure tails. Fig. 
2a2 is a random sub-sampling of the a1 distribution. Even with 
50 devices, the a2 population contains zero early failures. 
Similarly, fig. 2b2 is a random sub-sampling of the b1 
distribution. Even when the parent population extrinsic 
percentage is very high, the 50 devices population can tempt one 
to extract an “intrinsic” 63. 

A few groups pointed out that the proper way to treat 
breakdown distributions with extrinsic failures is to treat it as a 
joint probability distribution [18-20] of the intrinsic and extrinsic 
populations and analyze it accordingly. Otherwise, the extract 
characteristics will have significant errors. Fig. 3 takes the 
process in reverse to illustrate this point. The blue distribution in 
fig. 3a is the joint distribution of the two red (straight lines) 
distributions. One distribution has a large 63 and a  (Weibull 

shape factor) of 15, representing an intrinsic breakdown 
distribution, and the other has a small 63 and a small  of 0.5, 
representing an extrinsic breakdown distribution. The region 
enclosed by the dotted square is expanded in fig. 3b. In this 
example, using the steep region to extract 63 will underestimate 
the intrinsic 63 by roughly 9000 s, or nearly 20 %. Obviously, 
the size of the error depends on many factors such as the shape 
factors and the size of the extrinsic fraction. Intuitively, it is clear 
that the smaller the extrinsic population, the smaller the error. 
When the number of devices tested is 20 or less, the error is 
difficult to assess. Since physics dictates that the breakdown 
lifetime for gate oxides in SiC MOS should be shorter than those 
in silicon, one can only surmise that the reason for the surprising 
result of fig. 1 is due to the difference in extrinsic failure 
population. In [2], 750 devices were tested and no extrinsic 
failures were observed. The extract lifetime is therefore much 
closer to the real intrinsic lifetime than those extracted in [15] 
and [16] with very limited devices. 
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TDDB Data reported in [2] involved 750 MOSCAP devices 
of the size 0.001 cm2. This is the first time such a large number 
of relatively large-size devices were tested without early failures 
for SiC. Indeed, to the best of my knowledge, no such data has 
ever been reported for thick gate oxide even for silicon – hence 
the surprise shown in fig. 1. While this encouraging result clearly 
dispelled the intrinsic reliability worry, it does not mean that SiC 

Figure 2 a1 and b1 are two TDDB distributions with different 
percentage of extrinsic failures. A2 and b2 are the possible 
corresponding distributions when random sub-sampling of the larger 
distribution is done. 

Figure 3 a: shows the joint distribution (blue) resulting from two 
different distributions, one intrinsic and one extrinsic; b: expanded 
view of the box (broken line) region showing the significant difference 
of extracted 63. 
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MOSFETs have no more gate oxide breakdown reliability 
concerns.  

It is well-established that for thick gate oxide, breakdown 
reliability is determined by extrinsic failures, not the intrinsic 
lifetime [18]-[20]. While SiC MOSFETs are now available 
commercially and impressive breakdown reliability 
specifications are listed in product data sheets, there are no 
published results in the literature that suggest the reliability 
projection is properly done.  

A typical TDDB distribution for SiC MOSFET gate oxide 
has an extensive extrinsic tail similar to figure 4. Depending on 
the device size and test condition, the extrinsic failure fraction 
can be larger or smaller. As fig. 2 indicated, the extension of the 
extrinsic tail will not be clear until enough number of devices are 
tested. To project product reliability properly, a number of test 
conditions (electric field and temperature combinations) must be 
performed and each must have enough number of test devices to 
ensure the extrinsic tail can be analyzed properly. This means a 
very large number of devices must be tested. As TDDB is a 
long-term reliability test that too much acceleration can also lead 
to errors, this test burden is not easy to meet. 
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It is important to note that the extrinsic failure distribution 
has a shape factor  often less than one. This means the 
breakdown lifetime is very area sensitive. As power modules 
typically involve a large SiC active area, proper area scaling 
must be performed when projecting product lifetime [21]: 
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where superscript P and T of  signifies product and test 
structure respectively; AT and AP are the areas of the test 
device’s active area and product active area. With a large  like 
those expected from intrinsic failure of thick gate oxide, the 
characteristic lifetime for product is quite similar to the test 

structure nearly independent of the area difference. For extrinsic 
failures where  < 1, the characteristic lifetime is extremely 
sensitive to the area ratio. For example, if the test structure is 
100 times smaller than the product in terms of active area and 
the shape factor is 0.5, the characteristic failure time of the 
product will be 10,000 times shorter than the test structure.  
 
      Furthermore, typical reliability requirement is not 63 % 
failure in 10 years. Instead, it may be 1 % failure or even less in 
10 years or longer, depending on the application. The small 
shape factor’s role here is also very large [21]: 
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where F1 and F2 are time to failure fraction F1 and F2 
respectively. Translating the 63 % failure time to 1 % failure 
time with  = 0.5 will mean dividing the 63 by 10,000, or the 
time to reach 1 % failure is 10,000 times shorter than to reach 
63 % failure. 
 
      While, for the same oxide thickness, the intrinsic failure 
distribution shape factor is independent of the stress electric 
field, it has been shown that the shape factor for extrinsic failure 
distributions is dependent on the stress field [19], [20]. This 
complicates the procedure for lifetime projection and requires 
the stress test be carried out close to the use field. The good 
news is that the shape factor seems to increase with decreasing 
stress field [19], [20] so that when the stress test is not carried 
out at use field, the lifetime projection is still dependable, albeit 
a little pessimistic. Whether this is applicable to all thick gate 
oxide cases are not clear because of the absence of physical 
understanding of how extrinsic failures occur. 
 
      Data in [2], as mentioned before, are rare. Many 
manufacturers are struggling with significant extrinsic failure 
population, and relentless effort in improving the cleanliness of 
wafer processing produced very limited success [22]. There has 
been no report on using large data set with extrinsic failures to 
properly project lifetime for SiC MOSFET. It is safe to say that 
the breakdown reliability issue has not yet been resolved. 
 

IV      THE “LUCKY DEFECT MODEL” 
      Historically, extrinsic breakdown failures in thick gate oxide 
breakdown are modeled as local-thinning due to contamination 
of the wafer surface before gate oxide growth [23]-[26]. As a 
result, the only “trick” to fight extrinsic failure is to improve 
wafer cleanliness. On the other hand, it was reported in the 
silicon MOSFET literature that the local-thinning model failed 
to explain the result of tests with a large sample size [18]-[20]. 
Furthermore, a local-thinning model based screening method 
[26], [27] also failed to improve the breakdown distribution 
[18], [20]. These issues unfortunately fully manifested 

Figure 4 A typical TDDB distribution of SiC MOSCAP showing an 
extensive extrinsic tail.  
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themselves in SiC MOSFET, and the silicon MOSFET literature 
provided no insight on how to solve them. To address this acute 
issue, the “Lucky Defect Model” was introduced recently [1]. 
 
      The “Lucky Defect Model” posits that point defects grown 
into the gate oxide locally enhance trap-assisted-tunneling 
(TAT), leading to higher tunneling current at local spots. As 
higher tunneling current means shorter breakdown time, 
extrinsic, or early failures resulted. The simulation showed that 
some commonly assumed point defect distributions can produce 
the observed extrinsic failure tails. This model points to a new 
avenue to approach the extrinsic failure problem, which is to 
improve the oxide growth process, as well as keep the wafer as 
clean as possible. Data in [2] is the result of extensive process 
optimization [28].  
 
      Figure 5 shows the basic idea of the “Lucky Defect Model.” 
Fig. 5a depicts the case of defect-free oxide with uniform 
Fowler-Nordheim tunneling at a high applied electric field, in 
both band diagram and in real space. Fig. 5b depicts, in the real 
space picture, the case of two point-defects in the oxide layer 
not far from the injection interface.  Each point defect can cause 
TAT locally as shown in the band diagram. Very similar to the 
local-thinning model, the shorter breakdown time is due to the 
locally increased tunneling current. However, unlike the local-
thinning model, the source of the current enhancement is not 
contamination and is not always at the interface. 
 
      As TAT is a two-step tunneling process and there exists an 
optimum distance of the point defect’s location from the 
interface for each applied electric field, the “Lucky Defect 
Model” predicts the extrinsic tail to be defect profile dependent 
as well as applied field dependent. This may explain that the 
shape factor of the extrinsic failure distribution is applied field 
dependent [18], [20]. 
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      The “Lucky Defect Model” is effective only for thick gate 
oxides. The reason can be gleaned from (1) which relates the 

area scaling of lifetime as a function of the Weibull Shape 
factor . If we assume the cross-section of the point defect as 1 
nm2 (much smaller than this will make the wavefunction too 
energetic to be inside the potential well shown in fig. 5b), the 
impact of this shorter life area on the larger MOSCAP can be 
calculated. The result is shown in figure 6 for a 0.001 cm2 
MOSCAP. What it shows is the usual smaller area capacitor 
takes longer to break down and the effect of the Weibull shape 
factor. If the local enhanced tunneling shortens the local area’s 
lifetime by, say, 10,000 times, the effect will not be detectable if 
the area scaling makes the smaller area have a lifetime 10,000 
times longer. From fig. 6 this happens at a Weibull shape factor 
just below 3, which corresponds to a gate oxide thinner than 4 
nm [29]. Above that thickness, the impact of the shorter life will 
be measurable. The thicker the oxide, the larger the  and the 
bigger the impact. 
 

                

      Those who are familiar with thick gate oxide breakdown 
literature may object to the fact that the “Lucky Defect Model” 
depends on the idea of the accumulation of defects during stress 
until a critical value is reached for breakdown to occur. For 
thick oxides such as those used in SiC MOSFETs, the often-
cited model is the feedback runaway model [30]. However, as 
the thickness of the oxide decreases, the breakdown mechanism 
transitions to the defect accumulation model. The problem is 
that the boundary of transition has never been clear. 
Fortunately, the shape of the leakage current versus time curve 
during stress provides a clear delineation of the two models. For 
the breakdown runaway model, the current continues to increase 
under a constant voltage stress due to hole self-trapping until 
breakdown occurs [30]. For the defect accumulation model, the 
current increases at first due to hole self-trapping, then turn 
around to head lower over time when hole self-trapping 
saturates [31], [32] and electron-trapping continues to increase. 
This is clearly demonstrated for the gate oxide in SiC MOSCAP 
[1]. The “Lucky Defect Model” is already proven useful by 
pointing to an alternate way to fight extrinsic failures in thick 
gate oxides [2]. A recent report of excellent gate oxide 
reliability with very low extrinsic failure also credits 
improvement in the oxide growth process [33]. Note that while 

Figure 5a illustrates in real space and in band diagram the case of defect-
free oxide Fowler-Nordheim tunneling of current through the oxide layer 
under high applied electric field. Fig. 5b illustrates the localized increase 
in tunneling current due to two point-defects in the oxide layer near the 
injection interface, through trap-assisted-tunneling. 

Figure 6 Lifetime area scaling according to (1) for 1 nm2 defect in a 
0.001 cm2 MOSCAP as a function of the Weibull shape factor which 
is a function of oxide thickness. 
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the reported result is very impressive with a large area and a 
large number of devices, it is based on a ramp voltage test only, 
not TDDB. One can conclude that there is evidence of low 
extrinsic failures, but how low is not an answer one can 
ascertain from ramp voltage tests. 
 
                                       V      SUMMARY 
      SiC power MOSFET gate oxide reliability has come a long 
way. The initial concern about poor intrinsic reliability due to 
low tunneling barrier is proven overly pessimistic. While the 
physics is correct, the shorter intrinsic lifetime is still more than 
adequate. The real issue is extrinsic failure, or early failures due 
to contamination as well as defects in the oxide layer. For thick 
oxide, reliability is entirely determined by the extrinsic failure 
distribution. This requires the testing of a large number of 
devices with large active areas and proper analysis of the test 
data. This, unfortunately has not yet been done. As a result, gate 
oxide breakdown reliability is still a serious problem for SiC 
power MOSFETs. 
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Abstract 

This paper describes the recent NIST work on incorporating an optical clock into a time scale. We simulate a time 
scale composed of continuously-operating commercial hydrogen masers and an optical frequency standard that does 
not operate continuously as a clock. The simulations indicate that to achieve the same performance of a continuously-
operating Cs-fountain time scale, it is necessary to run an optical frequency standard 12 min per half a day, or 1 hour 
per day, or 4 hours per 2.33 day, or 12 hours per week. Following the simulations, a Yb optical clock at NIST was 
frequently operated during the periods of 2017 March – April and 2017 late October – late December. During this 
operation, comb-mediated measurements between the Yb clock and a hydrogen maser had durations ranging from a 
few minutes to a few hours, depending on the experimental arrangements. This paper analyzes these real data 
preliminarily, and discusses the results. More data are needed to make a more complete assessment. 

 

Key Words 

Time scale, optical clock, Cs fountain, hydrogen maser, Kalman filter. 

 

I. Introduction 

The Al+ [1] and the Sr/Yb [2-3] frequency standards show a stability of better than 1×10-16 at an averaging time of 
several minutes, and even more stable devices are being developed. However, it is challenging to run an optical 
frequency standard continuously as a clock, making it difficult to incorporate such a device into a conventional time 
scale, which is based on time differences. In this paper, we present the results of a simulation of a time scale that can 
accept a device that provides only occasional frequency data in addition to the more traditional time-differences. We 
also show the preliminary result of incorporating this type of data into the time scale that is used to realize UTC(NIST). 

Section II presents the details of the simulation. Also, we describe a time scale using the Kalman filter that can realize 
the combination of devices we have simulated. Section III presents the simulation results of a time scale that 
incorporates an optical clock. In particular, we show how long and how often an optical frequency standard must be 
run in order to make the time scale comparable to the Cs-fountain time scale. The simulated scale is based on free-
running continuously-operating hydrogen masers whose characteristics are derived from the real masers in the NIST 
clock ensemble. Section IV shows the preliminary result of incorporating a real optical clock, i.e., Yb clock, into the 
NIST time scale. The preliminary real-data result matches the simulation. Section V concludes this paper. 

 

II. Simulation Procedures 

There are three steps in the simulation. First, we simulate a free-running time scale, a Cs fountain, and an optical 
frequency standard. The time scale algorithm is based on a measurement of the time differences every 720 s, which is 
the measurement interval that is used in the NIST ensemble. A conventional Kalman filter algorithm is used to estimate 
the frequency and frequency drift of the free-running time scale by using data from either the optical device or the 
cesium fountain. The frequency stability of the steered time scale is computed. 
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II(a). Clock Simulation 

We model the characteristics of a “typical” hydrogen maser by using the data from our clock ensemble. The blue curve 
in Fig. 1 shows the Modified Allan Deviation of the measured time differences between two such masers. We assume 
that both masers have the same characteristics, so that the red curve in the figure, which is scaled by 1/2 relative to 
the blue curve, is our estimate of the stability of a single maser. The dotted lines in the figure show our model of the 
observed stability. 

 
Figure 1. The blue curve shows the frequency stability of the time difference between two NIST H-masers. The red 
curve shows the estimated frequency stability of a single H-maser, assuming that the two masers have the same 
statistical characteristics. We model the stability as shown by the black dotted lines. 

We generate a time series containing the sum of white frequency noise, flicker frequency noise and random-walk 
frequency noise with noise parameters chosen so that the time scale, which consists of N identical masers, is more 
stable than a single H-maser by a factor of 1/N. (This improvement is rigorously true for white noise processes where 
there is no correlation between the noise contributions of each of the masers. Our experience is that it is also true for 
any noise process in an ensemble with no correlations.) Second, we apply the phenomenologically-determined moving 
average algorithm in Eq. (1). This algorithm is chosen so as to make the frequency-stability curve flat for averaging 
times less than or equal to 20 000 s so that the simulation is close to the statistics of our masers. (The white phase 
noise for averaging times less than 2000 s in Fig. 1. is included in the model for the time difference measurements.) 
In the following equation, x(n) denotes the generated data value at epoch n and y(n) denotes the output of the averaging 
process at the same epoch. The Modified Allan Deviation of the simulated maser is shown by Figure 2. An ensemble 
of N masers would have a Modified Allan Deviation that was smaller by a factor of 1/N. 
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Figure 2. Frequency stability of a simulated free-running time scale with one maser against an ideal reference time. 

The continuously-operating cesium fountain is simulated by white frequency noise with a fractional frequency stability 
of 1.4×10-15 at 1 day, which is typical Cs fountain performance at low atom density [4-6]. We simulate an optical 
clock as having white frequency noise with fractional frequency stability of 3.4×10-16 at 1 s, which is typical for the 
Sr/Yb optical-lattice clock [2-3].  The simulated optical-clock data are truncated to match various operational 
schedules as discussed below.  

II(b). Steering Algorithm 

The Kalman filter is used to estimate the frequency and frequency drift of the free-running time scale with respect to 
the Cs fountain or the optical clock, and the frequency and frequency drift of the time scale are steered based on this 
estimate. 

There are two basic equations in the Kalman filter [7]. Eq. (2) is the system model, which predicts the state of the 
system at epoch k+1 based on its state at epoch k. Here, X(k) is the estimate state vector of the system at epoch k, and 
X(k+1|k) is the predicted state vector of the system at epoch k+1. Φ is the transition matrix, which links X(k) and 
X(k+1|k); it is determined by the physical properties of the system. u is the process noise, which is characterized by 
the Q matrix. Eq. (3) is the measurement model. The H matrix gives the relation between the state vector X and the 
measurement vector Z. v is the measurement noise, which is characterized by the R matrix.  The R matrix is determined 
by the details of the measurement process, and its detailed specification is outside of the scope of this simulation. We 
assume that the white frequency noise of the maser will make a significant contribution to the R matrix, and that other 
contributions will be much smaller. 

𝑋(𝑘 + 1|𝑘) = Φ ∙ 𝑋(𝑘) + 𝑢,   𝑢~ 𝑁(0, 𝑄).                                    (2) 

𝑍(𝑘 + 1) = 𝐻 ∙ 𝑋(𝑘 + 1|𝑘) + 𝑣,   𝑣~𝑁(0, 𝑅).                                                      (3) 

The estimated state vector at epoch k+1 is 

𝑋(𝑘 + 1) = 𝑋(𝑘 + 1|𝑘) + 𝐾 ∙ (𝑍(𝑘 + 1) − 𝐻 ∙ 𝑋(𝑘 + 1|𝑘)),                                 (4) 

where K is the Kalman gain matrix, which is given by [7, Chapter 4], 

𝐾 = 𝑃(𝑘 + 1|𝑘) ∙ 𝐻𝑇 ∙ [𝐻 ∙ 𝑃(𝑘 + 1|𝑘) ∙ 𝐻𝑇 + 𝑅]−1,                                   (5)  

where 𝑃(𝑘 + 1|𝑘) = Φ ∙ 𝑃(𝑘) ∙ Φ𝑇 + 𝑄, and 𝑃(𝑘 + 1) = [𝐼 − 𝐾 ∙ 𝐻] ∙ 𝑃(𝑘 + 1|𝑘). 
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For our clock system, Eq. (2) becomes 

(
𝑓𝑑𝑖𝑓𝑓(𝑘 + 1|𝑘)

𝑑𝑑𝑖𝑓𝑓(𝑘 + 1|𝑘)
) = (

1 ∆𝑡
0 1

) ∙ (
𝑓𝑑𝑖𝑓𝑓(𝑘)

𝑑𝑑𝑖𝑓𝑓(𝑘)
) + (

𝜂
𝜁),                        (6) 

where fdiff is the fractional frequency difference between the time scale and the external frequency standard, ddiff is the 
fractional frequency-drift difference, and ∆t is the time interval between epoch k and epoch k+1.  The constant time 
interval is 720 s. The parameters η and ζ are the noise terms in frequency and frequency drift, respectively [8-9]. Since 
the frequency noise of the external frequency standard is assumed to be negligible, η mainly comes from the frequency 
noise of the free-running time scale. ζ is typically too small to be observed for a measurement time interval of 720 s. 
Thus, we set the variance of ζ to a small value. In other words, the model assumes that the frequency drift is essentially 
constant over the measurement interval of 720 s. 

If the Cs fountain is used as the reference, the measurement vector Z is the scalar frequency difference between the 
time scale and the Cs fountain measured every 720 s. If the optical clock is used as the reference, we do the pre-
processing to get the average frequency difference between the time scale and the optical clock during the operation 
period of the optical clock. (As discussed in the previous paragraph, this assumes that the frequency drift of the maser 
is constant during this interval.) Then we use the average frequency difference as the measurement vector Z.  

The measurement process provides an estimate of frequency, so that the H matrix of the measurement system is 

𝐻 = (1 0).                   (7) 

The frequency and frequency drift at epoch k+1 are given by Eq. 4 

(
𝑓𝑑𝑖𝑓𝑓(𝑘 + 1)

𝑑𝑑𝑖𝑓𝑓(𝑘 + 1)
) = (

𝑓𝑑𝑖𝑓𝑓(𝑘 + 1|𝑘)

𝑑𝑑𝑖𝑓𝑓(𝑘 + 1|𝑘)
) + 𝐾 ∙ (𝑍(𝑘 + 1) − 𝐻 ∙ (

𝑓𝑑𝑖𝑓𝑓(𝑘 + 1|𝑘)

𝑑𝑑𝑖𝑓𝑓(𝑘 + 1|𝑘)
)),                             (8) 

where K is the Kalman gain matrix, which can be calculated using Eq. (5). 

Finally, we use the updated estimates to steer the time scale by adjusting its frequency and frequency drift.  

 

III. Simulation Results 

III(a). Simulated Performance of a Cs-Fountain Time Scale 

In this section, we first show the simulated performance of a time scale steered to a continuously-operating cesium 
fountain. The results of the simulation are shown in fig. 3. The green dashed line is the estimate of the stability of a 
typical cesium fountain operating at low atom density. The solid curves show the stability of a steered time scale 
containing one or four masers. The stability of an ensemble of N masers would be scaled by a factor of 1/N relative 
to the one-maser values.  
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Figure 3. Performance of a time scale steered to a continuously-operating cesium fountain. The green dashed line 
shows the performance of the cesium fountain. The solid curves show the stability of a steered time scale that contains 
either one or four masers. 

 

All of the ensembles are more stable than the cesium fountain standard for averaging times less than about 10 days. 
The figure illustrates the statistical advantage of steering an ensemble of multiple masers rather than a single device. 
This point is discussed in more detail in section V. This advantage is in addition to the ability of an ensemble algorithm 
to minimize the impact of the failure of any one of the masers and to provide a flywheel should the link to the cesium 
fountain fail for any reason. 

A real-world Cs-fountain time scale, such as UTC(OP) [6] and UTC(PTB) [5], has a quite similar performance to the 
red curve in Figure 3. For example, analyzing the UTC(OP) data during Modified Julian Date 56649 – 57514 indicates 
that the frequency stability of UTC(OP) is about 4.8×10-16 at 10 days, and 2.4×10-16 at 60 days. The small difference 
between UTC(OP) and our simulation may come from the time-transfer noise and the fact that the Cs fountain does 
not run 100 % of the time. 

III(b). Simulated Performance of a Time Scale with an Intermittently-Operating Optical Clock 

In Figure 4, the orange dotted line is the modeled stability of a Sr/Yb optical clock, with a stability dominated by white 
frequency noise with an amplitude of 3.4×10-16 at 1 s. The green dotted line is the estimate of the stability of a 
continuously-operating cesium fountain as in the previous figures. The solid curves show the stability of a time scale 
ensemble of one maser when its frequency and frequency drift are estimated and corrected from the optical clock data. 

In the upper left plot of Figure 4, the optical clock runs every half a day for either 12 or 24 minutes. In both of these 
cases, we can achieve the same performance as that of a continuously-operating Cs fountain time scale. The operation 
time of the optical clock is only 1.66 %, for the blue curve. We can also see that there is little improvement if we 
double the running time to 24 min every 12 hours. This is due to the maser’s flat noise characteristics at times on the 
order of 1000 s (see Figure 2). The upper right plot shows the simulated performance of the same time scale with an 
optical clock running for various time intervals once a day. If we run an optical clock 12 hours a day (grey curve), the 
frequency stability of the time scale will be improved to three times better than the Cs-fountain time scale for an 
averaging time of greater than 10 days. Even with a 50 % duty cycle, the stability of the steered time scale is 
significantly worse than the stability of the optical clock itself. The bottom left plot shows the simulated performance 
of the same time scale with an optical clock running three times every week. To achieve performance similar to that 
of a Cs-fountain time scale, we need to run an optical clock for at least four hours, three times a week. The bottom 
right plot shows the simulated performance of the steered time scale with an optical clock running once a week. The 
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optical clock must operate for 12 hours each week to make the optical-clock time scale comparable to a Cs-fountain 
time scale. Practically, a free-running time scale can be significantly pulled by an abnormal hydrogen maser, and the 
error becomes larger over time. Thus, a frequent evaluation of the free-running time scale using the optical clock is 
necessary to avoid a large timing error. From this perspective, the actual performance of a time scale steered once a 
week is unlikely to be as good as the simulation indicated in the bottom right plot.  

Figure 5 shows the improvement that can be realized by steering an ensemble of N masers rather than just a single 
device as in the previous figures. The optical clock runs for one hour per day in these simulations. The stability has 
an improvement of √𝑁, for all averaging times. Comparing Figure 5 with Figure 3, for an averaging time of greater 
than 10 days, using an ensemble of masers, instead of a single maser, does not reduce the instability of a Cs-fountain 
time scale, while there is an improvement of √𝑁 for an optical-clock time scale by using an ensemble of masers. 
Comparing the black curve in Figure 5 with the orange curve of the upper right plot of Figure 4, the time scale 
composed of four masers and one optical clock running an hour a day is better than the time scale composed of one 
maser and one optical clock running two hours a day. 

In summary, to achieve the same performance as a Cs-fountain time scale, we could run an optical clock according to 
one of the following options: 12 min per half a day, 1 hour per day, 4 hours per 2.33 day, or 12 hours per week. The 
results are not sensitive to the assumed stability of the optical clock, provided only that it is much more stable than 
the free-running time scale. 

  

  
Figure 4. Performance of a time scale steered to an intermittently-operating optical clock. A variety of running 

schedules are studied in this figure. 
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Figure 5. The simulated results of steering an ensemble of masers to an optical frequency reference that runs one 

hour per day. An ensemble of four masers steered to an optical clock running one hour per day is more stable than a 
cesium fountain for all averaging times. 

 
 

IV. Preliminary Real-Data Analysis 

IV(a). Initial Campaign in 2017 March and April 

Following the simulations, the ytterbium optical clock at NIST [2] has been run regularly in 2017 March and April. 
Individual run times range from 48 min to 6.9 hours, depending on the experimental arrangement. The Yb frequency 
standard was down-converted to around 1 GHz via a Ti:sapphire frequency comb. Then this microwave signal was 
compared with the up-converted hydrogen maser signal, via a mixer (Note, the 5 MHz signal from a hydrogen maser 
is up-converted to 1 GHz). The frequency difference between the two microwave signals was measured by a 
commercial frequency counter. The fractional frequency difference between the Yb clock and the hydrogen maser can 
be derived based on this measurement. In addition, the gravitational correction due to the height from the geoid was 
applied to the Yb clock so that we know the fractional frequency difference between the “geoid” Yb clock and the 
hydrogen maser. For simplicity, the Yb clock mentioned below means the “geoid” Yb clock.    

Figure 6 shows the fractional frequency difference between Yb and a NIST hydrogen maser ST15. Similar to what 
we have done in the simulations (see Section II(b)), we average each individual run and compute the mean fractional 
frequency difference between Yb and ST15. According to the simulation result in Figure 5, an ensemble steered to an 
optical clock is more stable than a single clock steered to an optical clock, for all averaging times. Thus, to completely 
exploit the advantages of having an optical clock, we steer the free-running AT1 time scale to the optical clock, instead 
of steering a single H-maser to the optical clock. Admittedly, in practice, the measurement noise of the link between 
the H-maser and the time scale could make this architecture noisier. However, this noise is mainly white phase noise 
and is averaged down to become negligible after tens of minutes. Thus, the architecture of steering the time scale to 
an optical clock is still more favorable in practice. Figure 7 shows the average fractional frequency difference between 
AT1 and the Yb clock, for each individual run. The variation between AT1 and Yb is about 5e-15 s/s. The frequency 
offset shown in Figure 7 mainly comes from the frequency offset of AT1. We can also observe a tiny frequency drift 
of AT1 from Figure 7. The information of the frequency drifts of AT1 and hydrogen masers based on an optical clock 
is one of a few benefits of having an optical clock running. This information is helpful for the timekeeping at NIST. 
The steer of AT1 to Yb is achieved by the Kalman filter as mentioned in Section II(b). An intuitive understanding of 
this filter is: the longer operation time of the Yb clock, the larger weight the run gets; the longer time interval between 
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the previous run and the current run, the larger weights the current run gets. At the current stage, the steer is done on 
paper, instead of tuning an AOG (auxiliary output generator) physically. 

To evaluate the performance of the steered AT1, we compare the steered AT1 with the UTC via the TWSTFT (two-
way satellite time and frequency transfer) link. The result is shown by the left plot of Figure 8. We can see that there 
is a constant frequency offset of -9.14e-15 s/s between the steered AT1 and the UTC. This offset could come from a 
variety of sources, e.g. the Yb clock, the frequency comb, the measurement system, or an analysis error. Indeed during 
these measurements, the Yb clock frequency was being intentionally varied as part of an independent systematic-
uncertainty-evaluation, and the frequency counter used to count the comb repetition rate was being operated in a mode 
where known biases exist. In a more recent campaign (see Section IV(b)), where systems were operated normally and 
the frequency counting was done in a high accuracy configuration, we observe no such offset. The right plot of Figure 
8 shows the residual of the steered AT1 against UTC (red curve), and the residual of the AT1 against UTC (blue curve) 
as a comparison. The standard deviation of the residual of the steered AT1 is only 0.12 ns, and the corresponding 
Allan deviation is about 4.4e-16 at 5 days with an upper bound of 7.9e-16 and a lower bound of 3.4e-16. Also, we can 
see that the frequency drift in AT1 is corrected by steering AT1 to the Yb clock. 

 

Figure 6. Comparison of the Yb optical clock and a NIST hydrogen maser (i.e., ST15), for the initial campaign. 

 

Figure 7. Average of “Yb – AT1,” for the initial campaign. 
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Figure 8. Steered AT1 versus UTC (left) and the residual after the linear fitting (red curve in the right plot), for the 
initial campaign. 

IV(b). Ongoing Campaign since 2017 late October 

Encouraged by the above resulting statistical performance, since 2017 late October, we have conducted a focused 
campaign with the ytterbium clock and optical frequency comb. In particular, the Yb clock is run in normal operation 
including a formal accounting of systematic clock shifts. Furthermore, frequency offsets in the frequency-comb-based 
optical-to-microwave synthesis were characterized and confirmed to be small, and the frequency counter was operated 
in a mode with essentially negligible bias. As mentioned above, during this campaign, no sizeable frequency offset 
was measured versus UTC. This campaign is ongoing, and the expected duration of more than a few months can 
provide better statistics than the initial campaign.  

Figure 9 shows the data from Oct. 26, 2017 to Dec. 28, 2017. The error bar of each data point mainly depends on the 
instability of AT1, if we assume that the noise from the Yb clock and the measurement system is negligible. Depending 
on the time duration of the comparison between Yb and AT1, the error bar could vary from high 10 -16 to low 10-15. 
From the data shown, there were two measurements with the optical-clock that lasted for only 7 min, which are labeled 
by the red ellipses. These two data points have big error bars and should not be considered as outliers. They are given 
the weights that they deserve, in the Kalman filter. From Figure 9, we observe a fractional frequency change in “Yb 
– AT1” of about +1×10-15 from the first group of data sets (i.e., MJD 58053 – 58075) to the second group of data sets 
(i.e., MJD 58083 – 58110). Comparing AT1 with the BIPM UTC cannot resolve any obvious frequency drift in AT1. 
When comparing the maser-based measurement of Yb clock with the BIPM UTC shown by Figure 10, we see a 
difference in the two data sets of about +1×10-15. 

Over the same time period, another very preliminary independent study has compared the measured Yb frequency 
with the Cs frequency (i.e., PSFS – Primary and Secondary Frequency Standards) published in the BIPM Circular T.  
For the first group of data sets, the average frequency difference between Yb and PSFS is -1.2×10-15, with an estimated 
uncertainty of 5×10-16. This uncertainty includes a dead time uncertainty of 3.7×10-16, a frequency transfer uncertainty 
of 2.6×10-16, and a PSFS uncertainty of 2.0×10-16. It does not include the uA and uB uncertainties for Yb. The inherent 
uncertainties for Yb should be very small, but there may be an additional uA uncertainty due to a possible frequency 
error that may occur in reducing the optical frequency down to the 1 GHz range where it can be measured relative to 
a hydrogen maser with a counter.  This additional uncertainty is currently being evaluated. For the second group of 
data sets, the average frequency difference between Yb and PSFS is −1×10-17, with an uncertainty of 6×10-16 (again 

not including uA and uB). Thus, the two groups of data sets agree with each other at the 1.5 sigma level. Since the 
campaign is ongoing, more data will be collected to make a more complete assessment. 
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Figure 9. Average of “Yb – AT1,” for the ongoing campaign. 

 

 

Figure 10. Average of “Yb – UTC,” for the ongoing campaign. 

 

V. Future Work 

The measurement campaign described in Section IV is ongoing, and with additional data in the coming months, we 
will know more about the statistics of Yb versus UTC/PSFS. Furthermore, NIST has two other optical clocks which 
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are sometimes operated:  the Al+ clock at NIST [1] and a Sr clock at JILA [3]. We plan to explore the scheme of 
having multiple optical clocks in a future time scale. This can distribute the work to different groups of people and 
thus ease the work intensity. 

 

Contribution of NIST – not subject to U.S. copyright. 
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Abstract: We demonstrate a new method for multidimensional coherent spectroscopy of 
nanostructures. We use a heterodyne technique implemented with a confocal microscope to record 
the amplitude and phase of all degenerate third-order wave-mixing processes. 
OCIS codes: (300.6300) Spectroscopy, Fourier transforms; (320.7130) Ultrafast processes in condensed matter, including 
semiconductors. 

1. Introduction

Multidimensional Coherent Spectroscopy (MDCS) is a powerful method for probing the optical properties of physical 
systems by correlating the absorption, emission, and mixing frequencies of a nonlinear four-wave mixing (FWM) 
signal. MDCS spectra have been demonstrated to unambiguously measure coherent vs. incoherent coupling as well 
as homogenous and inhomogeneous linewidths in a variety of systems. Conventional methods for MDCS rely on 
wave-vector phase matching—a technique that fails for emission from point sources and is not compatible with nano-
emitters integrated into waveguide geometries. Alternative methods appropriate for individual nano-objects such as 
quantum dots, single molecules, or carbon nanotubes rely on phase cycling to detect “action” signals as fluorescence, 
photoelectrons, or photocurrent. These methods suffer from poor collection efficiency and have limited ability to 
amplify the signal, since heterodyne detection is not possible. Furthermore, these techniques can only measure FWM 
signals across a ~10 ps timescale, or they can lack a suitable optical reference to properly process the signals [1-6].  

2. Methods

Here, we present a new collinear method, appropriate for long-lived dipole radiation in the far field, that circumvents 
these limitations through vibrational-interferometry of the inter-pulse delays using a far-detuned continuous-wave 
reference laser. Our approach uses a pulse-to-pulse phase-cycling scheme with heterodyne detection insuring shot 
noise-limited signal-noise Unlike conventional methods, we record all degenerate wave-mixing processes in a single 
measurement, i.e., zero-quantum and one-quantum FWM signals (both rephasing and non-rephasing pathways), the 
two-quantum FWM signal, as well as time-resolved linear absorption. Simultaneous measurement of these signals 
enables complete characterization of the (3) resonant nonlinear optical response of nano-systems with instrument 
limited ~ 8 orders of temporal dynamic range, ~4 μeV resolution/ 21eV bandwidth, signals as low as 1 photon/pulse, 
and ~10’s of attoseconds precision. 

To achieve pulse-to-pulse phase cycling, we drive an acousto-optical modulator (AOM) in each arm of a nested 
Mach-Zehnder interferometer at radio frequencies that differ in the MHz range (Fig. 1A). The AOMs provide a unique 

Figure 1 A.) Experimental apparatus showing two Mach-Zehnder interferometers nested within a larger interferometer. Each arm of the
interferometer has an AOM driven at a unique radio frequency. At the interferometer entrance/output, both a Ti:Sapph. oscillator (at 796 nm) 
and a CW laser (at 1020 nm) are combined/split on a dichroic beamsplitter (DM). B.) Measured amplitude of a rephasing pulse sequence showing
three orders of magnitude signal-to-noise. C.) Real part of rephasing pulse sequence demonstrating the recovery of the four-wave mixing phase.
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carrier-envelope offset for each arm of the interferometer. Experimentally this manifests as a pulse-to-pulse phase 
accumulation between interferometer arms that evolves at the “beat” frequency of the different AOM drive 
frequencies. Conveniently, linear signals are recorded at the beat of each pair of interferometer arms, while nonlinear 
FWM signals are recorded at the higher-order beats involving all four arms of the interferometer. Three pulses (ABC) 
are recombined and sent through single-mode fiber before focusing through the microscope. A signal is collected in 
the reflected direction and heterodyne-mixed with a local oscillator through a single-mode photodetector 

Unlike conventional methods of achieving phase stability, our interferometer has no common optical path, no 
requirements for actively stabilizing the interferometer path length, and does not need an external reference for 
demodulation using a lock-in amplifier. Instead, we time-resolve the interferometer vibrations (which will appear as 
phase modulation on our signals) by sampling with a high-speed digitizer at ~28 kHz. All three of the degenerate 
FWM signals, a time-resolved linear absorption signal (C-LO), and an autocorrelation signal between arms (A-B) are 
recorded synchronously at different radio frequencies. Simultaneously, we send a strongly red-detuned (1020 nm) 
reference laser through the interferometers and detect modulation beats on a separate detector. The reference laser 
samples the interferometer vibrations and position as a delay stage is scanned continuously. Because the reference 
beat note is phase sensitive, modulation caused by the interferometer vibrations manifests as relative Doppler shifts 
in the interferometer arms. The strongly red-detuned reference laser (relative to the oscillator at 796 nm) is an 
improvement over previous schemes that require the use of a degenerate optical reference because it avoids 
background population due to reference laser excitation, does not rely on stage encoders for interferometer position, 
and does not need to be tuned if the oscillator wavelength is adjusted. The effect of post-processing is to create a 
super-heterodyne optical receiver with feed-forward carrier phase recovery. Thus, the FWM signals cans be shifted to 
an arbitrary rotating optical frame using this reference. This experiment is appropriate for measuring long-lived 
coherences and recombination lifetimes limited only by the stage length. 

3. Results

To demonstrate our technique, we resonantly excite a four-quantum-well sample with 100 fs pulses (at 796 nm). Our 
sample consists of four 8-nm AlGaAs/GaAs quantum wells grown on top of a semiconductor Bragg mirror. All three-
degenerate wave-mixing signals (rephasing, non-rephasing, and two-quantum) are recorded simultaneously at their 
respective demodulation frequencies. The amplitude (Fig.1B) of a typical rephasing pulse sequence demonstrates three 
orders of magnitude of SNR with an excitation power of 13 μW (spot size ~9 μm). The spectrum has two diagonal 
peaks corresponding to a heavy-hole exciton and a weak trion which are coupled as indicated by the presence of off-
diagonal cross-peaks. We attribute the presence of the weak trion to unintentional background doping in the growth 
process. The real part of the of the rephasing FWM signal (Fig. 1C) is purely absorptive, demonstrating the excellent 
ability to recover the carrier phase of the FWM signal.  

4. Conclusion

In summary, we have demonstrated a technique that measures all four-wave mixing quantum pathways simultaneously 
in a single measurement. This experiment does not rely on wave-vector matching in the far field, can operate with 
diffraction-limited spatial resolution (i.e., high numerical aperture objectives), and leverages heterodyne detection 
making it uniquely suited to optical experiments on single and few quantum emitters. Further, by using an optical 
reference laser recorded with better than 60-70 dB of signal-to-noise, our achievable phase stability and timing 
resolution is better than 20 attoseconds.  
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Developing a Programmable STEM Detector for the Scanning Electron Microscope 
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The scanning electron microscope (SEM) is traditionally used to analyze bulk 
samples, relying on signals generated by secondary and reflected/back-scattered electrons 
and photons to generate images. For relatively thin samples, forward-scattered electrons 
contain a wealth of information derived from the scattering volume. Diffraction within 
crystalline samples generates Bragg and Kikuchi scattered electrons which are sensitive to the 
crystallography and orientation of the material in addition to the presence of crystal defects.
Scattering within amorphous samples leads to incoherent 
scattering relating to the mass thickness and/or atomic number of the material while 
coherent scattering can be related to the pairwise radial distribution function of the 
constituent atoms. Due to the reduced scattering volume of transmitted electrons relative to 
reflected electrons, the information derived from transmission measurements is generally obtained 
at a resolution equal-to or better-than bulk techniques. Scanning transmission electron microscopy
(STEM) in the SEM (STEM-in-SEM) a promising technique to characterize nanoscale 
systems without the equipment overhead of a dedicated STEM. 

One difficulty in making practical use of the forward-scattered electrons lies in the 
limitations of current STEM detectors. Broadly, STEM detectors can be categorized as either 
imaging detectors or integrating detectors. Imaging detectors give the user direct access to the 
sample’s diffraction pattern at each beam position, but are generally slow (~1000 frames/second) and 
require (and permit) extensive off-line data analysis. On the other hand, integrating detectors can 
operate at high speeds (kHz to MHz) with excellent signal-to-noise, but cannot easily determine 
what features in the diffraction pattern are being measured, making image interpretation
potentially difficult or even impossible in some situations. 

Herein, we share progress made in our laboratory towards developing a new type of 
STEM detector that offers a hybrid approach. The basic detector design is shown in Figure 1a 
(see Ref. [1] for details). Transmitted electrons strike a scintillator screen placed directly beneath 
the sample, which serves to convert the electrons into photons. These photons are 
first imaged to a digital micromirror device (DMD) and then reimaged to 
a CMOS camera and/or an integrating photodetector (PMT). The DMD is a two-
dimensional array (1024x768) of individually addressable mirrors which can be rapidly
programmed to tilt up or down (towards the CMOS camera or PMT).   

This programmable STEM (p-STEM) detector is currently used in two distinct modes. 
In `diffraction’ mode, all of the mirrors are tilted towards the CMOS camera giving direct 
access to the full diffraction pattern from a sample (Figure 1b). In `imaging’ mode, a user-
defined subset of the mirrors is tilted towards the integrating photodetector which is 
synchronized with the microscope scan generator to create a real-space image.
The DMD allows the user to easily switch between these modes during imaging sessions.  
A careful determination of the mapping functions between the scintillator, DMD, 
and CMOS camera allows the user to relate each mirror on the DMD to a scattering direction (Figure
1c). 

Proof-of-principle data on a range of samples show diffraction contrast. In particular, 
we highlight the ability to generate contrast based on the crystallographic orientation of graphene. 
A dark-field image 
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based on integrating reflections of a particular graphene grain shows contrast completely absent in the 
secondary-electron and bright-field image of the same area (Figure 2a).  A color-composite of several 
different dark-field images from a large field-of-view is shown in Figure 2b. 

The presented data show that the p-STEM detector is a promising new detector design for STEM-in-
SEM.  Directly inspecting the diffraction pattern from a sample allows the user to orient their sample 
and select the appropriate electron beam parameters.  The ability to quantitively define an arbitrary 
region of the diffraction pattern to integrate allows the user to specify dark-field conditions beyond 
simple circular or annular masks. 

[1] B Jacobson et al, Proceedings of SPIE (2015) p. 93760K.
[2] This work is a contribution of the US Government and is not subject to United States copyright.

Figure 1.  a) Electron detector schematic. The forward-scattered electrons are converted to photons on a 
scintillator screen which are optically imaged first to a DMD and then to a CMOS camera and/or 
integrating photodetector (PMT).  b) A diffraction pattern from a polycrystalline silicon sample 
collected with all the DMD mirrors tilted towards the CMOS camera.  c) Vertical bars: Calculated 
diffraction peak locations for silicon.  Top curve: The annular integration of a polycrystalline silicon 
diffraction pattern collected on the CMOS camera.  Bottom curve: Scattering data collected on the same 
sample by measuring the output of an integrating photodetector while programming a series of thin 
annular masks onto the DMD. 

Figure 2.  a) Secondary-electron, bright-field, and `lattice’ dark-field images of monolayer graphene.  
The `lattice’ dark field was collected with a mask on the DMD corresponding to the indicated regions of 
the diffraction pattern in the inset.  b) An (RGB) color-composite image of three different `lattice’ dark 
field images over a large field of view (ca. 19 μm).  Individual grains of graphene have color contrast, 
while the support film is white. 
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Light field cameras, also called plenoptic cameras, capture a field of light rays traveling in space, i.e., 

the intensity and direction of light rays. This is contrary to conventional still-picture cameras that 

acquire the aggregated intensity of incident light rays from all directions. A light field camera can be 

achieved by placing an array of microlenses between the imaging sensor and the main lens. Since a light 

field camera is essentially viewed as multiple cameras in a 2D array, it can function as a 3D camera 

based on multiple-view geometry. In crime scene investigations, 3D forensic evidence such as tire tread 

and shoe imprints in substances like mud or snow can often provide useful information to identify 

suspects and victims. This work focuses on evaluating lateral and depth resolutions of the light field 

cameras that are hand-held, easy to use, and affordable [1] to understand their suitability for forensic 

applications. 

For the lateral resolution evaluation, the light field images of a resolution target plate with a 3 by 3 array 

of Siemens stars were collected to achieve a full factorial design with the following variables: (i) 

distance between the camera and the target plate (330 mm to 1030 mm with a step size of 50 mm), (ii) 

camera (two cameras from the same model), (iii) zoom level (level 1 for the field of view of 280 mm, 

and level 2 for that of 195 mm), and (iv) illumination (level 1 for ambient lighting, and level 2 with 

additional halogen lamps). Under each condition, five images were collected—local replicates—to 

observe the effect of random noise, for example, from the imaging sensor or the lamps. The entire data 

collection was repeated three times—global replicates—to observe any systematic errors coming from 

device setup and operation of the experiments. For the depth resolution evaluation, the images of a 

resolution target plate containing concentric circles with known spacing and thickness were collected. 

The resolution target plate was tilted at two known angles such that the depth of the points on the 

resolution target gradually changed from left to right. The rest of the experimental setup for the depth 

resolution evaluation was identical to the one for the lateral resolution evaluation. A total of 5400 light 

field images (1800 images for the lateral resolution evaluation and 3600 images for the depth resolution 

evaluation) were collected. 

The lateral resolution was evaluated by a modulation transfer function (MTF) from the Siemens star, 

which measures the image contrast between black and white wedges in the Siemens star while the radius 

of a probe circle changes (see Fig. 1) [2]. The analysis results showed that (i) when a lower level of 

zoom was used, the lateral resolution tended to be stable regardless of distance between the camera and 

the target resolution plate, but when a higher level of zoom was used, it tended to decrease significantly 

with respect to distance, (ii) a higher zoom factor yielded a higher lateral resolution, (iii) two cameras of 

the same model did not show meaningful differences in lateral resolution, except for the difference in 

partial lens quality, (iv) the center region in the camera’s field of view generally provided a better lateral 

resolution than the peripheral regions, and (v) the ambient lighting condition yielded a better lateral 
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resolution than excessive illumination. While the results (i)-(iv) were largely expected, the result (v) was 

surprising. This result may imply that the increase in overall brightness of the image acquisition 

environment does not always improve the resolution power of the camera. 

The depth resolution was evaluated by estimating the disparity between the points on the different 

concentric circles. The disparity is the movement of a scene point in the images when the camera 

viewpoint changes, and is represented as a slope in an epipolar-plane image (EPI) in the case of light 

field imaging [3]. It can be said that the depth resolution that is associated with the tilted angle of the 

resolution target plate is achieved if the disparity estimation along the horizontal line of the resolution 

plate shows a monotonic trend (see Fig. 2). The preliminary results showed that depth difference less 

than 1 mm was resolvable. 

The datasets for the evaluation of lateral and depth resolutions of the light field cameras and the analysis 

results are available online with an interactive user interface [4,5]. 
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(a)  (b)  (c)  (d)

Figure 1.  Measurement of lateral resolution. (a) Siemens star with four probe circles, (b) image 

intensity profile along each of the four circles, (c) Fourier transform of image intensity profiles, and (d) 

MTF. 

(a)         (b)      (c)

Figure 2.  Measurement of depth resolution. (a) Concentric circles on a tilted plate, (b) slope estimation 

in EPI along the red line in (a), and (c) disparity estimation along the red line in (a).  
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Microscopic Identification of Micro-Organisms on Pre-Viking Swedish Hillfort 
Glass 

Jamie L. Weaver1, Carolyn I. Pearce2, Bruce Arey2, Michele Conroy2, Edward P. Vicenzi3, Rolf 
Sjoblom4, Robert J. Koestler3, Paula T. DePriest3, Thomas F. Lam3, David K. Peeler2, John S. McCloy5, 
and Albert A. Kruger6  

1. National Institute of Standards and Technology, Gaithersburg, USA.
2. Pacific Northwest National Laboratory, Richland, USA.
3. Museum Conservation Institute, Smithsonian Institution, Suitland, USA.
4. Luleå University of Technology, Luleå, Sweden.
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Broborg Hillfort is a vitrified hillfort located in the Husby-Långhundra parish in Uppland Sweden (Fig. 
1A).  The site dates to the Great Migration Period, around 740 ± 100 CE. [1]. Two types of glasses have 
been identified within the ramparts – one that is rich in Si and one that is rich in Fe [2].  Both glasses 
have been found on the outside surface of the walls, and have been exposed to atmosphere since their 
vitrification (Fig. 1B).  Given these conditions, and their reported chemical compositions, the two 
glasses have been determined to be candidates for the study of the long-term alteration of silicate glasses 
in natural environments [3].   A unique aspect of the alteration research on these samples has been the 
use of microscopy to identify microbial activity on the surface of the glasses (Fig. 2 A-I).  This 
presentation discusses how measurements of these species were made, and special techniques developed 
and used during sample preparation and data acquisition.    

In this presented study, the surface of a specimen excavated from Broborg (Fig. 1C) was imaged in a 
FEI Helios NanoLab 660 (Hillsboro, OR) FIB-SEM with an Energy Dispersive Spectrometer (EDS) 
(EDAX Newark, NJ).  An accelerating voltage of 5 keV for imaging, 10 or 20 keV for EDS (dependent 
chemistry/biochemistry of site), and a working distance of 4 mm were used in the analyses.  Imaging 
was performed with an Everhart-Thornley secondary electron (SE) detector in field-free conditions, and 
through-the-lens detectors (TLD) for SE and back-scatter electron (BSE) imaging in immersion mode. 
Both glass and mineral sections of the sample were studied. 

Certain commercial products are identified in this paper to specify the experimental procedures in 
adequate detail. This identification does not imply recommendation or endorsement by the authors or by 
the National Institute of Standards and Technology or Department of Energy, nor does it imply that the 
products identified are necessarily the best available for the purpose. Contributions of the Department 
of Energy and National Institute of Standards and Technology are not subject to copyright. 
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Microsc. Microanal. 24 (Suppl 1), 2018 2137

Figure 1. A) An arial view of Broborg. B) Excavation at Broborg, Fall 2017. C) Specimen of vitrified 
material analyzed in this study. 

         

  

Figure 2. A) Low magnification image of glass sample with organics on the surface. B) High 
magnification image of glass surface with organics anpd microbes. C – I) SEM and EDS images of 
crystal in the high Fe glass matrix.  D) is a composite image of SEM image and EDS maps for several 
elements measured for this sample area.  
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Abstract—We consider a variant of the phase retrieval prob-
lem, where vectors are replaced by unitary matrices, i.e., the un-
known signal is a unitary matrix U , and the measurements consist
of squared inner products |tr(C†U)|2 with unitary matrices C
that are chosen by the observer. This problem has applications
to quantum process tomography, when the unknown process is
a unitary operation.

We show that PhaseLift, a convex programming algorithm
for phase retrieval, can be adapted to this matrix setting, using
measurements that are sampled from unitary 4- and 2-designs.
In the case of unitary 4-design measurements, we show that
PhaseLift can reconstruct all unitary matrices, using a near-
optimal number of measurements. This extends previous work
on PhaseLift using spherical 4-designs.

In the case of unitary 2-design measurements, we show that
PhaseLift still works pretty well on average: it recovers almost
all signals, up to a constant additive error, using a near-optimal
number of measurements. These 2-design measurements are
convenient for quantum process tomography, as they can be
implemented via randomized benchmarking techniques. This is
the first positive result on PhaseLift using 2-designs.

I. INTRODUCTION

A. Phase Retrieval for Unitary Matrices

Phase retrieval is the problem of reconstructing an unknown
vector x ∈ Cd from measurements of the form |〈ai, x〉|2 (for
i = 1, . . . ,m), where the ai ∈ Cd are known vectors. This
problem has been studied extensively in a number of contexts,
including X-ray crystallography and optical imaging [1], [2].

In this paper we introduce a variant of the phase retrieval
problem, where the vectors are replaced by unitary matrices:
we want to reconstruct an unknown unitary matrix U ∈ Cd×d
from measurements of the form |tr(C†i U)|2 (for i = 1, . . . ,m),
where the Ci ∈ Cd×d are known unitary matrices. (Here,
C†i denotes the adjoint of the matrix Ci, and C∗i denotes the
complex conjugate.) This problem has applications in quantum
process tomography, in the scenario where the experimenter
wants to characterize an unknown unitary operation [3]–[5].

From a mathematical point of view, this problem can be seen
to be a special case of phase retrieval, where the measurements
have some additional algebraic structure: in addition to being
vectors in Cd2 , they are elements of the d × d unitary group
U(Cd×d). This can be compared with previous work on phase
retrieval, where the measurements were vectors in the unit
sphere Sd−1 ⊂ Cd. In particular, a recent line of work has led
to tractable algorithms for phase retrieval, for measurements
that are random vectors in Sd−1, sampled from the Haar

distribution, or from spherical 4-designs [6]–[10]. (We will
define these terms more precisely in the following sections.)

The main contribution of this paper is to prove analo-
gous results when the measurements are random matrices in
U(Cd×d), sampled from the Haar distribution, or from unitary
4-designs. In addition, this paper proves weaker recovery
guarantees when the measurements are sampled from spherical
and unitary 2-designs. (These measurements are of interest
because they are easier to implement in experiments, e.g., for
quantum process tomography.) In the following sections, we
will describe these results in more detail.

As a side note, while we have argued that it is natural to
consider measurement matrices Ci that are unitary, one may
ask whether it is still possible to recover all matrices U , and
not just unitary ones? Unfortunately, the answer is no. For
example, in the d = 2 case, consider the matrices

U =

(
1 0
0 0

)
and V =

(
0 0
0 1

)
. (I.1)

These matrices cannot be distinguished using any measure-
ment of the form U 7→ |tr(C†U)|2, where C ∈ C2×2 is
unitary. (To see this, note that any such C can be written
in the form

C =

(
α eiϕβ∗

β −eiϕα∗
)
, (I.2)

where α, β ∈ C, |α|2 + |β|2 = 1, and ϕ ∈ R. Hence we
have |tr(C†U)|2 = |α|2 = |tr(C†V )|2, i.e., the measurement
results are the same for U and V .) Thus, the best we can hope
for is to reconstruct some large subset of matrices in Cd×d,
such as the set of all unitary matrices.

B. PhaseLift Algorithm

PhaseLift is a tractable algorithm for solving the phase
retrieval problem, which works by “lifting” the quadratic
problem in x to a linear problem in xx† [11], [12]. We
propose the following variant of PhaseLift, for phase retrieval
of unitary matrices.

Suppose we want to recover an unknown unitary matrix
U ∈ Cd×d. Our approach will be to solve for a Hermitian
matrix Γ ∈ Cd

2×d2
Herm , in such a way that the solution has the

form

Γideal = vec(U)vec(U)†, (I.3)
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from which we can reconstruct U (up to a global phase factor).
Here, vec denotes the map vec : Cd×d → Cd2 that “flattens”
a d× d matrix into a d2-dimensional vector,

vec(U) = (U1,1, U1,2, U1,3, . . . , Ud,d−1, Ud,d)
T . (I.4)

Note that this map preserves inner products:
〈vec(U), vec(V )〉 = tr(U†V ).

We can describe our quadratic measurements of U as
follows. Let C1, . . . , Cm ∈ Cd×d be the unitary measurement
matrices introduced earlier. We use the same normalization
convention as in previous work [9]: we work with re-scaled
matrices

√
dCi, which have roughly the same magnitude, in

Frobenius or `2 norm, as Gaussian random matrices.1

We define the measurement operator A : Cd
2×d2

Herm → Rm as
follows:

A(Γ) =
[
vec(
√
dCi)

†Γvec(
√
dCi)

]m
i=1

. (I.5)

Given the unknown matrix U , our measurement process re-
turns a vector

y = A
(
vec(U)vec(U)†

)
+ ε

=
[
d|tr(C†i U)|2

]m
i=1

+ ε,
(I.6)

where ε ∈ Rm is an additive noise term.
Given the measurement results y, and an upper-bound η ≥
‖ε‖2 on the strength of the noise (measured using the `2 norm),
we will then find Γ by solving a convex program:

arg min
Γ∈Cd2×d2

Herm

tr(Γ) such that

‖A(Γ)− y‖2 ≤ η,
Γ � 0,

tr1(Γ) = (I/d) tr(Γ),

tr2(Γ) = (I/d) tr(Γ).

(I.7)

Here, tr1(Γ) ∈ Cd×d and tr2(Γ) ∈ Cd×d denote the partial
traces over the first and second indices of Γ, defined as follows.
We view Γ ∈ Cd2×d2 as a matrix whose entries Γ(a,i),(b,j) are
indexed by (a, i), (b, j) ∈ {1, . . . , d}2. Then tr1(Γ) and tr2(Γ)
are the matrices whose entries are defined by

tr1(Γ)i,j =
d∑

a=1

Γ(a,i),(a,j), tr2(Γ)a,b =
d∑

i=1

Γ(a,i),(b,i).

(I.8)
The last three constraints in (I.7) have the effect of forcing

Γ to be a linear combination of terms vec(V )vec(V )† where
the V are unitary. (This follows from some standard facts in
quantum information theory. Let |Φ+〉 denote the maximally
entangled state |Φ+〉 = 1√

d

∑d
i=1 |i〉 ⊗ |i〉 ∈ Cd2 . Note

that Γ is proportional to the Jamiolkowski state J(E) =
(E ⊗ I)(|Φ+〉〈Φ+|) ∈ Cd2×d2 of some quantum process

1To justify this choice, we recall the definition of the Frobenius norm,
‖M‖F = tr(M†M)1/2 = (

∑
ij |Mij |2)1/2. For our re-scaled matrices√

dCi, we have ‖
√
dCi‖2F = tr(

√
dC†i Ci

√
d) = d2. For comparison, we

note that a Gaussian random matrix G ∈ Cd×d, whose entries Gij ∈ C are
sampled independently from a complex Gaussian distribution with mean 0
and variance 1, has expected squared norm E[‖G‖2F ] = d2.

E : Cd×d → Cd×d. The last two constraints in (I.7) imply
that tr1(J(E)) = tr2(J(E)) = I/d. This implies that E is
unital and trace-preserving, which implies that E is an affine
combination of unitary processes V [13]. Hence J(E) is an
affine combination of terms J(V) = 1

dvec(V )vec(V )†, where
the V are unitary.)

Also, note that the desired solution Γideal = vec(U)vec(U)†

satisfies these constraints, since we have tr1(Γideal) =
(U†U)T = I , tr2(Γideal) = UU† = I , and tr(Γideal) =
tr(U†U) = d.

C. Random Measurements and Unitary 4-Designs

We will consider the situation where the measurement ma-
trices C1, . . . , Cm are chosen independently at random from
some probability distribution over the unitary group U(Cd×d).
We will be interested in several choices for this distribution
over U(Cd×d). One natural choice is the unitarily-invariant
distribution, often called the Haar distribution, because this
gives a well-defined notion of a “uniformly random” unitary
matrix. However, for practical purposes, Haar-random mea-
surements are often difficult to implement, when the dimension
d is large.

This motivates us to consider unitary t-designs, which are
distributions that have the same t’th-order moments as the
Haar distribution. Formally, we say that a distribution D on
Cd×d is a unitary t-design if

∫

D
V ⊗t ⊗ (V †)⊗t dV =

∫

Haar
V ⊗t ⊗ (V †)⊗t dV. (I.9)

(Here, A⊗B denotes the Kronecker product of two matrices
A and B, and A⊗t denotes the t-fold Kronecker product
A ⊗ A ⊗ · · · ⊗ A.) Unitary t-designs have been studied in
quantum information theory, where they are used to perform
tasks such as quantum encryption, fidelity estimation and
decoupling [14]–[18], [33]. For many purposes, it is sufficient
to use unitary t-designs where t is much smaller than d, e.g.,
t = 2, t = 4, or t = poly(log d). In these cases, there are
explicit and computationally efficient constructions for these
designs [19]–[25].

We will show that the PhaseLift algorithm in equation (I.7)
succeeds in reconstructing the unknown matrix U , when the
measurement matrices C1, . . . , Cm are chosen at random from
a unitary 4-design. In particular, we prove a recovery theorem
that has a number of attractive features. First, the number of
measurements m is close to optimal (up to a factor of log d),
since the unknown matrix U has Ω(d2) degrees of freedom.
Second, the failure probability is exponentially small in m,
and the resulting recovery guarantee is uniform over all U .
Third, the recovery is robust to noise, with an explicit bound
on the error as a function of η and m.

Our proof builds on the work of [9], who showed an
analogous result for PhaseLift when the measurements are
random vectors sampled from a spherical 4-design. We use the
same high-level approach, known as Mendelson’s small ball
method [28]–[30]. Our main technical innovation is the use
of diagrammatic calculus and Weingarten functions [31]–[33],
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in order to bound the 4th-moment tensor shown in equation
(I.9).

Formally, we prove the following bound on the solution that
is returned by the PhaseLift algorithm:

Theorem I.1. There exists a numerical constant c5 > 0 such
that the following holds. Fix any c0 > 2c5. Consider the
above scenario where m measurement matrices C1, . . . , Cm
are chosen independently at random from a unitary 4-design
Ĝ in Cd×d.

Suppose that the number of measurements satisfies

m ≥
(
64(4!)2c0

)2 · d2 ln d. (I.10)

Then with probability at least 1− exp
(
−2m (4(4!))−4

)
(over

the choice of the Ci), we have the following uniform recovery
guarantee:

For any unitary matrix U ∈ Cd×d, it is the case that
any solution Γopt to the convex program (I.7) with noisy
measurements (I.6) must satisfy:

‖Γopt − vec(U)vec(U)†‖F ≤ 128(4!)2η√
m

(
1 + 2c5

c0−2c5

)
. (I.11)

We will present the proof in Section V.

D. Phase Retrieval Using Unitary 2-Designs

Next, we ask the question: how well does PhaseLift perform
when the measurement matrices are sampled from a unitary
2-design, rather than a 4-design?

This question is motivated by a number of practical con-
siderations. First, many experimental methods for quantum
tomography make use of random Clifford operations [26],
[27], which form a unitary 3-design, but not a 4-design [23]–
[25]. Moreover, it is generally easier to construct unitary
2-designs, either using quantum circuits or group-theoretic
methods [17], [19], [22]. The latter are particularly convenient
for randomized benchmarking tomography, where the group
structure is essential [48], [49].

We show that in this situation, PhaseLift still achieves
approximate recovery of almost all unitary matrices. Here, the
number of measurements m is still O(d2poly(log d)), which
is close to optimal. “Approximate recovery” means that the
algorithm recovers the desired solution vec(U)vec(U)† up to
an additive error of size δ‖vec(U)vec(U)†‖F = δd, where
δ � 1 is some constant that is independent of the dimension d.
We show that this happens for all unitary matrices U ∈ Cd×d,
except for a subset that is small with respect to Haar measure.

In addition, we prove an analogous result for recovery of
vectors using PhaseLift, when the measurements are sampled
from a spherical 2-design. Again, we can show approxi-
mate recovery of almost all vectors in Cd, using m =
O(dpoly(log d)) measurements.

These results give a clearer picture of the kinds of measure-
ments that are sufficient for PhaseLift to succeed. In a sense,
2-designs are almost sufficient: while PhaseLift can sometimes
fail using 2-design measurements, our results show that these
failures occur very infrequently. (An explicit example of such
a failure was previously shown in [7]: there exists a spherical

2-design D in Cd, and there exist vectors x ∈ Cd, such that
phase retrieval of x requires m = Ω(d2) measurements.)

Our proofs require a new ingredient, which is a notion of
non-spikiness of the unknown vector or matrix that one is
trying to recover. Informally, we say that the unknown vector
is “non-spiky” if it has small inner product with all of the
possible measurement vectors. (This is reminiscent of previous
work on low-rank matrix completion [34]–[36].)

Our proofs proceed in two steps: first, we show that almost
all vectors are non-spiky, and then we prove that all non-spiky
vectors can be recovered (uniformly) using PhaseLift. In the
second step, the non-spikiness property plays a crucial role
in bounding certain 4th-moment quantities, where we can no
longer rely on the 4th moments of the measurement vectors,
because the measurements are now being sampled from a 2-
design.

We now state our results formally, focusing on the recovery
of matrices. (We will describe our results on the recovery of
vectors in Section III.)

Let G̃ be a finite set of unitary matrices in Cd×d. We say
that a unitary matrix U ∈ Cd×d is non-spiky with respect to
G̃ (with parameter β ≥ 0) if the following holds:

|tr(C†U)|2 ≤ β, ∀C ∈ G̃. (I.12)

Generally speaking, we will say that U is non-spiky when
β � d, e.g., β ≤ poly(log d). Our first result shows that,
when the set G̃ is not too large, almost all unitary matrices U
are non-spiky with respect to G̃.

Proposition I.2. Choose U ∈ Cd×d to be a Haar-random
unitary matrix. Then for any t ≥ 0, with probability at least
1− 4e−t (over the choice of U ), U is non-spiky with respect
to G̃, with parameter

β = 9π3

2 (t+ ln|G̃|). (I.13)

We will be interested in cases where the vectors in G̃ form
a unitary 2-design in Cd×d. In these cases, the set G̃ can be
relatively small, i.e., sub-exponential in d. As an example, let
d = 2n, and let G̃ ⊂ Cd×d be the set of Clifford operations on
n qubits, so we have |G̃| ≤ 22n2+3n [26], [27]. Then with high
probability, U is non-spiky with respect to G̃, with parameter
β = O(log2 d).

We then define a non-spiky variant of the PhaseLift algo-
rithm. This consists of the convex program (I.7), together with
the following additional constraint, which forces the solution
to be non-spiky:

0 ≤ vec(C)†Γvec(C) ≤ β, ∀C ∈ G̃. (I.14)

We prove that the following recovery guarantee for this
algorithm:

Theorem I.3. There exists a numerical constant c5 > 0 such
that the following holds. Fix any δ > 0 and c0 > 2c5.
Consider the above scenario where m measurement matrices
C1, . . . , Cm are chosen independently at random from a
unitary 2-design G̃ ⊂ Cd×d. Let β ≥ 0, and define ν = β/δ.
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Suppose that the number of measurements satisfies

m ≥
(
8c0ν

2
)2 · d2 ln d. (I.15)

Then with probability at least 1− exp(− 1
128mν

−4) (over the
choice of the Ci), we have the following uniform recovery
guarantee:

For any unitary matrix U ∈ Cd×d that is non-spiky with
respect to G̃ (with parameter β, in the sense of (I.12)), it is
the case that any solution Γopt to the convex program in (I.7)
and (I.14), with noisy measurements (I.6), must satisfy:

‖Γopt − vec(U)vec(U)†‖F
≤ max

{
δ‖vec(U)vec(U)†‖F , 16ην2

√
m

(
1 + 2c5

c0−2c5

)}
. (I.16)

Note that m, the number of measurements, again has
almost-linear scaling with d2, which is the number of degrees
of freedom in the unknown matrix U . In addition, m depends
on the dimensionless quantity ν = β/δ, where β measures the
non-spikiness of the unknown matrix U , and δ controls the
accuracy of the solution Γopt. In typical cases, we will have
β = O(poly(log d)), and we will choose δ to be constant,
hence we have ν = O(poly(log d)).

We will present the proofs of these results for phase retrieval
of matrices in Section IV, and for phase retrieval of vectors
in Section III.

E. Application to Quantum Process Tomography

Finally, we describe an application of our results to quantum
process tomography, in the case where the unknown process
corresponds to a unitary operation U ∈ Cd×d. This is sufficient
to describe the dynamics of a closed quantum system, e.g.,
time evolution generated by some Hamiltonian, or the action
of unitary gates in a quantum computer, including coherent
(but not stochastic) errors. There exist fast methods for learn-
ing unitary processes, which achieve a “quadratic speedup”
over conventional tomography, using ideas from compressed
sensing and matrix completion [3]–[5], [40]–[44].

Here, we describe an alternative way of achieving this
quadratic speedup, using phase retrieval. Our approach via
phase retrieval has a significant advantage: the measurements
can be performed in a way that is robust against state
preparation and measurement errors (SPAM errors), by using
randomized benchmarking techniques [45]–[49]. We discuss
this in Section VI.

F. Outlook

In this paper we have studied a variant of the phase retrieval
problem that seeks to reconstruct unitary matrices, and we
have proposed a variant of the PhaseLift algorithm that solves
this problem. We have proved strong reconstruction guarantees
when the measurements are sampled from unitary 4-designs,
as well as weaker guarantees when the measurements are
unitary and spherical 2-designs. This leads to novel methods
for quantum process tomography, when the unknown process
is a unitary operation.

We mention a few interesting open problems. One is to
prove error bounds that depend on the `1 norm of the noise,
rather than the `2 norm, as in [8]. Another problem is to extend
our recovery method to handle processes with Kraus rank r >
1 (e.g., stochastic errors), perhaps using the techniques in [9].

A third problem is to prove tighter bounds when the mea-
surements are random Clifford operations. Clifford operations
are particularly convenient for quantum tomography, and they
play an essential role in randomized benchmarking methods.
They are known to be a unitary 3-design, but not a 4-design
[23]–[25]. However, our numerical simulations in Section VI
seem to indicate that random Clifford measurements perform
better than their classification as a unitary 3-design would
suggest. This is supported by several recent results showing
that random Clifford operations are “close to” a unitary 4-
design [50], [51], and that random vectors chosen from a
Clifford orbit perform well for phase retrieval of vectors [10].
Can one prove a similar result for phase retrieval of matrices,
using random Clifford operations?

Finally, there has been progress in solving phase retrieval
problems using gradient descent algorithms, such as Wirtinger
Flow [52]. Can these methods be adapted to our matrix setting?

II. OUTLINE OF THE PAPER

In the rest of this paper, we will present the proofs of
our theorems, as well as further details on quantum process
tomography. In Section III, we begin with our simplest result,
on phase retrieval of vectors, using measurements sampled
from spherical 2-designs. In Section IV, we extend this
to phase retrieval of unitary matrices, using measurements
sampled from unitary 2-designs. In Section V, we extend
this further, to handle measurements sampled from unitary 4-
designs. Finally, in Section VI, we present further details and
numerical simulations regarding quantum process tomography.

A. Notation

Let Cd×dHerm be the set of d× d complex Hermitian matrices.
Let L(Cd×d,Cd×d) be the set of linear maps from Cd×d to
Cd×d. We will use calligraphic letters to denote these maps,
e.g., U , C. In general we will consider unitary maps, where U :
ρ→ UρU† for a unitary U , and C : ρ→ CρC† for a unitary
C. We will use U to represent the unknown map we want to
recover, and C to represent the measurement maps we compare
with U . Thus sometimes C will represent an element of a
unitary 2-design, and sometimes it will represent an element
of a unitary 4-design.

For any matrix A, let A† be its adjoint, let AT be its
transpose, and let A∗ be its complex conjugate.

For any matrix A, with singular values σ1(A) ≥ σ2(A) ≥
· · · ≥ σd(A) ≥ 0, let ‖A‖ = σ1(A) be the operator norm, let
‖A‖F =

√∑
i σ

2
i (A) be the Frobenius norm, and let ‖A‖∗ =∑

i σi(A) be the nuclear or trace norm.
Because we use very similar approaches for the three

cases of spherical 2-designs, unitary 2-designs, and unitary
4-designs, we will have similar notation in each section. In
general, un-addorned notation (e.g. f , A) will be used for

Liu, Yi-Kai; Kimmel, Shelby. 
”Phase Retrieval Using Unitary 2-Designs.” 

Paper presented at 2017 International Conference on Sampling Theory and Applications (SampTA 2017), Tallinn, Estonia. July 3, 2017 - July 
7, 2017. 

SP-289



spherical 2-designs, notation with tildes (e.g. f̃ , Ã) will be
used for unitary 2-designs, and notation with hats (e.g. f̂ , Â)
will be used for unitary 4-designs.

III. PHASE RETRIEVAL AND LOW-RANK MATRIX
RECOVERY USING SPHERICAL 2-DESIGNS

We first consider phase retrieval of vectors. In fact, we
follow the approach of [9], and consider the more general
problem of low-rank matrix recovery. Whereas the authors of
[9] showed an exact recovery result for measurements that are
sampled from a spherical 4-design, we show an approximate,
average-case recovery result for measurements that are chosen
from a spherical 2-design.

We want to reconstruct an unknown matrix X ∈ Cd×dHerm,
having rank at most r, from quadratic measurements of the
form

yi = w†iXwi + εi, i = 1, 2, . . . ,m, (III.1)

where the measurement vectors wi ∈ Cd are known and are
sampled independently at random from a spherical 2-design,
and the εi ∈ R are unknown contributions due to additive
noise.

This problem has been studied previously, particularly in
the rank-1 case (setting r = 1), where it corresponds to
phase retrieval [7], [9]. Roughly speaking, it is known that
spherical 4-designs are sufficient to recover X efficiently [9],
whereas there exists a spherical 2-design that can not recover
X efficiently [7]. More precisely, X can be recovered (uni-
formly), via convex relaxation, from m = O(rdpoly log d)
measurements chosen from any spherical 4-design; while on
the other hand, X cannot be recovered, by any method, from
fewer than m = Ω(d2) measurements chosen from a particular
spherical 2-design.

Here, we show that 2-designs are sufficient to recover
a large subset of all the rank-r matrices in Cd×dHerm. More
precisely, we show that 2-designs achieve efficient approx-
imate recovery of all low-rank matrices X that are non-
spiky with respect to the measurement vectors (we will define
this more precisely below). This implies that 2-designs are
sufficient to recover generic (random) low-rank matrices X ,
since these matrices satisfy the non-spikiness requirement with
probability close to 1. Here, “efficient approximate recovery”
means recovery up to an arbitrarily small constant error, using
m = O(rdpoly log d) measurements, by solving a convex
relaxation. This is reminiscent of results on non-spiky low-
rank matrix completion [34]–[36].

A. Non-spikiness condition

Let G be a finite set of vectors in Cd, each of length 1.
We say that X is non-spiky with respect to G (with parameter
β ≥ 0) if the following holds:

|w†Xw| ≤ β

d
‖X‖∗, ∀w ∈ G. (III.2)

Here, ‖X‖∗ = tr(|X|) denotes the nuclear norm. Generally
speaking, we will say that X is non-spiky when the parameter
β is much smaller than d, e.g., of size poly(log d).

We now show that, when the set G is not too large, almost
all rank-r matrices X ∈ Cd×dHerm are non-spiky with respect to
G.

Proposition III.1. Fix some rank-r matrix W ∈ Cd×dHerm.
Construct a random matrix X by setting X = UWU†, where
U ∈ Cd×d is a Haar-random unitary operator.

Then for any t ≥ 0, with probability at least 1 − 2e−t

(over the choice of U ), X is non-spiky with respect to G, with
parameter

β = 9π3(t+ ln|G|+ ln r). (III.3)

Proof: Let Sd−1 denote the unit sphere in Cd. Fix any vector
w ∈ Sd−1, and let x be a uniformly random vector in Sd−1.
Using Levy’s lemma [53], [54], we have that

Pr[|w†x| ≥ ε] ≤ 2 exp
(
− dε2

9π3

)
. (III.4)

Setting ε =
√

9π3

d (t+ ln|G|+ ln r), we get that

Pr[|w†x| ≥ ε] ≤ 2e−t|G|−1r−1. (III.5)

Now recall that X = UWU†, and write the spectral
decomposition of W as W =

∑r
i=1 λiviv

†
i . Then for any

w ∈ G, we can write w†Xw as follows:

w†Xw = w†UWU†w =
r∑

i=1

λi|w†Uvi|2. (III.6)

Each vector Uvi is uniformly random in Sd−1, hence it obeys
the bound in (III.5). Using the union bound over all w ∈ G
and all v1, . . . , vr, we conclude that:

|w†Uvi| ≤ ε, ∀w ∈ G, ∀i = 1, . . . , r, (III.7)

with failure probability at most 2e−t. Combining this with
(III.6) proves the claim. �

We will be interested in cases where the vectors in G form
a spherical 2-design in Cd. In these cases, the set G can be
relatively small, i.e., sub-exponential in d. As an example, let
d = 2n, and let G be the set of stabilizer states on n qubits,
so we have |G| ≤ 4n

2

[26]. Then with high probability, X is
non-spiky with respect to G, with parameter β = O(log2 d).

B. Convex relaxation (PhaseLift)

We now consider measurement vectors w1, . . . , wm that are
sampled independently from a spherical 2-design G ⊂ Cd.
Using these measurements, we will seek to reconstruct those
matrices X ∈ Cd×dHerm that are low-rank, and non-spiky with
respect to G.

We assume we are given a bound on the nuclear norm of
X , say (without loss of generality):

‖X‖∗ ≤ 1. (III.8)

As was done in [9], we will rescale the vectors wi to be
more like Gaussian random vectors, i.e., we will work with
the vectors

ai = [(d+ 1)d]1/4wi, i = 1, . . . ,m. (III.9)
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We also let A be the renormalized version of the spherical
2-design G,

A = {[(d+ 1)d]1/4w | w ∈ G}. (III.10)

Then X will satisfy the following the non-spikiness condi-
tions:

|a†Xa| ≤ β
√

1 + 1
d , ∀a ∈ A. (III.11)

We define the sampling operator A : Cd×dHerm → Rm,

A(Z) =
(
a†iZai

)m
i=1

. (III.12)

Using this notation, the measurement process returns a vector

y = A(X) + ε, ‖ε‖2 ≤ η, (III.13)

where we assume we know an upper-bound η on the size of
the noise term.

We will solve the following convex relaxation, which is
essentially the PhaseLift convex program, augmented with
non-spikiness constraints:

arg min
Z∈Cd×dHerm

‖Z‖∗ such that

‖A(Z)− y‖2 ≤ η,

|a†Za| ≤ β
√

1 + 1
d , ∀a ∈ A.

(III.14)

C. Approximate recovery of non-spiky low-rank matrices

We show the following uniform recovery guarantee for the
convex relaxation shown in equation (III.14):

Theorem III.2. Fix any δ > 0 and C0 > 13. Consider
the above scenario where m measurement vectors a1, . . . , am
are chosen independently at random from a (renormalized)
spherical 2-design A ⊂ Cd. Let 1 ≤ r ≤ d and β ≥ 0, and
define ν = 2β/δ.

Suppose that the number of measurements satisfies

m ≥
(
8C0ν

2(1 + 1
d )
)2 · rd log(2d). (III.15)

Then with probability at least

1− exp
(
− 1

128 m
(
ν2(1 + 1

d )
)−2
)

(over the choice of the ai), we have the following uniform
recovery guarantee:

For any rank-r matrix Xtrue ∈ Cd×dHerm that has nuclear
norm ‖Xtrue‖∗ ≤ 1, and is non-spiky with respect to A (with
parameter β, in the sense of (III.11)), it is the case that
any solution Xopt to the convex program (III.14) with noisy
measurements (III.13) must satisfy:

‖Xopt −Xtrue‖F
≤ max

{
δ, 16ην2

√
m

(1 + 1
d )(1 + 13

C0−13 )
}
.

(III.16)

This error bound has similar scaling to the one in [9]: the
number of measurements m is only slightly larger than the
number of degrees of freedom O(rd), and the error Xopt−Xtrue
decreases like η/

√
m, until it reaches the limit δ. However,

now both of these bounds also involve the dimensionless

quantity ν, which in turn depends on the non-spikiness β of
the original matrix Xtrue, as well as the desired accuracy δ
of the reconstructed matrix Xopt. In some sense, this is the
price that one pays when one uses a weaker measurement
ensemble, such as a spherical 2-design. It is an interesting
question whether one can improve these bounds, to have a
better dependence on ν.

The proof follows the same strategy used in [9] to show low-
rank matrix recovery using spherical 4-design measurements,
by means of Mendelson’s small-ball method [30]. The key
difference is that our measurements are spherical 2-designs
only, so we do not have control over their fourth moments.
Instead, we use the non-spikiness properties of Xtrue and Xopt
to bound the fourth moments that appear in the proof. This
allows us to show approximate recovery of Xtrue, up to an
arbitrarily small constant error δ.

We will present this proof in several steps.

D. Approximate recovery via modified descent cone

We begin by defining a modified version of the descent cone
used in [9], [30]. Let f : Rd → R∪ {∞} be a proper convex
function, and let xtrue ∈ Rd and δ ≥ 0. Then we define the
modified descent cone D′(f, xtrue, δ) as follows:

D′(f, xtrue, δ) = {y ∈ Rd | ∃τ > 0 such that
f(xtrue + τy) ≤ f(xtrue),

‖τy‖2 ≥ δ}.
(III.17)

This is the set of all directions, originating at the point xtrue,
that cause the value of f to decrease, when one takes a step
of size at least δ. Note that this is a cone, but not necessarily
a convex cone.

We use this to state an approximate recovery bound, analo-
gous to Prop. 7 in [9] and Prop. 2.6 in [30]. Let y be a noisy
linear measurement of xtrue, given by y = Φxtrue + ε, where
Φ ∈ Rm×d and ‖ε‖2 ≤ η. Then let xopt be a solution of the
convex program

arg min
z∈Rd

f(z) such that ‖Φz − y‖2 ≤ η. (III.18)

Then we have the following recovery bound:

‖xopt − xtrue‖2 ≤ max

{
δ,

2η

λmin(Φ;D′(f, xtrue, δ))

}
,

(III.19)
where λmin is the conic minimum singular value,

λmin(Φ;D′(f, xtrue, δ))

= inf{‖Φu‖2 | u ∈ Sd−1 ∩D′(f, xtrue, δ)}. (III.20)

This is proved easily, using the same argument as in [9], [30].
We now re-state this bound for the setup in Theorem III.2.

Here the function f : Cd×dHerm → R ∪ {∞} is given by

f(Z) =





‖Z‖∗ if z is non-spiky in
the sense of (III.11),

∞ otherwise,
(III.21)
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and we use

D(f,Xtrue, δ) = {Y ∈Cd×dHerm | ∃τ > 0 such that
f(Xtrue + τY ) ≤ f(Xtrue),

‖τY ‖F ≥ δ}.
(III.22)

Our recovery bound is:

‖Xopt −Xtrue‖F ≤ max

{
δ,

2η

λmin(A;D(f,Xtrue, δ))

}
,

(III.23)
and we want to lower-bound the quantity λmin:

λmin(A;D(f,Xtrue, δ))

= inf
Y ∈E(Xtrue)

[ m∑

i=1

|tr(aia†iY )|2
]1/2

,

where we define

E(Xtrue) = {Y ∈ D(f,Xtrue, δ) | ‖Y ‖F = 1}. (III.24)

E. Mendelson’s small-ball method

In order to lower-bound λmin, we will use Mendelson’s
small-ball method, following the steps described in [9]
(see also [30]). We will prove a uniform lower-bound that
holds for all Xtrue simultaneously, i.e., we will lower-bound
infXtrue λmin. We define

E =
⋃

Xtrue

E(Xtrue), (III.25)

where the union runs over all Xtrue ∈ Cd×dHerm that have rank at
most r and satisfy the non- spikiness conditions (III.11). We
then take the infimum over all Y ∈ E.

Using Mendelson’s small-ball method (Theorem 8 in [9]),
we have that for any ξ > 0 and t ≥ 0, with probability at least
1− e−2t2 ,

inf
Y ∈E

[ m∑

i=1

|tr(aia†iY )|2
]1/2

≥ ξ√mQ2ξ(E)− 2Wm(E)− ξt, (III.26)

where we define

Qξ(E) = inf
Y ∈E

{
Pr
a∼A

[|tr(aa†Y )| ≥ ξ]
}
, (III.27)

Wm(E) = E
εi∼±1
ai∼A

[
sup
Y ∈E

tr(HY )

]
, H =

1√
m

m∑

i=1

εiaia
†
i ,

(III.28)

and ε1, . . . , εm are Rademacher random variables.

F. Lower-bounding Qξ(E)

We will lower-bound Qξ(E) as follows. Fix some Y ∈ E.
We know that Y is in E(Xtrue), for some Xtrue ∈ Cd×dHerm that
has rank at most r and is non-spiky in the sense of (III.11).
Hence we know that ‖Y ‖F = 1, and there exists some τ > 0
such that Xtrue + τY is non-spiky in the sense of (III.11), and
we have

‖Xtrue + τY ‖∗ ≤ ‖Xtrue‖∗, ‖τY ‖F ≥ δ. (III.29)

Note that we have ‖τY ‖F = τ ≥ δ.
We will lower-bound Pr[|tr(aa†Y )| ≥ ξ], for any ξ ∈ [0, 1],

using the Paley-Zygmund inequality, and appropriate bounds
on the second and fourth moments of tr(aa†Y ). Let us define
a random variable

S = | tr(aa†τY )|. (III.30)

We can lower-bound E(S2), using the same calculation as in
Prop. 12 of [9]:

E(S2) = tr(τY )2 + ‖τY ‖2F ≥ 0 + τ2. (III.31)

To handle E(S4), we need to use a different argument from
the one in [9], since our a is sampled from a spherical 2-
design, not a 4-design. Our solution is to upper-bound S, using
the non-spikiness properties of Xtrue and Xtrue + τY :

S =
∣∣− tr(aa†Xtrue) + tr(aa†(Xtrue + τY ))

∣∣

≤ (2β)
√

1 + 1
d .

(III.32)

This implies an upper-bound on E(S4):

E(S4) ≤ (2β)2(1 + 1
d )E(S2). (III.33)

Putting it all together, we have:

Pr
a∼A

[| tr(aa†Y )| ≥ ξ]
= Pr[S2 ≥ τ2ξ2]

≥ Pr[S2 ≥ ξ2E(S2)]

≥ (1− ξ2)2E(S2)2

E(S4)

≥ (1− ξ2)2 τ2

(2β)2(1 + 1
d )
.

(III.34)

Finally, using the fact that τ ≥ δ, we have that

Q1/2(E) ≥ (1− ξ2)2 δ2

(2β)2(1 + 1
d )
. (III.35)

G. Upper-bounding Wm(E)

Next, we will upper-bound Wm(E), using essentially the
same argument as in [9]. Recall that the argument in [9]
showed an upper-bound on Wm(F ), where F was a slightly
different set than our E, and the ai were sampled from a
spherical 4-design rather than a 2-design. The argument used
the following steps:

Wm(F ) = E sup
Y ∈F

tr(HY )

≤ E 2
√
r‖H‖

≤ 2
√
r · (3.1049)

√
d log(2d),

(III.36)

using Lemma 10 and Prop. 13 in [9], and provided that m ≥
2d log d.

The first step still works to upper-bound Wm(E), because
E ⊂ F . To see this, recall that the set F was defined as
follows:

F =
⋃

Xtrue

F (Xtrue), (III.37)
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where the union was over all Xtrue ∈ Cd×dHerm with rank at most
r, and

F (Xtrue) = {Y ∈ D(‖·‖∗, Xtrue, 0) | ‖Y ‖F = 1}. (III.38)

This can be compared with our definition of the set E in
(III.25) and (III.24).

The second step still works for our choice of the ai, because
Prop. 13 in [9] does not use the full power of the spherical
4-design. In fact it only requires that the ai are sampled from
a spherical 1-design (because the proof relies mainly on the
Rademacher random variables εi). Thus we conclude that

Wm(E) ≤ 2
√
r · (3.1049)

√
d log(2d). (III.39)

H. Final result

Combining equations (III.24), (III.26), (III.35) and (III.39),
and setting ξ = 1

4 , ν = 2β/δ and t = 1
16

√
m
(
ν2(1 + 1

d )
)−1

,
we get that:

inf
Xtrue

λmin(A;D(f,Xtrue, δ))

≥ 1
4

√
m

9

16ν2(1 + 1
d )

− (12.44)
√
rd log(2d)− 1

4 t

= 1
8

√
m

1

ν2(1 + 1
d )

− (12.44)
√
rd log(2d).

(III.40)

Now we set m ≥
(
8C0ν

2(1+ 1
d )
)2 ·rd log(2d), which implies

√
m

8C0ν2(1 + 1
d )
≥
√
rd log(2d), (III.41)

hence

inf
Xtrue

λmin(A;D(f,Xtrue, δ))

≥ 1
8

√
m

1

ν2(1 + 1
d )

C0−13
C0

.
(III.42)

This can be plugged into our approximate recovery bound
(III.23). This finishes the proof of Theorem III.2. �

IV. PHASE RETRIEVAL USING UNITARY 2-DESIGNS

Next, we extend our results from vectors to unitary matrices.
First, we consider phase retrieval using measurements that are
sampled from unitary 2-designs, as described in Section I-D.

A. Non-spikiness

First, let G̃ ⊂ Cd×d be a unitary 2-design. we prove
Proposition I.2, showing that almost all unitary matrices are
non-spiky with respect to G̃:

Proof: Fix any C ∈ G̃. Using Levy’s lemma [56], and noting
that the function U 7→ tr(U†C) has Lipshitz coefficient η ≤
‖C‖F =

√
d, we have that

Pr[|tr(U†C)| ≥ ε] ≤ 4 exp
(
− 2

9π3 ε
2
)
. (IV.1)

Setting ε =
√

9π3

2 (t+ ln|G̃|), we get that

Pr[|tr(U†C)| ≥ ε] ≤ 4e−t|G̃|−1. (IV.2)

Using the union bound over all C ∈ G̃, we conclude that:

|tr(U†C)| ≤ ε, ∀C ∈ G̃, (IV.3)

with failure probability at most 4e−t. This proves the claim.
�
B. Approximate recovery of non-spiky unitary matrices

Next, let Ã denote the measurement operator defined in
equation (I.5), where the measurement matrices C1, . . . , Cm
are chosen independently at random from the unitary 2-design
G̃.

We now prove Theorem I.3, showing that all non-spiky
unitary matrices can be recovered approximately via PhaseLift,
given these measurements. We will present this proof in
several steps, following the same strategy as in the previous
section.

We will use the following notation. For any unitary matrix
U ∈ Cd×d, let U : Cd×d → Cd×d be the quantum process
whose action is given by U : ρ 7→ UρU†. Let J(U) be
the corresponding Jamiolkowski state, as defined in equation
(VI.3), which can be written as

J(U) =
1

d
vec(U)vec(U)† ∈ Cd

2×d2 . (IV.4)

Using this notation, we can write the desired solution of
the PhaseLift convex program as J(U)d, and we can write the
measurement operator Ã as

Ã(Γ) =
[
tr(ΓJ(Ci)d2)

]m
i=1

. (IV.5)

We want to recover the solution J(U)d, up to an additive error
of size δ‖J(U)d‖F = δd.

C. Modified descent cone

We define the function f̃ : Cd
2×d2

Herm → R∪{∞} as follows:

f̃(Γ) =





tr(Γ) if Γ is non-spiky in the sense
of (I.14), and also satisfies the
last three constraints in (I.7),

∞ otherwise.

(IV.6)

Our recovery bound is:

‖Γopt − J(U)d‖F

≤ max

{
δd,

2η

λmin(Ã;D(f̃ , J(U)d, δd))

}
, (IV.7)

and we want to lower-bound the quantity λmin:

λmin(Ã;D(f̃ , J(U)d, δd))

= inf
Y ∈Ẽ(U)

[ m∑

i=1

|tr(Y J(Ci)d2)|2
]1/2

,
(IV.8)

where we define

Ẽ(U) = {Y ∈ D(f̃ , J(U)d, δd) | ‖Y ‖F = 1}. (IV.9)

Liu, Yi-Kai; Kimmel, Shelby. 
”Phase Retrieval Using Unitary 2-Designs.” 

Paper presented at 2017 International Conference on Sampling Theory and Applications (SampTA 2017), Tallinn, Estonia. July 3, 2017 - July 
7, 2017. 

SP-293



D. Mendelson’s small-ball method

We will use Mendelson’s small-ball method to lower-bound
λmin. We will prove a uniform lower-bound that holds for
all U simultaneously, i.e., we will lower-bound infU λmin. We
define

Ẽ =
⋃

U
Ẽ(U), (IV.10)

where the union runs over all unitary processes U : ρ 7→ UρU†

such that U ∈ Cd×d satisfies the non-spikiness conditions
(I.12). We then take the infimum over all Y ∈ Ẽ.

We will then lower-bound this quantity, using Mendelson’s
small-ball method (Theorem 8 in [9]): for any ξ > 0 and
t ≥ 0, with probability at least 1− e−2t2 , we have that

inf
Y ∈Ẽ

[ m∑

i=1

|tr(Y J(Ci)d2)|2
]1/2

≥ ξ√mQ̃2ξ(Ẽ)− 2W̃m(Ẽ)− ξt, (IV.11)

where we define

Q̃ξ(Ẽ) = inf
Y ∈Ẽ

{
Pr
C∼G̃

[|tr(Y J(C)d2)| ≥ ξ]
}
, (IV.12)

W̃m(Ẽ) = E
εi∼±1
C∼G̃

[
sup
Y ∈Ẽ

tr(Y H̃)

]
,

with H̃ =
1√
m

m∑

i=1

εiJ(Ci)d2, (IV.13)

and ε1, . . . , εm are Rademacher random variables.

E. Lower-bounding Q̃ξ(Ẽ)

We will lower-bound Q̃ξ(Ẽ) as follows. Fix some Y ∈ Ẽ.
We know that Y is in Ẽ(U), for some unitary process U : ρ 7→
UρU† such that U is non-spiky in the sense of (I.12). (As a
result, J(U)d also satisfies the last three constraints in (I.7).)
Hence, we know that ‖Y ‖F = 1, and there exists some τ > 0
such that J(U)d+ τY is non-spiky in the sense of (I.14) and
satisfies the last three constraints in (I.7), and we have

tr(J(U)d+ τY ) ≤ tr(J(U)d), ‖τY ‖F ≥ δd. (IV.14)

Note that we have ‖τY ‖F = τ ≥ δd.
We will lower-bound Pr[|tr(Y J(C)d2)| ≥ ξ], for any ξ ∈

[0, 1], using the Paley-Zygmund inequality, and appropriate
bounds on the second and fourth moments of tr(Y J(C)d2).
To simplify the notation, let us define a random variable

S̃ = τ |tr(Y J(C)d2)|. (IV.15)

1) Lower-bounding E(S̃2): We will first put S̃ into a form
that is easier to work with. We can write Y in the form Y =
J(Y)d, which is the rescaled Choi matrix of some linear map
Y ∈ L(Cd×d,Cd×d). Using the relationship between the trace
of Choi and Liouville representations (see Appendix A), we
have

S̃ =τ | tr(J(C)J(Y)d3)|
=τd| tr((CL)†YL)|
=τd| tr((C† ⊗ CT )YL)|. (IV.16)

We can calculate E(S̃2) by using the fact that C ∈ G̃ is
chosen from a unitary 2-design:

E(S̃2) =τ2d2

∫

Haar

∣∣tr
(
(U ⊗ U∗ ⊗ U ⊗ U∗)(YL ⊗ YL)

)∣∣ dU

≥τ2d2

∣∣∣∣tr
(∫

Haar
(U ⊗ U∗ ⊗ U ⊗ U∗)dU (YL ⊗ YL)

)∣∣∣∣ .
(IV.17)

Now using Weingarten functions [31]–[33], we have that
∫

Haar
(U⊗U ⊗ U† ⊗ U†)dU

=
P3412 + P4321

d2 − 1
− P3421 + P4312

d(d2 − 1)
(IV.18)

where

Pσ(1),σ(2),...σ(t)

=
∑

j1,j2,...,jt

|j1〉〈jσ(1)| ⊗ |j2〉〈jσ(2)| ⊗ · · · ⊗ |jt〉〈jσ(t)|

(IV.19)

is a permutation of the registers.
Let T2(·) transpose the second half of the indices of a matrix

in Cd2×d2 . That is, for any matrix

X =
∑

ijkl

xijkl|i〉〈j| ⊗ |k〉〈l|, (IV.20)

we have

T2(X) =
∑

ijkl

xijkl|i〉〈j| ⊗ |l〉〈k|. (IV.21)

Then note that

P1324T2

(∫

Haar
(U ⊗ U ⊗ U† ⊗ U†)dU

)
P1324

=

∫

Haar
(U ⊗ U∗ ⊗ U ⊗ U∗)dU. (IV.22)

Combining with Eq. (IV.17) and Eq. (IV.18), we have

E(S̃2) ≥ τ2d2

∣∣∣∣tr
(
P1324T2

(
P3412 + P4321

d2 − 1
− P3421 + P4312

d(d2 − 1)

)
P1324(YL ⊗ YL

)∣∣∣∣ . (IV.23)

Because addition commutes with permutation and transposition and trace, we need to calculate

tr
(
P1324T2(Pσ)P1324(YL ⊗ YL)

)
(IV.24)
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for σ ∈ {3412, 4312, 3421, 4321}. Letting σ = (abcd), we have

tr
(
P1324T2(Pabcd)P1324(YL ⊗ YL)

)

= tr


P1324T2


 ∑

j1,j2,j3,j4

|j1〉〈ja| ⊗ |j2〉〈jb| ⊗ |j3〉〈jc| ⊗ |j4〉〈jd|


P1324(YL ⊗ YL)




= tr


P1324

∑

j1,j2,j3,j4

|j1〉〈ja| ⊗ |j2〉〈jb| ⊗ |jc〉〈j3| ⊗ |jd〉〈j4|P1324(YL ⊗ YL)




= tr


 ∑

j1,j2,j3,j4

|j1〉〈ja| ⊗ |jc〉〈j3| ⊗ |j2〉〈jb| ⊗ |jd〉〈j4|(YL ⊗ YL)




=
∑

j1,j2,j3,j4

〈jaj3|YL|j1jc〉〈jbj4|YL|j2jd〉. (IV.25)

We know that Y = J(Y)d satisfies the last three constraints
in (I.7). Because of these constraints, we have

∑

i1,i2,i3

〈i2i3|YL|i1i1〉 =
∑

i1,i2,i3

d〈i2i1|J(Y)|i3i1〉

=
∑

i2,i3

d〈i2| tr2(J(Y))|i3〉

= d tr(J(Y)),

(IV.26)

and ∑

i1,i2,i3

〈i1i1|YL|i2i3〉 =
∑

i1,i2,i3

d〈i1i2|J(Y)|i1i3〉

=
∑

i2,i3

d〈i2| tr1(J(Y))|i3〉

= d tr(J(Y)).

(IV.27)

We now go through the four permutations of Eq. (IV.23):
• P3412. In this case, a = 3, b = 4, c = 1, and d =

2. Plugging into Eq. (IV.25) and using Eqs. (IV.27) and
(IV.26), we have

tr
(
P1324T2(P3412)P1324(YL ⊗ YL)

)
= d2 tr(J(Y))2.

(IV.28)

• P4321. In this case, a = 4, b = 3, c = 2, and d = 1.
Plugging into Eq. (IV.25), we have

tr
(
P1324T2(P4321)P1324(YL ⊗ YL)

)

=
∑

j1,j2,j3,j4

〈j4j3|YL|j1j2〉〈j3j4|YL|j2j1〉

=
∑

j1,j2,j3,j4

〈j4j3|YL|j1j2〉〈j4j3|(YL)∗|j1j2〉

=
∑

j1,j2,j3,j4

|〈j4j3|YL|j1j2〉|2

=‖YL‖2F
=d2‖J(Y)‖2F , (IV.29)

where we used Eq. (A.4).
• P3421. In this case, a = 3, b = 4, c = 2, and d =

1. Plugging into Eq. (IV.25) and using Eqs. (IV.27) and
(IV.26), we have

tr
(
P1324T2(P3412)P1324(YL ⊗ YL)

)
= d2 tr(J(Y))2.

(IV.30)

• P4312. In this case, a = 4, b = 3, c = 1, and d =
2. Plugging into Eq. (IV.25) and using Eqs. (IV.27) and
(IV.26), we have

tr
(
P1324T2(P3412)P1324(YL ⊗ YL)

)
= d2 tr(J(Y))2.

(IV.31)

Putting it all together, we have

E(S̃2) ≥ τ2d4

∣∣∣∣
tr(J(Y))2 + ‖J(Y)‖2F

d2 − 1
− 2 tr(J(Y))2

d(d2 − 1)

∣∣∣∣
≥ τ2d2(1− 2

d ) tr(J(Y))2 + τ2d2‖J(Y)‖2F
≥ 0 + τ2d2‖J(Y)‖2F = τ2‖Y ‖2F = τ2. (IV.32)

2) Upper-bounding E(S̃4): To handle E(S̃4), we need
to use a different argument from that in [9], since we are
sampling from a unitary 2-design, not a 4-design. Our solution
is to upper-bound S̃, using the non-spikiness properties of
J(U)d and J(U)d+ τY :

S̃ =
∣∣− tr(J(U)dJ(C)d2) + tr((J(U)d+ τY )J(C)d2)

∣∣
≤ βd.

(IV.33)

This implies an upper-bound on E(S̃4):

E(S̃4) ≤ β2d2E(S̃2). (IV.34)
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Putting it all together, and using the Paley-Zygmund in-
equality, for any ξ ∈ [0, 1], we have:

Pr[| tr(Y J(C)d2)| ≥ ξ]
= Pr[S̃2 ≥ ξ2τ2]

≥ Pr[S̃2 ≥ ξ2E(S̃2)]

≥ (1− ξ2)2E(S̃2)2

E(S̃4)

≥ (1− ξ2)2 τ2

β2d2
.

(IV.35)

Thus, using the fact that τ ≥ δ, we have that

Q̃ξ(Ẽ) ≥ (1− ξ2)2 δ
2

β2
. (IV.36)

F. Upper-bounding W̃m(E)

In this section, we will bound

W̃m(E) = E sup
Y ∈Ẽ

tr(Y H̃), H̃ =
1√
m

m∑

i=1

εiJ(Ci)d2,

(IV.37)

where the εi are Rademacher random variables, and the
expectation is taken both over the εi and the choice of the
unitaries Ci. For this bound, we will only need the fact that
the Ci are chosen from a unitary 1-design, rather than a unitary
2-design.

We start by following the argument in [9], where it is shown
that

E sup
Y ∈Fr

tr(Y H̃) ≤ E2
√
r‖H̃‖ (IV.38)

where
Fr =

⋃

Xtrue

F (Xtrue), (IV.39)

and the union is over all Xtrue ∈ Cd×dHerm with rank at most r,
and

F (Xtrue) = {Y ∈ D(‖·‖∗, Xtrue, 0) | ‖Y ‖F = 1}. (IV.40)

This can be compared with our definition of the set Ẽ in
(IV.10) and (IV.9).

In our case, we have Ẽ =
⋃
U Ẽ(U), where the union is

over all processes U whose unnormalized Choi state J(U)d ∈
Cd

2×d2
Herm has rank 1, and where U satisfies the non-spikiness

condition (I.14). Ẽ(U) is defined similarly to F (Xtrue), but
using the function f from (IV.6) rather than the trace norm.
While f involves the trace tr(·) instead of the trace norm
‖·‖∗, because we are considering only positive semidefinite
matrices, it can be replaced by the trace norm. Hence Ẽ ⊂ F1,
and so

E sup
Y ∈Ẽ

tr(Y H̃) ≤ E sup
Y ∈F1

tr(Y H̃) ≤ 2E‖H̃‖. (IV.41)

Now we analyze

Eε,C

∥∥∥∥∥
1√
m

m∑

i=1

εiJ(Ci)d2

∥∥∥∥∥ , (IV.42)

using similar tools to what is used in [9]. Since the εj’s form a
Rademacher sequence and J(Ci) are Hermitian, we can apply
the non-commutative Khintchine inequality [55], [57]:

Eε,C

∥∥∥∥∥
1√
m

m∑

i=1

εiJ(Ci)d2

∥∥∥∥∥

≤ EC
√

2 ln(2d2)/m

∥∥∥∥∥
m∑

i=1

J(Ci)2

∥∥∥∥∥

1/2

d2

≤
√

2 ln(2d2)/m

(
EC

∥∥∥∥∥
m∑

i=1

J(Ci)
∥∥∥∥∥

)1/2

d2, (IV.43)

where in the second line we used Jensen’s inequality, and we
used the fact that J(Ci) is a rank one projector with trace 1,
so J(Ci)2 = J(Ci).

We now apply the matrix Chernoff inequality of Theorem
15 in [9] to EC ‖

∑m
i=1 J(Ci)‖. To apply the theorem, we need

to bound∥∥∥∥∥EC
m∑

i=1

J(Ci)
∥∥∥∥∥ and ‖J(Ci)‖. (IV.44)

Since J(Ci) corresponds to a quantum state, its maximum
eigenvalue is 1, so ‖J(Ci)‖ = 1. Next, notice

EC
m∑

i=1

J(Ci) =
m∑

i=1

ECJ(Ci) =
m

d2
I. (IV.45)

Because the Ci are drawn from a unitary 2-design, ECJ(Ci) is
the state that results when a depolarizing channel is applied to
one half of a maximally entangled state. (Randomly applying
operations from a unitary 1-design results in the depolarizing
channel.) The resulting state is the maximally mixed state I/d2

in Cd2×d2 . Thus ∥∥∥∥∥EC
m∑

i=1

J(Ci)
∥∥∥∥∥ =

m

d2
. (IV.46)

Then the Matrix Chernoff Inequality (Theorem 15 in [9])
tells us that for any γ > 0,

E

∥∥∥∥∥∥

m∑

j=1

J(Ci)

∥∥∥∥∥∥
≤ (eγ − 1)m+ d2 log d2

d2γ
. (IV.47)

Minimizing γ gives

E

∥∥∥∥∥∥

m∑

j=1

J(Ci)

∥∥∥∥∥∥
≤ c4m/d2 (IV.48)

for some numerical constant c4 > 0. Plugging this expression
into Eq. (IV.43), we obtain the desired bound:

W̃m(Ẽ) ≤ c5
√

ln d · d, (IV.49)

where c5 > 0 is some numerical constant.
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G. Final result

Combining equations (IV.8), (IV.11), (IV.36) and (IV.49),
and setting ξ = 1/4, ν = β/δ and t = 1

16

√
mν−2, we get

that:

inf
U
λmin(Ã;D(f̃ , J(U)d, δd))

≥ 1

4

√
m

9

16ν2
− 2c5

√
ln d · d− 1

4
t

=
1

8

√
m

1

ν2
− 2c5

√
ln d · d.

(IV.50)

Now we set m ≥
(
8ν2c0

)2 · d2 ln d, which implies

1

8ν2c0

√
m ≥

√
ln d · d, (IV.51)

hence

inf
U
λmin(Ã;D(f̃ , J(U)d, δd))

≥
√
m

8ν2

(
1− 2c5

c0

)
.

(IV.52)

This can be plugged into our approximate recovery bound
(IV.7). This finishes the proof of Theorem I.3. �

V. PHASE RETRIEVAL USING UNITARY 4-DESIGNS

In this section, we again consider the PhaseLift algorithm
for recovering an unknown unitary matrix U ∈ Cd×d. How-
ever, we now consider a stronger measurement ensemble: we
let the measurement matrices C1, . . . , Cm be chosen from a
unitary 4-design Ĝ in Cd×d. This leads to a stronger recovery
guarantee: PhaseLift achieves exact recovery of all unitaries
U . This claim was presented in Theorem I.1. We show the
proof here.

We use the same notation as in the previous section, except
that here we call the measurement operator Â rather than Ã.
We can write the desired solution of the PhaseLift convex
program as J(U)d, and we can write the measurement operator
Â as

Â(Γ) =
[
tr(ΓJ(Ci)d2)

]m
i=1

. (V.1)

We want to recover the solution J(U)d, up to an additive error
of size δ‖J(U)d‖F = δd.

A. Descent cone

For the case of unitary 4-designs, we use a similar descent
cone to the one used in [9], [30] — that is, for f : Cd

2×d2
Herm →

R∪{∞} a proper convex function, and Xtrue ∈ Cd
2×d2

Herm , we use
the descent cone D(f,Xtrue, 0). This is the set of all directions,
originating at the point Xtrue, that cause the value of f to
decrease.

We define the function f̂ : Cd
2×d2

Herm → R∪{∞} as follows:

f̂(Γ) =





tr(Γ) if Γ satisfies the
last three constraints in (I.7),

∞ otherwise.
(V.2)

By Prop. 7 in [9], our recovery bound is:

‖Γopt − J(U)d‖F ≤
2η

λmin(Â;D(f̂ , J(U)d, 0))
, (V.3)

and we want to lower-bound the quantity λmin:

λmin(Â;D(f̂ , J(U)d, 0)) = inf
Y ∈Ê(U)

[ m∑

i=1

|tr(Y J(Ci)d2)|2
]1/2

,

(V.4)

where we define

Ê(U) = {Y ∈ D(f̂ , J(U)d, 0) | ‖Y ‖F = 1}. (V.5)

B. Mendelson’s small-ball method

We will use Mendelson’s small-ball method to lower-bound
λmin. We will prove a uniform lower-bound that holds for
all U simultaneously, i.e., we will lower-bound infU λmin. We
define

Ê =
⋃

U
Ê(U), (V.6)

where the union runs over all unitary processes U ∈
L(Cd×d,Cd×d) of the form U : ρ 7→ UρU†. We then take the
infimum over all Y ∈ Ê.

We will then lower-bound this quantity, using Mendelson’s
small-ball method (Theorem 8 in [9]): for any ξ > 0 and
t ≥ 0, with probability at least 1− e−2t2 , we have that

inf
Y ∈Ê

[ m∑

i=1

|tr(Y J(Ci)d2)|2
]1/2

≥ ξ√mQ̂2ξ(Ê)− 2Ŵm(Ê)− ξt, (V.7)

where we define

Q̂ξ(Ê) = inf
Y ∈Ê

{
Pr
C∼Ĝ

[|tr(Y J(C)d2)| ≥ ξ]
}
, (V.8)

Ŵm(Ê) = E
εi∼±1
Ci∼Ĝ

[
sup
Y ∈Ê

tr(Y Ĥ)

]
, Ĥ =

1√
m

m∑

i=1

εiJ(Ci)d2,

(V.9)

and ε1, . . . , εm are Rademacher random variables.

C. Lower-bounding Q̂ξ(Ê)

We will lower-bound PrC∼Ĝ[|tr(Y J(C)d2)| ≥ ξ], for
any ξ ∈ [0, 1], using the Paley-Zygmund inequality, and
appropriate bounds on the second and fourth moments of
| tr(Y J(C)d2)|. To simplify the notation, let us define a
random variable

Ŝ = |tr(Y J(C)d2)|. (V.10)

We will first put Ŝ into a form that is easier to work
with. We can write Y in the form Y = J(Y)d, which is the
rescaled Choi matrix of some linear map Y ∈ L(Cd×d,Cd×d).
Using the relationship between the trace of Choi and Liouville
representations (see Appendix A), we have

Ŝ =| tr(J(Y)dJ(C)d2)|
=d| tr((CL)†YL)|
=d| tr((C† ⊗ CT )YL)|. (V.11)
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1) Lower-bounding E(Ŝ2): Because we are working with a
unitary 4-design, and Ŝ2 only depends on the second moment
of the distribution, the bound will be the same as for a unitary
2-design, and we can use our bound from Section IV-E1, Eq.
(IV.32) (with τ = 1):

E(Ŝ2) ≥ d2(1− 2
d ) tr(J(Y))2 + d2‖J(Y)‖2F

≥ 1
2d

2 max
{

tr(J(Y))2, ‖J(Y)‖2F
}
, (V.12)

and also (using Eq. (IV.32)):

E(Ŝ2) ≥ d2‖J(Y)‖2F = ‖Y ‖2F = 1. (V.13)

2) Upper-bounding E(Ŝ4): Now we would like to bound
E[Ŝ4]. Because we are considering a unitary 4-design, which
has the same fourth moments as the Haar measure on unitaries,
instead of taking the average E[Ŝ4] over the 4-design, we will
take the average over Haar random unitaries.

We have

E[Ŝ4] =d4

∫

Haar

dU | tr
(
(U ⊗ U∗)YL

)
|4

=d4

∫

Haar

dU

(
tr
(
(U ⊗ U∗)YL

)
tr
(
(U∗ ⊗ U)(YL)∗

))2

=d4

∫

Haar

dU

tr
((
U ⊗ (U∗)⊗2 ⊗ U

)⊗2 (YL ⊗ (YL)∗
)⊗2
)
.

(V.14)

Using similar tricks as in the case of the second moment,
we have that∫

Haar

dU
(
U ⊗ (U∗)⊗2 ⊗ U

)⊗2

= P15842673T2

(∫

Haar

dUU⊗4 ⊗ (U†)⊗4

)
P15842673.

(V.15)

We will define P ∗ = P15842673. Then we use Weingarten
functions [31]–[33] to obtain an expression for the integral
on the right hand side of Eq. (V.15) in terms of permutation
operators:
∫

Haar

dUU⊗4 ⊗ (U†)⊗4 =
∑

σ,τ∈S4
Wg(d, 4, στ

−1)Pσ,τ ,

(V.16)

where S4 is the symmetric group of 4 elements, and

Pσ,τ =

Pτ(1)+4,τ(2)+4,τ(3)+4,τ(4)+4,σ−1(1),σ−1(2),σ−1(3),σ−1(4).
(V.17)

Combining Eqs, (V.14), (V.15), and (V.16), we have

E[Ŝ4] = d4
∑

σ,τ∈S4
Wg(d, 4, στ

−1)×

tr
(
P ∗T2(Pσ,τ )P ∗

(
YL ⊗ (YL)∗

)⊗2
)
. (V.18)

The permutations Pσ,τ in the sum will be of the form
Pwxyzabcd (where (wxyz) is a nonrepeating sequence
of elements in the set {5, 6, 7, 8} and (abcd) is a non-
repeating sequence of elements in the set {1, 2, 3, 4}.
Each term in the above sum is therefore of the form:
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tr
(
P ∗T2 (Pwxyzabcd)P

∗ (YL ⊗ (YL)∗
)⊗2
)

= tr


P

∗T2




∑

j1,j2,j3,j4
j5,j6,j7,j8

|j1, j2, j3, j4, j5, j6, j7, j8〉〈jw, jx, jy, jz, ja, jb, jc, jd|


P ∗

(
YL ⊗ (YL)∗

)⊗2




= tr


P

∗ ∑

j1,j2,j3,j4
j5,j6,j7,j8

|j1, j2, j3, j4, ja, jb, jc, jd〉〈jw, jx, jy, jz, j5, j6, j7, j8|P ∗
(
YL ⊗ (YL)∗

)⊗2




= tr




∑

j1,j2,j3,j4
j5,j6,j7,j8

|j1, ja, jd, j4, j2, jb, jc, j3〉〈jw, j5, j8, jz, jx, j6, j7, jy|
(
YL ⊗ (YL)∗

)⊗2




=
∑

j1,j2,j3,j4
j5,j6,j7,j8

〈jw, j5|YL|j1, ja〉〈j8, jz|(YL)∗|jd, j4〉〈jx, j6|YL|j2, jb〉〈j7, jy|(YL)∗|jc, j3〉

=
∑

j1,j2,j3,j4
j5,j6,j7,j8

〈jw, j5|YL|j1, ja〉〈jz, j8|YL|j4, jd〉〈jx, j6|YL|j2, jb〉〈jy, j7|YL|j3, jc〉

=
∑

j1,j2,j3,j4
j5,j6,j7,j8

〈j1, j5|Ŷ|ja, jw〉〈j4, j8|Ŷ|jd, jz〉〈j2, j6|Ŷ|jb, jx〉〈j3, j7|Ŷ|jc, jy〉 (V.19)

where in the second to last line we have used Eq. (A.4), and in the last line, we have reordered the elements of YL as

〈jr, js|YL|jt, ju〉 = 〈jt, js|Ŷ|ju, jr〉. (V.20)

Now we will use a graphical representation of the matrices Ŷ in order to evaluate these terms:

Ŷ = 〈jt, js|Ŷ|ju, jr〉
r

u

s

t

(V.21)

Ŷ Ŷ = 〈jt, js|ŶŶ|jm, jn〉 =
∑
u,r〈jt, js|Ŷ|ju, jr〉〈ju, jr|Ŷ|jm, jn〉

r

u

s

t

n

m

(V.22)

Ŷ =
∑
js,jt
〈jt, js|Ŷ|jt, js〉 = tr(Ŷ)

t

s

(V.23)

Furthermore, because of Eq. (IV.26) and Eq. (IV.27),

Ŷ = Ŷ = Ŷ = d tr(J(Y)).

t

ur

r u

s

t

s

(V.24)

We see that a single self-loop on either register forces the
other register to also have a self loop. Because of this simpli-
fying effect, we can enumerate all possible configurations of
commutative diagrams that arise from choices of (wxyzabcd)

in the last line of Eq. (V.19). We have the following 7 diagrams
that can represent the last line of Eq. (V.19):
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I :

Ŷ Ŷ

Ŷ Ŷ

II :

Ŷ Ŷ

Ŷ Ŷ

III :

Ŷ Ŷ

Ŷ Ŷ

IV :

Ŷ Ŷ

Ŷ Ŷ

V :

Ŷ Ŷ

Ŷ Ŷ
(V.25)

VI :

Ŷ Ŷ

Ŷ Ŷ
(V.26)

VII :

Ŷ Ŷ

Ŷ Ŷ
(V.27)

These commutative diagrams were found in the following
way. First, there is the case that all four Ŷ’s have self loops.
This corresponds to Diagram I. Next, we consider the case
that three Ŷ’s have self loops, but in this case, the only way
to connect up the final Ŷ’s tensor legs is to create self loops,
so we are back to Diagram I. In the case that two Ŷ’s have self
loops, the only way to connect the remaining two Ŷ’s without
giving them self loops is as shown in Diagram II. Continuing
in this way, we can enumerate all possible diagrams.

We ignore diagrams that are identical to diagrams that
are depicted, but which have one or more loops reversed
in direction, or that have dashed and solid arrows switched.
This is acceptable, because by reordering the elements of the
matrix, as we did in Eq. (V.20), we can create a new figure
which looks identical to ones shown above, but involving
a new matrix Ŷ ′ whose elements are the same as Ŷ . In
our analysis below, we will ultimately see that our bounds
on the contributions due to each figure will depend only
on the Frobenius norm of YL, which only depends on the
elements of the matrix, and not on their ordering. (We also
have contributions that depend on the tr(Y), but these terms
only come from self-loops about a single element, for which
reordering does not produce a new term.)

For a square matrix A and integer i > 1, we will use the
following bound:

tr(Ai) = tr(Ai−1A)

= vec((Ai−1)T )T vec(A)

≤ ‖(Ai−1)T ‖F ‖A‖F
≤ ‖A‖iF (V.28)

where we have used Cauchy-Schwarz, the submultiplicative
property of the Frobenius norm, and the fact that ‖AT ‖F =
‖A‖F .

We now bound the contribution due to each diagram.
I: We read off the contribution of tr(Ŷ)4 = d4 tr(J(Y))4.
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II: We have a contribution of

d2 tr(J(Y))2 tr(Ŷ2) ≤d2 tr(J(Y))2‖Ŷ‖2F
=d4 tr(J(Y))2‖J(Y)‖2F . (V.29)

III: We have a contribution of

d tr(J(Y)) tr(Ŷ3) ≤d tr(J(Y))‖Ŷ2‖3F
=d4 tr(J(Y))‖J(Y)‖3F . (V.30)

IV: We have a contribution of

tr(F̂4) ≤ d4‖J(F)‖4F . (V.31)

V: We reprint the diagram here, but with labels:

V :

Ŷ Ŷ

Ŷ Ŷ

β

ξ

γ
ψ

α
χ

δ

φ

(V.32)

Let K be the d× d matrix such that

〈ja|K|jb〉 =

√∑

jc,jd

(
〈ja, jc|Ŷ|jb, jd〉

)2

. (V.33)

Then the contribution of the diagram is bounded by

∑

jα,jβ ,jγ ,jδ
jξ,jχ,jφ,jψ

〈jφ, jβ |Ŷ|jχ, jα〉〈jχ, jα|Ŷ|jξ, jβ〉

× 〈jξ, jδ|Ŷ|jψ, jγ〉〈jψ, jγ |Ŷ|jφ, jδ〉

≤
∑

jξ,jχ
jφ,jψ

√√√√
∑

jα,jβ

(
〈jφ, jβ |Ŷ|jχ, jα〉

)2

×
√√√√
∑

jα,jβ

(
〈jχ, jα|Ŷ|jξ, jβ〉

)2

×
√√√√
∑

jγ ,jδ

(
〈jξ, jδ|Ŷ|jψ, jγ〉

)2

×
√√√√
∑

jγ ,jδ

(
〈jψ, jγ |Ŷ|jφ, jδ〉

)2

≤
∑

jξ,jχ
jφ,jψ

〈jφ|K|jχ〉〈jχ|K|jξ〉〈jξ|K|jψ〉〈jψ|K|jφ〉

= tr(K4)

≤ ‖K‖4F

=


∑

ja,jb

∑

jc,jd

(
〈ja, jc|Ŷ|jb, jd〉

)2




2

= ‖Ŷ‖4F
= d4‖J(Y)‖4F . (V.34)

VI: We reprint the diagram here, but with labels:

VI :

Ŷ Ŷ

Ŷ Ŷ

β γα δ

ψ

φ

χ

ξ
(V.35)

Let K ′ be the d× d matrix such that

〈ja|K ′|jb〉 =

√∑

jc,jd

(
〈ja, jc|Ŷ|jb, jd〉

)2

. (V.36)
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Then the contribution of the diagram is bounded by
∑

jα,jβ ,jγ ,jδ
jξ,jχ,jφ,jψ

〈jξ, jβ |Ŷ|jχ, jα〉〈jφ, jα|Ŷ|jψ, jβ〉

× 〈jψ, jδ|Ŷ|jφ, jγ〉〈jχ, jγ |Ŷ|jξ, jδ〉

≤
∑

jξ,jχ
jφ,jψ

√√√√
∑

jα,jβ

(
〈jξ, jβ |Ŷ|jχ, jα〉

)2

×
√√√√
∑

jα,jβ

(
〈jφ, jα|Ŷ|jψ, jβ〉

)2

×
√√√√
∑

jγ ,jδ

(
〈jψ, jδ|Ŷ|jφ, jγ〉

)2

×
√√√√
∑

jγ ,jδ

(
〈jχ, jγ |Ŷ|jξ, jδ〉

)2

≤
∑

jξ,jχ
jφ,jψ

〈jξ|K ′|jχ〉〈jχ|K ′|jξ〉〈jφ|K ′|jψ〉〈jψ|K ′|jφ〉

= tr(K ′2)2

≤ ‖K ′‖4F

=


∑

ja,jb

∑

jc,jd

(
〈ja, jc|Ŷ|jb, jd〉

)2




2

= ‖Ŷ‖4F
= d4‖J(Y)‖4F . (V.37)

VII: We have a contribution of

tr(Ŷ2) tr(Ŷ2) ≤‖Ŷ‖4F
≤d4‖J(Y)‖4F . (V.38)

Looking at all possible diagrams, we see that the total
contribution of any diagram is less than

d4 max{tr(J(Y))4, ‖J(Y)‖4F }. (V.39)

Hence this bounds the size of any term in Eq. (V.18). Each
term in Eq. (V.18) is multiplied by a Weingarten function
Wg(d, 4, στ

−1). The largest Weingarten term is

Wg(d, 4, (1234)) =

d4 − 8d2 + 6

(d+ 3)(d+ 2)(d+ 1)(d− 1)(d− 2)(d− 3)d2

<
2

d4
(V.40)

for d > 3. There are (4!)2 total terms in the sum. Putting it
all together, we have

E[Ŝ4] ≤ 2(4!)2d4 max{tr(J(Y))4, ‖J(Y)‖4F } (V.41)

for d > 3.

Now we combine Eqs. (V.12), (V.13), and (V.41), and the
Payley-Zygmund inquality to obtain

P
[
Ŝ ≥ ξ

]
≥ P

[
Ŝ2 ≥ ξ2E[Ŝ2]

]

≥ (1− ξ2)2(EŜ2)2

EŜ4

≥ (1− ξ2)2 1
4d

4 max{tr(J(F))4, ‖J(F)‖4F }
2(4!)2d4 max{tr(J(F))4, ‖J(F)‖4F }

≥ (1− ξ2)2

8(4!)2
. (V.42)

Thus

Q̂ξ(Ê) ≥ (1− ξ2)2

8(4!)2
. (V.43)

D. Upper-bounding Ŵm(Ê)

In this section, we will bound

Ŵm(Ê) = E sup
Y ∈Ê

tr(Y Ĥ), Ĥ =
1√
m

m∑

i=1

εiJ(Ci)d2,

(V.44)

where the εi are Rademacher random variables, and the
expectation is taken both over the εi and the choice of the
unitaries Ci in the unitary 4-design. Because a unitary 4-design
is also a unitary 2-design, a nearly identical argument to that
used in Sec. IV-F holds, and we have

Ŵm(Ê) ≤ c5
√

ln d · d, (V.45)

where c5 > 0 is some numerical constant.

E. Final result

Combining equations (V.4), (V.7), (V.43) and (V.45), and
setting ξ = 1/4 and t = 1

16 · 1
8(4!)2

√
m, we get that:

inf
U
λmin(Â;D(f̂ , J(U)d, 0))

≥ 1
4

√
m 9

16 · 1
8(4!)2 − 2c5

√
ln d · d− 1

4 t

= 1
4

√
m 1

2 · 1
8(4!)2 − 2c5

√
ln d · d.

(V.46)

Now we set m ≥
(
64(4!)2c0

)2 · d2 ln d, which implies

1

64(4!)2c0

√
m ≥

√
ln d · d, (V.47)

hence

inf
U
λmin(Â;D(f̂ , J(U)d, 0))

≥
√
m

64(4!)2

(
1− 2c5

c0

)
.

(V.48)

This can be plugged into our approximate recovery bound
(V.3). This finishes the proof of Theorem I.1. �
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VI. QUANTUM PROCESS TOMOGRAPHY

A. Motivation

Quantum process tomography is an important tool for the
experimental development of large-scale quantum information
processors. Process tomography is a means of obtaining com-
plete knowledge of the dynamical evolution of a quantum
system. This allows for accurate calibration of quantum gates,
as well as characterization of qubit noise processes, such as
dephasing, leakage, and cross-talk. These are the types of error
processes that must be understood and ameliorated in order
build scalable quantum computers with error rates below the
fault-tolerance threshold.

Formally, a quantum process E is described by a completely-
positive trace-preserving linear map E : Cd×d → Cd×d, which
maps density matrices to density matrices. We want to learn
E by applying it on known input states ρ, and measuring the
output states E(ρ).

Process tomography is challenging for (at least) two reasons.
First, it requires estimating a large number of parameters:
for a system of n qubits, the Hilbert space has dimension
d = 2n, and a general quantum process has approximately
d4 = 24n degrees of freedom. For example, to characterize the
cross-talk between a pair of two-qubit gates acting on n = 4
qubits, using the most general approach, one must estimate
∼ 216 parameters. To address this issue, several authors have
proposed methods based on compressed sensing, which exploit
sparse or low-rank structure in the unknown state or process,
to reduce the number of measurements that must be performed
[3], [5], [40]–[44].

The second challenge is that, in most real experimental
setups, one must perform process tomography using state
preparation and measurement devices that are imperfect. These
devices introduce state preparation and measurement errors
(“SPAM errors”), which limit the accuracy of process tomog-
raphy. This limit is encountered in practice, and often produces
non-physical estimates of processes [49]. Perhaps surprisingly,
there are methods that are robust to SPAM errors, such as
randomized benchmarking [45]–[49], and gate set tomography
[37]–[39].

Here, we show how our phase retrieval techniques can
address both of these challenges. We focus on the special case
where we want to learn a unitary quantum process. This is a
process U : Cd×d → Cd×d that has the form

U : ρ 7→ UρU†, (VI.1)

where U ∈ Cd×d is a unitary matrix. This describes the
dynamics of a closed quantum system, e.g., time evolution
generated by some Hamiltonian, or the action of unitary gates
in a quantum computer. Using our phase retrieval techniques,
we devise methods for learning U that are both fast and robust
to SPAM errors (at least in principle).

Whereas a generic quantum process would have ∼ d4

degrees of freedom, U has only ∼ d2 degrees of free-
dom. Our phase retrieval techniques work by estimating
m = O(d2poly(log d)) parameters of U , hence they achieve

a quadratic speedup over conventional tomography. Further-
more, we show how these measurements can be implemented
using commonly-available quantum operations. In particular,
they can be performed using randomized benchmarking pro-
tocols, which are robust to SPAM errors.

B. Measurement Techniques

In order to learn the unknown process U , we would like
to measure the quantities |tr(C†i U)|2, where C1, . . . , Cm are
chosen at random from a unitary 4- or 2-design in Cd×d. Then
we can apply the PhaseLift algorithm to reconstruct U .

We remark that these measurements are quite different from
the Pauli measurements that were used in earlier works on
compressed sensing for quantum tomography [3]–[5]. In those
earlier works, one would estimate the Pauli expectation values
of the Jamiolkowski state J(U). This led to measurements of
the form tr((P1⊗P2)J(U)) = 1

d tr(P1UP2U
†), where P1 and

P2 were multi-qubit Pauli operators.
There are (at least) two ways of measuring the quantity
|tr(C†U)|2, for some prescribed unitary C ∈ Cd×d. The
first way works by estimating the Choi-Jamiolkowski state
of U . This method is straightforward, and fairly efficient,
but it requires reliable and error-free state preparations and
measurements.

To apply this method, recall that any quantum process E
can be equivalently described by its Choi-Jamiolkowski state,

J(E) = (E ⊗ I)(|Φ+〉〈Φ+|) ∈ Cd
2×d2 , (VI.2)

which is obtained by applying E to one half of the maximally
entangled state |Φ+〉 = 1√

d

∑d−1
i=0 |i〉 ⊗ |i〉 ∈ Cd2 . In the

case of a unitary process U , this is equivalent to the “lifted”
representation of U used in PhaseLift:

J(U) = (U ⊗ I)|Φ+〉〈Φ+|(U† ⊗ I)

=
1

d
vec(U)vec(U)†.

(VI.3)

In particular, this implies that

|tr(C†U)|2 = d2 tr(J(C)J(U))

= d2
∣∣〈Φ+|(C† ⊗ I)(U ⊗ I)|Φ+〉

∣∣2.
(VI.4)

Thus, the quantity |tr(C†U)|2 can be estimated via the
following procedure: (1) prepare a maximally entangled state
|Φ+〉 on two registers; (2) apply the unknown unitary operation
U (on the first register); (3) apply the prescribed unitary
operation C† (on the first register); (4) measure both registers
in the Bell bases; (5) repeat the above steps, and count the
number of times that the outcome |Φ+〉 is observed.

The second way of estimating |tr(C†U)|2 makes use of
a more sophisticated technique known as randomized bench-
marking tomography [48], [49]. This method is robust to
SPAM errors, but it is also quite resource-intensive. In addi-
tion, this method requires that the measurement matrix C be
chosen from some group that has a computationally efficient
description, such as the Clifford group [26], [27].

In randomized benchmarking tomography, one implements
a sequence that alternates between applying a random Clifford
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and applying the unknown unitary map U . This alternation
repeats L times, and then is followed by a single recovery
Clifford operation. For example, the recovery operation could
be the Clifford that inverts the action of the L randomly
applied Cliffords in the sequence, so the total effect of the
L+1 applied Cliffords (ignoring the applications of U) would
be the identity.

This protocol, when repeated many times, and for many
different lengths L, produces a measurement signature of a
decaying exponential in L, where the rate of decay depends
only on tr(U). By choosing different recovery operations, one
can cause the rate of decay to depend on tr(UC†) for any
Clifford C. (This analysis assumes that Clifford operations can
be implemented perfectly. If the Clifford operations contain
errors, this procedure still works, and it produces a character-
ization of the process U ◦ Λ, where Λ is the average Clifford
error.)

To summarize, randomized benchmarking tomography al-
lows us to estimate quantities of the form tr(UC†), where we
can choose C : ρ 7→ CρC† to be any Clifford operation. We
can rewrite this as

tr(UC†) = d2 tr(J(U)J(C)) = |tr(C†U)|2. (VI.5)

C. Numerical Simulation

We ran numerical simulations to assess the performance
of the PhaseLift algorithm for reconstructing an unknown
unitary operation U : ρ 7→ UρU† (where U ∈ Cd×d), using
random Clifford measurements C1, . . . , Cm ∈ Cd×d. In our
simulations, we chose U at random, by sampling from the Haar
distribution on the unitary group. We then sampled the Ci from
the uniform distribution on the Clifford group. We compared
this with a second scenario, where the Ci were sampled from
the Haar distribution on the unitary group, since this is the
“best” measurement ensemble for phase retrieval.

We simulated the measurement procedure (I.6) on U , in the
noiseless case (ε = 0). Then we solved the PhaseLift convex
program (I.7), again in the noiseless case (η = 0), in order to
obtain an estimate U ′ of U . Here we omitted the non-spikiness
constraints (I.14), in order to make the convex program easier
to solve. Finally, we computed the reconstruction error in the
Frobenius norm, ‖J(U ′)− J(U)‖F .

The results are shown in Figure 1. These results suggest that
phase retrieval using random Clifford measurements performs
nearly as well as phase retrieval using Haar-random unitary
measurements. In both cases, the number of measurements
scales as m ≈ Cd2, where C ≈ 4.8. This suggests that, al-
though random Clifford operations are not a unitary 4-design,
they are “close enough” to ensure accurate reconstruction of
unitary matrices via phase retrieval.
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APPENDIX

Given a completely positive and trace preserving quantum
operation F : Cd×d → Cd×d, there are several useful repre-
sentation of F . One is the Choi-Jamiolkowski representation
J(F) ∈ Cd2×d2 ,

J(F) = (F ⊗ I)(|Φ+〉〈Φ+|), (A.1)

which is obtained by applying F to one half of the maximally
entangled state |Φ+〉 = 1√

d

∑d−1
i=0 |i〉 ⊗ |i〉 ∈ Cd2 . Another is

the Liouville representation FL ∈ Cd2×d2 ,

〈kl|FL|ij〉 = 〈k|F(|i〉〈j|)|l〉
= d〈ki|J(F)|lj〉, (A.2)

where |i〉, |j〉, |l〉 and |k〉 are any standard basis states.
All representations are completely equivalent, and it is a

simple exercise to convert between them. However, certain
representations make it easier to check for properties like
complete positivity.
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For example from the complete positivity constraint, we
have that J(X ) is Hermitian, so

〈ki|J(X )|lj〉 = 〈lj|J(X )∗|ki〉. (A.3)

Converting this into Liouville representation, we have

〈kl|XL|ij〉 = 〈lk|(XL)∗|ji〉. (A.4)

Using this fact, we can show that for completely positive
superoperators F and K,

tr(J(F)J(K)) =
1

d2
tr(FL(KL)†). (A.5)

To see this, we calculate

tr(J(F)J(K)) =
1

d2
tr


∑

ij

F(|i〉〈j|)K(|j〉〈i|)




=
1

d2

∑

ijkl

〈k|F(|i〉〈j|)|l〉〈l|K(|j〉〈i|)|k〉

=
1

d2

∑

ijkl

〈kl|FL|ij〉〈kl|(KL)∗|ij〉

=
1

d2
tr(FL(KL)†). (A.6)

Additionally, we note that for unitary maps U : ρ 7→ UρU†,
where U is a unitary operation, the corresponding Liouville
representation takes the form

UL = U ⊗ U∗, (A.7)

because

U(|i〉〈j|) = U |i〉〈j|U† (A.8)

Using Eq. (A.5) and Eq. (A.7), we have that for a map U
representing a unitary U and a map C representing a unitary
C, that

tr(J(U)J(C)) = (1/d2)|tr(U†C)|2. (A.9)
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Polarized single-scattering phase function determined for a
common reflectance standard from bidirectional reflectance

measurements

Thomas A. Germer

Sensor Science Division
National Institute of Standards and Technology

Gaithersburg, MD 20899 USA

ABSTRACT

We report on Mueller matrix bidirectional reflectance distribution function (BRDF) measurements of a sintered
polytetrafluoroethylene (PTFE) sample over the scattering hemisphere for incident angles from 0◦ to 75◦ and
for four wavelengths from 351 nm to 1064 nm. The data are fit to a radiative transfer equation solution for a
diffuse medium, letting parameters describing the single scattering phase function be adjusted.

Keywords: BRDF, Mueller matrix, PTFE, radiative transfer, reflectance standards

1. INTRODUCTION

Having high reflectance from the near ultraviolet to the near infrared and being relatively Lambertian, pressed
polytetrafluoroethylene (PTFE) powder was developed as a reference standard for diffuse reflectance and is
used for constructing integrating spheres for irradiance averaging devices and uniform radiance sources.1–3 A
sintered, machinable version of the material is sold under the trade names Labsphere Spectralon, Avian Technolo-
gies Fluorilon-99W, SphereOptics Zenith, Lake Photonics Spectralex, Gigahertz-Optik OP.DI.MA, and others.∗

Much of its reflectance properties are well documented. Many studies considered the like- and crossed-polarized
reflectance properties in the plane of incidence.4–9 Mueller matrix properties in the plane of incidence are re-
ported in Refs. 11–15. A small number of measurements are reported out of the plane of incidence,16,17 while
others considered the wavelength dependence of the optical properties.1–3,10,11

Recently, we performed and published a comprehensive Mueller matrix bidirectional reflectance distribution
function (BRDF) measurement for a sintered PTFE sample, covering the hemisphere with over 300 sampled
points at each of six incident angles ranging from normal incidence to 75◦ and for four wavelengths (351 nm,
532 nm, 633 nm, and 1064 nm).18 Expanding upon the work of Koenderink and van Doorn (KvD),19 the data
were fit to a phenomenological description of the Mueller matrix BRDF that, by use of symmetric products of
Zernike polynomials, is complete for smooth functions and obeys reciprocity. That description allows for an on-
demand evaluation of the Mueller matrix BRDF for any scattering geometry. The phenomenological description
of the scattering function for sintered PTFE fully describes the reflective scattering properties of a thick sample,
but it lacks any physical insight into how the material might behave if, for example, an absorber were added,
the grain size changed, or the surface smoothened.

In this work, we consider a radiative transfer equation (RTE) model with a generalized polarimetric single
scattering phase function. By fitting the data taken in Ref. 18, we find that we can determine the single scattering
phase function for this material.

In Sec. 2, we describe the measurements and present the results. In Sec. 3, we outline the radiative transfer
equation, its solution, and how we generalize it to include polarization. In Sec. 4, we describe the results of
fitting the data to the polarized radiative transfer equation solution.

Corresponding author: thomas.germer@nist.gov, Telephone: 1 301 975 2876
∗Certain commercial equipment, instruments, or materials are identified in this paper in order to specify the exper-

imental procedure adequately. Such identification is neither intended to imply recommendation or endorsement by the
National Institute of Standards and Technology, nor is it intended to imply that the materials or equipment identified are
necessarily the best available for the purpose.
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2. MEASUREMENT

Measurements were carried out using the laser-based goniometric optical scatter instrument (GOSI) at the Na-
tional Institute of Standards and Technology (NIST).20 GOSI measures the Mueller matrix BRDF,21

f r(θi, φi, θr, φr), for any pair of incident (defined by polar angle θi and azimuthal angle φi) and scattering (de-
fined by polar angle θr and azimuthal angle φr) directions at a number of laser wavelengths. Four laser sources
were used for these measurements: a continuous wave (cw) Nd-doped yttrium-aluminum-garnet (Nd:YAG) laser
operating at 1064 nm, a cw HeNe laser operating at 633 nm, a frequency-doubled cw Nd:YAG laser operating at
532 nm, and a frequency-doubled mode-locked Ti:sapphire laser operating at 351 nm (fundamental at 702 nm).
The solid angle subtended by the receiver was 1.114× 10−4 sr. The sample was an 8 mm thick, 50 mm diameter
coupon of sintered PTFE obtained commercially. The material was unsupported, and the back was left open
during the measurements. Data were taken for six incident angles (0◦, 15◦, 30◦, 45◦, 60◦, and 75◦), measuring
the scatter on a uniform grid in direction cosine space, with direction cosine spacing of 0.1, so that there were
304 scattering directions measured for each incident angle. Points (6 total) were removed from each wavelength’s
dataset if the receiver was blocking the incident beam.

Mueller matrix measurements were performed using a rotating-retarder polarization state generator and a
rotating-retarder polarization state analyzer. Sixteen measurements in a 4 × 4 grid were performed at each
scattering geometry. The reduction matrix converting the sixteen measurements to the Mueller matrix was
determined using the method of Compain et al.22 This method uses a high quality polarizer (in this case a Glan-
Taylor polarizer) in transmission and a diattenuator-retarder (in this case a silicon wafer with a nominal 1000 nm
thermally-grown SiO2 layer) in reflection. While the method calls for one full Mueller matrix measurement from
each of the two references and one without any sample present, we perform measurements of the polarizer in
transmission for 18 different rotations (0◦ to 170◦), measurements of the diattenuator-retarder for 18 angles of
incidence (30◦ to 75◦), and 18 measurements without any reference at all. Thus, there was significant redundancy
in our calibration process that allows us to determine various figures of merit for the accuracy of subsequent
measurements. For example, the standard deviations of all the reference measurements across all elements
of the normalized Mueller matrix were 0.0043 (for 351 nm), 0.0014 (for 532 nm), 0.0023 (for 633 nm), and
0.0052 (for 1064 nm). We believe we can use these standard deviations as standard uncertainties in subsequent
measurements.

We choose to express the Mueller matrix BRDF in a polarization basis that avoids singularities in the incident
or scattering hemispheres. In an s and p basis, defined as perpendicular and parallel, respectively, to the plane
containing the direction of propagation and the surface normal (with different planes for incident and scattering
directions), there exists a singularity along the surface normal. In a ⊥ and ‖ basis, defined as perpendicular and
parallel, respectively, to the plane containing both the incident and scattering directions of propagation, there
exists a singularity in the retroreflection direction. Therefore, we chose an x and y basis set, defined as the same
as p and s, respectively, when φi = 0 and φr = 0, but which rotate by φi and φr, respectively, to remove the
singularity existing in the s-p basis at the surface normal. We consider y, x, and the direction of propagation to
form a right-handed triplet. The x-y basis is the natural basis in a back-focal-plane microscope scatterometer.
Here, we define the four elements of Stokes vectors by

S0 = Iy + Ix,
S1 = Iy − Ix,

S2 = Iy+x − Iy−x,
S3 = Il − Ir,

(1)

where Iy, Ix, etc. are intensity-like quantities (e.g., irradiance or radiance). Il and Ir are intensities for left and
right circular polarizations, where we use the convention that right-handed polarization refers to the electric field
rotating clockwise when viewing into the beam.

The actual Mueller matrix BRDF data have larger uncertainties than those estimated by the calibration
process, due to random errors imposed by laser speckle and the lower signal levels of the scatter measurement;
these can be estimated by observing the point-to-point variations in the data. The apparent noise is higher for
the 1064 nm results, partly because of the longer wavelength, but also since the focussing of the system had been
changed so that the spot size at the sample was smaller.
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Figure 1. The Mueller matrix BRDF at 351 nm shown in direction cosine space (vertical and horizontal
scales −1 to 1). Each column corresponds to an incident angle. The top row shows the measured data, while
the second row shows the fit to the radiative transfer equation model. The 00 element is on a scale from
(black) 0.25 sr−1 to (white) 0.45 sr−1, while the other elements are shown normalized on a scale from (blue)
−0.1 to (red) 0.1. Some regions are saturated on this scale.

Figure 2. The Mueller matrix BRDF at 532 nm shown in direction cosine space (vertical and horizontal
scales −1 to 1). Each column corresponds to an incident angle. The top row shows the measured data, while
the second row shows the fit to the radiative transfer equation model. The 00 element is on a scale from
(black) 0.25 sr−1 to (white) 0.45 sr−1, while the other elements are shown normalized on a scale from (blue)
−0.1 to (red) 0.1. Some regions are saturated on this scale.

The results of the measurements are shown in the upper rows of Figs. 1–4 for 351 nm, 532 nm, 633 nm, and
1064 nm, respectively. The results are shown in direction cosine space, so that the radial coordinate represents
sin θr, and the plane of incidence is a horizontal line through the center of each circle. The lower rows of Figs. 1–4
show the best fit to the data as described later in this paper.

3. THEORY

3.1 Scalar radiative transfer equation

The scalar form of the radiative transfer equation for a stratified, possibly anisotropic, medium, ignoring emission,
is

cos θ
dL(z,Ω)

dz
= −A(z,Ω)L(z,Ω)−

∫

4π

G(z,Ω′,Ω)L(z,Ω) dΩ′ +
∫

4π

G(z,Ω,Ω′)L(z,Ω′) dΩ′, (2)
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Figure 3. The Mueller matrix BRDF at 633 nm shown in direction cosine space (vertical and horizontal
scales −1 to 1). Each column corresponds to an incident angle. The top row shows the measured data, while
the second row shows the fit to the radiative transfer equation. The 00 element is on a scale from (black)
0.25 sr−1 to (white) 0.45 sr−1, while the other elements are shown normalized on a scale from (blue) −0.1 to
(red) 0.1. Some regions are saturated on this scale.

Figure 4. The Mueller matrix BRDF at 1064 nm shown in direction cosine space (vertical and horizontal
scales −1 to 1). Each column corresponds to an incident angle. The top row shows the measured data, while
the second row shows the fit to the radiative transfer equation model. The 00 element is on a scale from
(black) 0.25 sr−1 to (white) 0.45 sr−1, while the other elements are shown normalized on a scale from (blue)
−0.1 to (red) 0.1. Some regions are saturated on this scale.

where L(z,Ω) is the radiance at depth z propagating in direction Ω, A(z,Ω) is the absorption coefficient at
depth z for light propagating in direction Ω, G(z,Ω,Ω′) is the differential scattering coefficient at depth z for
light propagating from direction Ω′ and scattering to direction Ω, and θ is the polar angle of the direction of
propagation. On the right-hand side of Eq. (2), the first term describes the absorption, the second term describes
the losses from scattering away from the direction Ω, and the third term describes gains from scattering from
other directions into direction Ω.

We can divide Eq. (2) by cos θ, separate each integral into upward and downward propagating hemispheres,
change the integration variables from dΩ′ = sin θ′ dθ′dφ′ to sec θ′ dx′dy′ (where x′ = sin θ′ cosφ′ and y′ =
sin θ′ sinφ′ are the direction cosines), separate the directions into those propagating upward and downward, and
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approximate the integrals by sums. Thus, for small ∆z,

∆L+
j =

∑

k

(T+
jk − δjk)L

+
k +

∑

k

R+
jkL

−
k , (3a)

∆L−
j =

∑

k

(T−
jk − δjk)L

−
k +

∑

k

R−
jkL

+
k , (3b)

where

T±
jk = δjk −

A(z,Ω±
j )

cos θj
∆z δjk −

G(z,Ω±
k ,Ω

±
j )

cos θj cos θk
∆z wk −

G(z,Ω±
k ,Ω

∓
j )

cos θj cos θk
∆z wk +

G(z,Ω±
j ,Ω

±
k )

cos θj cos θk
∆z wk, (4a)

R±
jk =

G(z,Ω±
j ,Ω

∓
k )

cos θj cos θk
∆z wk. (4b)

L−
k is the radiance in the downward direction Ω−

k , while L+
k is radiance in the upward direction Ω+

k . The
directions and weights, wk, are chosen to approximate the integral using Gaussian cubature on the unit circle
using Zernike polynomials as the orthogonal polynomials.23 The solution to Eqs. (3)–(4) can be found by using
the adding-doubling method.24 That is, if we create matrices T± and R± whose elements are T±

jk and R±
jk,

respectively, we can show that two layers (with T±
1 and R±

1 above T±
2 and R±

2 below) can be combined so that
the net matrices are

R+
12 = R+

2 +T−
2 (1−R+

1 R
−
2 )

−1R+
1 T

+
2 , (5a)

R−
12 = R−

1 +T+
1 (1−R−

2 R
+
1 )

−1R−
2 T

−
1 , (5b)

T+
12 = T+

1 (1−R−
2 R

+
1 )

−1T+
2 , (5c)

T−
12 = T−

2 (1−R+
1 R

−
2 )

−1T−
1 . (5d)

The reflection and transmission properties of a finite thickness of homogeneous material can thus be obtained
by starting with a very thin layer and applying Eqs. (5) numerous times until the desired thickness is achieved.

Although the surface of the sintered PTFE is very rough, we designed the code to also handle the possibility
of the top and bottom surfaces being smooth and exhibiting Fresnel reflection and refraction. This treatment is
performed in two steps. First, we create a layer at each interface that exhibits the reflectances (R+

t for the top
interface and R−

b for the bottom interface) predicted for a specific index of refraction using Fresnel theory and
unit transmittance. We apply the adding-double analysis above, treating each interface as a new layer. All of the
directions of propagation (Ω±

j ) are treated as those inside the medium. In the second step, we apply Snell’s law
to relate the external angles of propagation with those internal to the layer and apply the Fresnel transmittance
of the interface to determine the radiances outside the material.

The net matrices R±
net and T±

net define the relationship between the incident and scattered radiance. Since
irradiance Ek = Lk cos θk dΩk → Lkwk, the BRDF is given by

fr(Ωk,Ωj) = [R−
net]jk/wk. (6)

3.2 Polarized radiative transfer equation

To generalize the radiative transfer solution above to include polarization, we can treat L±
j as four-element Stokes

vectors and the absorption coefficients A and the diffential scattering coefficients G as 4 × 4-element Mueller
matrices. However, we must consider two issues: we must ensure that the coordinate systems in which the Stokes
vectors and Mueller matrices are expressed are consistent, and we need to treat the polarization-dependent loss
from scattering away from Ω correctly.

It is natural to express the differential scattering coefficient using a local basis defined with respect to the
plane containing Ω and Ω′. However, such a basis is unique for every combination of Ω and Ω′. Thus, we need
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to use a global basis defined consistently for each direction Ω. For this, we choose the x-y basis, discussed above,
and make the necessary coordinate transformations. Thus, we make the substitution

G(z,Ωk,Ωj) → R(Ωk,Ωj ,Ωk)G(Ωk,Ωj)R−1(Ωj ,Ωk,Ωj) (7)

where G(Ωj ,Ωk) is the Mueller matrix differential scattering coefficient in the local coordinates (defined by the
plane containing Ωj and Ωk) and R(Ωj ,Ωk,Ω

′) is a Mueller rotation matrix that rotates a Stokes vector from
those local coordinates into the x-y coordinates defined for Ω′.

The second term on the right hand side of Eq. (2) describes the scattering away from the direction Ω. As such,
the Mueller matrix for scattering only removes energy, based upon the Stokes vector of the incident radiance and
should not otherwise retard, rotate, or depolarize the radiation in its original direction Ω. The matrix should
thus appear as the differential matrix for diattenuation and only retain its polarization-dependent loss properties.
The differential loss matrix can be defined from the scattering matrix25 m by

Λ(m) ≡




m00 m01 m02 m03

m01 m00 0 0
m02 0 m00 0
m03 0 0 m00


 . (8)

The following substitution should be made in the second term of the right hand side of Eq. (2):

G(z,Ωj ,Ωk) → Λ[R(Ωj ,Ωk,Ωk)G(z,Ωj ,Ωk)R−1(Ωj ,Ωk,Ωk)], (9)

where we also include the rotation matrices as was done in Eq. (7).

Lastly, we need to consider the first term on right hand side of Eq. (2). The Mueller matrix absorption
coefficient should also have the form of Eq. (8). For isotropic media, it is simply the product of the scalar
absorption coeffient and the unit matrix. As for the phase function, we need to rotate the radiance into the local
coordinate system of the scatterer, multiply by the absorption Mueller matrix, and then rotate back into the
global coordinate system:

A(z,Ωj) → R(Ωj ,Ωj ,Ωj)A(z,Ωj)R−1(Ωj ,Ωj ,Ωj), (10)

where A(z,Ωj) is the Mueller matrix absorption function in the local coordinates. It should be noted that these
rotations are not necessary for the phase functions implemented in this paper, since they do not depend upon
incident direction.

When evaluating the BRDF at arbitrary incident-reflected direction combinations, we seek a suitable smooth-
ing algorithm that is efficient and maintains the symmetries of the solution. The algorithm we chose is based
upon interpolation by the Zernicke polynomials, similar to that used in Ref. 18.

3.3 Single scattering phase function

The scalar differential scattering coefficient G(z,Ωj ,Ωk) is the product of the single scattering phase function
p(z,Ω′,Ω) and the scattering coefficient σ, where the phase function is normalized by

∫

4π

p(z,Ω′,Ω) dΩ′ = 1. (11)

We use a phase function based upon the scalar Henyey-Greenstein (HG) phase function,26 given by

p(α) =
1

4π

1− g2

(1− 2g cosα+ g2)3/2
, (12)

where α is the scattering angle and the asymmetry parameter g corresponds to the average of the cosine of the
scattering angle. For the polarimetric behavior, we assume that it has the same Henyey-Greenstein magnitude,
but with a scattering matrix given in the local scattering coordinate system by

p(α) = p(α)×




1 m01(α) 0 0
m01(α) m11(α) 0 0

0 0 m22(α) m23(α)
0 0 −m23(α) m33(α)


 . (13)
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Figure 5. The polarimetric single scattering phase functions determined from the data.

This form is that expected for an isotropic medium. For each of the elements mjk(α), we parameterize it with
four points, mjk(0

◦), mjk(60◦), mjk(120
◦), and mjk(180

◦), and use a cubic spline to interpolate it between these
values, forcing m′

jk(0
◦) = 0 and m′

jk(180
◦) = 0. There are further restrictions on the form in the forward (0◦)

and backward (180◦) scattering directions:

m11(180
◦) = −m22(180

◦), (14a)

m01(0
◦) = m01(180

◦) = m23(0
◦) = m23(180

◦) = 0, (14b)

m11(0
◦) = m22(0

◦). (14c)

Finally, we found that we needed to fix the forward scattering matrix elements tom11(0
◦) = m22(0

◦) = m33(0
◦) =

1 in order to obtain realizable matrices during data fitting.

4. RESULTS AND DISCUSSION

We performed a weighted Levenberg-Marquardt non-linear least squares fit of the data for each wavelength to
the radiative transfer theory described above. The parameters included thirteen describing the phase function
[g, m11(60

◦), m11(120
◦), m11(180

◦), m22(60
◦), m22(120

◦), m01(60
◦), m01(120

◦), m23(60
◦), m23(120

◦), m33(60
◦),

m33(120
◦), and m33(180

◦)], the index of refraction of the material, and the scattering coefficient. No absorption
was included. Since the sample was thick, the results depended only weakly on the scattering coefficient;
its inclusion in the fit was primarily to match the integrated reflectance. The weightings were chosen to be
(0.01fr,00)

−2 for the 00 terms and (0.01)−2 for the normalized Mueller matrix elements. These fits were performed
for several different choices of integration points (Ωj and wj) and found to be relatively stable. The resulting
fits are shown in the second rows of Figs. 1–4. The root-mean-square (rms) differences between the data and the
fits were 0.013 (351 nm), 0.008 (532 nm), 0.010 (633 nm), and 0.016 (1064 nm).

The average of the effective refractive index for all the fits was 1.018 with a standard deviation of 0.003. This
value is very different than the index of refraction of solid PTFE (1.36). However, the main role of the refractive
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Figure 6. The asymmetry parameter g as a function of wavelength λ. The points represent the mean of five
different fits, each using a different order of Gaussian cubature for the sampled integration points, and the
uncertainties show the entire range of the results.

index in these calculations is the application of Snell’s law in relating external and internal propagation angles.
Large amounts of roughness substantially decreases the average angle of refraction.27 Thus, this index should
not be thought of as the index of PTFE, but rather an indication of how rough the material is.

The resulting phase functions are shown in Fig. 5, and the parameter g is shown as a function of wavelength
in Fig. 6. The values shown in Fig. 6 represent the mean of the values obtained from the different integration
points, while the uncertainties shown represent the entire range of the values. There are some noticeable trends
in the results. As the wavelength increases, the single scattering phase function becomes more strongly peaked
in the forward scattering direction (i.e., g increases with wavelength λ). As the wavelength increases, the amount
of depolarization also decreases. That is, for most scattering angles, |mjk| increases with wavelength.

The values obtained for the asymmetry parameter g (see Fig. 6) are significantly smaller than those observed
in other studies. For example, Huber et al. found that, at 633 nm, g = 0.89 ± 0.03, and at 350 nm, g =
0.710 ± 0.004.28 We believe that this may be partly due to material-to-material variations and partly due to
the differences in analysis. Huber et al. used much thinner films, laser-ablated them to thickness, and appear
to use the natural index of refraction of the PTFE (1.36) in their analysis, thus possibly ignoring the effects of
roughness and overestimating their value of g. But, by measuring the scattering only in reflection, albeit for
large incident angles, our method may be unduly weighting the results by the shape of the phase function in
the backwards scattering direction. That is, the scattering can be considered as a sum of singly scattered and
multiply scattered radiation. The former adds structure to the BRDF and the Mueller matrix, while the later
is primarily Lambertian and depolarizing. Insofar as we are using the Henyey-Greenstein form for the phase
function, we are restricting ourselves to fitting the behavior at large angles, rather than at its peak in the forward
scattering direction.
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Abstract: The National Institute of Standards and Technology (NIST) has provided remote 

frequency and time calibration services to customers for more than three decades. These services 

continuously compare a customer’s primary frequency and/or time standard to the coordinated 

universal time scale kept at NIST, known as UTC(NIST), which is the U. S. national standard for 

frequency and time. The remote calibration services differ from traditional calibration services in 

at least two important ways. The first difference is that the customer does not send the device 

under test to NIST. Instead, NIST sends equipment to the customer that automates the 

measurements and returns the results via a network connection. The second difference is that the 

calibration never stops. New measurement results are recorded 24 hours per day, 7 days a week. 

This allows customers to continuously establish traceability to the International System (SI) via 

UTC(NIST) without ever disturbing or moving their standard.  

Since their inception, these services have evolved to meet the frequency and time requirements 

of customers in a variety of public and private sectors. Initially, most of the customers were 

calibration and metrology laboratories, primarily located at U. S. military installations and at 

defense contractor sites. Those customers remain an integral part of the customer base, but the 

reach of the services now extends to research laboratories, the aerospace industry, the energy 

industry, electronics and instrument manufacturers, and most recently, to financial markets and 

stock exchanges. This paper discusses the reach and impact of the NIST remote frequency and 

time calibration services by describing how they work, their calibration and measurement 

capabilities, their quality system, and the requirements of the customers that they serve.  

1. Introduction and Overview 

Although they are now classified as calibration services, the services that comprise the remote 

frequency and time calibration program at NIST have their roots in the measurement assurance 

program (MAP) that was formally announced by NIST’s predecessor, the National Bureau of 

Standards (NBS), in the early 1980s. A MAP was defined as a “quality assurance program for a 

measurement process that quantifies the total uncertainty of the measurements with respect to 

national or other designated standards and demonstrates that the total uncertainty is small enough 

to meet the user’s requirements.” A MAP differed from a calibration service because it focused 

on “the quality of the measurements being made in the participating laboratory rather than on the 

properties of participants instruments or standards.” Participation in a MAP was potentially a 

way to calibrate “the entire laboratory” [1]. 
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Before implementing the MAP program, the NBS time and frequency division had little 

experience performing remote calibrations for customers. The division did have, however, many 

years of experience in frequency and time research, in distributing frequency and time reference 

signals, and in participating in national and international comparisons. Once the division was 

aware of the requirements of potential customers, it combined the experience gained from past 

research, distribution, and comparison efforts to develop new services. In fact, each of the remote 

frequency and time calibration services currently offered by NIST can be traced to technology 

that was originally developed for other projects or experiments, and that was then refined until it 

was reliable and “user friendly” enough to make it available to customers. The goal was to make 

the service accessible to any customer with a frequency or time measurement requirement, 

regardless of where they were located or their level of metrology experience. 

 

To illustrate this, note that the Frequency Measurement and Analysis Service (FMAS), which 

debuted in 1984, has its origins in work performed to develop frequency measurement systems 

for the United States Air Force from about 1980 to 1983 [2]. The Time Measurement and 

Analysis Service (TMAS), which debuted in 2006 [3], is based on technology first developed at 

NIST in 2005 to support real-time, international time comparisons for SIM (Sistema 

Interamericano de Metrologia or Interamerican Metrology System in English), the regional 

metrology organization (RMO) that supports North, Central, and South America [4]. The 

common-view disciplined clock services [5] that first appeared as optional add-ons to the TMAS 

in 2010, were the outgrowth of experiments conducted with the United States Coast Guard 

beginning in 2008 [6]. Finally, the time code output and time code monitoring options for the 

TMAS have their roots in development work first done at NIST to support international 

comparisons of Internet time servers in the SIM region in 2014 [7]. 

NIST’s approach to a MAP for remote frequency and time calibrations has always been based on 

a consistent philosophy and mode of operation. Every customer receives an automated 

measurement system that runs continuously with very little attention. This has several benefits. 

First, automation and standardized equipment means that every customer makes their 

measurements the exact same way. Second, the measurements never stop, continuing 24 hours 

per day, seven days per week. Third, the customer’s standard is never sent outside their 

laboratory, making it always available for use. Fourth, because the measurements are automated, 

labor costs are reduced. Finally, and perhaps most importantly, NIST staff monitor and fully 

support the measurements. They are available to answer questions and provide technical support, 

to help customers best utilize the measurement system within the framework of their laboratory, 

and to educate customers about time and frequency metrology. This results in services with more 

“value added” than traditional calibration services, which typically just deliver a certificate or 

report.  

Table 1 lists each remote frequency and time calibration service and summarizes its 

measurement capabilities. Section 2 provides a technical description of how the services work. 

The customers and industries reached by the services and their metrological requirements are 

discussed in Section 3. The NIST quality system that supports the services is discussed in 

Section 4. Customer accreditation is discussed in Section 5 and Section 6 provides a summary. 

 

Lombardi, Michael. 
”The Reach and Impact of the Remote Frequency and Time Calibration Program at NIST.” 

Paper presented at 2018 NCSL International Workshop and Symposium, Portland, OR, United States. August 27, 2018 - August 30, 2018. 

SP-318



NCSL International Workshop & Symposium | Measurements of Tomorrow 
August 27-30, 2018 | Portland, Oregon 

3 
 

 

Table 1. The NIST remote frequency and time calibration services. 

Service Name Frequency 

Measurement 

and Analysis 

Service 

(FMAS) 

 

Time 

Measurement 

and Analysis 

Service 

(TMAS) 

NIST Disciplined 

Clock Service 

(NISTDC)  

Time 

Code 

Output 

Service 

Time Code 

Monitoring 

Service 

NIST ID 

Number 

 

76100C 76101C 76102C, 

Rubidium 

76103C, 

Cesium 

76104C 76105C 

Year 

Introduced 

 

1984 2006 2010 2017 2017 

Other 

Services 

Required 

 

None None 76101C, customer 

must supply cesium 

clock for 76103C 

76101C, 

either 

76102C or 

76103C 

76101C, 

either 76102C 

or 76103C 

Signals 

Measured 

 

All frequencies 

from 1 Hz to 120 

MHz 

1 Hz 1 Hz NA NTP packets 

Measurement 

Channels 

 

5 1 1 2 outputs, 

NTP/PTP 

12 

Time 

Uncertainty 

(k = 2) 

 

NA 12 ns (typical) 10 ns (typical) NA < 10 µs, but 

usually larger 

due to 

network 

asymmetry 

 

Frequency 

Uncertainty 

(k = 2) 

 

2 × 10
-13

 at 1 day 5 × 10
-14

 at 1 day 5 × 10
-15

 at 1 day NA NA 

Interval 

between 

comparison 

graphs 

 

24 hours 10 minutes 10 minutes NA 10 minutes 

Calibration 

Report 

Interval 

 

Monthly Monthly Monthly 

 

NA NA, results 

available via 

Internet 
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2. Technical Description 

The foundation for the remote calibration services is built upon a few fundamental time and 

frequency metrology techniques; including time interval measurements, common-view 

observations of Global Positioning System (GPS) satellite signals, disciplining a local clock so 

that its frequency and time agrees with a remote reference, and comparing received time codes to 

a reference clock. This section briefly describes each technique and how it applies to the 

services. 

The FMAS (76100C) and TMAS (76101C) measurement systems include a time interval counter 

(TIC) and implement the time interval measurement technique. Figure 1 shows a simplified 

configuration where a device under test (DUT) is compared to a local reference. In both the 

FMAS and TMAS systems, the DUT signal is a 1 Hz output from the customer’s primary 

standard and the local reference signal is the 1 Hz output of a GPS timing receiver. Figure 1 

shows frequency dividers in the path between the signal sources and the TIC, but in the case of 

the TMAS no frequency division is necessary. The FMAS does, however, require frequency 

division, a feature that allows it to measure a large range of frequencies but precludes it from 

measuring the DUT’s time offset from NIST. The FMAS divides each signal to 1 Hz before it 

reaches the TIC, and includes a multiplexer so that up to five signals can be read in sequence. 

Because time interval is the reciprocal of frequency, the time interval collected by either the 

FMAS or TMAS can easily be converted to frequency data [2]. 

 

Figure 1. Time Interval Measurement System with Frequency Dividers. 

The common-view GPS measurement technique is an essential part of the remote calibration 

services. The technique was first demonstrated at NBS in 1980 [8] and remains the primary 

method used by national metrology institutes for sending data to the BIPM (Bureau International 

des Poids et Mesures (BIPM) in French or International Bureau of Weights and Measures in 

English) for the calculation of Coordinated Universal Time (UTC) [9]. Two clocks located at 

different locations cannot be directly compared, but common-view allows them to be indirectly 

compared if a common signal that serves as a transfer standard can be received at both clock 

sites. The GPS signals provide this transfer standard. 

Figure 2 is a diagram of a common-view comparison between the customer’s standard and the 

UTC(NIST) time scale. The customer and NIST simultaneously compare their standards to 

signals from GPS satellites and then exchange the measurement results via the Internet, so they 
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can be subtracted from each other. Computing the difference between the two measurements 

removes the effects of GPS and produces an estimate of the difference between the customer’s 

standard and UTC(NIST).  

 
Figure 2. A common-view GPS comparison between a customer and NIST. 

 

Figure 3. A common-view GPS comparison resulting in a NIST disciplined clock. 
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The TMAS produces the UTC(NIST) - Customer’s Standard time difference estimate every 10 

minutes (Figure 2), and the NIST disciplined clock (NISTDC) service converts these 

measurements to frequency corrections that are then applied to the customer’s standard to keep it 

locked to UTC(NIST), as shown in Figure 3. The standard can be either a rubidium clock 

supplied by NIST (76102C) or a cesium clock supplied by the customer (76103C).  

Some NIST customers, especially those in the financial sector, require the highly accurate time 

they receive from NIST to be distributed to computer systems within their organization or 

network, so that transactions and files can be accurately time stamped. These customers use the 

NISTDC, which typically keeps time within 10 ns of the UTC(NIST) time scale, as the reference 

for the Time Code Output service (76104C), which can distribute time codes to the customer’s 

server or client computers via either the Network Time Protocol (NTP) or Precision Time 

Protocol (PTP).  

Another requirement of financial sector customers is checking the accuracy of their time servers, 

so that they can ensure their time codes were correct not only when transmitted, but also when 

received. The Time Code Monitoring service (76105C) can check the accuracy from as many as 

12 of the customer’s servers by requesting NTP packets and comparing them to the time kept by 

the NISTDC. The uncertainty of this measurement is limited by network asymmetry, but this 

problem is largely eliminated by locating the NISTDC as close as possible to the servers being 

monitored, typically placing it on the same local area network in the same data center.  

The TMAS and each of its optional services can be delivered to customers who install a single 

rack-mounted instrument (Figure 4). The instrument includes the GPS receiver and time interval 

counter required by the TMAS, the rubidium oscillator required by the NISTDC, the NTP/PTP 

server required by the Time Code Output service, and a hardware clock required by the Time 

Code Monitoring service.   

 

Figure 4. The TMAS measurement system that NIST supplies to customers. 
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3. Customer Locations, Industries Reached, and Customer Requirements 

Because GPS signals are globally available, a common-view link to NIST can be established 

anywhere on Earth. At this writing (March 2018), NIST provides services to more than 50 

remote calibration sites, as shown on the map in Figure 5. The red clocks on the map represent 

FMAS customers, the blue clocks represent TMAS customers, and the green clocks represent 

TMAS/NISTDC customers. The customers are located in 23 states and seven sites outside of the 

U. S. 

 

Figure 5. Locations of NIST remote frequency and time calibration customers (red clocks 

indicate FMAS, blue clocks indicate TMAS, green clocks indicate TMAS/NISTDC). 

The services reach and impact a wide variety of industrial sectors (Figure 6). The largest 

customer group consists of in-house calibration laboratories who use the NIST reference to 

calibrate their primary standard and then use their primary standard as the reference for 

calibrations of other equipment. Industries whose in-house calibration laboratories rely on the 

NIST services include U. S. defense contractors (14%), aerospace (10%), and nuclear energy 

(2%), in addition to U. S. military installations (14%). Collectively, these in-house calibration 

laboratories represent 40% of the customer base. The largest industrial sector represented in the 

customer base consists of manufacturers of electronic test and measurement equipment and 

instrumentation (28%), including frequency and time standards, such as atomic oscillators and 

GPS disciplined oscillators. These customers require NIST validation of their measurements to 

ensure that the products they design, manufacture, and sell can meet their desired specifications 

for frequency and/or time. Private calibration laboratories that sell calibrations to customers 

outside of their own organizations, and non-military U. S. government laboratories each 

contribute 8% to the NIST customer total. The customers described in this paragraph are 

primarily interested in frequency measurements, although many also maintain an accurate time 

standard. 
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The financial sector currently represents 16% of the customer base, a percentage that is likely to 

increase in the future. Financial market customers generally have little interest in frequency 

measurements. Their main concern is obtaining accurate time from UTC(NIST) for the time 

stamping of transactions. The importance of this sector in economic terms is difficult to 

overstate, and thus continuing to meet the needs of these customers is a priority for the remote 

calibration program. 

 

Figure 6. Percentages of NIST remote frequency and time calibration customers by sector. 

The customers consider the measurement assurance they receive from NIST to be an essential 

part of their daily operation. In other words, they need the capabilities of the NIST services, and 

NIST must ensure that these capabilities meet or exceed the customer’s requirements. These 

requirements vary from sector to sector. For example, a frequency measurement uncertainty 

requirement of a few parts in 10
13

 over a 1-day interval is currently small enough to meet the 

needs of most equipment manufacturers and both in-house and private calibration laboratories. 

This requirement is met by both the FMAS and TMAS (Table 1). Industrial requirements for 

time measurement uncertainty are generally limited to ~1 µs, with the most stringent customer 

requirements currently about 0.1 µs (100 ns), which is also easily exceeded by the TMAS and 

NISTDC services. Financial market timing requirements have uncertainty requirements that are 

typically 1000× larger, but that can be difficult to meet because they apply not only to the 

electrical pulses used for synchronization, but also to the digital time codes that must be 

transferred to computer systems. The most stringent financial requirement in place at this writing 

(March 2018) is 100 µs time accuracy (with respect to UTC) for clocks involved in high 

frequency trading in Europe [10]. This requirement is currently being met and exceeded by the 

TMAS and its optional services [11]. Although customer requirements are currently being met, 
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enhancing the services to meet future requirements has been, and remains, a continuous 

challenge. 

4. NIST Quality System  

The remote frequency and time calibration services are supported by the NIST quality system 

(NIST QS). The calibration part of the NIST QS is built on the foundation of ISO Guide 17025 

[12]. Measurements uncertainty is reported to customers using methods compliant with the 

international standard [13], but the uncertainty analysis also incorporates metrics specific to 

frequency and time metrology, such as the Allan deviation and Time deviation [14].  

The NIST QS documentation includes the NIST quality manual (QM-I), a quality manual for 

each of the technical divisions at NIST (QM-IIs), and a quality manual for each of the calibration 

services (QM-IIIs) [15, 16]. The time and frequency division maintains a QM-II quality manual, 

and separate QM-III quality manuals for the FMAS and TMAS services. These manuals are 

revised whenever necessary. In addition, quality reports that document any changes or issues 

related to the services are required to be written every three months. These reports are sent to the 

NIST quality manager and distributed to other NIST managers as necessary.  

Each technical division at NIST has its quality system assessed every five years. The time and 

frequency division was previously assessed in 2005, 2010, and 2015, with the next assessment 

scheduled for 2020. After all findings recorded by the assessors are addressed (findings can 

include either non-conformities or observations), the NIST quality manager presents the 

division’s quality system at a SIM general assembly meeting, where it can be approved or 

disapproved. If approval is given, it is valid for five more years. 

NIST and other national metrology institutes with quality systems approved by their RMO can 

apply to have their calibration and measurement capabilities (CMCs), and the services that 

provide them, listed in the BIPM’s Key Comparison Database (KCDB) [17, 18]. Inclusion in the 

KCDB means that the calibration service is internationally recognized by all signatories of the 

CIPM (Comité International des Poids et Mesures in French or International Committee of 

Weights and Measures in English) mutual recognition agreement (MRA). The MRA signatories 

include nearly every industrial nation [19]. The FMAS and TMAS are each listed in the KCDB. 

This means that their measurements are internationally recognized as being traceable to the SI at 

their stated levels of uncertainty. 

5. Customer Accreditation 

Most NIST customers must have their measurement capabilities periodically assessed or audited, 

which is often a prerequisite for them staying in business or meeting the contractual requirements 

of their own customers. Many NIST customers also seek laboratory accreditation. Having access 

to the continuous measurements records that both the FMAS and TMAS provide benefits the 

customer and can make the assessment and accreditation processes go much smoother. For 

example, the two major accreditation bodies for U. S. calibrations laboratories are the National 

Voluntary Laboratory Accreditation Program (NVLAP) and the American Association for 

Laboratory Accreditation (A2LA). As of March 2018, five NIST customers are accredited for 
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frequency measurements by NVLAP [20] and nine are accredited by A2LA [21] with CMCs 

ranging from 2.5 × 10
-12

 to 1.3 × 10
-13

. 

Customers outside of the traditional calibration world, such as those in the financial sector, also 

undergo periodic assessments and audits and must be able to prove that they comply with the 

standards of regulatory bodies. In the financial sector, these regulatory bodies include the 

Financial Industry Regulatory Authority (FINRA) and the ultimate authority, the U. S. Securities 

and Exchange Commission (SEC). The TMAS/NISTDC service, which can provide logs of time 

measurements results recorded every second, allows financial market customers to easily provide 

regulators with the metrological evidence they are seeking. 

6. Summary 

By providing continuous monitoring and reporting of a customer’s measurements, the NIST 

remote frequency and time calibration services do more than traditional calibration services; they 

provide measurement assurance and improve the quality of all frequency and time measurements 

made at the customer’s location. The services satisfy the requirements of customers in many 

sectors and industries, are supported by the NIST quality system, are internationally recognized 

as being traceable to the SI, and can help customers pass legal metrology assessments and 

achieve accreditation. 
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Quantum self-testing addresses the following question: is it possible to verify the existence of a 
multipartite state even when one’s measurement devices are completely untrusted? This problem has 
seen abundant activity in the last few years, particularly with the advent of parallel self-testing (i.e., 
testing several copies of a state at once), which has applications not only to quantum cryptography 
but also quantum computing. In this work we give the frst error-tolerant parallel self-test in a three-
party (rather than two-party) scenario, by showing that an arbitrary number of copies of the GHZ 
state can be self-tested. In order to handle the additional complexity of a three-party setting, we use 
a diagrammatic proof based on categorical quantum mechanics, rather than a typical symbolic proof. 
The diagrammatic approach allows for manipulations of the complicated tensor networks that arise in 
the proof, and gives a demonstration of the importance of picture-languages in quantum information. 

1 Introduction 

Quantum rigidity has its origins in quantum key distribution, which is one of the original problems in 
quantum cryptography. In the 1980’s Bennett and Brassard proposed a protocol for secret key distribution 
across an untrusted public quantum channel [3]. A version of the Bennett-Brassard protocol can be 
expressed as follows: Alice prepares N EPR pairs, and shares the second half of these pairs with Bob 
through the untrusted public channel. Alice and Bob then perform random measurements on the resulting 
state, and check the result to verify that indeed their shared state approximates N EPR pairs. If these tests 
succeed, Alice and Bob then use other coordinated measurement results as the basis for their shared key. 
Underlying the proof of security for the Bennett-Brassard protocol is the idea that if a shared 2-qubit 
state approximates the behavior of a Bell state under certain measurements, then the state itself must 
itself approximate a Bell state. 

If we wish to deepen the security, we can ask: what if Alice’s and Bob’s measurement devices are 
also not trusted? Can we prove security at a level that guards against possible exploitation of defects 
in their measurement devices? This leads the question of quantum rigidity: is it possible to completely 
verify the behavior of n untrusted quantum measurement devices, based only on statistical observation 
of their measurement outputs, and without any prior knowledge of the state they contain? 

We say that a n-player cooperative game is rigid if an optimal score at that game guarantees that the 
players must have used a particular state and particular measurements. We say that a state is self-testing 
if its existence can be guaranteed by such a game. Early results on this topic focused on self-testing 
the 2-qubit Bell state [31, 19, 24]. Since then a plethora of results on other games and other states have 
appeared. The majority of works have focused on the bipartite case, and there are a smaller number of 
works that address n-partite states for n ≥ 3 [25, 21, 38, 37, 29, 14]. 

More recently, it has been observed that rigid games exist that self-test not only one copy of a bipar-
tite state, but several copies at once. Such games are a resource not only for cryptography, but also for 
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2 Parallel Self-Testing of the GHZ State with a Proof by Diagrams 

quantum computation: these games can be manipulated to force untrusted devices to perform measure-
ments on copies of the Bell state which carry out complex circuits. This idea originated in [32] and has 
seen variants and improvements since then [21, 26, 11]. For such applications, it is important that the 
result include an error term which is (at most) bounded by some polynomial function of the number of 
copies of the state.1 

It is noteworthy that all results proved so far for error-tolerant self-testing of several copies of a state at 
once (that is, parallel self-testing) apply to bipartite states only [22, 23, 13, 26, 27, 28, 5, 32, 12, 8, 10, 9]. 
There is a general multipartite self-testing result in [36] which can be applied to the parallel case, but 
it is not error-tolerant and no explicit game is given. Complexity of proofs is a factor in establishing 
new results in this direction: while it would be natural to extrapolate existing parallelization techniques 
to prove self-tests for n-partite states, the proofs for the bipartite case are already diffcult, and we can 
expect that the same proofs for n ≥ 3 are more so. Yet, if this is an obstacle it is one worth overcoming, 
since multi-partite states are an important resource in cryptography. For example, a much-cited paper 
in 1999 [15] proved that secret sharing is possible using several copies of the GHZ state |GHZi = 

1√ (|000i + |111i), in analogy to the use of Bell states in the original QKD protocol [3]. 
2

In this work, we give the frst proof of an error-tolerant parallel tripartite self-test. Specifcally, we 
prove that a certain class of 3-player games self-test N copies of the GHZ state, for any N ≥ 1, with an er-
ror term that grows polynomially with N. To accomplish this we introduce, for the frst time, the graphical 
language of categorical quantum mechanics into the topic of rigidity. As we will discuss below, the use 
of graphical languages is a critical feature of the proof — games involving more than 2 players involve 
complicated tensor networks, which are not easily expressed symbolically. Our result thus demonstrates 
the power and importance of visual formal reasoning in quantum information processing. 

1.1 Categorical quantum mechanics 

Category theory is a branch of abstract mathematics which studies systems of interacting processes. In 
Categorical Quantum Mechanics (CQM), categories (specifcally symmetric monoidal categories) are 
used to represent and analyze the interaction of quantum states and processes. 

Inspired by methods from computer science, CQM introduces a explicit distinction between tradi-
tional quantum semantics in Hilbert spaces and the syntax of quantum protocols and algorithms. In 
particular, symmetric monoidal categories support a diagrammatic formal syntax called string diagrams, 
which provide an intuitive yet rigorous means for defning and analyzing quantum processes, in place 
of the more traditional bra-ket notation. This expressive notation helps to clarify defnitions and proofs, 
making them easier to read and understand, and encourages the use of equational (rather than calcula-
tional) reasoning. 

The origins of CQM’s graphical methods can be found in Penrose’s tensor diagrams [30], although 
earlier graphical languages from physics (Feynman diagrams) and computer science (process charts) can 
be interpreted in these terms. Later, Joyal and Street [16] used category theory and topology to formalize 
these intuitive structures. More recently, the works of Selinger [33, 34] and Coecke, et al. [1, 7] have 
substantially tightened the connection between categorical methods and quantum information, in partic-
ular developing diagrammatic approaches positive maps and quantum-classical interaction, respectively. 
A thorough and self-contained introduction to this line of research can be found in the recent textbook 
[6]. 

1This condition allows the computations to be performed in polynomial time. The works [26, 11] go further, and prove an 
error term that is independent of the number of copies of the state. 
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For a brief review of categorical quantum mechanics and the syntax of string diagrams used in our 
proofs, see Appendix A. 

1.2 Statement of main result 

In the three-player GHZ game, a referee chooses a random bit string xyz ∈ {0,1}3 such that x⊕ y⊕ z=0, 
and distributes x,y,z to the three players (Alice, Bob, Charlie) respectively, who return numbers a,b,c ∈ 
{−1,1} respectively. The game is won if 

(−1) ¬(x∨y∨z)abc = . (1) 

(In other words, the game is won if the parity of the outputs is even and xyz 6= 000, or the parity of the 
outputs is odd and xyz = 000.) It is easy to prove that this game has no classical winning strategy. On 
the other hand, if Alice, Bob, and Charlie share the 3-qubit state 

! 
1 |Gi = √ |rsti− |rsti , (2)

2 2 ∑ ∑ 
r+s+t≤1 r+s+t≥2

and obtain their outputs by either performing an X-measurement {|+ih+| , |−ih−|} on input 0 or the 
Z-measurement {|0ih0| , |1ih1|} on input 1, they win perfectly. This is known to be the only optimal 
strategy (up to local changes of basis) and therefore the GHZ game is rigid [20]. (An equivalent strategy, 

1which is more conventional, is to use the state |GHZi = √ (|000i + |111i) and X- and Y -measurements
2

to win the GHZ game. We will use the state |Gi instead for compatibility with previous work on rigidity. 
Note that |Gi is equivalent under local unitary transformations to |GHZi.) 

To extend this game to a self-test for the |Gi⊗N state, we use a game modeled after [5]. The game 
requires the players to simulate playing the GHZ game N times. We give input to the rth player in the 

frform of a pair (Ur, fr) where {1,2, . . . ,N} ⊇ Ur −→ {0,1} is a partial function assigning an “input” 
value for some subset of the game’s “rounds” 1, . . . ,N. The output given by such a player is a function 
gr : Ur → {0,1} assigning a bit-valued “output” to each round. The game is won if the GHZ condition 
(1) is satisfed on all the rounds in U1∩U2∩U3 for which the input string was even-parity. 

Fortunately, it is not necessary to query the players on all possible subsets Ur ⊆ {0,1, . . . ,N} (which 
would involve an exponential number of inputs) — it is only necessary to query them on one- and two-
element subsets. This yields the game GHZN , which is formally defned in Figure 1 below. Our main 
result is the following. (See Proposition 10 below for a formal statement.) 

√
Theorem 1. The game GHZN is a self-test for the state |Gi⊗N, with error term O(N4 ε). 

In other words, if three devices succeed at the game GHZN with probability 1 − ε , then the devices √
must contain a state that approximates the state |Gi⊗N up to an error term of O(N4 ε). The proof 
proceeds by assuming that the players have such a high-performing strategy, and then using the mea-
surements from that strategy to map their state isometrically to a state that is approximately of the form 
|Gi⊗ L0, where L0 is some arbitrary tripartite “junk” state. This approach is a graphical translation of the 
method of many previous works on rigidity (in particular, [21] and our previous paper [17]). 

1.3 Related works and further directions 

In previous works on quantum rigidity, pictures are often used as an aid to a proof, but not as a proof 
itself. The only other rigidity paper that we know of which used rigorous graphical methods is the recent 
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4 Parallel Self-Testing of the GHZ State with a Proof by Diagrams 

Participants: Player 1 (Alice), Player 2 (Bob), Player 3 (Charlie), and a Referee 
Parameter: N ≥ 1 (the number of rounds) 

1. The referee chooses a number r ∈ {0,1,2,3} and a two distinct elements i, j ∈ 
{1,2, . . . ,N} uniformly at random. 

2. If r = 0, then the referee sets U1 = U2 = U3 = {i}. Otherwise, he sets Ur = {i, j} and 
sets each the other variables Uk (for k 6= r) to be equal to {i}. 

3. The referee chooses values for f1(i), f2(i), f3(i) ∈ {0,1} uniformly at random under 
the constraint that f1(i)⊕ f2(i)⊕ f3(i) = 0. Also, if r > 0, the referee chooses fr( j) ∈ 
{0,1} at random. 

4. The referee sends each pair (Ui, fi) to the ith player, respectively, who returns a func-
tion gi : Ui → {−1,1}. 

5. The game is won if 

(−1) ¬( f1(i)∨ f2(i)∨ f3(i))g1(i)g2(i)g3(i) = . (3) 

Figure 1: The augmented GHZ game (GHZN). 

paper [12] which successfully used the concept of a group picture to prove rigidity for a new class of 
2-player games. Group pictures are visual proofs of equations between elements of a fnitely presented 
group. In the context of rigidity, group pictures construct approximate relations between products of 
sequences of operators, and as such they are a useful general tool for proving rigidity of 2-player games. 
An interesting further direction is to try to merge the formalism of [12] with the one given here in order 
to address general n-player games. 

A natural next step is to explore cryptographic applications. Since GHZ states form the basis for the 
secret-sharing scheme of [15], it may be useful to see if the game GHZN can be used to create a new 
protocol for 3-party secret sharing using untrusted quantum devices. 

2 Preliminaries 

2.1 The augmented GHZ game 

The game GHZN that we will use to self-test the state |Gi⊗N from equation (2) is given in Figure 1. In 
this game, each player is requested to give outputs for either one or two round numbers (chosen from 
the set {1,2, . . . ,N}) given inputs for each round number. Both the inputs and the players’ outputs are 
expressed as partial functions on the set {1,2, . . . ,N}. This game is modeled after [5]. 

The variable r determines the type of input given to each player. Note that in the case r = 0, there 
are 4N possible input combinations that the referee could give to the players (since there are N possible 
values for i, and 4 possible values for ( f1(i), f2(i), f3(i))) and for each of the values, r = 1,2,3, there are 
8N(N− 1) possible input combinations. Each valid input combination occurs with probability Ω(1/N2). 

We wish to describe the set of all possible quantum behaviors by the players Alice, Bob, and Charlie 
in GHZN . In the defnition that follows, we use the term refection to mean an observable with values in 
{±1} (in other words, a Hermitian operator whose square is the identity). A quantum strategy for the 
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game GHZN game consists of the following data. 

1. A unit vector L ∈ A⊗ B⊗C, where A,B,C are fnite-dimensional Hilbert spaces. 

2. For each i ∈ {1,2, . . . ,N}, b ∈ {0,1}, and W ∈ {A,B,C}, a refection 

RW (4)i→b 

on W . 

3. For each i, j ∈ {1,2, . . . ,N}, b,c ∈ {0,1}, and W ∈ {A,B,C}, two commuting refections 

RW and RW (5)i→b| j→c j→c|i→b 

on W . 

The spaces A,B,C denote the registers possessed by Alice, Bob, and Charlie, respectively. The vector 
L denotes the initial state that they share before the game begins. The refections RW 

i→b describe their 
behavior on singleton rounds (specifcally, on a singleton round the player measures his or her register W 
along the eigenspaces of RW or −1 for round i, appropriately). The refections i→b, and reports either +1
RW ,RW

j→c|i→b describe their behavior on non-singleton rounds (specifcally, if the input to a player i→b| j→c

is the function [i→ b, j→ c], then they measure along the eigenspaces of RW to obtain their output i→b| j→c 

for round i and measure along the eigenspaces of RW to determine their output for round j). Note j→c|i→b 
that since the refections in (5) represent measurements that are carried out simultaneously by one of the 
players, we assume that these two refections commute. (This assumption will be critical in our proof). 

For any refection Z and unit vector ψ on a fnite-dimensional Hilbert space Q, if we measure ψ with 
Z then the probability of obtaining an output of −1 is precisely 

[1− Tr(Zψψ∗ )]/2 = kZψ − ψk2 /4 (6) 

We can use this fact to express the losing probabilities achieved by the players in terms of their strategy. 
If r = 0 and the players are queried for round i with inputs x,y,z, then their losing probability is precisely 

RA
i→xR

B
i→yR

C
i→zL+(−1)x∨y∨zL 

2 
/4. (7) 

If Alice is queried for round i with input x and round j with input x0, and Bob and Charlie are queried for 
round i with inputs y,z respectively, then the losing probability is 

RA
i→x| j→x0 R

B
i→yR

C
i→zL+(−1)x∨y∨zL 

 
2 
/4. (8) 

Similar expressions hold for the case where Bob or Charlie is the party that receives two queries. 

n��Note that the game GHZN is entirely symmetric between the three players Alice, Bob and Charlie. o� 
This means that, given any strategy L, RW RW 

i→b , for GHZN , we can produce fve additional i→b| j→c 

strategies by choosing a nontrivial permutation σ : {1,2,3} → {1,2,3} and giving the pth players’ sub-
system and measurement strategy to the σ(p)th player, for each p ∈ {1,2,3}. We will make use of this 
symmetry in the proof that follows. 
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2.2 Approximation chains 

We make the following defnition (see similar notation in [18, 4]). If F,G : A→ B are linear maps, then 

F = G (9)
δ 

denotes the inequality kF− Gk2 ≤ O(δ ), where k·k2 denotes the Frobenius norm and O denotes asymp-
totic big-O notation. (If F and G are vectors, then kF− Gk2 is simply the Euclidean distance kF− Gk.) 

We will use this notation especially in the case where F and G are processes represented by diagrams. 
Note that this relation is transitive: if F = G and G = H, then F = H. Note also that if J : B→ C is a 

δ δ δ 
linear map whose operator norm satisfes kJk∞ ≤ α , then F = G =⇒ J ◦ F = J ◦ G. 

δ δα 

3 Rigidity of the augmented GHZ game 

Throughout this section, suppose that 
n���� o� o non 

RA
i→a RB 

i→b , RC RA RB RC , , ,i→c i→a| j→a0 i→b| j→b0 i→c| j→c0L, (10), 

is a quantum strategy for the GHZN game which wins with probability 1− ε . It is helpful to introduce 
some redundant notation for this strategy: for any W ∈ {A,B,C} and i ∈ {1,2, . . . ,N} let 

X 0 = RW (11)W,i i7→0, 

Z0 = RW (12)W,i i7→1, 

The reason for this notation is that we intend to show that the operators RW 
i7→1 approximate the i7→1,R
W 

behavior of the X and Z measurements in the optimal GHZ strategy (see the beginning of subsection 1.2). 
Similarly, let X 0 = RW and Z0 = RW 

W,i| j→1 i→0| j→1 W, j|i→0 j→1|i→0. 
We will drop the subscript W from this notation when it is clear from the context. 

3.1 Initial steps 

Our frst goal is to prove approximate commutativity and anticommutativity relations for the operators 
XW
0 
,i,ZW

0 
,i. 

Since the losing probability for our chosen strategy is ε , and each input string occurs with probability 
Ω(N2), we can conclude that the probability of losing on any particular input combination is O(N2ε). By 
the discussion of expressions (7) and (8) above, we therefore have the following for any i∈ {1,2, . . . ,N}: 


 

2 
≤ O(N2ε),(I+ XA

0 
,iXB

0 
,iXC

0 
,i)|Li 


 

2 
≤ O(N2ε),(I− ZA

0 
,iZB
0 
,iXC

0 
,i)|Li 




 
2 
≤ O(N2ε),(I− XA

0 
,iZB
0 
,iZC
0 
,i)|Li 

 
2 
≤ O(N2ε),(I− ZA

0 
,iXB

0 
,iZC
0 
,i)|Li (13) 
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7 S. Breiner, A. Kalev, C. A. Miller 

Additionally, if we take any of the four inequalities above, and replace any one of the operators XW
0 
,i with 

X 0 , where j 6 W,i withW,i| j→t = i and t ∈ {0,1}, the inequality remains true, and likewise if we replace any Z0 

Z0 , the inequality remains true. W,i| j→t

We can translate the inequalities above into graphical form. 

Proposition 2. The following inequalities hold. 

A B C 

X 0 i X 0 X 0 i i 

A B C 

== √
L 

N ε −L 

(14) 

A B C 

X 0 i Z0 Z0 i i 

A B C 

== √
L 

N ε L 

(15) 

And, inequality (15) also holds for any permutation of the letters A,B,C. 

We will use Proposition 2 to prove the following assertion. 

Proposition 3 (Approximate anti-commutativity). For any i, the following inequality holds: 

A B C A B C 

Z0 i 

X 0 i 

L 

X 0 i 

== √
Z0 i 

N ε 
−L 

(16) 
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Proof. Repeatedly applying Proposition 2, 

A B C A B C 

Z0 i 

X 0 i 

L 

A B C 

== 
N 
√

ε 
== 
N 
√

ε 

A B C 

Z0 i X 0 X 0 i i 

−L 

X 0 i 

== √
N ε Z0 i 

−L 

X 0 i X 0 i 

X 0 i Z0 i 

−L 

(17) 
(Here we have used the fact that all of the unitary maps in these diagrams are self-inverse.) Applying the 
same steps symmetrically across the wires A,B,C, 

A B C A B C A B C 

X 0 i 

== 
N 
√

ε 

as desired. 

Z0 i 

−L 

Z0 i 

X 0 i 

L 

X 0 j 

== 
Z0 i 

(18)√
N ε 

−L 

Proposition 4 (Approximate commutativity). The following equation holds for any distinct i, j∈{1,2, . . . ,N}
and any bits b,c ∈ {0,1}: 

A B C A B C 

R j→c Ri→b 

Ri→b 
== √
N ε 

Rj→c 

L L 

The proof of Proposition 4 is given in appendix C, and is based on the fact that the related refections 
Ri→b| j→c and Rj→c|i→b commute. 
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3.2 Isometries 

Next we defne the local isometries which will relate the state L to the ideal state |GHZi⊗N . Roughly 
speaking, for each k ∈ {1,2, . . . ,N} and W ∈ {A,B,C}, we will construct an isometry ΨW,k which ap-
proximately “locates” a qubit with the ith players’ system, and swaps it out onto a qubit register Q∼ .= C2 

We then apply these isometries in order, for 1,2, . . . ,N, the system W . We will use approximate commu-
tativity to show that the different isometries ΨW,k do not interfere much with one another when applied 
in sequence. Our approach borrows from previous works on rigidity and uses similar notation to that of 
the non-graphical rigidity proof in our previous paper [17]. 

In the following, we use controlled unitary gates, C(U), which are defned and discussed in Appendix 
B. Let H : C2 → C2 denote the Hadamard gate [|0i 7→ |+i , |1i 7→ |−i]. We defne isometries ΨA,k on 
the system A which involve preparing a Bell state (denoted by a gray node) and then performing an 
approximate “swap” procedure between one half of the Bell state and A. (This is based on [21].) Then 
we defne an isometry ΘA,k on A which chains together the swapping maps ΨA,1, . . . ,ΨA,k. 

Defnition 5 (Swapping maps). For each k ∈ {1,2, . . . ,N}, let Qk and Qk denote qubit registers, and 
defne an isometry ΨA,k as follows (suppressing the label A when it is not necessary): 

Qk Qk A 

A 

Qk Qk A 

Ψk := 

A 

C(Z0 k) 

H 

C(X 0 k) 

H 

C(X 0 k) 

(19) 

Let Qk = Qk⊗ Qk and Q1...k = Q1⊗·· ·⊗ Qk. Defne an isometry Θk,A by 

Q1 Q2 · · · Qk A 

Q1...k A 
. 

Θk := 

Ψ1 

Ψ2 

Ψk

.

. 
(20) 

A 

A 
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10 Parallel Self-Testing of the GHZ State with a Proof by Diagrams 

Let QN+1, . . . ,Q3N ,QN+1, . . . ,Q3N be qubit registers, and defne ΨB,k analogously as an isometry from 
B to B⊗ QN+k⊗ QN+k. Defne ΨC,k analogously as an isometry from C to C ⊗ Q2N+k⊗ Q2N+k. Defne 
composite maps ΘB,k and ΘC,k similarly in terms of ΨB,k and ΨC,k. 

3.3 Commutativity properties 

We now investigate some approximate (anti-)commutativity relationships between the Pauli operators on 
Q, the refection strategies for A, B and C, and the isometries defned in the last section. 

We begin with the following defnition and lemma, which are crucial. 
Defnition 6. Let R,S be registers and let Z ∈ R⊗ S be a unit vector. If a unitary map U : R→ R is such 
that there exists another unitary map V : S→ S satisfying 

R S R S 

== U V (21)δ 

Z Z 

the we say that U can be pushed through Z with error term δ . 
Lemma 7 (Push Lemma). Suppose that R,S are registers, Z ∈ R⊗S is a unit vector, and V,W,U1,U2, . . . ,Uk 
are unitary operators on R such that 

1. Each map Ui can be pushed through Z with error term ε , and 

2. The approximate equality (V ⊗ IS)L = (W ⊗ IS)L holds. 
δ 

Then, 
R S R S 

Z 

Uk 

U1 

. . . 

V 

== 
kε+δ 

Z 

Uk 

U1 

. . . 

W 

(22) 

The Push Lemma follows from an easy inductive argument, and is given in the appendix. Note that 
by Proposition 2, for any k we have 

XA
0 
,kL =√= (−XB

0 
,k⊗ XC

0 
,k)L (23)

N ε 

ZA
0 
,kL =√= (ZB

0 
,k⊗ XC

0 
,k)L, (24)

N ε 

√
and so all of the maps X·

0 
,k and Z·

0 
k can be pushed through L with error term N ε . This fact underlies the 

proofs of the next two results, which are proved in the appendix using a combination of the Push Lemma, 
and the approximate commutativity and anti-commutativity properties of maps X·

0 
k and Z·

0 
k. 
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11 S. Breiner, A. Kalev, C. A. Miller 

Proposition 8. For k ∈ {1,2, . . . ,N}, let XA,k and ZA,k denote the Pauli operators on Qk. Then, 

Qk A B C Qk A B C 

Xk Ψk 

== 
X 0 k 

(25)√
N εΨk 

L L 

and similarly for Zk
0 . Likewise, defne {XB,k,ZB,k} to be the Pauli operators on QN+k and defne {XC,k,ZC,k}

to be the Pauli operators on Q2N+k. Analogous statements hold for Ψk,B and Ψk,C. 

Proposition 9. For any k ∈ {1,2, . . . ,N}, 

Q1...N A B C Q1...N A B C 

Xk ΘN 

== 
X 0 k 

(26)√
N3 εΘN 

L L 

and similarly for Zk
0 . Analogous statements hold for ΘB,k and ΘC,k. 

3.4 Rigidity 

We are now ready to state and prove our main result. 

Proposition 10 (Rigidity). Let ΘA,N ,ΘB,N ,ΘC,N be the isometries from Defnition 5. Then, there is some 
state L0 on A ⊗ B⊗C⊗ Q1...3N such that 

Q1...N Q2N+1...3NQ1...N QN+1...2N Q2N+1...3N 

A B C 

ΘN ΘN ΘN 

L 

== 
N4√ε 

QN+1...2N A B C Q1...3N 

G⊗N L0 

(27) 

Proof. In the following, we write Q1 := Q1...N , Q2 := Q(N+1)...2N and Q3 := Q(2N+1)...3N in order to 
conserve space. By application of Props. 2 and 9 we have, 
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12 Parallel Self-Testing of the GHZ State with a Proof by Diagrams 

Q1 Q2 Q3 A B C Q1 Q2 Q3 A B C 

Xi Xi Xi 

ΘN ΘN ΘN 

L 

== 
N3√ε 

ΘN ΘN ΘN 

X 0 i X 0 i X 0 i 

L 

== 
N 
√

ε 

Q1 Q2 Q3 A B C 

ΘN ΘN ΘN 

−L 

(28) 

(Here, Xi is used to denote the X-Pauli operator on either Qi, QN+i, or Q2N+i depending on which 
wire it is applied to.) Similarly we obtain that 

Q1 Q2 Q3 A B C 

Xi Zi Zi 

ΘN ΘN ΘN 

L 

== 
N3√ε 

Q1 Q2 Q3 A B C 

ΘN ΘN ΘN 

L 

(29) 

where the last relation also holds for any permutation of the labels (Xi,Zi,Zi) on the left side of the 
equation. 

The commuting refection operators X ⊗ Z⊗ Z, Z⊗ X ⊗ Z, and Z⊗ Z⊗ X on C2⊗ C2⊗ C2 have 
a common orthonormal eigenbasis G = G0,G1, . . . ,G7, in which G0 is the only eigenvector that has 
eigenvalue (+1) for all three operators. We can express ΘN

A ⊗ ΘN
B ⊗ ΘN |Li using this basis as c 

ΘN
A ⊗ ΘN

B ⊗ ΘN
c |Li = ∑ |v1i⊗ · · ·⊗ |vNi⊗ |Lv

0 i. (30) 
v1,··· ,vN∈{G0,...,G7} 

where L0 ∈ A⊗ B⊗C⊗ Q1...3N . For every term in the sum on the right except the one indexed by G⊗0 
N ,v 

there is an operator of the form XA,i⊗ ZB,i⊗ ZC,i, ZA,i⊗ XB,i⊗ ZC,i, or ZA,i⊗ ZB,i⊗ XC,i which negates 
it. By equation (29) above, the total length of all the terms negated by any one particular gate of this √ √
form is O(N3 ε), and so the total length of all terms in (30) other than the G⊗N term is O(N4 ε), as 0 
desired. 

We note that our proofs generalize in a straightforward manner to a proof of self-testing for an 
arbitrary number of copies of a k-GHZ state, for any integer k> 3. The graphical method seems generally 
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well-suited to proving parallel self-testing for stabilizer states, including graph states [21]. We leave 
possible generalizations to future work. 
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Appendix A Categorical Quantum Mechanics 

In this appendix we will briefy review some of the standard machinery of categorical quantum mechan-
ics. For a thorough introduction to the topic, see [6]. 

A.1 Symmetric Monoidal Categories 

The formal context for categorical quantum mechanics is that of symmetric monoidal categories. We 
develop the terminology in stages. 

A category is a mathematical structure representing a universe of (possible) processes F,G,H, . . .; 
each process has a typed input and output, often indicated by writing F : A → B. The fundamental 
structure in a category is serial composition; whenever the output type of F : A→ B matches the input 
type of G : A→ C, we may form a composite process F ◦ G : A→ C. 

A monoidal category generalizes the structure of an ordinary category to allows for multi-partite 
processes; here the fundamental object of study is a process F : A1⊗ . . . ⊗ Am → B1⊗ . . . ⊗ Bn, which is 
represented as a black box with m labeled inputs and n labeled outputs. (Either of the numbers m,n may 
be zero.) Diagramatically, we represent these classes as follows: 

B1 B2 . . . Bn A1 A2 . . . Am 

F S M K (31) 

A1 A2 . . . Am B1 B2 . . . Bn 

The categorical structure of serial composition is represented diagrammatically by matching the out-
put wires of one process to the inputs of another, so long as the types match up. So, above, F can be 
pre-composed with S and post-composed with M to yield a scalar M◦F ◦S or, in Dirac notation, hM|F |Si. 

Along with multi-partite states and processes, monoidal structure also introduces an operation of 
parallel composition on processes: given F : A → B and G : A0 → B0, we can produce a parallel pro-
cess F⊗ G : A⊗ A0 → B⊗ B0, depicted graphically by side-by-side juxtaposition. More generally, using 
parallel composition with identity processes (represented by bare wires), we can compose processes in 
which only some inputs and outputs match. Note that we will often suppress wire labels in complicated 
diagrams, as the labels are implicitly determined by the boxes they feed. 

Finally, a symmetric structure on a monoidal category allow for additional fexibility in how wires 
can be manipulated. A symmetry allows us to permute the ordering of strings, and is represented dia-
grammatically by crossing wires (called a twist). Formally, the twist is axiomatized terms of intuitive 
diagrammatic equations: 

A B A B A0 B0 A0 B0 

= 

F G 

= 

G F 

(32) 

A B A B A B A B 
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16 Parallel Self-Testing of the GHZ State with a Proof by Diagrams 

A.2 Quantum states and processes 

To apply the above approach to quantum mechanics, we work within the category Hilb of fnite-dimensional 
Hilbert spaces over C. In this category, the types are fnite-dimensional Hilbert spaces (i.e., vector 
spaces of C with semi-linear inner product) each equipped with a fxed orthonormal basis, and the pro-
cesses are C-linear maps between such vector spaces. For example, if A1, . . . ,Am,B1, . . . ,Bn are fnite-
dimensional Hilbert spaces, then the diagrams in display box (31) above represent, respectively, a linear 
map F : A1⊗ . . . ⊗ Am → B1⊗ . . . ⊗ Bn, a vector S ∈ A1⊗ . . . ⊗ Am, a linear map M : B1⊗ . . . ⊗ Bn → C, 
and a scalar K ∈ C. Serial composition of diagrams simply represents composition of functions — for 
example, the composition of S,F and M is simply the scalar M(F(S)) ∈ C. It is elementary to show this 
category is a symmetric monoidal category (with the tensor product as its monoidal operation). 

For our purposes, a state is a vector in a Hilbert space (i.e., a process with no inputs) whose norm is 
equal to one. A unitary process F : A→ B is a linear map that satisfes FF∗ = IB and F∗F = IA. (Also, 
a linear map G : A→ B that satisfes the single condition G∗G = IA is called an isometry.) With these 
defnitions, we will be able to express quantum states and processes as diagrams like the ones in (31) and 
(32) above. 

We note that while symmetric monoidal categories are suffcient to handle the book-keeping needed 
in our proofs, it is only a fragment of the full CQM theory. Further development introduces compact 
closed structures (trace, transpose, state-process duality), dagger structures (adjoint, conjugate), Frobe-
nius structures (orthonormal basis, classical-quantum interaction) and Hopf structures (complementary 
bases, ZX-calculus). For our purposes, we need only one additional visual defnition, which is the Bell 
state. In this paper we use a gray node with two wires of the same type R, 

R R 

(33) 

to denote the unit vector 
� � 
√ 

1 ∑e⊗ e ∈ R⊗ R, (34)
dim R e 

where the sum is taken over the standard basis of R. If R∼ .= C2, we denote this state symbolically by Φ+ 

Appendix B Controlled Unitaries 

Our proof makes substantial uses of controlled unitary operations. This appendix collects key facts about 
controlled operations which will simplify our main proof. 

Defnition 11 (Controlled Unitary). Let Q ∼= C2 denote a qubit register with a fxed computational basis 
{|0i, |1i}, and suppose U : H → H is a unitary operation. The associated controlled unitary C(U) : 
Q⊗ H → Q⊗ H is defned by 

C(U) = |0ih0|⊗ IH + |1ih1|⊗U. (35) 

The next lemma describes some (anti-)commutativity properties between controlled unitaries and 
Pauli operators X and Z. The proofs follow directly from the defnition. 
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17 S. Breiner, A. Kalev, C. A. Miller 

Lemma 12. For any refection R : H → H we have the following equations 

Q H Q H 

Z 
Q H 

C(−R) 

C(R) 

= = 
C(R) 

(36) 
Z 

Q H 
Q H Q H 

Q H 
Q H Q H 

C(R)R 
X 

C(R) = = 
C(R) 

(37) 

R
X 

Q H Q H 
Q H 

Appendix C Supporting Proofs 

In this appendix we provide the proofs for propositions from the main text. 

C.1 Proof of Proposition 4 

We give the proof for b = 0,c = 1; the other cases are analogous. Using inequalities (13) and their 
variants, we have 

A B C A B C 

Z0 j 

X 0 i 

L 

A B C 

== 
N 
√

ε 
== 
N 
√

ε 

Z0 j X 0 X 0 i i 

−L 

X 0 i X 0 i 

X 0 j Z0 j 

−L 

(38) 
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18 Parallel Self-Testing of the GHZ State with a Proof by Diagrams 

CA B 
A B C 

== Z0 j|i→0 i iX 0 X 0 == √ √
N ε N ε 

−L 

Z0 j|i→0 

X 0 i| j→1 

L 

A similar sequence shows that 

A B C A B C 

X 0 i 

Z0 j 

L 

Since XA
0 
,i| j→1 = Ri

A 
→0| j→1 and ZA

0 
, j|i→0 := RA

j→1|i→0 are assumed to commute, the result follows. 

C.2 Proof of Lemma 7 

Applying the push condition inductively, we have the following for some unitary operators V1, . . . ,Vk: 

R S R S R S R S 

V 

U1 

. . . 

Uk 

X 0 i| j→1 

== 
Z0 j|i→0 

(39)√
N ε 

L 

W 

Vk U1 
==== == 

V 
(40)kε . δ W . kε . . . . . . . 

V1 Uk 

Vk 

V1 

Z Z Z Z 
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19 S. Breiner, A. Kalev, C. A. Miller 

C.3 Proof of Proposition 8 

We begin with two observations. First, the approximate anti-commutativity in Proposition 3 implies the 
following approximate anti-commutativity property for the controlled-Xk 

0 gate (by superposition): 

Qk C(X 0 k) 
== Qk 

Z0 k 

√
N ε 

A 

C(−X 0 k) 

Z0 k 
(41) 

A 

L L 

Secondly, the controlled operator C(XA
0 
,k) on Qk⊗ A can be approximately pushed through the state 

Φ+ ⊗ L like so: 

A Qk Qk B C A Qk Qk B C 

L 

C(X 0 k) 

== 
N 
√

ε 

L 

C(Z0 B,k⊗ Z0 C,k) 

(42) 

And similarly for ZA
0 
,k. The Hadamard operator [H⊗ IA] on Qk⊗A can be exactly pushed through Φ+ ⊗L 

(by merely applying H to Qk). This fact allows free application of the Push Lemma (Lemma 7). We have 
the following, in which we exploit approximate anti-commutativity, the Lemma 7, and the rules for 
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20 Parallel Self-Testing of the GHZ State with a Proof by Diagrams 

controlled unitaries from Appendix B. 

Qk Qk A 

L 

Qk Qk A 

X 

Ψk B C 
== 

L 

X 

C(Z0 k) 

H 

C(X 0 k) 

H 

C(X 0 k) 

B C 

(43) 

Qk Qk A Qk Qk A 

== 

L 

X 

C(Z0 k) 

H 

C(X 0 k) 

H 

C(X 0 k) 

X 0 k 

B C 

== 

L 

Z 

C(−Z0 k) 

H 

C(X 0 k) 

H 

C(X 0 k) 

X 0 k 

B C 

(44)√
N ε 
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21 S. Breiner, A. Kalev, C. A. Miller 

Qk Qk A 

C(X 0 k) 

H Qk Qk A 

Ψk 
C(Z0 k) 

== H == 
X 0 k 

(45)
B C 

B C 
C(X 0 k) 

L 0Xk 

L 

Similarly, 

Qk Qk A 

Z 

C(X 0 k)Qk Qk A 

Z 

Ψk 

H 

C(Z0 k) 
(46)== 

B C 
B C 

H 

C(X 0 k) 
L 

L 
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22 Parallel Self-Testing of the GHZ State with a Proof by Diagrams 

Qk Qk A Qk Qk A 

== 

L 

Z 

C(Z0 k) 

H 

C(X 0 k) 

H 

C(X 0 k) 

B C 

== 

L 

X 

C(Z0 k) 

H 

C(X 0 k) 

H 

C(X 0 k) 

B C 

(47) 

Qk Qk A Qk Qk A 

== 

L 

X 

C(Z0 k) 

H 

C(X 0 k) 

H 

C(X 0 

Zk 

k) 

0 

B C 

== 

L 

Z 

C(Z0 k) 

H 

C(X 0 k) 

H 

C(X 0 k) 

Z0 k 

B C 

(48) 
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23 S. Breiner, A. Kalev, C. A. Miller 

Qk Qk A Qk Qk A 

C(X 0 k) 

H 

C(Z0 k) 

== H Z0 k 
== √
N ε

B C 

L 

C(−X 0 k) 

Qk Qk A 

== 
B 

L 

Z0 k 

Ψk 

as desired. This completes the proof. 

C.4 Proof of Proposition 9 

C(X 0 k) 

H 

C(Z0 k) 

H (49) 

B C 
C(X 0 k) 

Z0 k 

L 

(50)
C 

We begin with the following lemma. It is similar to the Push Lemma (Lemma 7) but it specifcally 
addresses commutativity. 

Lemma 13. Suppose that R,S are registers, Z ∈ R⊗ S is a unit vector, and V,U1,U2, . . . ,Uk are unitary 
operators on R such that 

1. Each map Ui can be pushed through Z with error term ε , and 

2. The approximate equality (VUi⊗ IS)L = (UiV ⊗ IS)L holds for all i. 
ε 
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24 Parallel Self-Testing of the GHZ State with a Proof by Diagrams 

Then, 

R S R S 

U1 

. . 
== . 

k2ε (51)
Uk 

V 

V 

U1 

. . . 

Uk 

Z Z 

Proof. This follows easily by k applications of Lemma 7. 

By Proposition 4, for any j 6= k, we have 

C(X 0 k) 

000000 

A A 

`,Zk), (Z`,Xk), or (Z`,Zk). Also, as noted at the beginning 

L 

C(X 0 k)
0X` 

Qk Qk (52)== 0X`√
εN 

L 

0 0 
k) replaced by (X

of section C.3, the gates that defne ΨA,k (see diagram (19) can each be pushed through L with error term √
and the same holds with (X`,X

ε . Therefore by Lemma 13, N 

A 

L 

A 

L 

We therefore have the following, in which we frst apply Proposition 8 with Lemma 7, and then apply 

Ψk 

Ψk 
0X` 

Qk Qk (53)== 0X`√
εN 
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Lemma 13. 

Q1...k−1 Qk A B C 
Q1...k A B C 

Xk 

Ψk 

Θk−1 

L 

Xk 

== 
Θk 

(54) 

L 

Q1...k−1 Qk A B C Q1...k−1 Qk A B C 

== X 0 k 

Ψk 

Θk−1 

== √ √
N2 ε N3 ε 

L L 

X 0 k 

Ψk 

Θk−1 

(55) 
An analogous statement holds with X replaced by Z. Applying the isometries Ψk+1, . . . ,ΨN in order now 
completes the proof. 
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Abstract— The National Institute of Standards and Technology 

(NIST) produces a real-time realization of UTC(NIST) which is 

used to contribute to Coordinated Universal Time (UTC) and as a 

source for accurate time in the USA. The atomic clocks 

contributing to the time scale ensemble, the time transfer systems 

used to contribute to UTC and the distribution system used to 

disseminate UTC(NIST) to remote users are located in different 

parts of the NIST campus, far from each other and from the 

UTC(NIST) reference point. Since the physical inputs to these 

systems are not collocated within the campus, an accurate and 

stable infrastructure for time signal distribution is required. 

Currently, the local delays need to be known with an uncertainty 

of a few hundreds of picoseconds to avoid compromising the 

ultimate accuracy of the time transfer link’s calibrations. 

Previously, coaxial cables or a commercial fiber-based frequency 

transfer system implemented by amplitude-modulation of a laser 

source were used to distribute signals between on-site locations, 

and clock trip calibrations were performed to measure the delays 

experienced by these signals [1]. The capability of WR-based time 

transfer systems to provide an on-time, accurate remote copy of 

its input pulse-per-second (PPS) signal made it a very appealing 

alternative to our previously implemented distribution system, 

which required time consuming re-calibration following instances 

of temporary signal interruptions.  In this paper, we evaluate the 

use of WR-based time and frequency transfer within the NIST 

campus and verify its calibration procedure using a clock trip 

protocol [1]. 

 

Keywords—Time Transfer, White Rabbit 

I. INTRODUCTION  

White Rabbit (WR) technology was initially developed at 
CERN, the European Organization for Nuclear Research, to 
produce a delay-compensated timing signal at remote locations 
for accelerator control and timing [2]. Information about the 
WR technology used at CERN is open source [3] and the 
hardware has been developed commercially. The base 
specifications of a calibrated WR time link are sub-nanosecond 
accuracy with picosecond stability, compatibility with 
commercial network hardware at fiber lengths of up to 10 km, 
and support for up to 1,000 nodes. The active compensation for 
the length and perturbations in the fiber is done using two-way 
time transfer through a combination of Precision Time Protocol 
(PTP) synchronization, Synchronous Ethernet (SyncE) 
synchronization and digital dual-mixer time difference phase 
detection. 

At NIST, the time transfer systems used to contribute to UTC 
and the distribution system used to disseminate UTC(NIST) to 
remote users are located in different parts of the NIST campus, 

far from each other and from the UTC(NIST) reference point. 
Pulse distribution over long distances through coaxial cable is 
prohibitive due to attenuation, environmental, and impedance 
issues [4]. In comparison with other time transfer technologies, 
WR links offer the additional advantage that they can be 
calibrated to remove the propagation delays and produce an on-
time remote secondary reference plane that is synchronized 
with the primary reference plane. While less stable than high-
performance fiber-based frequency transfer systems over short 
averaging intervals, WR links maintain phase continuity over 
disruptions in the primary reference signal, and exhibit better 
long-term time stability. To determine the feasibility of using 
WR-based time transfer at NIST, its frequency and time 
stability were evaluated using a loopback measurement 
between two buildings on campus; environmental sensitivity of 
the master and remote transceivers were evaluated using an 
environmental chamber; and the calibration accuracy was 
evaluated by comparing it to several clock trip calibrations. 

II. NIST’S WHITE RABBIT FIBER LINK LAYOUT 

 

Fig. 1. Layout of the WR transfer system used to distribute time and frequency 
from the NIST timescale room to the remote time transfer room.  The following 

items are abbreviated in the figure: Pulse Distribution Amplifier (PDA), 

Distribution Amplifier (Damp), and Coordinated Universal Time (UTC). 

The WR link deployed at NIST uses the WR-LEN modules 

produced by Seven Solutions*. For the purposes of this work, a 

WR time link consists of a grandmaster module, which is 

sourced with a local 10 MHz and a pulse-per-second (PPS) 

reference, a slave module which outputs a 10 MHz and a PPS 

signal at a remote location and a single (bi-directional) fiber 

connecting the two modules. Each time module contains two 

laser ports: a module can be configured to act as a slave on one 

port and master on another allowing modules to be daisy 
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chained. The network hardware implemented in the NIST link 

has the grandmaster and master modules transmitting at a 

wavelength of 1310 nm, and the slave modules transmit at 1550 

nm. 

The layout of the WR fiber link at NIST is shown in Fig. 1. The 
link runs approximately 100 meters between the NIST time 
scale room and time transfer room where the time transfer 
equipment is housed.  A WR grandmaster module, located in 
the time scale room, is sourced with a 10 MHz and a PPS signal 
directly from the UTC(NIST) signal plane.  The grandmaster 
module is connected by Fiber Link 1 (FL1) to a remote slave 
module in the time transfer room, which reproduces the 
UTC(NIST) PPS and 10 MHz signals. These signals are used 
to source a TWSTFT (Two-Way Satellite Time and Frequency 
Transfer) Earth station and GPS (Global Positioning System) 
receiver for dissemination of UTC(NIST).  The second fiber 
port on the remote WR module is run in master mode and is 
used to connect back to a local slave module in the time scale 
room via Fiber Link 2 (FL2).  The outputs of this module are 
used for monitoring and for performing stability measurements 
of the WR link. 

III. TIME TRANSFER SYSTEM COMPARISON 

 

Fig. 2. Comparison of the time deviation (TDEV) as function of averaging 
period between several time transfer systems at NIST.  The WR loopback PPS 

measurement (see Fig. 1) is shown in black and the residual of the time interval 

counter used to perform this measurement is shown in gray. Also shown are a 
TWSTFT comparision of UTC(NIST) and UTC(USNO) at a time interval of 1 

s (green), a TWSTFT comparision of UTC(NIST) vs UTC(PTB) at a time 
interval of 2 h (dark green), a comparion of UTC(NIST) vs UTC(PTB) via GPS 

code (cyan) and carrier phase (red), and a typical maser stability (blue). 

The stability of the transmitted PPS was evaluated over the 
course of several days by comparing the UTC(NIST) PPS and 
the returning WR link’s PPS on a GuideTech (GT668PCIe-1)* 
time interval counter as shown in Fig. 1.  A comparison of the 
of this measurement to typical results from NIST’s GPS and 
TWSTFT links can be seen in Fig. 2.  The stability of the GPS 
and TWSTFT links are measured through time scale 
comparisons, and therefore also contain the noise of the scales 
themselves. The transfer system noise will dominate in the 
short-term and the scale-to-scale noise determines the long-
term performance of the comparison.  A typical maser stability 

is also included in this plot to show approximately at what 
averaging period the clock noise dominates, thus allowing the 
clock signal to be transferred without corruption.   The WR link 
PPS’s stability is below 20 ps at all averaging periods, and is 
below the clock noise for averaging periods greater than 1000 
s. Furthermore, as the short-term noise of the WR link is white 
phase it is well below the minimum time deviation (TDEV) of 
GPS carrier phase (~20 ps) for averaging periods greater than 
10 s. 

IV. LONG-TERM FREQUENCY STABILITY EVALUATION 

The WR link’s stability is continually monitored by dividing 
the 10 MHz signal from the local WR slave module to 5 MHz 
and comparing it with the UTC(NIST) 5 MHz signal (see Fig. 
1) on a multichannel dual-mixer phase measurement system 
from Microchip (TSC 12030)*.  A measurement of the phase 
difference for the loopback over ~100 days is shown in Fig. 3 
and a phase drift of approximately 40 ps is observed.  This 
corresponds to a long-term frequency offset of ~5x10-18 and sets 
the frequency accuracy of the link.  The observed phase drift 
appears to be decreasing in magnitude in the last 20 days of data 
and could be due to aging in any one of the components 
(isolation amplifiers, frequency divider, frequency doubler, 
WR hardware, etc.) involved in the measurement chain. With 
this performance, in order to ensure that the secondary 
reference point’s time offset is within 200 ps of UTC(NIST), 
the WR link should be recalibrated at least once a year.  

 

Fig. 3. Plot of the long-term phase difference (left axis) over time of the White 
Rabbit 10 MHz loopback is shown in black and the temperatures (right axis) of 

the time scale and time transfer rooms are shown in dark blue and light blue 

respectively. 

The modified Allan deviation (MDEV) of the loopback phase 
data is shown in Fig. 4 together with that of a typical maser 
signal at a measurement bandwidth of 0.1 Hz (10 s).  After 500 
s of averaging, a maser signal would be observable on the 10 
MHz WR link as the link noise at this averaging interval is 
below the noise of the maser. The link stability is ~1x10-16 after 
100,000 s of averaging and has not yet reached the flicker floor.  
However, the overall frequency accuracy of the link will be set 
at ~5x10-18 by the phase drift observed in Fig. 3.  

In Fig. 3, a correlation is observed between phase excursions in 
the loopback measurement and fluctuations in temperature of 
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the room which houses the WR modules. The WR module’s 
case is designed to be the heat sink for the module itself, hence 
the observed temperature dependence. In the next section, the 
environmental sensitivity of the time modules is explored in a 
more controlled setting.   

 

Fig. 4. Comparison of the modified Allan deviation (MDEV) as a function of 

averaging period for the WR link 10 MHz loopback (black) measurement, a 
typical maser stability (green) and a residual measurement (red) performed on 

the phase measurement system used to collect both sets of phase data. 

V. ENVIRONMENTAL SENSITIVITY MEASUREMENTS 

 

Fig. 5. Test setup used to evaluate the WR grandmaster modules’ 

environmental sensitivity. 

To quantify the WR time modules’ environmental sensitivities, 
two modules were placed in separate environmental chambers.  
The experimental setup used to evaluate the grandmaster 
module is shown in Fig. 5.  The grandmaster module was 
sourced with synchronous PPS and 10 MHz signals from a 
5071A Cesium clock from Microchip* and placed in the test 
environmental chamber whose temperature and humidity were 
varied. The slave module was connected to the grandmaster 
module using a 10 m fiber link and placed in the control 
chamber which remained static in temperature and humidity for 
the duration of the test.  The phase change in the WR slave 
module PPS against the source PPS was measured on a time 
interval counter from Spectracom (Pendulum CNT-91)*. To 
determine the temperature coefficient, the test chamber was 

varied by 2ºC steps (21ºC to 23ºC and back). Similarly, to 
measure the humidity coefficient the humidity in the test 
chamber was stepped in increments of 10% RH (50% RH to 
60% RH and back).  In both cases, the chamber was left at each 
temperature and humidity setting for a time interval of at least 
1 day. A similar test setup was used to evaluate the 
environmental sensitivity of the WR slave module in which the 
slave module was placed in the test chamber and the 
grandmaster in the control chamber. 

The results of these measurements are summarized in Table 1.  
No significant humidity coefficient was observed for either the 
grandmaster or slave module. However, a large temperature 
coefficient of 29 ps/ºC was observed for the grandmaster 
module, which is approximately seven times larger than the one 
for the slave module and that of a typical isolation amplifier (5 
ps/ºC). This result coincides which the temperature correlation 
observed in Fig 3. which shows a sensitivity bias towards the 
time scale room’s temperature. 

MODULE ENVIROMENTAL SENSITIVITY 

Module Temperature Coefficient  Humidity Coefficient 

Grandmaster 29.0(2) ps/°C 0.41(3) ps/% 

Slave 4.0(2) ps/°C 0.04(2) ps/% 

Table 1. Table of measured WR time module phase sensitivity to changes in 

temperature (Pt) and humidty (Ph). 

VI. TIME OFFSET CALIBRATION 

The WR link must not only be stable but accurate as well. The 
WR modules allow for the alignment in time of the PPS at the 
primary and secondary reference points.  To accomplish this the 
WR time modules were initially calibrated according to the 
procedure in [5] to remove time offsets in the WR link due to 
fiber length and internal electrical delays.  To account for 
external delays in the PPS distribution chain and align the 
primary and secondary reference points, clock trip [6, 7, 8] and 
WR trip measurements were performed to determine the 
remaining PPS delays.  The value from these measurements 
were programmed into WR grandmaster and slave module to 
do the final alignment. 

In a clock trip, a traveling clock is moved between the primary 
and secondary reference point, and the time difference between 
the reference point and the traveling clock is measured at each 
location. Using prior information about the traveling clock’s 
frequency and stability, the time offset between the two 
reference points and the associated uncertainty can be 
calculated.  By comparing the time difference between the 
traveling clock and the primary reference point measured at the 
beginning and end of each clock trip, the measurement’s 
systematics can be accessed in what is called the closure 
measurement. A successful closure measurement should be 
statistically consistent with zero. The full details of this 
procedure and measurement parameters used in this work are in 
[1]. 

Similarly, a WR calibration trip consists of using a grandmaster 
and slave pair of WR time modules to measure a secondary 
point against a primary reference point. In this procedure, the 
grandmaster WR time module is sourced by a PPS and a 10 
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MHz synchronous with the primary reference signals at the 
primary reference point’s location where it remains for the 
duration of the measurement. Initially, the slave module is 
connected to the grandmaster using a local fiber (fiber A) and 
the initial time difference (∆��)	between the slave’s PPS output 
and the primary reference point’s PPS are measured on a time 
interval counter. The slave module is then moved to the location 
of the secondary reference point connected to the grandmaster 
using a second calibration fiber link (fiber B) and the mid-point 
time difference (∆��)	 between the slave’s PPS output and the 
secondary reference point’s PPS is measured at the remote 
location. For the closure measurement, the slave module is then 
returned to the location of the primary reference point and the 
final time difference (∆��) between the slave’s PPS output and 
the primary reference point’s PPS is measured. The time offset 
(D) of the secondary reference point is calculated from these 
measurements 

	 = Δ�� −
�����

�
.                             (1) 

The closure (C) of the WR trip can be expressed as 

	� = Δ�� − Δ��                                 (2) 

and the uncertainty is simply the propagated error of the time 
difference measurements.  The WR trip is simpler than the 
clock trip because no time prediction is required as the WR link 
time signals are synchronous with the primary reference 
signals. 

The time difference measurements for the WR trip were all 
performed with a time interval counter from Spectracom 
(Pendulum CNT-91)*.  Each time interval measurement was 
averaged over a period of 100 s which corresponds to a 
statistical uncertainty of ~4 ps at this average period (see Fig. 
2). At each location, the link was re-established and the 
modules’ temperature allowed to settle for at least 30 minutes 
before performing the time difference measurements. After the 
initial calibration, the WR link’s time delay is to first order 
independent of the fiber link length. To further reduce this error 
the lengths of the two calibrations fibers (A and B) were chosen 
to be approximately equal.  

 

Fig. 6. Result of the closure measurements at the MJD they were performed 

for clock trip (black) and WR trip (red) protocols. 

The following WR trip and clock trip measurements were 
preformed to validate a successful recalibration of the WR link 
and to evaluate the calibration methods.  The measurements 
were performed at different dates and should be viewed as 
independent and not as a reflection of the link’s stability. A 
comparison of the closure measurements obtained for the clock 
trip and WR trip calibrations are show in Fig. 6.  As previously 
observed in [1], the clock trip’s closure measurements are 
statistically consistent with zero and have a Birge ratio 
consistent with ~1 based on a small number of measurements 
[9]. On the other hand, the WR trip measurements have a 
significant non-statistical bias and non-statistical scatter (Birge 
ratio >> 1). To account for this the WR time offset uncertainties 
are scaled by the Birge ratio (3.7) and summed with half of the 
associated closure measurement.  The most likely contributor 
to the observed bias and scatter is the large temperature 
coefficient of the grandmaster module.  During the calibration 
process, it is difficult to maintain a constant case temperature 
as the equipment is moved between different locations and the 
link re-established.  

For both methods, the time offset measurements of the 
secondary reference point in the time transfer room are shown 
in Fig. 7.  At all measurement dates and with both methods the 
measured time offset was less than 200 ps and in most cases 
statistically consistent with the zero.  Despite being scaled 
based on the closure measurements, the uncertainties for the 
WR trips are still a factor of ~5 smaller than the clock trip 
uncertainties.  The difference between the time offsets 
measured with the two protocols is show in Fig. 8. No 
statistically significant bias between the two methods is 
observed at the one sigma level. Based on a conservative 
interpretation of these results, the WR trip protocol can be used 
to calibrate the WR link at sub-100 ps accuracies with a single 
measurement.  If the systematics of a WR trip can be better 
constrained, time offset measurements at the 10 ps level should 
be possible. 

 

Fig. 7.  Result of the time offset measurements of the time transfer room 

reference point at the MJD they were performed for clock trip (black) and WR 

trip (red) protocols. 
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Fig. 8. Time offset difference obtained with the two different calibration 

protocols (WR trip – clock trip) at the MJD they were performed for the time 

transfer room reference point. 

VII. CONCLUSIONS 

The WR hardware has met the accuracy and stability 
requirements to provide UTC(NIST) to the time transfer 
systems used to contribute to UTC that are in different locations 
on the NIST campus.  Measurements performed on the PPS WR 
loopback show that WR link’s time stability is below 20 ps at 
all averaging periods, and thus stable enough to distribute 
UTC(NIST) throughout the NIST campus. Time offset 
measurements done with the clock and WR trips calibration 
protocol are in high agreement and demonstrate that WR link 
can be calibrated and measured to an accuracy of < 100 ps.  
Furthermore, a long-term measurement of the 10 MHz WR 
loopback shows a frequency accuracy of ~5x10-18 which means 
that WR link need only be recalibrated once a year. The WR 
trip protocol has also been investigated and shown to offer an 
alternative method to calibrate remote reference points with a 
factor of five smaller uncertainties than that of a clock trip. The 
accuracy and stability of the WR modules could be further 
improved by reducing the temperature coefficient of the 
grandmaster module which is currently under evaluation [10].  
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Smart Contract Federated Identity Management without 
Third Party Authentication Services 

Peter Mell1, Jim Dray2 and James Shook3 

Abstract: Federated identity management enables users to access multiple systems using a single 
login credential. However, to achieve this a complex privacy compromising authentication has to 
occur between the user, relying party (RP) (e.g., a business), and a credential service provider (CSP) 
that performs the authentication. In this work, we use a smart contract on a blockchain to enable an 
architecture where authentication no longer involves the CSP. Authentication is performed solely 
through user to RP communications (eliminating fees and enhancing privacy). No third party needs to 
be contacted, not even the smart contract. No public key infrastructure (PKI) needs to be maintained. 
And no revocation lists need to be checked. In contrast to competing smart contract approaches, ours 
is hierarchically managed (like a PKI) enabling better validation of attribute providers and making it 
more useful for large entities to provide identity services for their constituents (e.g., a government) 
while still enabling users to maintain a level of self-sovereignty. 

Keywords: federated identity management; authentication; blockchain; smart contract 

1 Introduction 

Federated identity management (FIM) enables users to access multiple systems using a single 
login credential. In industry implementations (e.g., with Amazon, Google, and Facebook 
authentication4), multiple entities collaborate such that one entity in the collaboration can 
authenticate users for other entities; it requires complex interactions to enable a user to 
perform a business interaction with some ‘relying party’ (RP) (e.g., a business) and have the 
authentication performed by a ‘credential service provider’ (CSP) (the entity performing 
the authorizations) [TA18]. It may involve redirecting a user from an RP to a CSP and then 
back to the RP post-authentication with the CSP communicating with both the user and RP. 
CSPs likely will charge for this service while being able to violate the privacy of users by 
seeing with which RPs they interact. Complicating matters further, FIM often supports the 
transferring of user attributes (e.g., age) to an RP to support a business interaction. 
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In this work, we provide an identity management system (IDMS) that provides FIM such 
that a user can authenticate and transfer attributes to an RP without the involvement of a CSP 
(thereby heightening privacy and reducing costs). We accomplish this through leveraging a 
smart contract running on a blockchain5. User to RP interactions do not need to transact 
with the smart contract, they simply use data from a copy of the blockchain. Thus, there is 
no need for the user or RP to wait for blockchain blocks to be published or to pay blockchain 
transaction fees. User to RP communications are extremely fast and free. 

Our IDMS is hierarchically managed enabling authorities to manage user accounts and 
associate attributes with accounts. However, users are granted a degree of self-sovereignty; a 
user must approve added attributes and can view and delete their data. Privacy is maintained 
by either adding only hashes of attributes to user records, by only adding data encrypted 
with the user’s public key, or by only adding references to external and secured databases 
that house user attribute data. We emphasize that user to RP interactions are completely 
private, something not possible in current systems using a CSP for authentication. 

We implemented our IDMS on the Ethereum platform [Eth]. Charges are only incurred when 
creating and updating user accounts, which is something that is relatively rare compared to a 
user freely and regularly interacting with RPs. Also, user account update functions are very 
cheap, all costing less than $0.09 USD (as of September, 2018). We note that other FIM 
smart contract systems are in development, but ours difers primarily in being a managed 
approach that still provides a degree of user self-sovereignty. This provides advantages in 
having authoritative identity attributes for users and having the ability to validate attribute 
providers. 

The rest of the paper is structured as follows. Section 2 describes the overall contract design 
and section 3 describes the attribute feld design. Then section 4 outlines the core functions 
of the IDMS system: authenticating users and passing attributes. Section 5 provides an 
example, section 6 discusses our implementation, section 7 explains why we use smart 
contracts, and section 8 enumerate achieved security properties. Section 9 provides the 
related work and section 10 our conclusions. 

2 IDMS Contract Design 

Our IDMS is implemented within a smart contract accessed by fve types of entities: the 
IDMS owner, account managers, attribute managers, users, and RPs (shown in fgure 1). 
The frst four issue transactions to the blockchain to manage user accounts (relatively rare 
events). Users and RPs use public blockchain data to authenticate a user and pass attributes 
(the more common events). Both the managers and users have IDMS accounts. Manager 
data is publicly readable while user data is kept private using hashes and encryption. 

5 See [Yag+18] for an overview of blockchain and smart contract technology. 
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Smart Contract: The smart contract is modeled as being immutable; once deployed, it 
is not owned and is its own entity. Alternately, it may be coded for the IDMS owner to 
update it with participant agreement (e.g., a voting mechanism) or after a notifcation period 
(allowing participants time to withdraw from the IDMS if they disapprove of the changes). 

IDMS Owner: The IDMS owner is limited by the contract to authorize and deauthorize 
managers. For authorization, an entity creates a blockchain account, gives their public key 
to the owner, and the owner directs the contract to create an IDMS manager account for that 
public key. For deauthorization, the account record is marked as invalid. For each created 
manager, the owner specifes one or more descriptor felds. This should follow a standard 
nomenclature to enable automated evaluation of these felds by other entities (e.g., by RPs). 

Account managers: Account managers authorize user accounts in an analogous manner 
as the IDMS owner does for managers. User records are pseudonymous, they contain no 
identifying information. An account manager can only perform deauthorization on accounts 
they created. If a user’s private key is lost or stolen, the account manager may authorize 
a new account for the user using a new public key generated by the user and deauthorize 
the old account. The IDMS owner can require the account managers to perform identity 
proofng at some level, confrming that users are whom they claim to be. The contract can 
require a subset of the collected attributes to be posted to the user account. We refer to such 
attributes as ‘identity attributes’; they can be updated at any time by the account manager. 

Attribute managers: Attribute managers add attributes to users’ accounts. However, users 
must frst grant them permission. They may revoke any attributes previously added. 

Users: Users may unilaterally delete non-identity attributes (to avoid them changing their 
identity). They may also delete their IDMS account completely. As mentioned previously, 
they must authorize any attribute manager to add attributes to their account. 

RPs: RPs keep a local copy of the contract state, extracted from the blockchain, and execute 
contract ‘view’ functions on that copy to enable reading the contract data. They do not have 
accounts on the contract or transact with the contract. 

Fig. 1: IDMS Contract Design Relative to a Single User 

Mell, Peter; Dray Jr., James; Shook, James. 
”Smart Contract Federated Identity Management without Third Party Authentication Services.” 

Paper presented at Open Identity Summit 2019, Garmisch-Partenkirchen, Germany. March 28, 2019 - March 29, 2019. 

SP-360



4 Peter Mell, James Dray, James Shook 

3 IDMS Attribute Field Design 

An important design element is the attribute feld. Each feld has a hash of a user attribute 
(put there by the applicable account manager or an attribute manager). If the actual attribute 
data is included to allow for easy user retrieval (which is not necessary), it is encrypted with 
a secret key that is then encrypted with the user’s public key to preserve user privacy. It 
is expensive to store data on a blockchain; if the data is large (e.g. video or image fles), 
an of-blockchain location of the data may be posted to the attribute feld. This might be 
used, for example, with images of physical credentials such as driver’s licenses, visas, social 
security cards, and passports. Note that the source of each attribute feld is public to allow 
RPs to check the authority behind each user provided attribute. 

Field Name Field Description 
ManagerPublicKey Public key of manager that posted the attribute 
Identity Boolean to indicate if this is an identity attribute 
EncryptedSecretKey Secret key encrypted with the user’s public key 
Descriptor Encrypted description attribute data 
Data Encrypted attribute data 
Location Location for downloading data 
Hash Hash of the unencrypted descriptor and data 

Tab. 1: Contents of an Attribute Field 

To accomplish this, we use the attribute feld structure shown in table 1. The ‘ManagerPub-
licKey’ feld is the public key of the manager that posted the attribute to the user’s account. 
This key can enable anyone to look up the manager in the IDMS using the publicly available 
blockchain data. Manager accounts contain only unencrypted attributes so that anyone can 
verify who posted an attribute. Note that only the contract owner can authorize a manager 
and populate its data felds, thus the unencrypted attributes within a manager’s account 
are considered authoritative. The ‘Identity’ feld is a boolean indicating whether or not an 
attribute is an identity attribute. The ‘EncryptedSecretKey’ is the secret key that was used 
to encrypt the attribute descriptor and data felds. The ‘Descriptor’ feld is an encrypted 
feld that explains what the attribute data feld contains6. The optional ‘Data’ feld contains 
encrypted attribute data (these must be appended with a nonce prior to encryption to prevent 
guessing attacks when the attribute space is limited). The optional ‘Location’ feld identifes 
a public location where the encrypted attribute data is available. The ‘Hash’ feld is a hash 
of the unencrypted Data feld appended with the unencrypted Descriptor feld. This enables 
an RP to verify that a user is providing them the correct data and descriptor felds for a 
particular source. Note that if neither the Data or Location felds are provided, the user must 
maintain copies of the data for which the relevant hashes are posted. 

6 Implementations of this should standardize on a set of descriptors and a format for the data feld to promote 
automated processing of the attribute data. 
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4 IDMS Core Functions 

In this section we will describe the core functions for our conceptual IDMS system: 1) 
authentication of users and 2) secure transmission of user attributes. A key design feature 
is that the user and RP can achieve this without any interaction with a third party (they 
don’t even need to transact with the smart contract). However, the user needs access to their 
attribute descriptors and data. These could be maintained by the user, downloaded from the 
blockchain (if stored in encrypted form in the user’s record), or downloaded and decrypted 
from the location specifed in the location feld of the user’s record. The user will also need 
to maintain their private key. This could be done in a hardware dongle to promote security 
and portability between devices, but could also be copied to multiple devices if desired. 

The RP will need access to a copy of the blockchain on which the contract is being executed 
(which is publicly available through the blockchain peer-to-peer network). They need only 
store the small portion relevant to the contract data. This must be a version recent enough as 
to have a hash of the attributes that the user will provide to the RP. Note that the RP does 
not need a blockchain account and the user will not need to transact with their blockchain 
account for these core functions (they do so only to maintain their contract user record). 

4.1 IDMS Authentication 

Fig. 2: Example User to RP Authentication Function 

Our frst core function enables U to authenticate to some RP1 given that RP1 can access 
U’s public key from the IDMS data on the public blockchain. This could be done through 
many approaches; here we present a method using Transport Layer Security (TLS). Our 
approach is similar to using TLS with client-side certifcates, except that in our scenario no 
such client-side certifcate exists. We achieve this by creating a TLS session, but within that 
session adding an additional challenge response mechanism followed by RP1 generating 
a fnal symmetric key used for a second encrypted tunnel within the original TLS tunnel. 
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With additional engineering, this tunnel within a tunnel approach could be replaced with 
the second ‘challenge response’ tunnel replacing the frst TLS tunnel. 

More specifcally for our example approach, U establishes a TLS tunnel with RP1. U then 
sends a message to RP1 claiming to own account ‘User 1’ in the IDMS. RP1 then accesses 
the IDMS account ‘User 1’ using its local copy of the blockchain and retrieves the posted 
public key. RP1 sends a random challenge to U encrypted with the public key posted on 
the IDMS account. U decrypts this with his private key and sends the result to RP. If the 
correct value was returned by U, then U has proved ownership of account ‘User 1’. Next, 
RP1 encrypts a symmetric key with U’s public key to use for the second encrypted tunnel 
and sends it to U. U obtains the symmetric key by decrypting with his private key. At this 
point both U and RP1 have mutually authenticated and have established an encrypted tunnel. 
This process is shown in fgure 2. 

Note that in TLS, U produces the symmetric key used for the encrypted tunnel. However, in 
our secondary tunnel it is necessary that RP1 produce the symmetric key and encrypt it with 
U’s public key to avoid a man-in-the-middle attack. We must prevent RP1 from being able 
to masquerade as U while accessing some RP2 (because RP1 could answer RP2’s challenge 
using a response obtained by issuing the same challenge to U). 

4.2 IDMS Attribute Transfer 

Fig. 3: User to RP Attribute Transfer Function 

Our second core function enables U to send attributes to RP (e.g., personal information 
necessary to complete some interaction). U obtains a decrypted copy of an attribute 
descriptor and data (from a local store, from an encrypted version stored in the user’s IDMS 
record, or from a server whose location is specifed in the user’s IDMS record). U sends the 
descriptor and data to RP. RP hashes a concatenation of the data and descriptor and then 
verifes that the result matches a hash on the user’s IDMS record. The RP can then use the 
’ManagerPublicKey’ feld in the matching attribute record to evaluate the attribute source. 

The manager accounts have unencrypted descriptor felds populated by the owner to enable 
an RP to automatically evaluate the authority of a manager account (e.g., that the manager 
issuing a drivers license really is the correct government agency). By the owner populating 
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these public manager descriptor felds with a standard nomenclature, automated evaluation 
by RPs of a manager’s authority can be enabled. 

5 Example Use Case 

A government deploys an instance of our IDMS contract to a blockchain and is the owner. 
The owner authorizes account manager entities to perform identity proofng and add users. 
This is likely organizations already performing related activities, such as banks and local 
governments. A user Bob goes to his bank to have an account created in the IDMS. After 
providing the necessary documentation, he is granted an account. The owner also authorizes 
a university as an attribute manager with the descriptor felds ‘university’ and ‘University 
of Corellia’. The former is a standardized descriptor to enable automated processing while 
the latter provides the name of the specifc university (note that how to create ontologies of 
descriptors is out of scope of this work). Bob then requests that the University of Corellia 
post his degree to his IDMS account. Bob must frst prove to the university using the core 
IDMS functions that 1) he owns the account and 2) that the account is for his identity by 
passing them identity attributes. Bob then transacts with the IDMS contract to give the 
university permission to post attributes to his account. The university gives Bob a digital 
image of his degree and also posts an attribute on Bob’s IDMS account with a hash of 
the digital image and a location feld indicating where Bob can login and download the 
image of of university servers (in case Bob loses the originally provided digital image). 
The university posts a second attribute indicating his grade point average (GPA). Since this 
is a small data feld, it is encrypted along with a standard sized nonce and placed inside the 
attribute feld. Bob can download this anytime of of the blockchain and use his private key 
to decrypt it. Bob then applies for a job with Ally, who wants proof that Bob graduated with 
a minimum GPA. Bob uses the core IDMS functions to prove that 1) he owns the IDMS 
account and 2) that the account contains the attributes necessary to convince Ally that Bob 
received a degree and graduated with a sufcient GPA. When Ally receives and verifes the 
attributes sent by Bob, she then checks the descriptor felds associated with the attributes. 
She verifes that the attributes were provided from a university using the frst descriptor 
feld and she reads of the specifc university using the second descriptor feld. 

6 Implementation Details and Empirical Study 

We implemented our IDMS using a smart contract running on the Ethereum platform [Eth] 
and created apps to interact with the smart contract. The contract implements all of the 
functionality described in section 2 and it contains methods to support the core functions 
described in section 4. Note that we left for future work the implementation of the of 
blockchain U to RP interactions. 

We tested all contract interactions described in sections 2 and 4. There were two types of 
interactions: transactions and views. Transactions are function calls that change the state of 
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the contract; they thus must be submitted to the miners so that the changes can be stored on 
the blockchain. Views are function calls that look like transactions except that they do not 
alter the state of the contract; they thus can be executed locally by a node that has a copy of 
the blockchain. This makes their use free and fast. Table 2 lists the implemented functions. 

Function Type Permitted Role Gas Ether USD 
Add Manager Transaction Contract Owner 66632 2.0E-4 $0.03 
Delete Manager Transaction Contract Owner 17677 5.3E-5 $0.01 
Add User Account Transaction Account Manager 94562 2.8E-4 $0.05 
Delete User Account Transaction Account Manager 65020 2.0E-4 $0.03 
Add Attribute Transaction Managers / Users 182045 5.5E-4 $0.09 
Delete Attribute Transaction Managers / Users 33017 9.9E-5 $0.02 
Permit Attribute Manager Transaction Users 45151 1.4E-4 $0.02 
Deny Attribute Manager Transaction Users 15283 4.6E-5 $0.01 
Compare Hash View Public 0 0 $0 
View Attribute View Public 0 0 $0 
View Public Key View Public 0 0 $0 

Tab. 2: IDMS Contract Functions and Costs ($219.01 USD/Ether as of September 27, 2018) 

Note that the view functions are used by users and RPs for their interactions. The transaction 
functions are only used to set up the IDMS data structures. Thus, normal operation of our 
IDMS is extremely fast and does not cost anything. Creating user accounts and updating 
them with attributes costs a modest amount of funds (e.g., less than $1 USD), but such 
activities are relatively rare compared to users interacting with RPs. 

7 Reasons to use a Smart Contract 

Use of the smart contract promotes trust in the system while providing a convenient vehicle 
for data distribution and update of a distributed and resilient data store. The smart contract 
code is publicly viewable and immutable, thus all participants know how it will operate and 
all entities are constrained to their roles. In particular, the owner is limited to just creation 
and deletion of manager roles; no access to user accounts is provided. The blockchain 
peer-to-peer network makes it convenient to distribute the IDMS data to participating 
entities. This also provides transparency and audit-ability for all IDMS transactions. Since 
the user to RP interactions don’t modify the blockchain, this transparency doesn’t cause a 
problem with user privacy. Lastly, the smart contract approach enables one to deploy an 
IDMS without the need to build and maintain any infrastructure. 

8 Security Properties 

We now summarize the security and privacy properties needed for our model and then 
explain how each security property is fulflled by our IDMS and then discuss a residual 
weakness. The specifc security properties are as follows: 
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1. User attribute data is encrypted such that only the user can decrypt it. 

2. Users can securely share their attribute data with other parties. 

3. Users can unilaterally remove their attributes. 

4. Users can unilaterally remove their account. 

5. Users can have multiple accounts in order to hide their association with certain 
attribute managers. 

6. Account managers can only remove accounts that they created. Owners and attribute 
managers may not remove accounts. 

7. Account managers can only modify the identity attributes for accounts they created. 

8. Attribute managers may only place attributes if explicitly permitted by the relevant 
user. 

9. Owners may only add and remove account/attribute managers and update the IDMS 
contract code. 

10. IDMS contract code may only be updated by the owner following due process laid 
out in the contract (which is publicly available to all users of the contract). 

11. Relying parties can trust account managers to perform identity proofng that binds 
real world entities to user accounts at a stated level of assurance. 

These security properties are provided primarily by the contract itself. Except under 
conditions documented within the contract, the code is immutable. The code is also public 
so that users can verify that these properties will be held. The contract directly enforces 
security properties 3, 4, 6, 7, 8, 9, and 10. Key to this enforcement is for the smart contract 
to authenticate the party requesting a change. This is handled by the smart contract system, 
leveraging the accounts on the blockchain. Thus, our approach does not have to implement 
that part of the trust model. 

Property 1 is enacted by the account and attribute managers when they place attributes 
on a user account. There is nothing in the contract to prevent the posting of unencrypted 
attributes, but there is no motive for a manager to do so and there could be repercussions 
(e.g., the owner could remove the manager from the IDMS). 

Property 2 is enabled since our IDMS architecture provides a way for a user and RP to 
directly authenticate and pass attributes. All they need is to use a standard encrypted 
connection within which to execute our protocol. 

Property 5 can be provided by a user’s account manager. It is trivial to create additional 
accounts on blockchain systems, thus the user can do so easily. The account manager then 
simply creates an IDMS account with the public key associated with each of the user’s 
accounts. Based on our empirical work, there may be a modest cost to create each account 
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(e.g., $0.05 USD). Also, we note that users are not required to pass RPs their identity 
attributes, enabling them to pass other attributes without revealing their identity. This can 
enable transactions to authenticate that a person has some attribute while staying anonymous. 
An example might be an online forum where only members of a certain organization can 
post messages but where the poster’s identity is to remain anonymous. 

Property 11 is achieved through the contract owner auditing the account managers to ensure 
that users are identity proofed at the required or advertised level of assurance. If account 
managers are non-compliant then the contract owner can revoke their accounts. 

Despite these security protections, we note an important limitation. An account managers 
could use their knowledge of a user’s identity attributes to create a clone identity for someone 
else. This is analogous to a government duplicating someone’s passport but including a 
diferent picture to enable someone to act as someone else. To our knowledge this problem 
exists in the related schemes (discussed next) whenever attribute managers act maliciously. 

9 Related Work 

Many organizations are investigating using blockchain technology for identity management. 
Our approach is unique in providing a managed hierarchical approach with user self-
sovereignty that can authoritatively validate attribute providers (or claim providers). 

uPort: uPort is an ‘open identity system for the decentralized web’ [uPo18]. uPort users 
create and manage self-sovereign identities by creating Ethereum accounts linked to a 
self-sovereign wallet. Being unmanaged and fully self-sovereign, there is no entity identity 
proofng of user accounts [Lun+17]. Our approach difers in that it provides a managed 
solution that still provides a level of self-sovereignty. This managed aspect can enforce 
validation on the claim providers not possible in completely unmanaged systems. 

SCPKI: The paper entitled ‘SCPKI: A Smart Contract-Based PKI and Identity System’ 
[AlB17] addresses the issue of rogue certifcates issued by Certifcate Authorities in 
traditional public key infrastructures. It proposes an alternative PKI approach that uses smart 
contracts to build a decentralized web-of-trust. The web-of-trust model is adopted from 
the Pretty Good Privacy (PGP) system [Gar95]. SCPKI supports self-sovereign identity by 
defning a smart contract that allows users to add, sign, and revoke attributes. Users can 
sign other user’s attributes, gradually building a web-of-trust where users vouch for each 
others’ identity attributes. As with uPort, our approach difers in that it provides a managed 
model that can provides additional assurances on claims. 

Ethereum Improvement Proposal 725: Ethereum Improvement Proposal 725 [Vog17] 
(EIP-725) defnes a smart contracts based identity management framework where each 
identity account is a separate smart contract. It supports self-attested claims and third party 
attestation. EIP-725 is augmented by EIP-735 [Vog], which specifes standard functions for 
managing claims and is supported by the ERC-725 Alliance [ERC]. An online ERC-725 
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DApp demonstration is available [0RI]. Our approach has similar capabilities but does not 
require every user and issuer of claims to have their own smart contract; ours is also a 
hierarchical managed model. 

Sovrin: Sovrin is ‘a protocol and token for self-sovereign identity and decentralized trust’ 
[Sov]. Its goal is to replace the need for PKIs and to create a Domain Name System (DNS) 
type system for looking up public keys to be used for identity management purposes through 
building a custom blockchain system. It is a permissioned based cryptocurrency with no 
consensus protocol, thus it has centralized ownership of the tokens. The managing Sovrin 
foundation must approve all nodes managing the blocks but is appealing for community 
involvement in running nodes. The token is a cryptocurrency so that value can be exchanged 
along with supporting identity transactions. Our approach difers in that it doesn’t require its 
own blockchain or cryptocurrency and can be executed on top of any smart contract system. 

Decentralized Identity Foundation: The Decentralized Identity Foundation (DIF)is a large 
partnership with the stated goal of building an open source decentralized identity ecosystem 
[Fou18]. The primary focus is on high level framework, organizational issues, and standards. 
DIF plans to develop a broad, standards based ecosystem that supports a range of diferent 
implementations. 

Other Related Work: There are many other FIM related blockchain projects that cannot be 
referenced here due to space limitations. For the majority of them, the design details are 
unavailable or are in constant fux due to the nascent nature of this market. 

10 Conclusions 

We have demonstrated that it is possible to design a FIM system that enables direct user 
to RP authentication and attribute transfer without the involvement of a third party. We 
implemented this using a smart contract and identifed the advantages of taking such an 
approach. We note that user to RP interactions do not require transactions with the contract, 
making them fast, free, and private. 

Our approach provides strong user self-sovereignty so that only the user can view and share 
their attribute data. However it is a managed system, intentionally not fully self-sovereignty 
as with the cited related work to prevent users from unilaterally changing their own identity 
and to provide greater validation of attribute providers. Our limits on self-sovereignty also 
enable the IDMS to provide authoritative and consistent data about users and participating 
organizations. Our approach is thus suitable for a large organization to provide identity 
management services to its constituents (e.g., a government). Once established by a large 
entity, other organizations may leverage the IDMS to provide attributes to their users and 
gain the ability to identify and authorize users (but only with user permission). If the owner 
of the contract opens up the system to many account managers and attribute managers, this 
will create a powerful identity management ecosystem (as opposed to being a service only 
for a particular purpose). 
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The public safety community is transitioning from land mobile radios to a communications technology 
ecosystem including a variety of broadband data sharing platforms. Successful deployment and adoption of 
new communications technology relies on efficient and effective user interfaces based on understanding first 
responder needs, requirements, and contexts of use; human factors research is needed to examine these 
factors. As such, this paper presents initial qualitative research results via semi-structured interviews with 
133 first responders across the U.S. While there are similarities across disciplines, results show there is no 
easy “one size fits all” communications technology solution. To facilitate trust in new communications 
technology, solutions must be dependable, easy to use for first responders, and meet their communication 
needs through the application of user-centered design principles. During this shift in public safety 
communications technology, the time is now to leverage existing human factors expertise to influence 
emerging technology for public safety. 
 

INTRODUCTION 
  
 The public safety community performs the vital mission 
of protecting lives and property – from day-to-day operations 
to out-of-the-ordinary situations. Yet, the public safety 
community faces significant communications challenges 
including interoperability and network capacity, coverage, and 
service. To help address such challenges, a Nationwide Public 
Safety Broadband Network (NPSBN) is in development for 
public safety to take advantage of new technological 
innovations and enhance their communications and 
information sharing. The NPSBN will enable law enforcement 
officers, firefighters and emergency medical services 
providers to send data, images, video, and location 
information in real-time. These new capabilities should help 
first responders perform their life-saving mission more safely, 
efficiently, and effectively.   
 Traditionally in the public safety communications 
domain, systems have been tested and measured according to 
network factors such as capacity, coverage, service, and other 
public safety-grade features. As technologies mature, it is 
critical that all system factors be considered, including human 
factors. Careful consideration of user needs will enable 
significant improvements in overall public safety mission 
delivery, much more so than technology advancements alone 
will achieve.  

As with many technological paradigm shifts, new 
opportunities also present new research and development 
(R&D) challenges. To facilitate this new R&D, the Public 
Safety Communications Research (PSCR) program was 
established at the National Institute of Standards and 
Technology (NIST). PSCR has recognized the need for 
usability research and enhanced user interfaces as one of 
several major priority research areas necessary to support new 
public safety communications technology. PSCR believes that, 
in order for first responders to execute operations successfully, 
technology must support their ability to efficiently and 

effectively complete their tasks without interference – success 
requires a “sound understanding of the user, their 
requirements, and the inherent features that make a system 
usable” (PSCR, 2018).  

The recognition of the role that user interfaces play and 
the call for enhanced interfaces by PSCR presents a unique 
opportunity for human factors researchers and practitioners. 
The time is now to leverage this opportunity and contribute 
human factors expertise to influence new products and 
services for the public safety communications domain.  
 There have been notable pockets of human factors 
research in the public safety space—much of it by HFES 
researchers (e.g., Timmons & Hutchins, 2006; Lai, Entin, 
Dierks, Raemer, & Simon, 2004). However, public safety has 
not typically benefited from the same widespread human 
factors attention that other domains such as the military and 
aviation have received. With the upcoming technological shift 
and potential funding in the public safety communications 
space, the human factors community is well-poised to offer 
significant contributions and lessons learned from other 
relevant fields. 
 Unfortunately, research and development communities 
often propose communication and technology solutions for 
first responders without having a full understanding related to 
the characteristics of their work and the problems they face. 
However, understanding their user needs is a crucial first step 
towards successful technology design, deployment and 
adoption. There are roughly 4 million public safety workers in 
the U.S., composed of firefighters (FF), emergency medical 
services (EMS), law enforcement (LE), and 911 center 
communications (COMMS) personnel. Although it is a 
significant undertaking, this project set out to understand the 
wide range of first responders, their tasks, and contexts of first 
responder work. The research questions guiding this effort 
were: How do public safety personnel describe the context of 
their work, including roles and responsibilities as well as 
process and flow? How do public safety personnel describe 
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their communication and technology needs related to work? 
What do public safety personnel believe is working or not 
working in their current operational environment?  

A goal of this research effort was to engage directly with 
first responders to understand their current user experience 
and what they need in order to communicate efficiently and 
effectively. Engaging with first responders captures their 
voices so that they become audible to a broader community.  
  

METHOD 
 

There are two phases in this project’s data collection; they 
are distinguished by the types of data collected. The first 
phase, the qualitative component, focused on interviews with 
133 first responders across the U.S. The second phase will 
utilize a quantitative survey instrument to collect data to 
confirm and expand on the needs and problems related to 
communication and technology identified in the qualitative 
data. The qualitative and quantitative phases complement each 
other, providing a holistic view of first responders, their work, 
beliefs, and needs related to communications technology. The 
initial results for the FF, EMS, and LE disciplines of the 
qualitative component are described in this paper. (Note that 
few COMMS are included here, as they were part of a 
separate data collection effort.) 

Qualitative research is iterative in nature and focuses on 
the importance of participants’ perspectives throughout the 
research process. Our research process consistently returned to 
our research questions to inform elements of the process: 
instrument development, data collection, and data analysis. 
Further, data collection and initial data analysis were 
conducted in tandem and occurred iteratively. 

 
Instrument Development 

 
The research team developed a semi-structured interview 

protocol. Pilot interviews were conducted with several first 
responders in each discipline to determine face and construct 
validity as well as assess language appropriateness for the user 
population. The pilot interviews demonstrated that a 
generalized instrument worked well across all disciplines. The 
final protocol included questions on work-related tasks, 
relationships, and communication and technology tools, and a 
short demographic form. The demographic questions focused 
on gender, age, years of service, and participants’ ease and 
comfort with technology. 

 
Sampling Strategy and Participants 
 
 Sampling strategy. There is a wide range of different 
types of first responders with different roles and 
responsibilities, as well as different communications and 
technology needs. The initial sampling strategy focused on FF, 
EMS, and LE in urban, suburban, and rural locations. In 
addition to discipline and location representation, the sampling 
strategy addressed first responders with various levels of 
experience as a responder, from rookie to senior, as well as 
responders from multiple jurisdictional agency levels, and a 
mix of station types, both volunteer, career, and combined. 

 Participants. 133 participants were interviewed in 105 
interview sessions. Table 1 shows the distribution of 
participants by discipline and location type.  
 
Table 1: Participant distribution by discipline and location  

 FF EMS LE COMMS PS* Total 

Urban 35 11 26 1  73 

Suburban 25 6 12 1 2 46 

Rural 5 3 5 1  14 

Total 65 20 43 3 2 133 
*PS are cross-trained in FF, EMS, and LE.  
 
 

 
Figure 1. Participant Demographics 

 
Figure 1 shows basic demographic characteristics. For 

these participants, their years of service ranged from less than 
a year in the field to 40 years of service (mean=18.89, 
SD=9.38). With respect to gender, there were very few women 
in our interview sample, just 9.84 %; however, this is 
representative of the first responder community in general. 
Women make up approximately 13 % of LE (U.S. Department 
of Justice, 2013) and less than 5 % of FF (National Fire 
Protection Association, 2018). Note that the demographics in 
Figure 1 are from n=122 first responders, as some participants 
did not complete all questions on the demographic 
questionnaire. 

 
Data Collection 

 
Most interviews took place in the workplace (a police, 

fire, or EMS station) typically in either a group gathering area, 
a private office, or conference room. Some interview sessions 
had more than one participant. Each participant was provided 
with a copy of the study information sheet and verbally given 
a summary of its content. Participants were asked for 
permission to audio record the session.  

The data consist of interview transcripts of the recordings, 
demographics, field notes, and analytic memos. All interview 
recordings (a total of 5 627 minutes) were transcribed by an 
external transcription service and the transcripts form the 
major dataset for analysis (1 807 pages). In addition, research 
team members wrote field notes related to interviews they 
conducted, that served as additional data for analysis. 

 
 

                    Age (years)                                     Years of Service 
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Data Analysis 
 
 Data analysis involved both individual and research team 
coding and analysis sessions. Qualitative data analysis 
included coding, data extraction, and analytic memoing. 
Coding is a process of tagging data that allows for data 
reduction at the start of the analysis process. In the coding 
sessions, an initial code list was constructed and revised as the 
data were explored more fully. In these sessions findings were 
also discussed, ideas and concepts in and about the data were 
explored, and concepts and variables were ultimately 
identified to address as part of our analysis. Finally, data 
extraction was performed, which is the process of pulling 
(extracting) all data associated with a particular code from the 
source data to help identify relationships and themes that 
might exist across codes during analysis. 
 In the analysis sessions, the research team explored 
initial ideas about the data and the codes, and began to identify 
any relationships and themes. Analysis included thematic, 
negative case, values, and descriptive exploration of the data 
and the codes (Saldaña, 2013). Team members used analytic 
memoing to document the relationships of the data and the 
codes. The iterative process of reviewing the data and codes, 
the full data set and extracted files, facilitated the 
identification of themes, trends, outliers, and an overall 
impression and understanding of the data. 
   

RESULTS 
 
 This section presents the results of the initial analysis of 
the qualitative interview data, including how first responders’ 
work influences their communication and technology needs, 
the challenges they face using their current technology, and 
their vital need for usable solutions. Participant quotes are 
presented to serve as exemplars of key concepts, ideas, and 
themes identified in the analysis rather than as just singular 
examples of data. All participant responses in blue text are 
verbatim and come directly from participant transcripts. The 
participant responses are followed by a notation that is 
comprised of three parts: discipline (FF, EMS, LE, COMMS, 
PS); city type (Urban=U, Suburban=S, Rural=R); and 
interview number. Thus (FF-R-009) refers to a FF interview, 
from a rural location, who was fire interview number 009.  
 
Public Safety Communication and Technology Needs 
 
 First responders in fire, law enforcement, and EMS 
require unique skillsets to respond to incidents in their 
respective disciplines. They are responsible for handling the 
most extreme incidents, utilizing the highest levels of 
specialized training, as well as the more routine day-to-day 
tasks. In their work environments, first responders are 
expected to know it all: 

Pretty much, we're going to go help anybody that 
needs help, whether it's medical, fire, anything like 
that. If they need something, just call the fire 
department, we'll come and help them… So if it was 
really coming down to, "What do we do?" just be 

anything for the citizens we work for, pretty much. 
(FF-R-009) 
We're multi-faceted. We're teachers, doctors, nurses, 
medics, moms, dads, coaches, counselors is a big 
one, mental health specialists, which is what we get a 
lot of in [city redacted]. We're jack of all trades. We 
do everything. Report takers, problem solvers, crime 
fighters. I mean, we do everything in [city redacted]. 
(LE-U-013) 

 When responding to incidents, first responders have to 
expect the unexpected. While the extreme range of incident 
types in their work is overwhelmingly consistent across all 
three disciplines, first responders’ communication and 
information needs and practices during incident response have 
very distinct differences. These differences heavily depend on 
their discipline, their position, and especially their role in the 
chain of command.  
 The differences among and within the various disciplines 
of FF, LE, and EMS imply that there is no easy “one size fits 
all” communications technology and data solution. Participant 
responses clearly show that not all first responders need access 
to all types of communication tools, nor to the same 
communication tools—everyone does not need everything. 
However, there are some important similarities across 
disciplines; for instance, FF, EMS, and LE all need to know 
the location and nature of incidents, and traffic patterns while 
en route to a location. Despite these similarities across 
disciplines, it is critical that technology developers and data 
providers know that even within a single discipline, 
communications technology and information needs differ 
based on both individual first responder roles as well as the 
scale and nature of the incident to which they are responding.  

For FF, incident commanders need a much more holistic 
view of the incident in order to monitor and direct all teams 
involved, whereas the firefighters under their command are 
often completing very specific tasks and communicating only 
with their immediate crew. Likewise, information and 
communication needs for a single-family home structure fire 
differ from a high-rise fire or a large-scale hazmat incident. 
For EMS, information and communication needs of an EMS 
squad supervisor responsible for directing multiple crews are 
different from an individual paramedic and his/her partner. 
Coordinating and providing patient care for a mass casualty 
incident (MCI) is different than dealing with a single cardiac 
arrest patient. In LE, information and communication needs 
for a single patrol officer during a simple stop for a traffic 
violation are very different than those of an incident 
commander in charge of coordinating police response to an 
ongoing active shooter event. Shorter duration incidents 
require different information and communication needs than 
more extended incidents, such as active shooters, public 
protests and sporting events. Across these disciplines, the 
challenges in using communications technology are 
heightened due to first responders’ unique environments, 
tasks, and needs. 
 
User-Centered Design of Public Safety Communications 
Technology  
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As the human factors community is well aware, the 
design of new technology should focus on the user rather than 
be designed in a vacuum, absent of user needs. To have a 
positive impact on the work of first responders, meaningful 
improvements to their current technology and research and 
developments of new technology must be designed with and 
for them. 

The idea of [a button used only for] emergency alerting 
on radios is absolute crap. It’s a theory and a concept that 
was created in an air-conditioned room on a whiteboard, 
but when you’re scared to death, you’re going to do what 
you do 99.9 % of the time… hit the side button [used for 
normal radio transmissions]. (FF-R-008) 
First responders spoke of what is working or not working 

in their current operational environments. Universally, 
participants all wanted better, faster, and cheaper technology. 
They also emphasized the needs to improve their current 
technology, reduce unintended consequences, lower 
product/service costs, and make technology easier to use. The 
user-identified needs and requirements provide a blueprint for 
the public safety communications R&D community to develop 
solutions for solving the “right problems.” From the first 
responders’ interviews, six user-centered governing principles 
emerged that should guide all development of public safety 
technology. 
1) Improve current technology. Designers should make what 
first responders currently have better, more affordable, and 
more reliable. For example, better radios – coverage, 
durability, clarity; better microphones and cords. It is not 
necessarily new technology that first responders want, but the 
improvement of current technology that they believe is most 
important. 

let's slow our horses a little bit, and let's back up 
and… Instead of introducing all this extra new stuff 
let's, one, make sure what we have actually works 
better. And then, two, let's not rely on it so much. 
(FF-U-042) 

2) Reduce unintended consequences. Develop technology 
that does not take away first responders’ attention from their 
primary tasks–causing distraction, loss of situational 
awareness, cognitive overload, and over-reliance on 
technology. Consider the social, political, policy, and legal 
implications of technology. 

With all the different [technology] functions, it 
makes actually seeing what's going on in the 
neighborhood harder. And somebody's looking at this 
box to tell them what's going on as opposed to 
actually looking at the surroundings and figuring out 
what's going on. (LE-U-024)  

3) Recognize ‘one size does not fit all’. While standardization 
is critical for consistency, compatibility and quality, 
technology development must accommodate a variety of 
different public safety needs–across disciplines, personnel, 
departments, districts, contexts of use–all requiring 
adaptability and configurability.  

So that’s the challenge [for developers]. Whatever 
you come out with, it’s not going to be one size fits 
all. (EMS-U-001) 

4) Minimize ‘technology for technology’s sake’. Develop 
technology with and for first responders driven by their needs, 
requirements, and contexts of use. 

I can't make any of my employees do anything. Okay. 
They're here 24 hours a day. I've done their job. It's 
not easy. If you throw all kinds of harder stuff to 
make their job harder on top of it, it's not going to 
work. I mean, I can put all of the sanctions and rules 
and everything I want on it, but I have to motivate 
people to want to use this technology and show them 
the advantage of using it… We can post statistics that 
show us what we're really doing, how it's useful. But 
if it's not [useful] to them, what's in it for them? 
(EMS-R-008) 

5) Lower product/service costs. Develop technology at price 
points that departments can afford to purchase and maintain to 
reduce monetary barriers. 

[Technology] has to be affordable, and that's the 
challenge. Of course, they're loosely related. I mean, 
there are companies out there that sell all this stuff, 
but it's never achievable for us. We'll never be able to 
spend $10 000 on a radio. We have a hard enough 
time spending-- right now, I mean, our radios are 
costing almost 4 grand for radio. And that's why we 
have older radios because we can't afford the new 
stuff. (FF-R-019) 

6)  Require usable technology. Develop ‘Fisher-Price’ 
solutions – simple, easy to use, light, fast, and not disruptive. 
Technology should make it easy to do the right thing, hard to 
do the wrong thing, and easy to recover when the wrong thing 
happens. 

But when you're in a dynamic environment, you need 
relatively simple what I call "Fisher-Price 
technology." Big shapes, big buttons, colors, things 
like that so that I don't have to scroll down menus and 
things like that… (FF-S-035) 
In the police world, if you want somebody to use 
something, it has to be simple. The more complicated 
it is, it's very seldom getting used. (LE-R-001) 

Participants were not opposed to technology, but they want 
technology that makes sense to them and makes their work 
easier to accomplish. They don’t want technology to sever and 
replace the human connection they see as so important. 
Technology must also work with first responders’ other 
equipment and tools, and be affordable. Adhering to these 
guiding principles will promote first responders’ trust with 
new technology, a requirement for successful adoption. 
 
Trust in Public Safety Communications Technology 

 
Early in the data analysis, the concept of trust emerged as 

an overarching element in public safety communications 
technology. The relationship of trust to many of the problems 
identified by the first responder participants was prevalent in 
the data. Although it was not specifically asked during the 
interviews, trust cut across the data, irrespective of discipline, 
geography, city type, rank, age, years of service, and other 
variables.  
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Trust is built over time and requires good experiences. 
Unfortunately, many participants’ experiences with new 
technology have predisposed them not to trust technology. As 
a result, often participants did not see the need for new 
technology.  

I mean, the big thing is everything we use, I mean, 
we don't have time to mess with it, or tweak it, or 
play with it. It has to work the first time, every time, 
or people will just stop using it. They will just refuse 
to use it and go back to the old way of talking on the 
radio. (EMS-U-003) 

 Users’ first impressions of a new technology heavily 
influences trust of that technology, adoption, and continued 
use. Building trust requires that the technology development 
community ‘solve the right problems’ – problems identified 
by first responders that impact their work.  
 

DISCUSSION AND CONCLUSIONS 
 

The voices of first responders should be at the forefront 
when considering the design, development, and adoption of 
public safety communications technology. According to 
participant responses collected in our interviews, researchers 
and developers should focus on technology that facilitates first 
responders’ primary tasks and improves the user experience. 
During the interviews, participants noted the huge costs that 
occurred when technology was mandated or “pushed” upon 
first responders. Even if new technology is adopted at the 
administrative level, it will be impossible to convince end 
users to use it if they do not see immediate and tangible 
benefits for themselves. The components of usability, i.e., 
effectiveness, efficiency, and satisfaction, (ISO, 2010) must be 
fulfilled in order for successful public safety technology 
development and deployment. For the public safety space:  

• Effectiveness – how the technology will be useful in 
first responders’ primary task of protecting lives and 
property while preserving or enhancing situational 
awareness, 

• Efficiency – how the technology will be easy to use 
and save first responders’ time, 

• Satisfaction – how the technology will promote first 
responders’ comfort and confidence in use. 

When designing for usability, it is important to consider 
the finding that communication and technology needs differ 
by first responders’ roles and operating environments. This 
finding—that user characteristics and contexts of use influence 
user needs—is not unique to the public safety domain. 
However, it is often the case that technology designers in this 
space may assume that similarities among first responders 
outweigh their differences. Additionally, although many 
assume public safety is very similar to the military, first 
responders often have different training and experiences than 
do military personnel. For example, in the fire service, where 
70 % of first responders are volunteer (Haynes & Stein, 2017), 
military-grade technology is neither designed to be cost 
effective, nor built to withstand the extreme environment of a 
fire ground (Hamins, et. al., 2015). 

Differences such as those between career and volunteer in 
the fire service, as well as age, rank, position, or city type in 

the other public safety disciplines, are avenues for future 
exploration of the existing qualitative data results. Together 
with the quantitative survey results in phase two, this analysis 
will provide a more holistic view of challenges in the field, as 
well as implications for public safety technology designers 
and evaluators. 

As human factors researchers, we need to challenge the 
assumption that, with new technology, public safety first 
responders will simply be able to ‘communicate’ with one 
another as long as their radios or devices are on the same 
network. There are many other non-technological factors 
involved: for example, differences in standard operating 
procedures (SOPs), communication styles, and whether first 
responders have trained and worked together before.  

Just because devices can ‘talk to each other’ on a national 
broadband network, does not necessarily mean that first 
responders can do so as easily. Trust in technology is not built 
in a day, and it is much easier to destroy trust than it is to build 
it. New communications technology must be dependable, easy 
to use for first responders, and meet their communication 
needs. With the forthcoming NPSBN, the time is now for 
human factors professionals to partner with public safety 
researchers to improve public safety communications 
technology. 

 
DISCLAIMER 

 
Any mention of commercial products or reference to commercial 
organizations is for information only; it does not imply recommendation or 
endorsement by the National Institute of Standards and Technology nor does 
it imply that the products mentioned are necessarily the best available for the 
purpose. 
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Abstract—This paper describes the structure of the PerfLoc
Prize Competition organized by the US National Institute of
Standards and Technology (NIST). The Competition consisted of
collecting an extensive repository of smartphone data, releasing
the data to researchers across the world to develop smartphone
indoor localization algorithms, allowing them to evaluate the
performance of their algorithms using a NIST web portal, and
rigorous, live testing of the Android apps implementing the best
algorithms at NIST. The paper presents detailed performance
analysis of the algorithms developed by the top 10 participants
as well as the Android indoor localization app that won the first
prize in PerfLoc. It also provides a comparison of PerfLoc with
other ongoing, annual indoor localization competitions.

Index Terms—indoor localization, smartphone sensor data,
smartphone apps, Android, PerfLoc

I. INTRODUCTION

With billions in daily use around the world, the smart-
phone is the unrivaled king of personal mobile devices.
The navigation capabilities of the smartphone enabled by
the Global Positioning System (GPS) are widely used for
vehicular navigation or simply looking for a place to eat while
on foot in unfamiliar surroundings in a city. Even though
GPS does not work indoors, many applications are envisioned
for smartphone indoor localization and navigation, such as
navigating to a store in a shopping mall or a work of art
in a museum. The smartphone could even be used by first
responders for situation-awareness and command and control
purposes while responding to emergencies inside buildings.

Android phones use the Fused Location Provider (FLP)
Application Programming Interface (API) [1] developed by
Google for indoor/outdoor localization. iPhones use Apple’s
Core Location Framework [2] for indoor/outdoor localization.
A comprehensive performance evaluation of Android FLP and
Apple Core Location is beyond the scope of this paper, but the
indoor localization accuracy they currently provide may not
be adequate for some applications. Hence, it is worthwhile to
explore whether more accurate smartphone indoor localization
apps can be developed. With that goal in mind, the US
National Institute of Standards and Technology (NIST) created
and ran the PerfLoc Prize Competition [3] from March 2017
to April 2018. The preparatory steps for the Competition,
however, started in August 2015. This paper describes PerfLoc
from inception to conclusion.

The rest of the paper is organized as follows. Section
II describes our smartphone data collection campaign. The
process we used for over-the-web performance evaluation of
PerfLoc “algorithms” during the Competition Testing Period
that ran from March 2017 to January 2018 is described in
Section III. Section IV presents a performance analysis of the
top algorithms that were developed during the Competition
Testing Period. Two finalist teams were invited to NIST for
live tests of their “apps”. The details of that evaluation and
how that finalist apps performed are presented in Section V.
Related work is described in Section VI. Finally, concluding
remarks are provided in Section VII.

II. SMARTPHONE DATA COLLECTION

Our data collection campaign was carried out in two phases.
The original PerfLoc data was collected in early 2016. In
fall 2017, i.e., about six months into the Competition Testing
Period, NIST collected additional training data sets that were
released to the PerfLoc user community in response to their
request for such data.

A. Original Data Collection

PerfLoc was developed for the Android Operating System
(OS) only, because the iPhone platform is closed and its
sensor measurements and RF data are not readily accessi-
ble. NIST used four Android phones of different brands to
collect data from sensors, such as accelerometer, gyroscope,
magnetometer, and barometer, as well as Wi-Fi Received
Signal Strength Indicator (RSSI), the strengths of signals
received from cellular base stations, and GPS fixes that were
occasionally available inside buildings in early 2016. The
phones used for data collection were LG G4, Motorola Nexus
6, OnePlus 2, and Samsung Galaxy S6. They were strapped
to the arms of the person who collected the data as shown in
Figure 1. We used different smartphones to determine whether
the data collected varied significantly across different brands
and how those differences would affect the performance of
PerfLoc indoor localization algorithms. The total space in the
four buildings was more than 30,000 m2. The buildings were
a subterranean research facility with two levels below ground
level, a three-story office building, a large single-story building
housing a warehouse and industrial shops, and a single-story
machine shop. We refer to them as Buildings 1-4, respectively,
in the rest of the paper. PerfLoc competition participantsU.S. Government work not protected by U.S. copyright
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Fig. 1. Positioning of the phones on test subject’s arms (LG = LG G4, NX
= Motorola Nexus 6, OP = OnePlus 2, and SG = Samsung Galaxy S6)

were not told which building corresponded to which number.
To the extent possible, the buildings were selected based on
guidance from the international standard ISO/IEC 18305, Test
and evaluation of localization and tracking systems [4], whose
development NIST led during 2012-2016. Figures 2 and 3
show the interior of Buildings 1 and 4, respectively. The
former shows the basement level of Building 1 that houses
Heating, Ventilation, and Air Conditioning (HVAC) equip-
ment. The building has a sub-basement level also. Building
1 did not have any Wi-Fi access points (APs) and hardly
any cellular or GPS signal was ever received in that building.
The relatively small number of weak Wi-Fi signals received in
that building were from APs in neighboring buildings, whose
locations we had not surveyed. Therefore, Building 1 was the
most challenging from an RF signal availability point of view.
Building 2 had a good number of Wi-Fi APs with one AP
for roughly every 225 m2 of space. The huge Building 3 had
only a few Wi-Fi APs, such that in roughly half of its area
no Wi-Fi signal could be received at all. Building 4 was the
smallest of the four and it had a few Wi-Fi APs. One could
receive Wi-Fi signals everywhere in that building, but from a
couple of APs only. We installed more than 900 dots, circular
floor markers of diameter 3 cm, in the four buildings and had
the dot locations as well as the Wi-Fi AP locations in the
buildings professionally surveyed. The dots were used as test
points for the algorithms developed by PerfLoc competition
participants.

We described Wi-Fi signal availability in detail, because the
Wi-Fi signal is the primary information that could be used in
PerfLoc to mitigate the drift inherent in localization based on
an Inertial Measurement Unit (IMU). (The GPS signal was
mostly unavailable in the buildings and localization based on
cellular signals is notoriously inaccurate [5].) NIST did not
systematically collect Wi-Fi fingerprints in the four buildings,
but it provided the 3D coordinates of all Wi-Fi APs and
their radio MAC addresses (BSSIDs). This is an important
distinction between PerfLoc apps and Android FLP or Apple
Core Location. The latter two do not have the Wi-Fi AP
locations available to them, but Google and Apple collect
a lot of data when a smartphone user allows them to track
his/her location. Presumably, Google and Apple have large
repositories of Wi-Fi data in buildings. NIST is not privy to

Fig. 2. Interior of basement level in Building 1

Fig. 3. Interior of Building 4

how Google and Apple use that information.
We collected timestamped training and test data sets. The

former comes with ground truth location at each timestamp
so that PerfLoc competition participants could assess the
accuracy of their indoor localization algorithms. We collected
data over 34 test & evaluation (T&E) scenarios in the four
buildings, including one training set for each building. This
resulted in roughly 15.6 hours of data collected with each
phone, which makes PerfLoc a very comprehensive repository
of smartphone data. Each T&E scenario involves following a
pre-determined course in a building using one or more mobil-
ity modes. The mobility modes used were walking normally,
walking normally but pausing for 3 s at each dot visited,
running, walking backwards, walking sideways (sidestepping),
crawling on the floor, using an elevator instead of stairs to
change floors, and placing the four phones on the bed of a cart
that we pushed around in buildings. For each T&E scenario,
we provided the 3D coordinates of the starting point and the
initial direction of motion (E, N, W, or S).

We also provided the footprint of each building to allow
PerfLoc algorithms to reject location estimates that fell outside
the footprint. Specifically, we provided the coordinates of all
corners of each building in counterclockwise order.
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More details about our original data collection campaign
can be found in [6], where we presented statistical analysis
of the collected data such as how fast various sensors could
be sampled, how periodic the sensor samples were (statistics
of inter-sample times), whether different phones saw the same
number of Wi-Fi APs, and the correlation of accelerometer
data to the motion the phone experienced.

B. Supplemental Data Collection

We had deliberately not specified in the original PerfLoc
data when a transition takes place from one mobility mode
to another. The PerfLoc competition participants asked NIST
to provide additional training data sets that they could use
to develop models for various mobility modes as well as
smartphone attitude estimation, i.e. in which 3D direction the
phone is facing. NIST deployed an additional 386 dots on
the floor in a building, one yard (3 floor tiles) apart from each
other, and collected several training data sets using the original
four phones mentioned above as well as a Google Pixel XL
phone that we later used for live tests of the PerfLoc finalist
apps. When collecting data with the four original phones, we
attached them to the arms of the person who collected the
data as shown in Figure 1 or put them on a cart. In case of
the Google Pixel XL phone, the person collecting data held
it in one hand in front of his/her chest, just like how most
people interact with a smartphone. The cart scenario was the
same as before. Just to provide some detail, in the scenario that
involved crawling on the floor, the person walked for a while,
then started crawling on the floor at a time that we specified
in the meta data for the scenario, and finally started to walk
again at a time specified in the meta data. Whether walking or
crawling on the floor, we provided the timestamps for each dot
on the course, ground truth location of each dot, and of course
all sensor measurements made by the phone(s) on a continuous
basis. In the data set for attitude estimation, we put the phone
on the floor in one of six ways that we specified in our meta
data and the timestamp for visiting each dot and its ground
truth location. Attitude estimation plays an important role in
indoor localization, because the accelerometer, gyroscope, and
magnetometer in the phone measure respective sensor values
with respect to the reference coordinate system of the phone,
but the phone’s orientation changes continuously as a result of
the body motion of the person who collected the data. Just like
the original PerfLoc data, the supplemental data is available
on the PerfLoc website [3] along with detailed descriptions of
the data.

III. OFFLINE EVALUATION OF PERFLOC ALGORITHMS

NIST created an over-the-web performance evaluation ca-
pability for PerfLoc algorithms to provide instant objective
feedback to PerfLoc competition participants on how good
their algorithms were and to give them the opportunity to
make their algorithms better. We developed a web portal where
a PerfLoc competition participant could upload the location
estimates generated by his/her algorithm for the timestamps
specified in each of the 30 test data sets. The web portal

would then compute the spherical error 95% (SE95) [4] for
each of the four buildings as well as an overall SE95 for all
test data sets and report those figures instantaneously back
to the PerfLoc competition participant. Competing PerfLoc
algorithms were ranked and listed in a leaderboard published
on the PerfLoc website in the ascending order of overall
SE95. Location estimates generated by all four phones had
to be uploaded to allow assessing the performance of a given
algorithm on different phones, even though in reality most
PerfLoc competition participants used the measurements made
by “all” four phones to estimate the location at time instances
of interest and then uploaded the same location estimates
for all four phones! That aspect was unfortunate, because it
prevented NIST from quantifying the differences between the
four phones in terms of localization accuracy achieved by the
same algorithm.

A key aspect of designing the performance evaluation portal
was to incorporate mechanisms to protect the integrity of the
method used to rank competing algorithms and to prevent
any PerfLoc competition participant from gaming the system
and achieving a bogus performance. Specifically, NIST had to
prevent PerfLoc competition participants from algorithmically
computing the locations of our dots (test points) based on
the numerical feedback they were getting from the PerfLoc
performance evaluation portal. We realized that the system
would be vulnerable to such abuse if we reported the mean
of magnitude of 3D localization error, i.e. the difference
between the ground truth location of a dot and the estimate
for that location provided by the PerfLoc algorithm under test.
It is possible to precisely compute a dot location by three
uses of the performance evaluation portal and then solving a
not-so-difficult nonlinear system of equations. Consequently,
we chose not to use the mean of magnitude of 3D error
vector as our performance metric, even though all other indoor
localization competitions use that metric. Instead, we selected
SE95 as our performance metric. We realize that even SE95 is
vulnerable to abuse, but the algorithm to compute dot locations
based on SE95 feedback is much more complicated than the
corresponding algorithm for the mean of magnitude of 3D
error vector.

Other steps we took to make it harder to abuse the per-
formance evaluation portal was to ask each team to pledge
they would create only one user account. We then limited the
number of times a team could use the portal to three uploads
per day and a total of 150 uploads during the Competition
Testing Period. In reality, we did not have an assured way of
guaranteeing that a team would not create more than one user
account and there was one instance of abuse of that clause
in the competition rules that led to disqualification of one
team late into the Competition Testing Period. Overall, the
mechanisms NIST developed and implemented in the PerfLoc
Prize Competition were a compromise between preventing
abuse of the system and ease of joining the competition and
using the system.
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Fig. 4. CE95, VE95 and SE95 of the top 10 teams

Fig. 5. Comparison of mean of 3D error magnitude and SE95 for the top
10 teams

IV. OFFLINE PERFORMANCE OF PERFLOC ALGORITHMS

A total of 152 teams registered on the PerfLoc website, but
only 16 teams uploaded location estimates on the website. We
attribute this to PerfLoc’s steep learning curve. There were a
lot of details in the PerfLoc User Guide [3] that the participants
had to master before decoding the data and beginning to use
it. The Competition Testing Period, during which participants
were allowed to upload location estimates, lasted for almost
ten months and it closed in January 2018. The overall SE95,
circular error 95% (CE95), which characterizes horizontal
accuracy, and vertical error 95% (VE95) of best performance
achieved by the top 10 teams computed over all 30 T&E
scenarios have been depicted in Figure 4. These are the 95
percentile points on the Cumulative Distribution Functions
(CDFs) of the respective error magnitudes. We observe that
the vertical error is much smaller than the horizontal error,
and hence the 3D error is dominated by the horizontal error.
The figure also shows the usernames of the top 10 teams.

Figure 5 compares the overall SE95 and mean of magnitude
of 3D error achieved by various teams. It shows that the
means are considerably smaller than the SE95s. The top team
achieved an overall SE95 of 6.29 m and mean of magnitude

of 3D error of 2.63 m.
Table I shows the SE95 and mean of magnitude of 3D

error achieved by the top 10 teams in different buildings.
Aside from the top two teams who have achieved roughly
the same localization accuracy in all four buildings, most
of the remaining teams have achieved better performance in
Buildings 2 and 4 than in Buildings 1 and 3. This is explained
by the fact that Buildings 2 and 4 have better Wi-Fi coverage
than Buildings 1 and 3.

Table II shows the VE95 and mean of magnitude of vertical
error achieved by the top 10 teams in different buildings.
It shows that Buildings 3-4 results are generally better than
Buildings 1-2 results. This is due to the fact that while 3-4
are single-story buildings, 1-2 have multiple floors.

V. LIVE TESTING OF PERFLOC APPS

At the conclusion of the Competition Testing Period in
January 2018 and according to the published PerfLoc Com-
petition Rules, NIST invited teams ranked 2-4 on the PerfLoc
Competition Leaderboard for live testing of their apps at
NIST. (The top-ranked team was not invited, because they
were not eligible to receive cash prizes.) Team #4 declined
the invitation. Teams #2 and #3 accepted the invitation and
traveled to NIST for live testing of their apps on April 26-27,
2018. Unfortunately, Team #3 was not able to get its app to
function at all and dropped out of the race. Therefore, Team #2
(with username ruizhi chen) from Wuhan University in China,
being the only team that managed to go through the suite of
tests administered by NIST, was declared the winner of the
PerfLoc Prize Competition.

A. Purpose and Structure of Live Tests

The purpose of the live tests were threefold. First, NIST
wished to ascertain that any finalist PerfLoc algorithm could
be implemented as an Android app. NIST could not determine
from the offline performance results whether an algorithm
would need to be run on a super computer and/or would take
days to generate location estimates. Second, it was important
to find out how a finalist app would fare in a blind, live test
and how that would compare to the offline performance of the
same app/algorithm. By blind test we mean testing an app in
a building that the finalist knew nothing about until the test
days. In other words, the finalists did not know how large the
building was, how many Wi-Fi APs it had, and they did not
have any training data for the building. NIST assumed that
PerfLoc finalists had perfected their algorithms/apps during
the Competition Testing Period and they were supposed to be
ready for testing in “any” building by the live test days. This
was indeed a tall order. Third, NIST wished to measure the
latency of each finalist app, i.e. the time it takes for an app
to provide a location estimate. Note that there is a tradeoff
between latency and localization accuracy. If an algorithm
uses a bit of lookahead, i.e. some future sensor and RF
measurements, before generating a location estimate for the
present time, its location estimates would be more accurate
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TABLE I
SE95 AND MEAN OF 3D ERROR MAGNITUDE IN DIFFERENT BUILDINGS FOR THE TOP 10 TEAMS

Rank Participant SE95 Performance (m) Mean of 3D Error Magnitude (m)

Bldg. 1 Bldg. 2 Bldg. 3 Bldg. 4 Bldg. 1 Bldg. 2 Bldg. 3 Bldg. 4

1 Chenfeng Jing 5.44 7.04 6.26 5.38 2.14 3.19 2.89 2.23
2 ruizhi chen 12.74 8.60 7.34 8.99 3.84 3.61 3.27 3.48
3 tbryant 31.92 17.78 20.93 17.91 8.44 8.17 6.83 6.30
4 gavy 42.71 24.56 37.28 26.33 27.34 14.23 17.97 13.90
5 niranjir 41.88 24.81 71.25 52.27 24.91 10.45 37.62 20.63
6 LocHere 73.12 21.83 74.55 40.29 36.88 10.42 32.56 15.74
7 swi 42.79 57.68 82.99 49.62 25.09 33.17 55.96 26.07
8 howardhuang 126.87 20.20 72.77 39.83 34.71 9.38 29.92 20.38
9 abiramikv 42.71 60.14 84.95 65.39 27.34 33.57 56.30 36.95
10 isilab 73.59 17.98 339.29 25.03 42.96 10.07 54.07 12.44

TABLE II
VE95 AND MEAN OF VERTICAL ERROR MAGNITUDE IN DIFFERENT BUILDINGS FOR THE TOP 10 TEAMS

Rank Participant VE95 Performance (m) Mean of Vertical Error Magnitude (m)

Bldg. 1 Bldg. 2 Bldg. 3 Bldg. 4 Bldg. 1 Bldg. 2 Bldg. 3 Bldg. 4

1 Chenfeng Jing 0.04 3.25 0.05 0.02 0.07 0.58 0.03 0.01
2 ruizhi chen 0.58 2.81 0.03 0.18 0.09 0.72 0.01 0.17
3 tbryant 3.78 4.85 3.40 3.40 1.68 1.70 1.69 1.31
4 gavy 11.84 5.97 1.22 6.48 9.56 3.22 0.39 1.54
5 niranjir 0.05 2.29 0.03 0.02 0.10 0.98 0.01 0.01
6 LocHere 9.00 3.55 0.03 0.02 3.67 0.44 0.01 0.01
7 swi 2.39 4.30 0.02 0.01 2.41 2.66 0.01 0.01
8 howardhuang 122.45 5.98 0.61 1.04 15.64 3.73 0.51 1.02
9 abiramikv 11.84 7.30 0.02 0.24 9.56 4.47 0.01 0.23
10 isilab 12.40 3.41 9.13 0.02 6.26 0.72 0.69 0.01

Fig. 6. The building used for the live tests

compared to not using any lookahead. Perhaps a lookahead of
∼2 s would be acceptable.

The finalist app was tested in a very large, tall building with
about 30,000 m2 of space and 131 Wi-Fi APs. A picture of
this building is shown in Figure 6. Note that the first floor
and the basement of this building are much larger than the
tower part. This building by itself is as large as the four
buildings used during the offline performance evaluation phase
put together. The 3D coordinates and BSSIDs of the Wi-Fi
APs, the building footprint, and the 3D coordinates and initial
direction of motion for each of the 8 T&E scenarios used
were provided to the finalist app. Unlike the offline phase,
where NIST had provided smartphone sensor and RF data at

sampling rates of NIST’s choosing, the decision of how fast
to sample various data was left to the developers of the finalist
app. The T&E scenarios were (i) normal non-stop walking, (ii)
normal walking with 3 s stops at each test point visited, (iii)
transporting an asset on a push cart, (iv) normal walking and
use of elevators, (v) normal walking with instances of leaving
and reentering the building, (vi) sidestepping, (vii) walking
backwards, and (viii) crawling on the floor.

B. Live Test Performance Results

The latency of the Wuhan University Team app turned out
to be ∼5 milliseconds.

Table III shows the performance of the app. The first
observation we make is that the live test results are not nearly
as good as the offline performance results. This discrepancy is
due to (i) unavailability of training data sets in the live tests,
(ii) real-time operation requirement of the live tests that pre-
vented the app from post-processing and revising/improving
location estimates for past test points, (iii) the building used
in the live tests being much larger than the four used during
offline performance evaluation, and (iv) the app being forced
to use a single algorithm during the live tests as opposed to
possibly using building-specific algorithms during the offline
phase.

A few other observations can be made. The first two rows
of Table III show that the horizontal error is much larger
than the vertical error. The same observation can be made by
comparing CE95 and VE95 figures. Normal walking’s perfor-
mance is considerably better than the overall (over all mobility
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TABLE III
LIVE TESTING PERFORMANCE OF WUHAN UNIVERSITY TEAM APP

Overall Normal Walking Cart Sidestepping Walking Backwards Crawling

Mean of Magnitude of Horizontal Error 17.66 10.76 49.67 27.79 38.07 10.31
Mean of Magnitude of Vertical Error 1.71 2.09 0.72 0.57 0.20 0.34
Mean of Magnitude of 3D Error 18.16 11.43 49.68 27.81 38.07 10.32
CE95 72.84 24.86 78.92 79.17 83.10 18.56
VE95 5.20 5.22 1.16 0.95 0.47 0.57
SE95 72.84 24.86 78.92 79.17 83.10 18.56
Floor Detection Probability 70.66% 59.35% 100% 100% 100% 100%
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Fig. 7. Horizontal error of walking scenario with 3 s stops

modes) performance. Specifically, the cart, sidestepping, and
walking backwards scenarios have much worse performance
than normal walking.

Figures 7 and 8, respectively, show the horizontal and
vertical performance of the app in the normal walking scenario
with 3 s stops at test points visited. It is hard to tell that Figure
7 represents good performance. However, at least it can be seen
that the black circles and the red stars do not look like two
sets separated spatially as in some figures to be introduced
shortly. Figure 8 does show that the app is doing a good job
of tracking the test subject’s elevation.

Figures 9, 10, and 11, respectively, show the horizontal
performance of the app in the cart, sidestepping, and walking
backwards scenarios. It is clear that the app is not doing a
good job of tracking the test subject’s location. Sometimes
it overestimates how far the test subject has moved and
sometimes it underestimates. In all three cases, one can see a
good separation of the black circles and the red stars. As shown
in Table III, the vertical error achieved in these scenarios,
which were carried out on the same floor of the building,
is small. Therefore, no figures on vertical performance are
provided for these scenarios.

Figure 12 is a plot of the magnitude of 3D error vs. time
in the scenario that involved normal walking and four uses
of elevators. In two cases of using the elevator marked in the
figure, where we went up or down by several floors, a large
increase in the magnitude of error is observed. After each such
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Fig. 8. Vertical error of walking scenario with 3 s stops
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Fig. 9. Horizontal error of the cart scenario

increase, the error drops after some time, perhaps as a result of
getting good location fixes from the Wi-Fi signals. There are
two other cases in this scenario, where we used the elevator
to go up or down by just one floor at ∼330 s and ∼565 s. In
these cases, there is no significant change in the magnitude of
error.

Figure 13 is a plot of the magnitude of 3D error vs. time
in the normal walking scenario with two instances of leaving
and reentering the building. We conclude that getting GPS
fixes by leaving the building does not help to mitigate the
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Fig. 10. Horizontal error of the sidestepping scenario
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Fig. 11. Horizontal error of the walking backwards scenario
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Fig. 12. Mean of 3D error magnitude vs. time for the scenario involving
walking and use of elevators
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Fig. 13. Mean of 3D error magnitude vs. time for the scenario involving
walking in/out of a building

drift of inertial sensors any more so than location fixes from
Wi-Fi signals. Note that the error is in the range 7.5-10 m
after walking outdoors and getting GPS fixes for about 4.5
minutes in the first instance of leaving the building and about
2.5 minutes in the second instance.

VI. RELATED WORK

There are two indoor localization competitions that have
been held on an annual basis for the past several years. The
first one is the competition held in conjunction with the IEEE
Indoor Positioning and Indoor Navigation (IPIN) Conference
since 2011. These competitions are typically organized by
the EvAAL (Evaluating AAL Systems through Competitive
Benchmarking) Project [7], where AAL stands for Ambient
Assisted Living. In addition to indoor localization, EvAAL is
interested in indoor activity recognition. The second one is the
Microsoft Indoor Localization Competition [8] that has been
held in conjunction with the IEEE Information Processing in
Sensor Networks (IPSN) Conference since 2014. The structure
of these competitions may change somewhat from one year to
the next. We describe the structure for the latest edition of
each competition prior to the writing of this paper.

The 2018 Microsoft Indoor Localization Competition was
held in two tracks, (i) 2D Track and (ii) 3D Track. The
systems competing in the 2D Track used technologies such
as Pedestrian Dead Reckoning (PDR), camera, and Wi-Fi fin-
gerprinting. One system used Wi-Fi Time of Flight (ToF). The
competing systems were evaluated based on mean horizontal
localization error and the best system achieved 2.3 m mean
error. In the 3D Track, the contestants were allowed to install
up to 10 anchor nodes of their choice in the evaluation area,
which was about 600 m2. Different systems were compared
based on the mean 3D error performance metric. In addition to
the technologies used in the 2D Track, the systems competing
in this track also used ultra wideband (UWB) ranging, sound,
and ARKit [9]. One system used a phase-based localization
technique. The best system in the 3D Track integrated UWB
and ARKit to achieve a mean 3D error of 27 cm. Of course,
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this is far better than the 18.16 m mean 3D localization error
the winning PerfLoc app achieved in the live tests described
in Section V, but such a comparison would not be fair for
many reasons. First, the PerfLoc app did not have the benefit
of using UWB or ARKit, granted that the use of the latter
would be reasonable in a smartphone app. (In case of Android
phones, one would use ARCore [10].) Second, the PerfLoc app
was tested over scenarios that lasted as long as 20 minutes in
a huge, tall building. Had it been tested over a 2-3 minute
scenario in a small area, it would have achieved better results.
Third, the PerfLoc app was tested over many different modes
of mobility. Its performance for normal walking is 11.43 m,
as shown in Table III. Even a comparison of PerfLoc with the
2D results of the Microsoft Indoor Localization Competition
would not be fair due to the differences in the evaluation
area size. Wi-Fi fingerprinting was allowed in the Microsoft
Indoor Localization Competition, but ironically PDR alone
was better than PDR plus fingerprinting due to the use of
transmit power control by Wi-Fi APs. It is fair to say that
PerfLoc played a different role than the Microsoft Indoor
Localization Competition does. The latter generates a lot of
interest every year as a forum for emerging techniques and
solutions. PerfLoc was restricted to the Android smartphones
and it used more rigorous testing.

It is difficult to compare performance results from various
competitions. Even if one compares similar systems, e.g.
smartphone apps that use Wi-Fi fingerprinting, one still has
to take into account the differences in the evaluation areas.
These issues have been addressed in detail in the interna-
tional standard ISO/IEC 18305 [4]. These evaluations are site-
dependent. The best that can be done is to compare several
systems evaluated in the same set of buildings roughly at the
same time.

The 2017 IPIN Competition was held in four tracks: (i)
Smartphone-Based, (ii) PDR Positioning, (iii) Smartphone-
Based (Off-Site), and (iv) PDR for Warehouse Picking (Off-
Site). Track 1 was similar to the live tests of the winning
PerfLoc app, but it allowed Wi-Fi fingerprinting prior to the
tests (as opposed to providing Wi-Fi AP locations only in
PerfLoc) and it made the detailed map of the evaluation
area available to the contestants (as opposed to providing
the building footprint only in PerfLoc). In Track 3, training
data sets with ground truth location data were made available
to the contestants to develop and fine-tune their algorithms,
which were subsequently tested by the competition organizers
using a data set the contestants did not have access to. Unlike
PerfLoc, there were no opportunity to get any feedback on the
performance of an algorithms during its development phase.
Wi-Fi fingerprints were also made available to the contestants
in the IPIN Track 3 Competition. The evaluation area in
the 2017 IPIN Competition was about 1,500 m2 over two
floors. The best CE75 (as opposed to CE95 used in PerfLoc)
in Tracks 1 and 3 were 8.8 m and 3.48 m, respectively.
These performance results look better than that of the winning
PerfLoc app, but one has to keep in mind that IPIN apps were
tested in a smaller area, had detailed maps available to them,

and could use Wi-Fi fingerprinting. In addition, CE75 is a
less stringent performance metric than CE95. The evaluation
area used in the 2016 IPIN Competition was even larger and
covered 3 floors of a building.

VII. CONCLUSIONS

PerfLoc was a prize competition for developing smartphone
indoor localization apps with the minimal requirement of
having access to the locations and BSSIDs of Wi-Fi APs, if
the building has Wi-Fi. This is less onerous than having to
make Wi-Fi fingerprints available to apps. The Android apps
developed during this competition were evaluated during an
offline phase and through comprehensive live tests at NIST.
The winning app achieved a mean 3D error of about 10 m
when the test subject walked around the building with the
smartphone in his/her hand and used stairs or elevators to
change floors. The winning app did a great job of estimating on
which floor of the building the person carrying the smartphone
was by achieving a mean vertical error of 1.71 m. However,
the app did not perform well for other modes of mobility
such as sidestepping, walking backwards, or tracking the
movements of an object transported on a push cart in the
building. The PerfLoc Prize Competition is now closed, but
the problem of developing more effective indoor localization
smartphone apps with better accuracy is still very much open.
The extensive repository of PerfLoc smartphone data continues
to be available to researchers for doing just that.

DISCLAIMER

Certain commercial entities, equipment, or materials may
be identified in this document in order to describe an exper-
imental procedure or concept adequately. Such identification
is not intended to imply recommendation or endorsement by
the National Institute of Standards nd Technology, nor is it
intended to imply that the entities, materials, or equipment
are necessarily the best available for the purpose.
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ABSTRACT
Cryptography is an essential component of modern comput-
ing. Unfortunately, implementing cryptography correctly is
a non-trivial undertaking. Past studies have supported this
observation by revealing a multitude of errors and devel-
oper pitfalls in the cryptographic implementations of soft-
ware products. However, the emphasis of these studies was
on individual developers; there is an obvious gap in more
thoroughly understanding cryptographic development prac-
tices of organizations. To address this gap, we conducted 21
in-depth interviews of highly experienced individuals rep-
resenting organizations that include cryptography in their
products. Our findings suggest a security mindset not seen
in other research results, demonstrated by strong organiza-
tional security culture and the deep expertise of those per-
forming cryptographic development. This mindset, in turn,
guides the careful selection of cryptographic resources and
informs formal, rigorous development and testing practices.
The enhanced understanding of organizational practices en-
courages additional research initiatives to explore variations
in those implementing cryptography, which can aid in trans-
ferring lessons learned from more security-mature organiza-
tions to the broader development community through edu-
cational opportunities, tools, and other mechanisms. The
findings also support past studies that suggest that the us-
ability of cryptographic resources may be deficient, and pro-
vide additional suggestions for making these resources more
accessible and usable to developers of varying skill levels.

1. INTRODUCTION
In a dynamic, threat-laden, and interconnected digital envi-
ronment, cryptography protects privacy, provides for ano-
nymity, ensures the confidentiality and integrity of com-
munications, and safeguards sensitive information. Given
the need for cryptography, there is an abundance of cryp-
tographic algorithm and library choices for developers wish-
ing to integrate cryptography into their products and ser-
vices. However, developers often lack the expertise to navi-

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2018.
August 12–14, 2018, Baltimore, MD, USA.

gate these choices, resulting in the introduction of security
vulnerabilities [27]. A 2016 industry survey that included
over 300,000 code assessments found that 39% of those ap-
plications had cryptographic problems [72]. Implementing
cryptography correctly is a non-trivial undertaking.

In 1997, security expert Bruce Schneier commented on the
lack of cryptographic implementation rigor and expertise at
that time, asserting, “You can’t make systems secure by
tacking on cryptography as an afterthought. You have to
know what you are doing every step of the way, from con-
ception to installation” [61]. Past studies have supported
this observation by revealing a multitude of errors in the
cryptographic implementations of software products (e.g.,
[17–19, 42]) and the pitfalls developers encounter when in-
cluding cryptography within products (e.g,. [1,2,48]). This
body of research suggests that developers have not pro-
gressed much in the past 20 years. However, as these stud-
ies have been largely focused on individual practices out-
side the professional work context or on the development
of mobile apps, it is unclear if these shortcomings also ap-
ply to organizational development and testing, particularly
among organizations for which security and cryptography
are essential components. One exploratory survey exam-
ined high-level organizational practices in cryptographic de-
velopment, but lacked rich insight into actual practices and
motivators behind those [31]. Clearly, there is a gap in the
literature in more thoroughly understanding organizational
cryptographic development practices.

To address this gap, we performed a qualitative investigation
into the processes and resources that organizations employ
to ensure their cryptographic products are not fraught with
errors and vulnerabilities. We define the scope of crypto-
graphic products as those implementing cryptographic al-
gorithms or using crypto (cryptography) to perform some
function. We conducted 21 in-depth interviews involving
participants representing organizations that develop either
a security product that uses cryptography or a non-security
product that heavily relies on cryptography. Unlike previ-
ous studies, our participants were professionals who were
highly experienced in cryptographic development and test-
ing, not computer science students or developers with little
cryptographic experience.

The study aimed to answer the following research questions:

Q1 What are the cryptographic development and testing
practices of organizations?
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Q2 What challenges, if any, do organizations encounter while
developing and testing these products?

Q3 What cryptographic resources do these organizations
use, and what are their reasons for choosing these?

Our findings went deeper than uncovering practices, reveal-
ing a security mindset not noted in other research results.
We discovered that some organizations believe they have
achieved the expertise and rigor recommended by Schneier.
Compared to developer populations studied in the past, the
organizations in our investigation appear to have a stronger
security culture and are more mature in their cryptogra-
phy and security experience. The strong security culture we
observed does not appear to be linked to company size or
available resources. These security mindsets permeate the
entire development process as they inform judicious selec-
tion of cryptographic resources and rigorous development
practices.

Our work has several contributions. To our knowledge, this
is the first in-depth study to explore cryptographic develop-
ment practices and security mindsets in organizations from
the viewpoint of those with extensive experience in the field.
While some of the practices identified in our study may be
considered known best practice within the security commu-
nity, our paper is novel in that there are few research studies
documenting occurrences of strong security culture and de-
velopment in actual practice, and none within the cryptogra-
phy context. Our study provides systematic, scientific vali-
dation to the anecdotal point often made by security experts
that there is no magical, one-dimensional solution to crypto-
graphic development. Rather, good crypto is the result of a
concerted effort to build expertise and implement secure de-
velopment practices. The enhanced understanding encour-
ages additional research initiatives to explore variations in
those implementing cryptography. This can aid in trans-
ferring lessons learned from more security-mature organiza-
tions to the broader development community through edu-
cational opportunities, tools, and other mechanisms. Our
findings also support past studies that suggest that the us-
ability of cryptographic resources may be deficient, and pro-
vide additional suggestions for making these resources more
accessible and usable to developers of varying skill levels.

2. RELATED WORK
To provide context, this section begins with a brief overview
of cryptographic standards and certifications frequently ref-
erenced in our interviews. We then underpin our assertion
that cryptographic development is not a trivial undertaking
by summarizing past research on crypto misuse and lack of
crypto resource usability. We also present an overview of
prior work on lack of security mindsets and secure develop-
ment practices to serve as a contrast to the more security-
conscious approaches of our study organizations.

2.1 Cryptographic Standards
Cryptographic algorithm standards are developed by con-
sensus of community stakeholders (e.g. vendors, researchers,
governments) to foster compatibility, interoperability, and
minimum levels of security. These can be found in formal
standards documents from organizations such as Institute
of Electrical and Electronics Engineers (IEEE) [35], Inter-
national Organization for Standardization (ISO) [36], and

the U.S. National Institute of Standards and Technology
(NIST) [52]. Likely due to the U.S. locations of most of the
study organizations, the participants most often mentioned
cryptographic requirements issued by NIST. As perhaps the
best known government standard, the Federal Information
Processing Standards Publication (FIPS) 140-2 “specifies
the security requirements that will be satisfied by a crypto-
graphic module utilized within a security system protecting
sensitive but unclassified information” [49]. These require-
ments are mandatory for cryptographic products purchased
by the U.S. Government, but also are used voluntarily out-
side the government. There are two certification programs
associated with FIPS 140-2 [50, 51]. Under these programs,
vendors may submit cryptographic algorithm and module
implementations for validation testing to accredited testing
laboratories.

2.2 Cryptographic Misuse
Numerous studies have highlighted the difficulty developers
have in correctly implementing cryptography. In 2002, Gut-
mann observed that security bugs were often introduced by
software developers who did not understand the implications
of their choices [30]. Nguyen showed that even open-source
implementations under public scrutiny have cryptographic
flaws [53]. Lazar performed a systematic study of 269 cryp-
tographic vulnerabilities in the Common Vulnerabilities and
Exposures (CVE) database, noting that 17% of bugs were
in cryptographic libraries and the remaining 83% were in in-
dividual applications, usually due to cryptographic library
misuses [40]. Georgiev et al. discovered rampant misuse of
Secure Sockets Layer (SSL) in security-critical applications
due to poorly designed application programming interfaces
(APIs) [25]. Fahl et al. analyzed 13,500 Android apps and
found that 8% were susceptible to man-in-the-middle at-
tacks [19]. Using static analysis, Egele et al. found similar
issues, observing that 88% of over 11,000 examined Android
apps contained a significant error in their use of a cryp-
tographic API [18]. Li et al. analyzed 98 apps from the
Apple App Store and found 64 (65.3%) that contained cryp-
tographic misuse flaws [42].

2.3 Usability of Cryptographic Resources
Usability is often neglected in cryptographic resources such
as standards and libraries, resulting in complex solutions
that provide little assistance to developers in making secure
choices [27, 48]. Several research groups attempted to rem-
edy this by developing tools, e.g., OpenCCE [4], Crypto-
Assistant [23] and Crypto Misuse Analyzer [64], to guide
developers in choosing and integrating appropriate cryp-
tographic methods. Others proposed more usable crypto-
graphic libraries. Forler et al. developed libadacrypt, a cryp-
tographic library created to be“misuse-resistant” [20]. Bern-
stein et al. created the Networking and Cryptography li-
brary (NaCl) [8], a cross-platform cryptographic library de-
signed to avoid errors found in widely used cryptographic
libraries like OpenSSL [55]. Acar et al. conducted a usabil-
ity study of cryptographic APIs that revealed that, in ad-
dition to usable interfaces, clear documentation with code
samples and support for common cryptographic tasks were
important in aiding developers [1].

2.4 Security Development and Mindset
There is much to learn from an examination of secure de-
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velopment and testing practices since even the best imple-
mented cryptography can be subverted by the flawed im-
plementation of another system component. McGraw ad-
vocated for security to be integrated into all aspects of the
software development lifecycle [43]. Several documents, for
example the Microsoft Security Development Lifecyle [34]
and the System Security Engineering Capability Maturity
Model (SSE-CMM) [44], formally define secure development
practices. More recently, the Open Web Application Secu-
rity Project (OWASP) Secure Software Development Lifecy-
cle project is working towards providing guidelines for web
and application developers [54]. However, none of these re-
sources specifically mentions considerations for cryptogra-
phy.

Not surprisingly, the implementation of formal secure de-
velopment processes is not an easy task. A 2016 Veracode
survey of over 350 developers indicated that organizations
are prevented from fully implementing a secure development
process due to a variety of challenges, including security test-
ing causing product timeline delays, complexity in support-
ing legacy security processes, security standards and policies
varying across the organization, and developers not consis-
tently following secure coding practices [73]. Kanniah and
Mahrin found that a variety of organizational, technical, and
human factors affected implementation of secure software
development practices [38]. These factors included developer
skill and expertise, communication among stakeholders, and
collaboration between security experts and developers.

Failures in development and testing leading to security errors
appear to reflect a deficiency in a security mindset. Schneier
claimed that “Security requires a particular mindset. Secu-
rity professionals – at least the good ones – see the world
differently” [62]. A security mindset involves being able to
think like an attacker, maintaining a commitment to secure
practices, and perpetuating a strong security culture.

A need for a security mindset is revealed in several studies
that explored reasons why developers make security errors.
For example, Xie, Lipford, and Chu identified an absence of
personal responsibility for security as well as a gap between
developers’ understanding of security and how to implement
it [76]. Xiao et al. discovered that the failure to adopt se-
cure development tools was heavily dependent on social envi-
ronments and how tool information was communicated [75].
From a testing perspective, Potter and McGraw argued that
security testing is commonly misunderstood and should be
more risk-based, involving an understanding of a potential
attacker’s mentality [58]. Bonver and Cohen agreed, noting
that security testers should work closely with architects and
developers to identify potential vulnerabilities, taking into
account how an attacker may exploit a system [9].

3. METHODOLOGY
Between January and June 2017, we conducted 21 interviews
of individuals working in organizations that develop prod-
ucts that use cryptography. Following rigorous, commonly
accepted qualitative research methods, we continued inter-
viewing until we reached theoretical saturation, the point at
which no new themes or ideas emerged from the data [45],
exceeding the minimum of 12 interviews prescribed in qual-
itative research best practices [29].

Our research team was multidisciplinary and consisted of a

computer scientist specializing in information security and
human-computer interaction, a computer scientist specializ-
ing in usability, a mathematician with research experience in
usable security and privacy, and a sociologist experienced in
qualitative research. Having a diverse team may improve re-
search quality “in terms of enabling sounder methodological
design, increasing rigor, and encouraging richer conceptual
analysis and interpretation” [6].

The study was approved by our institutional review board.
Prior to the interviews, participants were informed of the
purpose of the study and how their data would be used and
protected. Interview data were collected and recorded with-
out personal identifiers and not linked back to the partici-
pants or organizations. Interviews were assigned an identi-
fier (e.g., C08) used for all associated data in the study.

3.1 Recruitment
To ensure that we could explore different perspectives within
the cryptographic product space, our sampling frame con-
sisted of individuals who had organizational experience de-
signing, developing, or testing products that use cryptogra-
phy or who were knowledgeable about and had played a key
role in these activities (e.g., managers of teams that per-
formed these tasks). We utilized a combination of purposeful
and convenience sampling strategies, which are widely em-
ployed in exploratory qualitative research [56]. Purposeful
sampling was used to select organizations of different sizes
and participants who had knowledge and experience within
this specialized topic area. This was combined with conve-
nience sampling, where participants were sought based on
ease of accessibility to the researchers and their willingness
to participate in the study.

Nine individuals were recruited from prior researcher con-
tacts. Additional participants were recruited from among
vendors at the RSA conference [14], a large industry IT se-
curity conference that also hosts an exhibition floor with
security-focused vendors. A list of 54 potential organiza-
tions was compiled after in-person researcher contact on the
exhibition floor. After the conference, we identified organi-
zations that provided organizational diversity in our sample
and that were accessible to the researchers. We emailed 17
of them to invite participation in the study. Eleven organi-
zations agreed to participate. One additional organization
was recruited based on the recommendation of a participant.

3.2 Interviews
We collected data via semi-structured interviews. Interviews
were conducted by two of the researchers and ranged from
30 to 64 minutes, lasting on average 44 minutes. We con-
ducted 21 interviews with 1-3 participants per interview, 29
participants total. Five organizations opted to have more
than one participant in the interview: three organizations
had three participants and two organizations had two par-
ticipants. Face-to-face interviews were conducted if feasible.
Otherwise, participants were given the choice of a phone or
video conference interview. Five interviews were conducted
face-to-face, 10 by phone, and six via video. Interviews were
audio recorded and transcribed by a third-party transcrip-
tion service.

After the first nine interviews, we performed a preliminary
analysis and chose to make minor revisions to the interview
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protocol in accordance with the qualitative research prac-
tice of theoretical sampling. Theoretical sampling involves
adjusting data collection while the study is in-progress to
better explore themes as they arise [13].

The interviews began with demographic questions about
the organization (e.g., size, products) and the individual
participants (e.g., role within the organization, professional
background). Subsequently, participants were asked to de-
scribe their organizations’ development and testing practices
and associated challenges for their cryptographic products.
Questions then transitioned into exploring cryptographic re-
sources used by the organizations and how the participants
thought those resources might be improved, if at all. The
complete interview protocol is included in Appendix A.

3.3 Analysis
We utilized both deductive and inductive coding practices.
Initially we constructed an a priori code list based on our
research questions and literature in the field to provide di-
rection in the analysis. As we performed multiple rounds
of coding, we also identified emergent codes in the data.
This iterative, recursive process helped us identify additional
codes and categories as we worked with the data until we
reached saturation [26,69].

Five interviews (almost 24%) were first coded individually,
then discussed as a group to develop a codebook. Although
there is debate on the amount of text to collectively sample
in qualitative research, the amount of text we group coded
far exceeds the minimum of 10% often cited as standard
practice [33]. We calculated intercoder reliability on this
subset of the data using the ReCal3 software as a tool to
help us refine our codes [21, 22]. For the five interviews, we
reached an average Krippendorf’s Alpha score of .70, with
a high of .78, which is considered within the fair to good
bounds for exploratory research having rich data with many
codes and a larger number of coders [11,15,39].

Beyond the agreement metric, and in line with the views of
many qualitative research methodologists, we thought it was
important to focus on how and why disagreements in coding
arose and the insights gained from discussions about these
[5, 63]. These discussions better allow researchers to refine
coding frames and pursue alternative interpretations of the
data. During analysis, we found that each coder brought
a unique perspective that contributed to a more complete
picture of the data. For example, two of our coders more
often identified high-level, nuanced codes about emotions
and personal values, which may be due to their many years of
working in human-focused contexts. These interpretations
were often missed by the other coders who had more of a
technology-focused background.

After coding of the initial subset of data, the remaining 16
interviews were coded by two coders each. Once each pair
completed their coding, they had a discussion about the data
to address areas of divergence about their use and applica-
tion of the codes. This discussion resulted in the coders be-
ing able to understand each other’s perspectives and come to
a final coding determination. New codes that were identified
during these discussions were added to the codebook, with
previously coded interviews then re-examined to account for
additions. The final codebook is included in Appendix B.

During the coding phase, we also engaged in writing analytic
memos to capture thoughts about emerging themes [13].
For example, one memo captured thoughts on cryptogra-
phy complexity. Once coding was complete, we reorganized
and reassembled the data, created coding arrays, discussed
patterns and categories, drew models, discussed relation-
ships in codes and data, and began to move from codes to
themes [59]. The team met regularly to discuss our emer-
gent ideas and refine our interpretations. This process al-
lowed for the abstraction of ideas and the development of
overarching themes, such as how an organization’s maturity
and security culture drive formal development practices.

3.4 Limitations
Our study has several limitations. First, interviews are sub-
ject to self-report bias in which participants tend to under-
report behaviors they think may be viewed as less desirable
by the researchers, and over-report behaviors deemed to be
desirable [16]. Given that the researchers who conducted
the interviews represented an institution known for its se-
curity expertise, this bias may have influenced participant
responses. We also note that the answers to some of the
interview questions reflected participants’ perceptions of the
security level of their products and the security mindset of
their organizations, which may or may not reflect reality.

Since there is no prior research into what is representative
of the cryptographic development community, our sample is
not characteristic of all types of organizations in this space.
Although we did strive for diversity in organization size, with
a smaller sample size common in qualitative research, we
cannot definitively identify differences due to this variable.

4. DEMOGRAPHICS
Table 1 provides an overview of the organizations and par-
ticipants in our study. To protect confidentiality, product
types and participant roles are generalized.

The organizations represented in our study were of different
sizes, with six being very large (10,000 or more employees),
six large (10,00 - 99,99 employees), three medium (100 -
999 employees), three small (10 - 99 employees), and three
very small/micro (1 - 9 employees) [24, 32]. All organiza-
tions developed a security product that uses cryptography
(e.g. end user security software, hardware security module)
or a non-security product that heavily relies upon cryptogra-
phy to protect it (e.g. Internet of Things devices, storage
devices, operating systems). Customers of these products
ranged widely and included consumers, other parts of the
organization, and organizations and businesses in multiple
sectors such as government, technology, health, finance, au-
tomotive, and retail. Of the 15 organizations that discussed
how long their companies had been implementing cryptogra-
phy in their products, 12 had 10 or more years experience,
with six of those having at least 20 years experience. The re-
maining three were startup companies that had been doing
cryptographic development since their inception.

The 29 participants were a highly experienced group with
several having made major contributions to the cryptogra-
phy field. All participants had technical careers spanning
10 or more years, with several having been in the field for
30+ years. At least one individual from each of the inter-
views either currently worked on cryptography and security
as a major component of their jobs (19 participants), or had
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Table 1: Interview Demographics
Org Prod

ID Size Reg Type Participant(s)
C01 VL U.S. HW Lead crypto architect
C02 VL U.S. COM Lead cryptographer
C03 VL U.S. HW, SW Systems architect
C04 VL U.S. HW Crypto design reviewer
C05 VL U.S. HW Crypto architect
C06 VS U.S. SW Systems analyst
C07 VS U.S. COM Founder & researcher
C08 VS U.S. IOT Founder & developer
C09 VL U.S. IOT Researcher
C10 L U.S. SW Founder & engineering

lead
C11 L U.S. HW, SW Product manager
C12 S U.S. SW 1) CTO

2) Marketing engineer
3) Business manager

C13 S U.S. SW 1) Chief Evangelist
2) Strategy Officer

C14 M U.S. SW 1) Marketing lead
2) Developer
3) Quality assurance

C15 L U.S. SW Principal engineer
C16 L U.S. SW CISO
C17 M Eur SW 1) CTO

2) Security engineer
C18 L Aus SW Crypto engineer
C19 L U.S. SW CTO
C20 S U.S. COM 1) Founder & architect

2) Compliance lead
3) Marketing director

C21 M Eur SW Crypto specialist

Org Size: VL=Very Large, M=Medium, S=Small,
VS=Very Small/Micro. Reg (Region/location of partici-
pant): U.S.=United States, Eur=Europe, Aus=Australia.
Prod (Product) Type: HW=Hardware, SW=Software,
COM=Communications Security, IOT=Internet of Things.

worked on cryptography extensively in the past (3 partici-
pants). The other participants were marketing or product
leads, but all had a technical background.

Most of the participants had learned cryptography “on-the-
job” as opposed to having formal training in the field. Five
had an education in mathematics, but only two of those had
studied cryptography as part of their formal study. Three
had an engineering education, one had a physics degree, and
the rest were educated in a computer-related discipline.

Four out of the 29 total interview participants had enhanced
their knowledge through involvement in cryptographic stan-
dards groups. A cryptography architect commented on the
value of his involvement in IEEE cryptographic standards
early in his career: “That’s where I got to commune with
cryptographers for a couple of years, me on the engineering
side, and them on the crypto side. . . You end up learning
things as a result of that process” (C05).

5. RESULTS
The interviews revealed an organizational security mind-
set seldom seen in other cryptographic development stud-

ies. Our results suggest that the security mindsets had their
roots in organizational attributes and culture that lay the
foundation for the selection and use of cryptographic re-
sources and rigorous development and testing practices.

For this section, we report counts of interviews throughout,
joining group interview participants’ answers to account for
their organization. Due to the semi-structured nature of the
interviews, the counts do not indicate quantitative results,
but are reported to give weight to certain themes that were
mentioned across interviews.

5.1 Security Mindset Characteristics
The interviews revealed organizational and personal charac-
teristics that demonstrated a strong security mindset. These
characteristics included professional maturity gained through
experience, a deep understanding of the complexity of cryp-
tography, and evidence of a strong security culture.

5.1.1 Emphasis on Experience and Maturity
Bruce Schneier said, “Only experience, and the intuition
born of experience, can help the cryptographer design se-
cure systems and find flaws in existing systems” [61]. The
study participants expressed the importance of this expe-
rience as they repeatedly highlighted their own and their
organizations’ substantial maturity with respect to develop-
ing secure products and working with cryptography.

Overall, the organizations placed great value on hiring and
retaining experienced technical staff. As previously men-
tioned, the majority of participants had substantial indi-
vidual experience with cryptographic products. They also
tended to work with other seasoned individuals. One par-
ticipant described his team: “We have a couple of the same
core people on our test team who’ve been here for 25 years.
They’ve gotten very good” (C01). A startup company had
only a few employees, but they all were veteran security soft-
ware developers: “Everyone we have has a lot of experience.
I think the most junior person has a master’s degree. . . and
10 and a half, 11 years of experience” (C07).

Eight interviews noted the importance of experience when
doing secure development, especially with cryptography. One
participant remarked that secure products are ultimately de-
pendent on“the people that are designing it having the neces-
sary knowledge and experience and understanding the whole
picture, not just the little microscopic piece they’re working
on” (C01). An interviewee with a long cryptographic back-
ground emphasized that there is no substitute for experience
as he recounted a story of how his former company had to
hire three less-qualified, full-time people to replace him in
the work he had been doing on a part-time basis. A company
founder remarked about the high level of technical maturity
needed to properly deal with the complexity of cryptogra-
phy: “The level of education somebody needs to attain to be
effective at doing crypto is relatively high. So it’s not like
I can put somebody who’s fresh out of school on something
and expect good results” (C10).

5.1.2 Recognition of Cryptography Complexity
Based on their own experiences, participants and their or-
ganizations were keenly aware that, even though develop-
ing secure cryptographic implementations may appear to
be easy, it is deceptively difficult. Despite proven algo-
rithms being available, “the algorithms are fairly involved,
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and they’re difficult to understand” (C20). Yet understand-
ing the algorithm is just the first step. As described by an
IoT researcher, translating the algorithm correctly into a
product is “not a trivial implementation” (C09). One design
reviewer remarked about the pervasiveness of cryptographic
design errors he encountered over the course of his career: “I
think I reviewed about 2,500 products. . . I can only remember
eight that did not have a problem that either. . . they had to
fix, or. . . they had to change their marketing claims” (C04).

Our interviews also suggest that building cryptographic sys-
tems appears to be more of an art than a science, requiring a
careful balance between security, performance, and usability.
One participant described these tensions:

“Crypto algorithms are already very highly optimized
. . . It’s like balancing a supertanker on a 40,000-foot
high razor blade, and if you make one small change
you destroy the performance. If you make it the other
way, you just destroy the security.” (C04)

Because of the complexity, our participants recognized that
design and implementation errors can be rampant and re-
quire rigorous review and testing to answer the misleadingly
simple question “How do you know it’s right?” (C08). How-
ever, assessing cryptographic products can be challenging,
requiring knowledge and experience to construct good tests.
A cryptographic development architect described challenges
his organization had in the past when they lacked maturity
in cryptographic implementation and testing:

“We actually implemented a new symmetric encryption
algorithm, and it passed all the tests. . . and it turned
out that they did the algorithm completely wrong. That
was because. . . they wrote a test which said, ‘Gener-
ate some random data, encrypt it with the algorithm,
decrypt it, and see if you get back the original data.’
Well, yeah, it got back the original data, but the en-
crypted data was incorrect. It just was symmetric, so
it did the same wrong thing encrypting and decrypt-
ing.” (C01)

The organizations also understood that cryptography is just
one of many interdependent product components, with all
of them having to be properly implemented to ensure se-
curity. This sentiment was echoed by one participant who
commented, “For us, the design of the overall architecture
that uses the crypto algorithms is almost as important as the
correctness of the underlying algorithms themselves” (C01).

5.1.3 Security Culture
Each organization in our study appeared to have a strong se-
curity culture that was interdependent on the maturity and
experience of its employees. A security culture is a subcul-
ture of an organization in which security becomes a natural
aspect in the daily activities of every employee [60]. For de-
velopment organizations, this involves having dedicated se-
curity people, spending money on security, making security
a company core value, and offering secure products. For the
studied organizations, the culture included a commitment to
address security and the perpetuation of a security mindset
to others in the organization.

Commitment to Security: The organizations we studied
thought that having good product security and strong cryp-
tographic implementations was a “core value” (C07), “the

key to quality” (C09), and essential to company identity. As
an example, a Chief Information Security Officer (CISO) of a
large company remarked, “In our company, we are develop-
ing and selling security to our customers. So we care about,
basically, all three sides of the sort of security triangle [con-
fidentiality, integrity, availability] in what we do.” (C15). A
security engineer talked about his company’s belief that se-
curity must be an important consideration even when faced
with competing tensions such as time-to-market: “Since we
do a [security product], everybody feels that we need to add
security and good crypto at every step, so it’s not a big issue
to find the right balance” (C17). Another participant com-
mented on how his company demonstrates its commitment
to secure cryptography: “We have some fairly large teams
which concern themselves with cryptography and secure de-
sign methodology. All engineers get training on secure design
and we make it a big deal in the company” (C05).

Security culture is not just internally-motivated. External
motivators, like gaining a larger market share or customer
requirements, often necessitate strong attention to security.
One participant commented on how customer expectations
fostered a security culture that drove rigorous testing pro-
cesses within his company:

“We serve the kinds of customers who rely on the stuff
to work reliably and properly from the get-go, when they
buy it. So it’s not like. . . ‘Maybe we’ll update some-
thing later, if we find some problems.’ That’s not our
philosophy, and that’s not what our kind of customers
expect. . . Part of that is also company culture.” (C01)

Although security culture is often thought of as a“top-down”
phenomenon, it must be accepted by and acted upon at
all levels. One participant, a CISO for a large company,
commented on the importance of the security culture being
pervasive throughout an organization:

“If there’s senior executive support for a strong security
program,. . . that helps tremendously. At the same time,
if there is still a very strong feeling amongst a large
number of developers that security, cryptography, and
everything that’s related to that is really a nuisance
that should get out of the way and just to prevent them
from writing more interesting features, it’s definitely a
concern.” (C16)

The interviews showed evidence that our participants are
critical to the “bottom-up” support of organizational secu-
rity culture. They serve as security champions and self-
appointed educators, leading by example and projecting their
values, personal philosophies, and commitment to security
on the rest of the organization. Two of the participants ex-
plicitly embraced this role as a personal mission when they
referred to themselves as “security evangelists.” Another ex-
pressed his feeling of personal accountability to enact secu-
rity in the products he supported: “It’s essentially a mark
of my success or not, that I’m measured against, of whether
those things remain secure or hacked” (C05).

Perpetuating a Security Mindset: Just as the employ-
ees influence security culture, so does the culture influence
employees by perpetuating a security mindset. Part of this
perpetuation involves expert employees mentoring and sup-
porting less-experienced personnel in their learning of secure
programming methods and specialized security topics such
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as cryptography, as discussed in ten interviews.

The interviews suggest that providing an opportunity for
individuals to gain hands-on experience with real products
is important in understanding the issues involved in devel-
oping a cryptographic product. However, given the distinct
possibility that a novice will make errors in the implemen-
tation, precautions must be taken. Two participants sug-
gested that mock training exercises conducted on a separate
testing infrastructure may be valuable initial steps. Oth-
ers discussed mentoring and peer review activities within
their organizations. For example, one organization enacted
“parent programming” (C14) for any code that uses crypto-
graphy. Another had a formal peer review process:

“We review everyone’s code. . . When I write something
down and it has a flaw in it, I’m told about it, which is
good. . . I think what we do is we take smart people who
care about doing good work, and we foster an environ-
ment where they’re not afraid to receive constructive
criticism, and they’re not intimidated away from giv-
ing it.” (C15)

The influence of an organization’s security mindset does not
necessarily end when an individual leaves that organization.
As evidenced by three participants who left large compa-
nies to start their own small businesses, there seemed to be
a transfer of security culture and practices from previous
employers. A small company founder described this trans-
fer: “I think some of it could be just kind of from my career
background, what I learned were the best practices. . . I think
we’ve just kind of learned them in the beginning and kind of
kept that culture” (C08).

Size Doesn’t Matter: We found no significant differences
in perceived security culture or overall security practices
based on size. Obviously, larger organizations had more
resources to dedicate to security and cryptographic devel-
opment. However, smaller organizations understood that
vulnerabilities in their products could do great harm to the
company’s reputation, and so were committed to security
and made thoughtful decisions about how they developed
and tested, even if on a smaller scale. For example, the
founder of a micro business noted:

“Being a small company, we’re trying to also gain cred-
ibility. And we don’t want to just claim that we have
the fastest [crypto implementation] in the world, we
also want to make sure that it is built safely and vali-
dated. . . [W]e cannot afford for this thing not to work
properly.” (C07)

5.2 Selection of Resources
Because of security mindsets, participants revealed a pro-
clivity towards careful selection of resources to help them
attain their goal of secure cryptographic implementations.
In this section, we describe considerations taken when choos-
ing and evaluating cryptographic resources.

5.2.1 Standards
In line with the popular quote “The nice thing about stan-
dards is that you have so many to choose from” by An-
drew S. Tanenbaum [67], the interviews revealed that all
the organizations used some type of cryptographic standards
from organizations such as IEEE, ISO, American National

Standards Institute (ANSI) [3], Internet Engineering Task
Force (IETF) [37], and Payment Card Industry (PCI) [57].
All but one described using NIST standards or guidance
documents, most commonly FIPS 140-2. The participants
and their organizations were knowledgeable enough to un-
derstand and evaluate the appropriateness of cryptographic
standards. However, not all organizations have the need
to directly read the standards. For those that do, this re-
quires maturity in the field given the standards’ complexity.
A Chief Technology Officer (CTO) at a small company ex-
pressed this challenge: “A lot of standards are notoriously
difficult to read. Unless you’re an expert in the field, a lot
of them don’t make sense” (C12). In another interview, a
principal engineer commented on the difficulty in translating
standards to products:

“I can tell you from my personal experience under-
standing the fundamentals of these things, still the stan-
dards were a challenge to use because they were very di-
vorced from the implementation day-to-day details that
I encounter while I’m trying to plug all the pieces to-
gether.” (C15)

Despite the complexity, when selected carefully and imple-
mented correctly, standards were seen as beneficial for sev-
eral reasons noted by our participants. Participants in eight
out of 21 interviews commented that the community review
of standards results in a more correct and secure solution. A
CISO at a large software as a service company reflected on
the value of public scrutiny: “By relying on other standards
that [were] vetted by multiple parties, I have much higher
assurance that the underlying cryptography and design [are]
done in an appropriate way” (C16). A director of product
management concurred with this: “So the standards, because
it’s out there and everybody’s looking at it and testing it, we
depend on that as kind of a layer of security” (C14).

Included in community review is the transparency of the
standards process. One participant illustrated this observa-
tion using the popular AES standard as an example:

“It gave us a lot of comfort knowing how AES evolved
. . . being able to see all the steps, having that all happen
out in the open and why and how it happened. Very
helpful to us making the decision for what we’re going
to use and why we’re going to use it.” (C10)

Participants in nine out of 21 interviews commented that the
use of standards eliminates some of the difficulty of crypto-
graphic development and testing by providing an authorita-
tive foundation. The founder of a software company said his
organization relies heavily on standards because “inventing
it on your own is just a different level of complexity that
we knew enough to know we did not want to be involved
in” (C10). Standards also add confidence that a product
will be “interoperable with our customers, with our partners,
even with our competitors” (C16).

Finally, participants noted that standards-based products
may elicit customer confidence. The director of product
line management at a large credential management com-
pany spoke of the importance of customer trust in gain-
ing market share, saying, “If the standard is mature, then
it means our product’s going to be more easily accepted by
customers” (C11).
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Standards meet the needs of most companies we interviewed;
however, there are cases in which standards fail to address
a specific need. In these situations, organizations may ex-
tend or modify standards. These extensions were viewed as
adding rigor and security in addition to functionality, mak-
ing the cryptographic implementations “really ahead of any
industry standard practices” (C05).

Interestingly, three participants commented on distrust of
government standards because of allegations that a U.S.
government agency purposely weakened cryptographic algo-
rithms [28]. For example, although one organization made
extensive use of standards, they took special measures to ex-
clude aspects of a government standard they felt were ques-
tionable and exercised extra rigor in their testing processes
to account for potential vulnerabilities. In an extreme case,
a consulting company’s observation of customer distrust of
government standards and their own frustration with the
complexity of those led them to develop a new cryptographic
primitive: “I think it [the distrust] comes from . . . news re-
ports or exposés that say this standard may not be as secure
as we think. . . There is a lot of doubt out there . . . That’s why
there has to be additional options and alternatives” (C06).

5.2.2 Certifications
Seventeen out of 21 organizations obtained at least one for-
mal certification that the implementation of cryptographic
algorithms in their products met standards specifications.
Three additional organizations developed and tested to cer-
tification criteria without undergoing full certification. Eigh-
teen organizations referenced FIPS 140-2 certification [49],
five Common Criteria [41], three the Payment Card Industry
Data Security Standard (PCI-DSS) [57] validation program,
one the Underwriters Laboratories (UL) certification [70],
and others pursued country-specific certifications.

The perception of the benefit provided by adhering to cer-
tification requirements was mixed among our participants.
Among those who obtain certifications, only five organiza-
tions expressed that certifications establish additional confi-
dence through independent testing. One of these remarked,
“You have a lot of assurance that everything’s going to be
tested and get that nice, kind of warm and fuzzy” (C08). Six
organizations noted that, even though they do not undergo
the formal FIPS 140-2 certification process, they build to
and test against the certification specifications to gain added
assurance. A participant from a key and identity manage-
ment software company stated, “as a small company, I think
it is actually extra important to make sure that we go through
this battery of tests just to in a way reassure the people we’re
talking to that this is a robust product” (C12).

For some participants, certifications are perceived as being
more useful for meeting customer expectations than for bol-
stering security. Organizations most often obtain certifica-
tions because these are requirements of their customers in
certain sectors (e.g. government, financial): “for some areas,
if you don’t get the check-mark you don’t get to play” (C11).

Unfortunately, as noted in 12 of 21 interviews, certifications
can be expensive in time and resources, making them pro-
hibitive for smaller companies, especially those with prod-
ucts that run on multiple platforms and have frequent ver-
sion updates. However, our interviews suggest that con-
fidence in the cryptographic implementations may not be

dependent on any certification, but rather on the rigorous
development and testing practices these organizations un-
dertake. The founder of a small company commented that
FIPS 140-2 certification was too costly for them to pursue,
but was confident that his product met the certification re-
quirements: “It’s a place where we’ve done enough testing
ourselves. I know it’s fine. I know we would pass” (C10).
Another participant, whose company did undergo certifica-
tions, felt that the certifications provided little assurance
beyond what was provided by their own internal processes:

“We always design and test ourselves to have confi-
dence that [the product] meets all those requirements
before we release it to the lab for their testing. So when
they come back and say, ‘It passed this,’ we say, ‘Well,
okay, we expected that. Thank you.’ So the surprise
is if something fails, that we expected to pass. That
doesn’t happen very often.” (C01)

Four of our participants also remarked that certifications
may not be a robust contributor to the security of a product.
They expressed strong sentiments that certifications, espe-
cially FIPS 140-2, are more of a “checkbox” for customers
“without any additional benefit of security” (C02). A CTO
and long-time cryptographer added, “FIPS 140 is. . . not fo-
cused on how to use crypto securely. It’s focused on how to
safely provide crypto functionality” (C19).

In addition, seven out of 21 organizations commented that
maintaining FIPS certification may, in some cases, weaken
security by discouraging updates throughout the lifecycle of
the product. Once a product undergoes a significant update
(for example, fixing a security vulnerability), it may lose
its certification. Organizations are then put in a difficult
position: “this ability to address vulnerabilities and to patch
validated code is a real problem. It sends the wrong message
if you do what you should do, which is patch it and live
without [the certification]” (C19).

5.2.3 Third-Party Implementations
The complexity of implementing algorithms from scratch
and the expertise required to write those compelled two
thirds of the organizations to follow industry best practices
by not writing their own cryptographic code and instead us-
ing third-party cryptographic implementations, for example
open source libraries such as OpenSSL or built-in operating
system APIs. One participant used an analogy to explain
why his organization used these resources: “Not every per-
son should be performing brain surgery on another person.
I also don’t believe every software engineer should really go
write crypto code” (C07).

The organizations selected these third-party implementa-
tions based on several factors. First, four mentioned an
implicit trust of the resource based on the reputation of the
vendor or general community acceptance. In describing why
his organization chose a set of cryptographic libraries, one
participant said, “You pretty much trust those libraries be-
cause they are widely used, and you can run test vectors
against them easily” (C20). A third of the organizations said
that they have more confidence in formally vetted, certified
implementations. A participant from a small company that
works on IoT cryptography commented, “If a vendor has
submitted a library through FIPS 140-2 certification, ver-
sus a code that was up on GitHub for example,. . . I would
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be more inclined to trust the one that has gone through the
FIPS validation” (C08).

Despite benefits of using third-party implementations, the
organizations respected that the use of these external re-
sources can still be difficult for less-knowledgeable individu-
als. A developer provided an example:

“[Crypto libraries] in general don’t provide enough to be
able to use them correctly out of the box. . . But there’s
many out there that think that they can just use AES,
and I included it and I’m using it. But I’m not us-
ing it correctly, and then I’m leaving myself open to
attack.” (C14)

This point illustrates that there is an important distinction
between a cryptographic algorithm being certified or deemed
“secure” and the proper use of the algorithm by developers.
Similarly, third-party libraries have faced their share of se-
curity vulnerabilities due to implementation errors of oth-
erwise sound cryptographic algorithms. Some of these vul-
nerabilities have had far-reaching impacts, for example the
Heartbleed vulnerability in OpenSSL [71]. A security archi-
tect commented that third-party implementations are“much
more likely to contain implementation bugs and vulnerabil-
ities” (C20). Therefore, some organizations attempted to
vet third-party implementations by doing their own vulner-
ability checks. One participant noted that his organization
monitors the vulnerability databases for security issues with
the libraries they use. Another commented on the extra se-
curity checks his company performs: “We validate outside
third-party libraries and software as they come in and con-
firm that they are bug-free and up to the latest standard or
perform the right risk assessments” (C16).

Finally, organizations may augment third-party implemen-
tations with their own internally developed modifications to
avoid potential errors or address gaps in the resources. For
example, to prevent developers from making errors while
using the Windows CryptoAPI, a vulnerability assessment
software company had “written libraries on top of that to
present a prettier facade in front of it because it’s a fairly
difficult library to use the way it’s delivered” (C15).

5.2.4 Academic and Research Resources
Our interviews revealed differing views on the value of aca-
demic research resources. Participants in three out of 21 in-
terviews said that they have referenced academic resources
(e.g., attended academic conferences or read (attack) re-
search papers) to either better understand cryptography or
to keep up with advances in the field. However, other par-
ticipants passionately voiced their lack of confidence in the
relevance of cryptographic research to their organizations’
real-world industry challenges. One participant commented,
“People out in academia are famous for claiming there are
holes in this kind of stuff where they don’t actually exist,
because they don’t configure things according to the recom-
mendations” (C01). A cryptography architect asserted that
his company’s testing methods for cryptographic implemen-
tations were more state-of-the-art than those described in
the academic world: “No, we don’t reference academic pa-
pers. They’re not where we are in understanding the test
problem. . . So there’s a six-year gap between the. . . methods
that we developed being identified in academia” (C05).

5.3 Development and Testing Rigor
Our interviews revealed that the organizations translated
their commitment to security and their expertise into rigor-
ous development and testing practices. Interestingly, when
participants spoke about how they test the cryptographic
components, they saw secure software development as the
foundation to providing cryptographic functionality.

5.3.1 Formal Processes
Of our 21 interviews, 20 reported that their companies em-
ployed formal development and testing strategies (those that
are structured and standardized within the company) to en-
sure that their products, including the cryptographic com-
ponents, were secure, while one participant said that they
contracted developers to do that for them.

The development and testing practices were often the result
of an evolutionary process spanning many years, as noted
by 10 interviews. A director of quality assurance remarked,
“Part of [the role of] our test lead is now to verify that we’re
at the appropriate levels from a security standpoint. . . so it’s
a big focus for us now, whereas in the past, it was kind of a
side item” (C14). A company founder described his organi-
zation’s introduction of more robust techniques over time:

“And it was an evolution, honestly. It started to where
we didn’t have hardly anything and new tools came on
the market, as well as we had more time to focus on it.
That allowed us to kind of improve code incrementally
over time.” (C10)

Twelve interviews revealed a strong security mindset when
they described developing and testing their products’ cryp-
tographic components based on risk. They would carefully
build threat models to protect against strong adversaries,
perform penetration testing, and would monitor current vul-
nerabilities to ensure their products were secure against those.
A cryptographic design reviewer commented on this risk-
based approach: “All we can do is try to build good adver-
sary models and then try to determine if our systems can
stand up to those adversaries” (C04).

Another discussed how his company’s practices ensured that
security had been considered throughout development:

“We have architects that do security reviews, that do
threat modeling. And it’s not just about the crypto, but
more in general, how do you use the product. Who gets
to do what? What are the risks? How do we mitigate
those risks?. . . And one of the items for the engineer-
ing gate release is making sure. . . we mitigated anything
that needed to be mitigated.” (C11)

Generally, the organizations’ development and testing pro-
cesses adhered to the principles in Figure 1. First, security
specifications, architectures, and designs would be developed
and reviewed. These would then be programmed against.
Internal or external code reviews would be subsequently be
conducted. During testing, tests would be run using inter-
nally developed test vectors or those provided with cryp-
tographic resources. Static analysis tools and testing tools
were also generally used. This development and testing pro-
cess would be iterated whenever functionality changed, and
performed in an expedited fashion if updates were being
made due to a discovered security vulnerability.
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Figure 1: Security Development Lifecycle [34] adapted to include development and testing strategies as
extracted from the interviews. Not all processes apply to all interviewed organizations.

5.3.2 Development
As mentioned above, the development phase for the orga-
nizations followed typical, commonly accepted development
practices such as requirements and risk analysis and pro-
gramming. We specifically highlight two practices that were
mentioned most often in the interviews.

Participants in nine interviews spoke about design reviews,
which were critical for finding potential errors in crypto-
graphic components early in the process. Those that do
cryptographic review must be highly skilled and able to piece
together others’ thought processes:

“A lot of the review is really just archeology. It’s delv-
ing down into what they’re producing, trying to under-
stand both the explicit and the implicit assumptions,
and then identifying where there are conflicts that lead
to attacks.” (C04)

Nine organizations also mentioned the importance of doing
code reviews to look for security and functional errors and
vulnerabilities. A participant from a security software com-
pany remarked, “We have a mandatory and systematic code
review. Each line of code and each comment of code needs
to be reviewed by usually at least two peers” (C17).

5.3.3 Testing
Figure 2 shows the types of testing mentioned in the inter-
views. In 16 interviews, automated testing was discussed,
often as being integrated with manual testing. The CTO
of a company that produces security software discussed this
integration of automated and manual testing: “We have au-
tomatic tests, unit tests, integration tests, functional tests
. . . , code analysis. . . . We have additional, manual tests be-
ing done. . . on top of the automated tests” (C17).

design reviews

code reviews

automated

external/3rd party

with/by end users 8

10

16

9

9

Figure 2: Development and testing practices explic-
itly mentioned for secure cryptography.

Ten interviews mentioned the use of third-party testing to
improve the security of their cryptographic products. For
example, organizations used bug-hunting services, or exter-
nal testing such as blackbox, greybox, or whitebox penetra-
tion tests to increase the chances that bugs would be found
in a controlled environment, and prior to product release.
One participant described the benefit of his company using
a bug-finding platform:

“You have some complete geniuses there that have found
things that we never would have found. . . I feel like
you’re way more trustworthy if you are actually upfront
about this stuff and you are actively soliciting people to
attack you and paying them for their effort. You get a
much higher confidence that some random person at-
tacking won’t just find something easy.” (C10)

Third-party review can also be used to gain trust with cus-
tomers as expressed by a product manager: “When cus-
tomers ask us. . . ‘Can you prove to me that it’s done se-
curely?’ we can point to another organization that’s inde-
pendent to show” (C11).
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Figure 3: Challenges in development and testing.

End-user testing was not deemed as important for some or-
ganizations as they mostly develop products that become
components in other products. However, this type of test-
ing is critical for those producing products that will be di-
rectly used by businesses and consumers, and was discussed
in eight interviews. These interviews mentioned formal beta-
testing, continuous feedback, employing a user testing ser-
vice, or recruiting convenience samples to test the product.
One participant described the importance of user testing for
his organization’s consumer security software:

“We’d bring in our friends and family and sit them
down and watch them. And it was eye-opening. It
caused us to change a lot of what we did because, es-
sentially, they didn’t get the concept. . . We also used
usertesting.com, which has been very great. You can
show 10 people something and you have a pretty good
idea.” (C10)

Another company takes advantage of beta testing to identify
potential issues in their product: “We have a very extensive
beta program, and we have a very active customer base. . . so
we have no lack of feedback” (C15).

5.3.4 Challenges
All 21 of our interviews mentioned challenges to develop-
ment and testing (Figure 3). We focus here on challenges
directly related to cryptography, excluding challenges that
have already been discussed, e.g., cryptographic complexity.

One challenge mentioned in six interviews was the tension
between getting a product to market and taking the time to
do robust security development and testing. For example, a
participant from a company that spends years securely de-
veloping its cryptographic hardware modules observed that
in most of the hardware/software industry, “The design fo-
cus is simply not to do a solid job which will last a long time
cryptographically. . . . They cannot care because they have to
get the products out in a timely fashion” (C05).

Testing for vulnerabilities in cryptographic implementations
was another challenge mentioned in seven interviews, with
three expressing concern for adequate testing of side-channel
attacks. A participant who integrates cryptography into IoT
devices said, “especially in the embedded world, what the test
vectors don’t address I think is side-channel attacks, [which]
could be really detrimental to the embedded device” (C08).

Another challenge, as mentioned in three interviews, was
the longevity of cryptographic products in customer spaces.

An IoT researcher commented, “Many devices are going to
be deployed for 20 years. So, maybe the crypto in 20 years
is no longer secure” (C09). Another participant expressed
the difficulty of having to maintain legacy cryptographic al-
gorithms in a product: “Old things become weak and you
shouldn’t use them anymore, and you need to add new ones
. . . However, customers are not so cooperative. . . It may take
10 years before everybody stops using something” (C01).

Four interviews discussed challenges in having to troubleshoot
or update third-party cryptographic implementations when
vulnerabilities or errors are found. A principal engineer at a
security software company described, “when we’re using any
third-party library...and you happen to do something, and it
fails, it’s really hard to figure out what went wrong” (C15).

Other cryptography-related challenges included the need for
more test vectors (3 interviews), keeping up with changes
in cryptographic standards (3), and having to use crypto-
graphic libraries on multiple platforms (3).

In spite of these challenges, organizations in our study re-
ported confidence in their processes and the resulting se-
curity of their cryptographic products (16 interviews). For
example, a senior systems analyst at a small company de-
scribed his confidence in the cryptographic algorithm they
had developed: “I don’t make any bold claims, but at the
same time, we looked at our encryption algorithm and we
considered it quantum-proof” (C06). In another interview,
a company founder stated, “I think we are definitely in the
higher echelon for going above and beyond” (C10).

6. IMPLICATIONS

6.1 Expanding Research Contexts
Our results suggested that the organizations believe they
have a mature workforce, appreciate the complexity of crypto,
possess a strong security culture, effectively use cryptographic
resources, and practice secure development. However, the
various studies mentioned in Related Work (e.g., [1, 2, 17–
19,42,48]) indicate that there are many poor cryptographic
implementations “in the wild,” and developers typically lack
a fundamental understanding of cryptography.

Where, then, is the disconnect between our findings and past
research? It is possible that our self-report data are merely
perceptions and do not accurately reflect the security mind-
sets of the organizations. Participants may be overconfident
or may have overstated their organizations’ security prac-
tices because of observer bias. We also recognize the value of
future research to verify organizational claims by examining
vulnerability databases, for example Common Vulnerabili-
ties and Exposures (CVE) [68], to enumerate security issues
in their products. Additionally, knowledge of an organiza-
tion’s development maturity level (e.g. Capability Maturity
Model [12]) could be used as a comparison point.

Alternatively, this population is likely quite distinctive from
previously studied developer populations and contexts, which
may explain some of the differences in our findings. First,
our participants exhibited more maturity in security and
cryptography, with all having more than 10 years of secu-
rity development experience. Second, organizational culture
and constructs were an important driver of security mind-
sets within our study, while previous studies often involved
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independent application developers, many of whom were not
full-time developers or had not received formal education or
organizational training in programming, cryptography or se-
curity. Third, there was a marked difference in the types of
cryptographic resources used. Other studies (e.g., [2]) in-
dicated that developers are reliant on information gleaned
from search engines and Stack Overflow, which was only
mentioned once in our interviews. Instead, the organiza-
tions in our study turned to more authoritative resources
such as cryptographic standards and certification specifica-
tions. Finally, many of the studies that identified crypto-
graphic vulnerabilities examined mobile apps, presumably
because these were easy to obtain from public application
stores, and open source projects. Our participants were de-
veloping more complex, expensive software and hardware
products. Lack of security in these products had greater
consequences, with the potential of harming the company’s
reputation or resulting in loss of sales.

These differences suggest that perhaps the security research
community is not capturing a comprehensive picture of the
cryptographic development environment. This demonstrates
the need for the research community to diversify their study
populations and contexts, and consider mechanisms to bridge
the gap between more security-mature and less-skilled devel-
opers who implement cryptography in their products.

6.2 Support for Other Populations
The evidence of the criticality of organizational security cul-
ture and collaboration during development and testing raises
the question of whether it is even possible for “solo” devel-
opers, such as the application developers with little crypto-
graphy experience or peer support represented in previous
studies, to be truly successful in this area. How then can the
research community explore ways to facilitate the transfer
of strong security practices observed in some organizations
to others with less support and experience?

As previously stated, unlike the population in our study,
many developers sampled in past studies rely on online com-
munities such as Stack Overflow [65] when implementing
cryptography. But there is little evidence that these com-
munities provide the level of support necessary for secure
development. Future research may involve further assessing
the value of current online communities for cryptographic
development and exploring alternatives as means by which
security mindsets can be created and perpetuated.

The findings also reveal that mentoring and peer review are
critical to perpetuating security mindsets within organiza-
tions. Past studies have sought to understand the effective-
ness of software development mentoring, peer review, and
pair programming (e.g., [7, 47, 74]). However, more work
needs to be done to determine whether mentoring for cryp-
tographic development requires different tactics and how to
best support this outside of organizational constructs.

6.3 Cryptographic Resource Usability
Whereas the bulk of responsibility in producing secure cryp-
tographic products lies with the organizations themselves,
our results imply that cryptographic resource providers can
also do more to contribute to developer confidence. The
most mentioned complaint our participants had with stan-
dards and certification guidance was the complexity of the
language. This underlies a need for standards organizations

to work towards a common language between cryptogra-
phy experts who write the standards and developers and
engineers who use them. Although standards documents
may not be the appropriate place for large amounts of ex-
planatory text, supplementary guidance that contains more
instruction, cautions against common errors, and provides
example implementations may prove to be valuable. Just
as research has been done on language for security alerts
and warnings (e.g. [10, 66]), it would also be helpful for re-
searchers to explore the efficacy of language that explains
cryptography concepts to non-experts.

Additionally, developers could benefit from more explana-
tions of motivation, in other words, the “why” behind cryp-
tographic choices. One participant echoed this recommen-
dation as an important way to move beyond the “checkbox”
mentality of standards: “So you’re thinking big picture, ‘I’m
doing this for this a reason,’ because otherwise, you just get
in the cookbook approach of, ‘Do I meet this? Yes, yes, yes.
Check, check, check’ ” (C19).

Of course, many developers have no need to look at the stan-
dards directly since they use third-party implementations.
However, third-party implementations may also be difficult
to interpret and use securely if one lacks basic knowledge of
cryptography. Our study results support past research call-
ing for increased usability of cryptographic APIs. Similar to
the work of Montandon et al. that proposed a new platform
for providing API code examples [46], we also recommend
investigating new approaches to community vetting of sam-
ple code since developers often copy flawed code snippets
from forums such as Stack Overflow [2].

Notably, the participants spoke of a security problem with
FIPS 140-2: updating certified software for security would
break its certification, so companies relying on the certifica-
tion had to decide between withholding an update or hav-
ing to undergo recertification. This insight into an instance
where reliance on a certification can decrease security un-
derlines the need to closely and continuously involve crypto-
graphic experts in the certification process. Their experience
as users of the certification can help evolve the process and
shape it to be more resilient, usable, and secure.

7. CONCLUSION
Our study offers new insight into the cryptographic develop-
ment and testing practices of a previously unstudied popula-
tion of organizations and participants who were highly expe-
rienced in cryptographic development. Our results suggest
that organizational security mindsets are based on maturity
and a strong security culture, which in turn guide selection
of cryptographic resources and inform rigorous development
and testing practices. Based on these observations, we see
opportunities for development organizations, cryptographic
resource providers, and security researchers to facilitate an
environment conducive to building the expertise required to
correctly and securely implement cryptography.

Disclaimer
Certain commercial companies or products are identified in
this paper to foster understanding. Such identification does
not imply recommendation or endorsement by the National
Institute of Standards and Technology, nor does it imply
that the companies or products identified are necessarily the
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best available for the purpose.
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APPENDIX

A. INTERVIEW QUESTIONS

1. Can you tell me about your organization - what it does, what it produces?

2. What is your role within your organization with respect to cryptographic products?

3. How did you get into this field?

(a) At what point and why did you become concerned with cryptography and secure development?

(b) In which field(s) is your formal education?

4. Do you work in a unit or department that is part of a larger organization?

If yes : What is the size of the unit or department?

(a) What is the size of your overall organization?

5. Can you tell me about the kinds of products your organization develops, and specifically those that use cryptography?

6. Who are the typical customers for your products that use cryptography?

7. How long has your organization been working on products that use cryptography?

8. Is cryptography your organization’s primary business focus, or is it an enabler within your products?

9. For your products that use cryptography, what processes or techniques , if any, does your organization use to minimize
bugs and errors in code during the development process?

(a) Why does your organization choose to use these methods? [only use if participant has difficulty coming up with
response:] for example, industry standard, customer demand, robustness and quality

10. What processes or techniques does your organization use to test and validate the cryptography component in your
products?

(a) Why does your organization choose to use these methods? [only use if participant has difficulty coming up with
response:] for example, industry standard, customer demand, robustness and quality

(b) What kind of end-user testing, if any, does your organization do to prevent customers from misconfiguring or misusing
the cryptography component in your products?

11. Does your organization do any certifications or third-party testing?

(a) What reasons led you to decide to use certifications or third-party testing?

(b) How do you establish confidence in the results of the certifications or third-party testing?

(c) What are the challenges or issues your organization has experienced with certifications or third-party testing, if any?

12. What, if any, are your organization’s biggest challenges with respect to developing and testing cryptography within your
products?

(a) How do you think these challenges can be overcome, if at all?

(b) Has your organization experienced a tension between secure development and testing and getting a product to
market? If so, how has that impacted your organization’s processes?

13. Do your customers have specific requirements regarding development and testing? If so, what are those requirements?

14. How do updates impact your development and testing processes, if at all? (time-sensitive vs. deprecation)

15. What resources do you use to help you develop and test the cryptography component of your products? [only use if
participant has difficulty coming up with response:] for example, standards, industry specifications, books, academic
papers, standard libraries, APIs

(a) What are the reasons your organization chooses to use those particular resources?

If the participant does NOT use standards: What are the reasons that your organization does not use standards?

16. [If the participant uses standards:] What kinds of standards do you use?

(a) What is the role of standards in your organization’s development and testing processes?

(b) What do you see as the value or benefit of using these standards, if any?

17. How could standards or other cryptographic resources be improved to be more useful?

(a) How could NIST standards and guidance be improved to be more useful?

18. Is there anything else you’d like to add about the topics we’ve discussed?
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B. CODEBOOK

Participant Demographics

Organization Demographics

Organization Characteristics

• Team Interactions

• Security Culture

• Maturity

• Talent/Hiring

Development and Testing Practices

• Formal

• Informal

• Risk-based

• Practices

– Automated

– Human/Manual

– External/3rd party testing

– End-user testing

• Reasons/Philosophy

• Evolution

• Confidence

• Challenges

• Updates

Certifications/Compliance Programs

• Which ones (identify)

• Problems and Challenges

• Reasons

• Confidence

• Improvements

Resources

• Standards

• Government

• Industry/3rd Party

• Internally developed

• Research

• Gaps

Security

• Vulnerabilities and Errors

• Usability and Complexity

• Relationship and Tensions

Security Education

• Customers

• Developers/Engineers

Emotions

• Positive

• Negative

Influences

Customers

Evolution of Security Field

Complaints

Participant Values and Perceptions

Trust
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Abstract—We present a small portable cold 87Rubidium atomic 
clock with frequency uncertainty of less than  × ି in one day 
of averaging time.  The clock is under development at 
SpectraDynamics for the Defense Advanced Research Projects 
Agency (DARPA) Portable Microwave Cold Atomic Clock Small 
Business Innovation Research (SBIR) effort. The portable clock is 
about the size of a desktop computer (22x37x32 cm) and weighs 
28kg.  

Keywords—laser-cooled atomic clock, atomic clock, Rb clock 

I. INTRODUCTION 

We present a small, portable, laser-cooled 87Rb atomic clock 
with frequency uncertainty of less than  × ି in one day 
of averaging time.  The clock is under development at 
SpectraDynamics for the Defense Advanced Research Projects 
Agency (DARPA) Portable Microwave Cold Atomic Clock 
Small Business Innovation Research (SBIR) effort. The 
portable clock is about the size of a desktop computer 
(22x37x32 cm) and weighs 28kg. If we compare to a 
commercial Cs beam clock with the high-performance option, 
we note that the volume of our clock is nearly identical, with 
the Cs clock being 29.74l and our Rb clock having a volume of 
26l.  The mass of both clocks is also very similar with the Cs 
clock being 30kg compared to the Rb clock at 28kg. The one-
day instability of the Rb clock is about a factor of 10 smaller 
than a high-stability commercial Cs beam clock. 

This clock is intended to be a product and is targeted for 
release into both defense and commercial markets.  The 
prototype clock has outputs at 1 pulse-per-second, 5 MHz, 10 
MHz and 100 MHz. 

II. THE CLOCK

     The clock uses 87Rb atoms which are trapped and cooled 
using a compact 780nm laser system.  Following state 
preparation, the light is extinguished and the atoms enter a 
microwave cavity where they undergo microwave 
interrogation.  After the microwave interrogation sequence, the 

fraction of atoms that made the clock transition is counted.  This 
signal is then used to control the frequency output of the clock.  
The complete clock-cycle is shown in Figure 2 and the clock 
block diagram is depicted in Figure 3.  
     The clock, which has been operational for about one year, 
typically operates continuously unless deliberately interfered 

This research was, in part, funded by the U.S. Government. The views and
conclusions contained in this document are those of the authors and should not
be interpreted as representing the official policies, either expressed or implied,
of the U.S. Government. Distribution Statement "A" (Approved for Public
Release, Distribution Unlimited) 

Figure 1 –  Prototype of the portable cold Rb87 atomic clock. The clock 
is packaged in a 22 X 37 X 32 cm enclosure and weighs about 28 kg. The 
signal and power connections are on the rear panel of the instrument. 

Figure 2 –  The clock cycle and the 87Rb D2 line transitions used for the 
clock. 
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with by an operator.  The clock has operated in excess of 100 
days with no interference.  The 100 day-long run was stopped 
by the operators to investigate other aspects of clock operation.  
   

III. MEASUREMENT SETUP 

     The prototype clock has been compared to the time-scale 
UTC(NIST) for extended periods, allowing characterization of 
both the short-term stability ൫ߪ௬ሺ߬ሻ ൏ 8 × 10ିଵଷ/√߬൯, and the 
long-term behavior of the clock [5].  The comparison is made 
between the clock’s 5 MHz output and UTC(NIST) using the 
same measurement system which collects the clock data for the 
generation of UTC(NIST) [1,2,3]. During the same period of 
time, a second 5 MHz output of the clock is compared to a high-
stability Hydrogen maser [4]. The measurement was configured 
to sample at 1 Hz allowing a characterization of the very short-
term performance of the clock. 

IV. MEASUREMENT RESULTS 

As shown below in Figure 5, the short-term performance of the 
clock, from ߬ ൌ ߬ out to ݏ 1 ≅  is characterized by an ,ݏ 10,000

Allan Deviation [5] of ߪ௬ሺ߬ሻ ≅ 8 × ଵషభయ√ఛ . The short-term 

performance can be improved further at the cost of a more 

expensive local oscillator, but, even at this level, the clock 
should be able to reach a frequency uncertainty of less than 3 ×10ିଵହ  in one day of averaging. The long-term frequency 
instability is more complicated, in general, the Total Allan 
Deviation [6] plot shows a characteristic flattening of the 
previous 1 √߬⁄  slope starting at around a day and persisting out 
to slightly longer than two days. The clock begins to improve 
with further averaging at that point. This behavior is illustrated 
in Figure 5.  
 Another way of comparing the cold-Rb clock is to look at 
other clocks in the UTC (NIST) timescale over the same 
measurement period. In Figure 6 we show the frequency 
fluctuations of several clocks as measured by the NIST 
measurement system. Plotted in Figure 6, in Green is a very low 
drift maser, while a more typical maser is shown in Red. The 
cold-Rb clock is shown in Dark Blue, while a commercial high-
performance Cs beam clock is shown in Light Blue (Cyan). 

 
 
Figure 3 –  Block diagram of the portable cold Rb87 atomic clock 
illustrating all major subsystems. 

 
 

Figure 4 –  Clock measurement system configuration. 

 
Figure 5 –  Total Allan Deviation of the cold Rb clock as measured against 
UTC(NIST) [5]. No drift has been removed. The 1 s data is shown in Red, 
while the 60 s data is shown in Blue. The last two points in Blue come from 
the Theo1 statistic. 

 
Figure 6 –  Several clocks measured simultaneously by the NIST 
measurement system [5]. 
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Several things are readily apparent: first, the frequency 
fluctuations of the cold-Rb clock are much smaller than those of 
the commercial Cs clock albeit, not as small as the frequency 
fluctuations in a good hydrogen maser. Second, comparing the 
Blue curve to the Red curve, it is apparent that the drift in the 
cold-Rb clock is much smaller than the drift in a typical maser. 
In fact, the residual drift in the cold Rb clock is about 
1×10−17/day, consistent with no drift. All of the clocks shown in 
Figure 6 have had arbitrary frequency offsets added to separate 
the curves for illustration purposes. 

In Figure 7 we show the Allan deviation of several active 
Hydrogen masers as measured by the NIST measurement 
system. The Allan deviation of the cold-Rb clock, shown in 
Blue, indicates better clock performance than all of the five 
masers for average times greater than 6 days. 

V. CONCLUSIONS 

We present a new class of portable atomic clock with short-
term frequency instability from 1 to 10,000 s, characterized 

by ߪ௬ሺ߬ሻ ≅ 8 × ଵషభయ√ఛ  , and a long-term frequency instability of 

less than 9 × 10ିଵ. The frequency drift of the clock is less than 1 × 10ିଵ/day. 
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Figure 7 –  Several active Hydrogen masers measured by the NIST 
measurement system. In the long term the cold-Rb clock outperforms all of 
these masers. 

Averaging Time - τ (seconds)

1e+0 1e+1 1e+2 1e+3 1e+4 1e+5 1e+6 1e+7

A
ll

an
 D

e
vi

at
io

n
 σ

y(
τ)

1e-16

1e-15

1e-14

1e-13

1e-12
 tau vs ST11 sigma 
 tau vs ST13 sigma 
 tau vs ST14 sigma 
 tau vs ST15 sigma 
 tau vs ST22 sigma 
tau vs cRb-Clock

Savory, Joshua; Ascarrunz, F; Ascarrunz, L; Banducci, Alessandro; Delgado Aramburo, M; Dudin, Y; Jefferts, Steven. 

”A Portable Cold 87Rb Atomic Clock with Frequency Instability at One Day in the 10u − 15Range. ′′ 
Paper presented at 2018 IEEE International Frequency Control Symposium (IFCS), Olympic Valley, CA, United States. May 21, 2018 - May 24, 

2018. 

SP-402



 

 

Nanoscale Imaging of Photocurrent in Perovskite Solar Cells using 
Near-field Scanning Photocurrent Microscopy 

 
Dongheon Ha1, 2, Yohan Yoon1, 2, Ik Jae Park3, Paul M. Haney1, and Nikolai B. Zhitenev1 

 
1Center for Nanoscale Science and Technology, National Institute of Standards and Technology, 

Gaithersburg, Maryland, 20899, USA 
 

2Maryland Nanocenter, University of Maryland, College Park, Maryland, 20742, USA 
 

3Department of Materials Science and Engineering, Seoul National University, Seoul, 151-742, Korea 
 

ABSTRACT 

We study photocurrent generation and collection of methylammonium lead iodide perovskite solar cells with 
nanoscale resolution using a near-field scanning photocurrent microscopy (NSPM) technique. For NSPM 
measurements, we employ a non-contact mode atomic force microscopy probe with an attached optical fiber coated 
with Cr/Au metal. We observe an increased photocurrent at grain boundaries in samples annealed at moderate 
temperature (100 °C); however, the opposite spatial pattern is observed in samples annealed at higher temperature 
(130 °C). Combining the NSPM results with other characterization techniques such as electron microscopy, X-ray 
diffraction, and quantum efficiency measurements, we show that the cause of the photocurrent contrast is the material 
inhomogeneity and the dynamics of lead iodide. The NSPM technique is further used to establish the mechanism of 
the cell degradation under extended light illumination.  

I. INTRODUCTION 
Due to their easy fabrication, low-cost, and surprisingly fast improvement in the power conversion efficiency, 

perovskite solar cells have attracted significant interest in the photovoltaic (PV) research community [1], [2]. Recent 
developments offer a pathway for high efficiency solar cells without costly tandem structures [3], [4] and/or 
nanophotonic engineering [5]–[11]. However, various instability issues caused by environmental factors (e.g., 
extended light illumination, humidity, temperature, etc.) have impeded their deployment as commercial solar cells. 
The as of yet unknown factors causing degradation should be firmly established.  

Multiple measurement techniques have been applied for the characterization of material composition and structural 
properties of perovskite solar cells [12]–[15] at the micro- or nanoscale. However, the detailed studies connecting the 
degradation with the nanoscale photo-excited carrier generation and collection are still lacking.  

In this study, we image nanoscale photocurrent collection of perovskite solar cells by a near-field scanning 
photocurrent microscopy (NSPM) technique. Correlating the nanoscale photocurrent images with other 
characterization techniques (X-ray diffraction, electron microscopy, quantum efficiency measurements, etc.), we 
relate the cell preparation temperature with its operation at the macro-/nanoscale. We also determine how the light-
induced degradation affects the cell microstructure and the 
local carrier collection by monitoring the changes in the 
NSPM photocurrent images which occur during the 
experiment (on the timescale of hours). 

II. RESULTS AND DISCUSSION 
For the NSPM measurements, we employ a tuning fork-

based non-contact mode atomic force microscopy (AFM) 
probe with an attached multimode optical fiber to locally 
inject light [9], [11], [16]. The end of the optical probe is 
coated with Cr (20 nm) and Au (200 nm) metal, and the 
probe has an output hole with a diameter of ≈ 200 nm (see 

Fig. 1. (a) An SEM image showing an AFM probe used for 
NSPM measurements. Metal-coated optical fiber used for near-
field light injection is attached to a tuning fork. Insets: enlarged 
side-view of the probe (left), enlarged view of the probe at the 
bottom (right). (b) A schematic (not to scale) describing NSPM 
measurements on perovskite solar cells. Photocurrent amplified by 
a variable gain amplifier is detected with a lock-in technique. 
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Fig. 1a). The perovskite solar cell is placed onto a piezo stage of 
an AFM system, and topography and photocurrent signals are 
simultaneously obtained (see Fig. 1b). The NSPM probe has a 
force constant of 15 N/m and a resonance frequency of ≈ 35 kHz. 
A diode laser with a wavelength of 635 nm is connected to the 
optical fiber of the NSPM probe via a FC/PC connector. A 
variable-gain low-noise current amplifier is used for signal 
amplification, and the amplified photocurrent is detected with a 
lock-in amplifier. During the raster scanning, the distance between 
the NSPM probe and the top surface of the perovskite solar cell is 
kept ≈ 10 nm. In some measurements, we used different output 
hole sizes of the NSPM probe (between 50 nm and 300 nm) or 
changed the laser power to generate a measurable photocurrent or 
to avoid the degradation during the measurements. 

Our perovskite solar cell has methylammonium lead iodide 
(CH3NH3PbI3, MAPbI3 hereafter) as its active layer. It is enclosed 
by [6,6]-phenyl-C61-butyric acid methyl ester (PCBM) and nickel 
oxide (NiOx) as electron and hole transport layers, respectively. 
The full device structure is shown in Fig. 2a, and the device 
consists of silver (Ag) contact/PCBM/400 nm thick perovskite 
layer (MAPbI3)/NiOx/indium tin oxide (ITO), from top to bottom.  

 First, we determine macroscopic electrical properties of 
perovskite solar cells annealed at two different temperatures: 100 
°C and 130 °C (see Fig. 2b). The sample annealed at moderate 
temperature (100 °C) exhibits superior photovoltaic properties 
(i.e., short circuit current density, JSC, open circuit voltage, VOC, 
and fill factor, FF) compared to the sample annealed at higher 
temperature (130 °C). The power conversion efficiency is η = 
16.98 % for the sample annealed at 100 °C vs. η = 14.81 % for the 
sample annealed at 130 °C. Repeated measurements under 
identical conditions yield maximum variation of less than 1 % 
[11], [16]. 

The difference between the cells is clearly seen in NSPM 
photocurrent images (see Fig. 2c). The nanoscale photocurrent patterns are exactly opposite for the two samples 
annealed at different temperatures: the photocurrent is higher at grain boundaries for the sample annealed at 100 °C 
while it is higher at grain interiors for the sample annealed at 130 °C. The beneficial role of grain boundaries in 
carrier generation and collection is attributed to the dynamics of lead iodide (PbI2) segregation [16], [17]. In the 
sample annealed at 100 °C, a moderate amount of PbI2 segregates at grain boundaries leading to the defect 
passivation. However, more structural and compositional transformation from MAPbI3 to PbI2 takes place with 
further annealing, resulting in distinguishable crystalline phases of PbI2 at grain boundaries in the sample annealed at 
130 °C. This leads to an increased grain boundary recombination, and grain interiors become more efficient carrier 
collectors. Note that the measured photocurrent is not caused by surface morphology or thickness variation of the 
perovskite solar cells, as confirmed by the significant contrast in the measured photocurrents (up to ≈ 20 % and ≈ 36 
% in the sample annealed at 100 °C and 130 °C, respectively). 

As mentioned above, the instability and the performance degradation under operational environment is the major 
issue for perovskite solar cell technology. We study how perovskite solar cells change their operation under extended 
light illumination. First, we identify the microscopic material and compositional changes of perovskite solar cells 
using X-ray diffraction measurement and electron microscopy (Fig. 3a). Measurements are performed when samples 
are aged under the Air Mass 1.5 Global (AM1.5G) spectrum with an intensity of 10 mW/cm2 (0.1 sun illumination). 
The moderate light dose is selected to avoid any possible degradation due to overheating. A relative humidity is kept 
≈ 25 % at room temperature during the whole measurements. 

The diffraction peak corresponding to PbI2 is observed at a diffraction angle of 12.75° (marked with #) for both 
samples annealed at different temperatures. The intensity of this peak increases as the cell ages, indicating 
continuous material decomposition from MAPbI3 to PbI2. PbI2 crystallites are clearly distinguishable in cross-

Fig. 2. (a) Device structure of perovskite solar cells. 
Scale bar is 200 nm. (b) Current-Voltage characteristics 
of perovskite solar cells annealed at two different 
temperatures. The sample annealed at moderate 
temperature (100 °C, blue line) exhibits higher power 
conversion efficiency than the sample annealed at higher 
temperature (130 °C, red line). (c) Nanoscale 
photocurrent imaging of perovskite solar cells using the 
NSPM technique. Opposite photocurrent collection 
patterns are observed between the two samples. Scale bars 
are 500 nm. 
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sectional scanning electron microscopy (SEM) image of the sample 
annealed at 130 °C. Distinct spots with bright contrasts are 
observed at grain boundaries due to their low conductivity and 
increased accumulation of charges (see yellow dotted lines in Fig. 
3a). However, as seen in SEM images, the distribution of PbI2 is 
quite different in two samples annealed at different temperatures: 
PbI2 is evenly distributed in the active area for the sample annealed 
at moderate temperature (100 °C), and it is concentrated at grain 
boundaries for the sample annealed at higher temperature (130 °C). 
However, as the aging time increases, the distribution of PbI2 in the 
sample annealed at 100 °C is no longer uniform over the sample, 
showing distinguishable phases of PbI2 in SEM images. 

The external quantum efficiency (EQE) of the samples is 
determined as a function of illumination time (see Fig. 3b). Minor 
changes are observed for 200 min of light degradation, however, 
both samples show significant deterioration as aging time increases. 
The sample annealed at higher temperature (130 °C) collects more 
photo-generated carriers than the sample annealed at 100 °C for the 
same aging time. Repeated measurements under identical 
conditions yield maximum variation of less than 1 % [11], [16], 
[18]. 

We investigate how the extended light illumination affects 
nanoscale carrier generation and collection by monitoring the 
changes in the NSPM photocurrent images during the aging process 
(see Fig. 4). As shown in Fig. 2c, photocurrent patterns are 
opposite for two samples annealed at two different temperatures: 
grain boundaries are more efficient carrier collectors for the sample 
annealed at moderate temperature (100 °C), while they are less 
efficient than grain interiors for the sample annealed at the higher 
temperature (130 °C). Even though the photo-generated current is 
reduced under the aging process, this carrier collection pattern 
persists for the sample annealed at higher temperature (130 °C). 
However, the sample annealed at moderate temperature (100 °C) 
exhibits quite different behavior. At 400 min of aging process, the photocurrent collection at the grain boundary 
marked with a white dotted-circle is strongly suppressed. The photocurrent was significantly higher at this spot in 
pristine condition (t = 0). The loss of photocurrent enhancement with aging for this sample is attributed to the 
dynamics of PbI2 segregation.  

As seen in Fig. 3a, more structural decomposition from MAPbI3 to PbI2 occurs under the continuous light 
illumination, and this leads to a growth of distinguishable PbI2 crystallites at grain boundaries, somewhat similar to 
the pristine state of the sample annealed at higher temperature. The enhanced carrier collection at grain boundaries is 
no longer observed for this sample. The suppression of the enhanced collection at grain boundaries significantly 
affects the overall device performance. This can explain the faster degradation of this sample during the aging 
process (see Fig. 3b). For the other sample, the main paths for carrier generation and collection remain the same, 
resulting in relatively robust photovoltaic properties under aging process, as seen from the macroscopic EQE 
measurements in Fig. 3b.  

IV. CONCLUSIONS 
We study nanoscale photocurrent of methylammonium lead 

iodide perovskite solar cells using a near-field scanning 
photocurrent microscopy. We show that the spatial pattern of 
photocurrent is related to the sample preparation temperature: 
higher photocurrent is observed at grain boundaries in samples 
annealed at moderate temperature (100 °C), while lower 

Fig. 3. (a) X-ray diffraction patterns for perovskite 
solar cells under light-induced aging process. # and * 
denote the identified diffraction peaks corresponding to 
PbI2 and MAPbI3, respectively. Yellow dotted lines show 
distinguishable PbI2 crystallites at grain boundaries. Inset 
SEM images show cross-sectional view of samples under 
the light-induced aging process. Scale bars are 200 nm. 
(b) EQEs of perovskite solar cells under the light-induced 
aging process. 
 

Fig. 4. NSPM-based nanoscale photocurrent images of 
perovskite solar cells at multiple stages of light-induced aging. 
Scale bars are 500 nm. 
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photocurrent is observed at grain boundaries and higher photocurrent is observed at grain interiors in samples 
annealed at higher temperature (130 °C). Correlating nanoscale photocurrent images with other characterization 
techniques, we show that the particular spatial patterns of photocurrent are due to the material inhomogeneity and the 
dynamics of segregation of lead iodide. We also determine how the light-induced aging process affects the nanoscale 
carrier collection in perovskite solar cells. The structural and compositional changes of materials through the aging 
process suppress the beneficial role of grain boundaries in samples annealed at moderate temperature. 
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Abstract 

Neutron Depth Profiling (NDP) is an analytical nuclear technique for the determination of 
elemental mass as a function of depth into a sample’s surface. It is suitable for characterizing a 
few select elements in most solid materials to depths of micrometers and with the resolution of 
10’s of nanometers.  The most commonly measured elements are helium, lithium, boron and 
nitrogen. Applications include the study of implanted boron in semiconductor substrates, 
measurement of helium embedded into first shielding wall alloys/metals used in fusion reactors, 
lithium diffusion through all solid-state thin-film batteries, and nitrogen penetration into 
corroded building materials.  A brief review of past NDP research as well as NDP 
instrumentation development both at NIST and other national and international NDP research 
facilities will be presented.  Future research opportunities and current development projects will 
be discussed. 

Introduction 

Neutron depth profiling (NDP) is a non-destructive, analytical nuclear technique for the 
determination of elemental mass as a function of its depth in a sample’s surface.  The method on 
which NDP is based was first described in 1972 by Zeigler et al. to study B impurities in solids 
[1]. It was advanced to its current state by Biersack and coworkers (Institute Laue-Langevin, 
Grenoble) in the 70’s and 80’s [2, 3].  Currently, there are more than seven (7) NDP instruments 
in operation around the globe [4], which are maintained by neutron science user facilities. 

Methods 

The key reaction of NDP is neutron capture by a nucleus to form an unstable, compound nucleus, 
which will undergo an exoergic charged particle reaction (Figure 1). The reaction products are 
either an alpha particle or a proton, and a recoiling nucleus.  The emitted recoil particles have 
distinct initial energies - which are indicators of their parent nucleus.  As the energetic particles 
move through the solid they will predominately lose energy as the result of interactions with 
electrons in the material. The rate of energy loss per unit distance from the particle is a function 
of the elemental composition and volumetric density of the material, and it is determined by the 
material’s characteristic stopping power.  The difference in the initial energy of the charged 
particles and their final energies as they exit the solid is directly related to the depth of the 
reacted nucleus from which the particles originated. The relationship between origin depth and 
measured energy of the particle can be expressed as: 
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𝑑𝐸

𝑆(𝐸)

𝐸𝑖

𝐸𝑓

 

Where x is the path length traveled by the particle through the solid, Ei is the initial energy of the 
particle, Ef is the energy of the particle upon exiting the solid, and S(E) is the stopping power of 
the material. 

 

Figure 1. Nuclear reaction for NDP. Depicted example is the reaction of a neutron (n) with 6Li. 

Applications 

There are only a few select isotopes for which this reaction can be used to measure depth profiles 
in the near-surface of solids; the most common of which are 3He, 6Li, 10B, and 14N.  Other 
isotopes which have been studied include 17O, 22Na, and 7Be.  Much of the early research using 
NDP was on 10B (10B(n,α)7Li) in semiconductors and metals [5]. 10B is the isotope of boron 
measured by NDP, which has a very large thermal neutron cross-section (3400 and 241 barns for 
its two branching reactions), and is 19.9% naturally abundant  [6]. NDP has also been utilized to 
measure B distribution in glasses [7, 8], as well as boron bearing carbides [9]. 

Li, like B, is another popular element measured by NDP.  This is due, in part, to the relative 
insensitivity of other techniques (particularly those which are x-ray based) to Li. 6Li is the 
isotope measured by NDP, with a relatively large thermal neutron cross-section (941 barns), and 
is 7.59% naturally abundant [6].  In recent years the measurement of Li distribution in Li-ion 
battery materials by NDP has dominated NDP research.  Ex-situ (for examples see [10, 11]), in-
situ (for example see [12]), and in-operando (for example see [13]) studies of Li diffusion 
through battery materials and whole cells have been completed by NDP.  NDP results coupled 
with other materials characterization and electrochemical techniques has enabled determination 
of Li transport numbers through solid-state cells [14], Li diffusion coefficients [15], effect of 
manufacturing parameters on cell stability and performance (see Figure 2), and to determine the 
feasibility of novel battery materials [16, 17]. Multi-dimensional mapping of Li in battery 
electrodes has been achieved within the last decade [18], and there is much anticipation of its 
continued development.  Additionally, advances in lateral spatial mapping of Li in solids have 
been made using multipixel detectors originally designed for use at CERN [19]. Materials in 

(1) 
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which Li profiles have been measured by NDP include ceramics [20], optical wave guides, 
polymers, and glasses [21]. 

 

Figure 2. 6Li neutron depth profile collected on a series of solid-state battery cells manufactured 
under different sputtering conditions (electrically biased and unbiased).  NDP allowed for 
measurement of Li out-diffusion from the cell constructed with a glassy electrolyte (LiPON) as a 
function of manufacturing and post-processing parameters. Data collected on NIST-NDP 
instrument.  
3He research by NDP has focused on the measurements of implantation profiles of the isotope in 
alloys and metals.   In the late 80’s 3He implantation into nickel and amorphous nickel materials 
was used to understand the microscopic structure and diffusion characteristics through 
solids[22]. Recently, 3He profiling experiments have been completed for the investigation of 
shield walls planned for use in next generation fusion reactors. A significant challenge facing the 
long-term operation of test fusion reactors is the durability of plasma-facing materials and 
components to intense neutron/neutral/ion particle bombardment and implantation [23].  Tritium 
is one such erosive particle, and it is known to cause surface blistering and spallation due to 
entrapment in surface of metals and alloys. 3He is the daughter product of tritium beta decay (½ 
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life of 12.32 years).  When tritium is implanted by plasma into the materials its penetration depth 
and blistering/exposure rates can be measured once it decays to the NDP-detectable 3He 
(3He(n,p)3H) [24]. Similar irradiation damage by helium has been recently measured in MgAl2O4 
crystals, which is a possible matrix to be used for the transmutation and storage of americium 
[25]. 

Implantation of 14N into metals has also been investigated by NDP.  Over the last few decades 
there has been considerable interest in the nitride coatings and implantation of nitrogen into 
metals as means of forming corrosion resistant surface layers, and into semi-conductors and 
polymers for electronic applications. Fink and co-workers determined through their NDP studies 
of 14N doped into metals and alloys at high fluence rates that the isotope would diffuse through 
Mg and Al at room temperature directly following implantation, and through other metals at 
greater time lengths (0.5 to 4 years) [26]. Of the materials studied, only Cu, Si, and W retained a 
small percentage of the implanted N over time, while all other materials (Be, Al, Ni, stainless 
steel, Ta, and Cd) lost all implanted N by diffusion. Other areas of research where 14N NDP may 
be applicable include sensors and biotechnology [27], as well as archaeometry, and materials 
corrosion. 

Instrument Variations 

Sample preparation and NDP measurements are relatively straight forward for the investigation 
of isotopic profiles in solids. Analysis time is statistically dependent upon the neutron fluence 
rate and the analyte concentration within the depth interval of charged particle escape from the 
surface. That is, profile depth resolution is largely a function of analysis time, neutron fluence 
rate, and mass fraction of the analyte. 

The sample should have a relatively smooth surface over the area to be analyzed.  The area is not 
required to have a regular perimeter as an aperture can be customized to fit the shape and area of 
the surface.  The mass fraction of the analyte is determined by analyzing a well-characterized 
standard using the same aperture and taking a ratio of the known mass to the unknown sample.  
Calculations are normalized for run time and for total neutron fluence using a neutron monitor 
simultaneously with the sample analysis. Time dependent measurements are possible by 
obtaining a series of spectra at appropriate intervals. 

All measurements are obtained in an evacuated chamber.  The vacuum is needed to ensure that 
charged particles emerging from the sample surface do not lose additional energy as they travel 
between the sample surface and the charged particle detector.  All NDP instruments are custom 
built and no two systems are designed the same.  Typically, they are designed to best function at 
the neutron beam line being used.  The NDP system in use at NIST is shown in Figure 3. The 
beam exits the neutron guide at the far right.  Neutrons pass a short distance in air and enters the 
NDP instrument through a thin aluminum window. The beam passes through the chamber 
containing the sample and exits the instrument through a thin aluminum window.  Finally, the 
residual neutrons continue into a beam absorber at the far left as an aluminum encased box 
containing lithium and boron rich materials to stop the neutrons and lead shielding to block any 
gamma component. 
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Samples are introduced through the lid at the top of the chamber when the system is at 
atmospheric pressure.  There are numerous ports that radiate from the sides and bottom of the 
stainless-steel chamber.  These ports serve to attach vacuum lines, vacuum sensors, up to air 
values, and electrical connections for the detectors, motion controllers to the sample and 
detectors, and any electrical connections required for sample environment controls.  These 
environmental controls could dynamically charge and discharge battery systems, heat or cool the 
sample, attach to thermocouples, translate the sample through the beam, or any variety of 
research control needs. [28-31] 

 

 

Figure 3. Diagram depicting the inside of the NDP vacuum chamber. All NDP instruments 
nominally contain the same functionality.  The neutron beam traverses the vacuum chamber 
intersecting the sample mounted near the center of the system.  A sample will typically set at an 
angle to the incoming beam and directly face a charged particle detector placed several 
centimeters from the sample surface and away from the neutron beam.  In the NIST NDP system 
a neutron beam monitor sits at entrance to the chamber; however other facilities can have the 
monitor outside the front of the chamber. 

Samples are mounted to a removeable holder that can be reproducibly located in the chamber for 
comparison to other samples, controls, blanks, and standards. A custom-cut aperture is fixed to 
the sample holder and all of the sample is masked except the area to be analyzed. Neutrons pass 
through both the masked area and the aperture but the induced charged particles can only pass 
through the aperture opening to the detector. The charged particles reaching the detector, or 
detectors, do so with a small angular spread out of the sample such that particles from equal 
sample depth travel the same distance through the sample. 

A variety of charged particle detectors have been used in NDP systems.  The silicon surface-
barrier detector (SSB) exhibits the best combination of simplicity, energy resolution, and 
minimal background from gamma-ray, x-ray, and other non-signal sources. Other systems 
include PIN, ion implanted, time-of-flight, and pixelated detectors.  PIN detectors are becoming 
the most widely used detector.  They are inexpensive relative to the SSB detectors and have 
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comparable energy resolution but are susceptible to considerable spectral noise that starts around 
1400 keV and increases logarithmically at lower energies. Time-of-flight (ToF) detectors have 
the potential for the highest energy resolution and lowest background in NDP measurement [32]. 
However, ToF detector systems used in NDP environment are notoriously difficult to implement 
and maintain thus they are not in common use. The pixelated detector systems [19] have much 
potential for 2-, 3-, and 4-dimensional measurement, where the 4th dimension is time. Count rate 
and energy resolution is not comparable to the other systems but are quite useful for 
multidimensional applications.   

Finally, NDP detection can be performed in coincidence mode [33].  NDP reactions produce two 
energetic masses of characteristic initial energy and those two particles always are emitted 
diametrically from the reaction site. For samples that are thin enough that both particles can 
escape the sample and the sample has parallel faces, the energy-depth resolution is exceptional. 
This is because of mathematical constraints that can be placed upon the coincident signals [34]. 
Also, there is no restriction upon the acceptance angle at the detector, so both detectors can be 
placed as close to the sample as practical and remain out of the neutron beam.  The limitation on 
the sample dimensions and cost limit the applicability of coincidence NDP.  

 

 

Figure 4. NDP chamber setup at NG-5 at NIST. Left is neutron beam stop, center is the NDP 
chamber, and right is exit of neutron guide. 

Conclusion 

Neutron depth profiling is a non-destructive, near-surface analyses method which is sensitive to 
several light elements.  Its applications have varied since its conception nearly 50 years ago, with 
application to the fields of nuclear physics, solid-state chemistry, semiconductor materials, 
corrosion science, tribology, battery science, and many more.  Details of various NDP systems 
and the compliment of NDP applications can be found through the papers given in reference 
section. 
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Abstract  —  We present a new software simulation tool 
“Sesame”, which solves the drift-diffusion-Poisson equations in 1 
and 2-dimensions.  Sesame is distributed both as an open source 
Python package and as a standalone executable for Windows.  The 
software is designed to enable easy construction of systems with 
extended defects such as grain boundaries and sample surfaces.  In 
this paper, we present an overview of Sesame’s capabilities along 
with results benchmarking Sesame against commercial software 
packages.  The source code, executable, and full documentation 
with tutorials is available at https://pages.nist.gov/sesame 

Index Terms — numerical simulation, polycrystalline solar cell, 
software. 

I. INTRODUCTION 

Numerical simulations play a central role in photovoltaic 

development and research.  Freely available software packages 

for describing solar cells in 1-dimension have been widely used 

for decades.  Among these include AMPS [1], PC-1D [2], 

SCAPS [3], wxAMPS [4].  A 1-dimensional description is 

adequate for systems which are translationally invariant along 

the directions perpendicular to the p-n junction interface, such 

as single crystal Si or GaAs.  However, there are a number of 

photovoltaic materials with lateral inhomogeneities, such as 

thin film polycrystalline materials including CdTe and CIGS.  

The grain boundaries in these materials result in complex 

geometries that require 2 or 3-dimensional modeling, and 

which play a key role in device performance [5]-[6].  Free 

simulation software for 2-dimensional systems is relatively less 

commonly available, which motivates the development and 

release of a new software package “Sesame”.  Sesame is an 

open source Python package recently developed by the authors 

(B. G and P. M. H.), and includes documentation and tutorials.  

In this paper we describe some details of Sesame’s usage and 

benchmark its results relative to commercial software packages.  

The source code, executable, and full documentation with 

tutorials is available at https://pages.nist.gov/sesame. 

   

II. PROGRAM DESCRIPTION 

 

Sesame solves the drift-diffusion-Poisson equation in 1 and 

2-dimensions, and includes Shockley-Read-Hall, radiative, and 

Auger recombination mechanisms.  Sesame supports variable 

electronic structure and can describe heterojunctions or graded 

materials.  Sesame is currently limited to describing non-

degenerate semiconductors with Boltzmann statistics, and does 

not include thermionic emission and quantum tunneling at 

interfaces. These can be important contributions to the transport 

in heterojunctions [7], so care should be exercised when using 

Sesame to simulate such systems.  Sesame includes Ohmic and 

Schottky contact boundary conditions, and periodic or hardwall 

(infinite potential) transverse boundary conditions. Sesame 

uses finite differences to solve the continuity and Poisson 

equations, and the standard Scharfetter-Gummel scheme for 

discretizing the current [8].  Sesame is designed to easily 

construct systems with planar defects, such as grain boundaries 

or sample surfaces, which may contain both discrete or a 

continuum of gap state defects.  This enables a description of 

grain boundaries in polycrystalline solar cells, and the ability to 

model experiments for which sample surface effects are 

important (such as Electron Beam Induced Current or Scanning 

Kelvin Probe Microscopy).  Sesame is open source and is 

distributed under the BSD license.   

 

A. Python scripting 

As a Python package, Sesame can be called within any 

Python script.  This mode of use enables users to generate 

complex systems (e.g. materials with graded electronic 

properties) and to perform large scale “batch” calculations, 

where many simulations are distributed on a computing cluster.   

The number of simulations increases exponentially with 

number of varied parameters, but access to a cluster enables the 

efficient computation of many system configurations.  Access 

to a large number of solutions in parameter space is particularly 

useful for determining the important nonlinearities which 

control the system behavior.  In the distribution, we provide 

several example scripts which describe standard PV 

simulations (e.g. J-V, IQE calculations), along with in-depth 

tutorials.  Sesame also includes tools for efficiently saving and 

loading the results of simulations, and tools for data analysis 

and plotting. 

 

B. Graphical User Interface 
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To facilitate Sesame’s use by those without Python 

distributions, we’ve compiled Sesame into a standalone 

executable for Windows with a graphical user interface using 

the PyQt library.  Use of the standalone GUI as an alternative 

to scripting can be more convenient for small-scale 

calculations. Simulation settings can be saved and loaded, and 

the standalone GUI also includes a full Python distribution 

which can be accessed with an interactive Python console.  

 

 
 
Fig. 1. Menu and table structure of the Sesame GUI.   

 

The GUI is divided into three tabs: 1. The “System” tab 

contains fields to define the system geometry and material 

parameters. Fig. 2 shows a portion of the system tab where 

planar defects are defined.  2. The “Simulation” tab lets the user 

specify which parameter is varied: either the voltage is swept, 

or a user-defined variable related to the generation rate density 

is swept. The boundary conditions and output file information 

are also set here, and the simulation is launched from this tab.  

A window on this tab provides details on the calculation 

progress. 3. The “Analysis” tab enables the user to plot the 

output of the simulation, and to save and export plotted data. 

Sesame is distributed with several sample input files for setting 

up standard PV simulations in the GUI. More detailed 

documentation for the GUI is included in the distribution.  

The standalone executable contains a full Python 

distribution, and the scripting capability can be accessed by 

selecting the “Console” option on the main menu (see Fig. 1).  

This opens an interactive Python console, from which Python 

scripts can be executed.  In addition, the numerical output 

generated by scripts can be loaded into the GUI for plotting and 

analysis.  The capability of the GUI to run scripts and 

analyze/plot the output of scripts allows for a flexible usage of 

the Sesame package, which can be optimized according to the 

user’s needs and experience. 

 

 
 
Fig. 2. Portion of the “System” tab of Sesame GUI for specifying 
planar defects.   

III. BENCHMARKS 

To verify the accuracy of Sesame, we compared its results 

with that of Sentaurus [9] and COMSOL’s Semiconductor 

module [10]-[11].  We first consider a 2-dimensional p-n 

homojunction with a single columnar grain boundary (see inset 

of Fig. 3(a) for a depiction of the geometry).  The bulk material 

parameters are given in Table 1.  The n-type region is taken to 

have a thickness of 100 nm with doping 10��	cm�	, while the 

p-type region has thickness 2.9 
�  with doping 10��	cm�	 .  

The grain boundary parameters are given in Table 1.  The grain 

boundary contains both a donor and an acceptor defect at the 

given energy level.  The contacts are taken to be Ohmic for both 

majority and minority carries, and we use hardwall transverse 

boundary conditions.  The generation rate density is given as 

��� � ��exp	����� , where �� � 10
��	�cm� ⋅ s���, � �

2.3  10!	cm��.   

Fig. 3(a) shows the comparison of the illuminated J-V curve 

computed with Sesame and Sentaurus.  To quantify the 

comparison, we define the relative difference between two 

computed currents "�and "�as |"� � "�|/��"� % "�� 2⁄ �.  We find 

excellent agreement between software packages, with a relative 

difference of less than 1 % in the computed current.  Fig. 3(b) 

shows the computed band structure along the grain boundary 

core under short circuit conditions, where we find that the two 

solutions coincide.  
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Fig. 3. Comparison between Sesame and Sentaurus for a 2-
dimensional homojunction system. (a) is the J-V curve obtained with 
given software packages under nonuniform (see inset for geometry).  
(b) is the band diagram along the grain boundary core at short-circuit 
conditions obtained by the given software packages.   
 

We next consider a 2-d system with an additional grain 

boundary, which is oriented at an oblique angle with respect to 

the p-n junction, and which intersects the initial columnar grain 

boundary (see inset of Fig. 4(a) for geometry, and the “GB2” 

row of Table 1 for exact position of the additional grain 

boundary).  We use this system to compare the output of 

Sesame and COMSOL Semiconductor Module.  For this 

system, we find a less than 2 % difference between Sesame and 

COMSOL Semiconductor Module in the computed current 

values.  Fig. 4(b) shows the J-V curve on a log scale. 

 

 
 
Fig. 4. Comparison between Sesame and COMSOL Semicoductor 
Model for a 2-dimensional homojunction system, with two grain 
boundaries. The inset of (a) shows a colormap representation of the 
electrostatic potential of the system in equilibrium, together with lines 
indicated the grain boundary positions.  (a) is the J-V curve obtained 
with given software packages under dark conditions.  (b) shows the J-
V curve on a log scale. 

 

The two examples given here are intended to indicate the 

veracity and functionality of Sesame.  We emphasize that there 

are several important questions that can be addressed with this 

tool, such as determining the impact of grain boundary 

networks on the device efficiency of polycrystalline PV.  

Previous work has considered the role of grain boundaries on 

the open-circuit voltage [13], but has not addressed the short-

circuit current density or fill factor.  It is likely that 

understanding the impact of grain boundaries on the overall 

efficiency will require substantial additional analysis. 

 

TABLE I 

DEFAULT SIMULATION PARAMETERS 
Parameter [units] Value 

' 9.4 

*+	,n./ 10 

*0 	,n./ 10 

12 	,cm
�	/ 8  10�� 

14	,cm
�	/ 1.8  10�5 

67 [eV] 1.5 

8 [eV] 3.9 


+ 	,cm
� �V ⋅ s�/⁄  320 


0	,cm
� �V ⋅ s�/⁄  40 

Grain Boundary Parameters 

Defect density ,cm��/ 10�! 

Defect energy [eV] 0.4 (above midgap) 

:;	,cm
�/ 10��! 

:<	,cm
�/ 10��! 

GB1 endpoints (x,y) ,
m/ (1.5, 0.1), (1.5, 2.9) 

GB2 endpoints (x,y) ,
m/ (2.5, 0.2), (0.5, 1.0) 

 

 

IV. CONCLUSION 

We present a free, open source distribution of photovoltaic 

device modeling software.  It is available freely as a standalone 

executable and as a Python package.  We believe that the study 

of complex geometries of defects within p-n junctions contains 

more physics to uncover, and hope that Sesame is a tool that 

opens this field to a wide class of researchers.  The source code 

is open and documented, and can be easily modified and 

supplemented according the terms of the BSD license. 
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Abstract. Scientific Named Entity Referent Extraction is often more
complicated than traditional Named Entity Recognition (NER). For ex-
ample, in polymer science, chemical structure may be encoded in a vari-
ety of nonstandard naming conventions, and authors may refer to poly-
mers with conventional names, commonly used names, labels (in lieu of
longer names), synonyms, and acronyms. As a result, accurate scientific
NER methods are often based on task-specific rules, which are difficult
to develop and maintain, and are not easily generalized to other tasks
and fields. Machine learning models require substantial expert-annotated
data for training. Here we propose polyNER: a semi-automated system
for efficient identification of scientific entities in text. PolyNER applies
word embedding models to generate entity-rich corpora for productive
expert labeling, and then uses the resulting labeled data to bootstrap a
context-based word vector classifier. Evaluation on materials science pub-
lications shows that the polyNER approach enables improved precision
or recall relative to a state-of-the-art chemical entity extraction system
at a dramatically lower cost: it required just two hours of expert time,
rather than extensive and expensive rule engineering, to achieve that re-
sult. This result highlights the potential for human-computer partnership
for constructing domain-specific scientific NER systems.

Keywords: Scientific Named Entities · Word Embedding · Natural Lan-
guage Processing · Crowdsourcing · Polymers.

1 Introduction

There is a pressing need for automated information extraction and machine
learning (ML) tools to extract knowledge from the scientific literature. One task
that such tools must perform is the identification of entities within text. Many

Tchoua, Roselyne; Ajith, Aswathy; Hong, Zhi; Ward, Logan; Chard, Kyle; Audus, Debra; Patel, Shrayesh; de Pablo, Juan; Foster, Ian. 
”Creating Training Data for Scientific Named Entity Recognition with Minimal Human Effort.” 

Paper presented at ICCS 2019: The International Conference on Computational Science, Faro, Portugal. June 12, 2019 - June 14, 2019. 

SP-419



2 R. Tchoua et al.

rule-based, ML, and hybrid named entity recognition (NER) approaches have
been developed for particular entity types (e.g., people and places) [23, 20].

Scientific NER remains challenging due to non-standard encoding and the
use of multiple entity referents (terms used to refer to an entity). For example,
in materials science, polymers are encoded in text using various representations
(conventional or commonly-used), acronyms, synonyms, and historical terms.
Further challenges arise when trying to distinguish between general and specific
references to members of polymer families, or recognizing references to blends of
two polymers, etc. Such challenges are not unique to polymer science. However,
while NER is a well-studied topic in medicine and biology [5, 16], it has only
recently become a focus in materials science [10, 29, 17, 36]. Many approaches
applied in other domains rely on large, carefully annotated corpora of training
data, a luxury not yet available in domains like polymer science.

Here we introduce polyNER, a hybrid computer-human system for semi-
automatically identifying scientific entity referents in text. PolyNER operates
in three phases, first applying a fully automated analysis to produce an entity-
rich set of candidates for labeling; then engaging experts to approve or reject a
modest number of proposed candidates; and finally using the resulting labeled
candidates to train a classifier. In both the first and third phases, it uses word
embedding models to capture shared contexts in which referents occur. PolyNER
thus seeks to substitute the labor-intensive processes of either assembling a large
manually labeled corpus or defining complex domain-specific rules with a mix of
sophisticated automated analysis and focused expert input.

We evaluate polyNER performance on polymer science publications. We com-
pare the output of its first candidate enrichment phase against expert-labeled
data, and find that it retrieves 61.2% of the polymers extracted by experts with
a precision (26.0%) far higher than the ratio of target entities vs. non-entities
in scientific publications (less than 2% in our experience). We evaluate the per-
formance of polyNER overall by comparing its output polymer referents against
both expert-labeled data and a state-of-the art rule-based chemical entity ex-
traction system, ChemDataExtractor (CDE) [36], which we have previously en-
hanced with dictionary- and rule-based methods for identifying polymers [39].
We find that PolyNER can achieve either 52.7% precision or 90.7% recall, de-
pending on user preference, a 10.5% improvement in precision or 22.4% improve-
ment in recall over the enhanced CDE. These results highlight the potential for
creating domain-specific scientific NER systems by combining sophisticated au-
tomated analysis with focused expert input.

The rest of this paper is as follows. We review scientific NER systems in
Section 2. In Section 3, we motivate the need for identifying polymer names in
text. We describe design and implementation in Section 4 and evaluate polyNER
in Section 5. We summarize and discuss future work in Section 6.
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2 Related Work

Natural Language Processing (NLP) is a way for computers to “read” human
language. NLP tasks include automatic summarization, topic modeling, trans-
lation, named entity recognition (NER), and relationship extraction. NER sys-
tems, which aim to identify and categorize named entities (e.g., a person, or-
ganization, location), have been developed using both linguistic grammar-based
techniques and ML models. While many ML models have been developed, their
performance depends critically on the quantity and quality of training data.

Scientific domains such as molecular biology and medical NLP have long
used NER for extracting symptoms, diagnoses, medications, etc. from text [5,
16]. More recently, there has also been much interest in chemical entity and
drug recognition [10, 29, 17, 36]. However, even state-of-the-art NER systems do
not typically perform well when applied to different domains [13]. Considerable
effort is involved in selecting and (often manually) generating quality data for
trainable statistical NER systems [14].

Various approaches have been proposed to address the lack of training data
for NER and other information extraction tasks.Distant supervision maps known
entities and relations from a structured knowledge base onto unstructured text [26,
43]. However, many fields, including polymer science, lack such knowledge bases.

Data programming uses labeling functions (user-defined programs that pro-
vide labels for subsets of data) [27]. Errors due to differences in accuracy and
conflicts between labeling functions are addressed by learning and modeling the
accuracies of the labeling functions. Under certain conditions, data program-
ming achieves results on par with those of supervised learning methods. But
while writing concise scripts to define rules may seem to be a more reasonable
task for annotators than exhaustively annotating text, it still requires expert
guidance. Moreover, labeling functions typically rely on state-of-the-art entity
taggers, such as CoreNLP [19], which recognizes persons, locations, organizations
and more, and which itself has been trained using various corpora, including the
Conference on Computational Natural Language Learning (CoNLL) dataset [32].
A user-defined function may be defined, for example, as: if the word “married”
appears between two PERSONs (as identified by a state-of-the-art named entity
tagger), then extract the pair as potential spouses. Eventually, we will explore us-
ing polyNER and data programming to extract polymer properties. For instance:
if a sentence contains a polymer name and the words “glass transition”, then ex-
tract number(s) in the sentence as potential glass transition temperature(s) for
that polymer.

Other approaches use unskilled or semi-expert users to crowdsource the label-
ing task [15, 7, 38]. Nonetheless, domain expertise is often crucial for identifying
and extracting complex scientific entities. Hence, we ask: how can we quickly
generate annotated data for scientific named entity recognition?
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3 Motivation

The complexity of scientific NER is primarily due to the fact that entities, for
example biological [12] and chemical [14], can be described in different ways,
with vocabularies often specialized to small communities. Such issues arise in
the polymer science applications that we focus on here. In principle, Interna-
tional Union of Pure and Applied Chemistry (IUPAC) guidelines define polymer
naming conventions [9]. However, such guidelines are not always followed in prac-
tice [37]. Polymer names may be reported as source-based names (based on the
monomer name), structure-based names (based on the repeat unit), common
names (requiring domain-specific knowledge), trade names (based on the man-
ufacturer), and names based on chemical groups within the polymer (requiring
context to fully specify the chemistry). Oftentimes, polymers are encoded using
acronyms.

These different naming conventions arise in part because a desire for clarity
in communications is at odds with the often complicated monomeric structures
found in many polymers [1]. For example, sequence-defined polymers, where mul-
tiple monomers are chemically bound in a well-defined sequence as in proteins,
often defy normal naming practices, as it is not possible to list concisely every
monomer and their respective positions [18]. Another class of polymers that of-
ten suffer from complicated names are conjugated polymers, which exhibit useful
optical and electrical properties. Conjugated polymers are complex due to the
co-polymerization of multiple monomers (donor/acceptor units), the type and
position of side chains along the polymer backbone, and the coupling between
monomer units to control regioregularity [8].

Other challenges arise from the use of labels, structure referents (e.g., “mi-
celles,” “nanostructures”), and unusual author-coined acronyms. For example,
one author defined the acronym DBGA for N,N-dibenzylglycidylamine and then
used the string poly(DBGA) to represent poly(N,N-dibenzylglycidylamine). More
naming variations result from typographical variants (e.g., alternative uses of hy-
phens, brackets, spacing) and alternative component orders.

These issues, which make identifying polymeric names a non-trivial exercise
not only for computers but also for experts, arise in many fields with specialized
vocabularies. Our long-term goal is to build a hybrid human-computer system
in which we leverage both human and machine capabilities for the efficient ex-
traction from text of properties associated with specialized vocabularies. In this
work, we focus on the task of identifying polymer names.

4 Design and Implementation

As noted in the introduction, previous approaches to scientific NER have relied
on large expert-labeled corpora to train NER tools. Our goal in polyNER is to
slash the cost of NER training for new domains by using bootstrap methods
to optimize the effectiveness and impact of minimal expert labeling. As shown
in Figure 2, rather than having experts review entire papers to identify entity
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Fig. 1: PolyNER architecture: showing (1) Candidate Generation, which
produces candidate named entities from word vectors, (2) Expert Labeling,
and (3) Classifier Training, which uses labeled candidates to train super-
vised ML models for identifying referents.

referents, we use NLP tools to identify a set of promising candidate entity ref-
erents (Candidate Generation), then in an Expert Labeling step employ experts
to accept or reject those candidates, and finally in a Classifier Training step use
the accepted candidates to train an entity classifier

Before turning to the details of the polyNER implementation, we define an
NLP filtering process that is used in various places in polyNER to filter out
words that are unlikely to be polymer referents. 1) We remove numbers. 2)
Hypothesizing that names of scientific entities will not, in general, be English
vocabulary words, we remove words found in the SpaCy and NLTK dictionaries
of commonly used English words [4, 2]. (We manually remove common polymer
names, such as polystyrene and polyethylene, from the dictionaries.) 3) We use
SpaCy’s part-of-speech tagging functionality to remove non-nouns. 4) We remove
unwanted characters (e.g. ‘:’, ‘.’, ‘,’, ‘:’, ‘-’) from the beginning and the end of each
candidate, allowing us to recognize, for example, polyethylene; (which fails the
exact string comparison test against “polyethylene”). 5) We remove plurals (e.g.,
polyamides, polynorbornenes), as they can represent polymer family names.

4.1 Candidate Generation

This first phase uses word vector representations, vector similarity measures,
and minimal domain knowledge to identify a set of high-likelihood (“candidate”)
entity referents (names, acronyms, synonyms, etc.) in a supplied corpus of full-
text documents (in the work presented here, scientific publications).

We first apply the NLP filtering process to reduce false positives. We next
face the problem of determining whether a particular string is a polymer referent.
String matching only gets us so far: for example, “polyethylene” names a polymer,
but “polydispersity” does not. We need also to consider the context in which the
string occurs. For example, the polymer name “polystyrene” in a sentence “The
melting point of polystyrene is ...” suggests that X may also be a polymer in the
sentence “The melting point of X is ...”.

NLP researchers have developed a variety of word embedding methods for
capturing this notion of context. A word embedding method maps each word
in a sentence or document to a vector in an n-dimensional real vector space
based on the linguistic context in which the word appears. (This mapping may
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6 R. Tchoua et al.

be based, for example, on co-occurrence frequencies of words.) We can then
determine the similarity between two words by computing the distance between
their corresponding vectors in the feature space. Such vector representations can
be created in many different ways [30, 31]. Recently, the efficient neural network-
based Word2Vec has become popular [21, 22].

We consider two measures of context-similarity between word vector repre-
sentations in this step. CG1 uses the Gensim implementation of the Word2Vec
algorithm [28] to generate 100-dimension vectors. CG2 employs an alternative
FastText word embedding method that considers sub-word information as well as
context [3, 11], allowing it to consider word morphology differences, such as pre-
fixes and suffixes. Sub-word information is especially useful for words for which
context information is lacking, as words can still be compared to morphologically-
similar existing words. We set the length of the sub-word used for comparison—
FastText’s n_gram parameter—to five characters, based on our intuition that
many polymers begin with the prefixes “poly” or “poly(.” FastText produces
120-dimension vectors. Both CG1 and CG2 employ the continuous bag-of-words
(CBOW) word embedding, in which a vector representation is generated for each
word from an adjustable window of surrounding context words, in any order.

We compute a CG1 (Gensim) vector and a CG2 (FastText) vector for each
NLP-filtered word in the input corpus, and also for a small set of representative
polymer referents. Here we use polystyrene and its common acronym, PS, based
on the assumption that polystyrene, as the most commonly mentioned polymer,
provides a large number of example sentences in which polymers are mentioned.
We can then determine, for each NLP-filtered word, the extent to which it occurs
in a similar context to the representative polymers, by computing the similarities
between the word’s CG1 and CG2 vectors and those for polystyrene and PS. We
discard the lower score for each of CG1 and CG2 to obtain two scores per word.

Having thus obtained scores, we then select as candidates, for each of CG1
and CG2, the N highest-scored words, with N selected based on the time avail-
able for experts. We also use a rule-based synonym finder to identify synonyms
of generated polymer candidates [33]. For example, if polypropylene has been
identified as a candidate, then the expression “polypropylene (PP)” leads to PP
being added to the candidate list.

4.2 Expert Labeling

The previous step produces a set of candidate polymer referents: NLP-filtered
strings that have been determined to occur in similar contexts to our represen-
tatives. We next employ an expert polymer scientist to indicate, for each such
candidate, whether or not it is in fact a polymer referent. The expert simply ap-
proves or rejects each candidate via a simple web interface: a task that is more
efficient than reading and annotating words in text. The interface (see Figure 2)
provides the expert with example sentences as context for ambiguous candidates,
and allows the expert to access the publication(s) in which a particular candidate
appears when desired.

Tchoua, Roselyne; Ajith, Aswathy; Hong, Zhi; Ward, Logan; Chard, Kyle; Audus, Debra; Patel, Shrayesh; de Pablo, Juan; Foster, Ian. 
”Creating Training Data for Scientific Named Entity Recognition with Minimal Human Effort.” 

Paper presented at ICCS 2019: The International Conference on Computational Science, Faro, Portugal. June 12, 2019 - June 14, 2019. 

SP-424



Creating Training Data for Scientific Named Entity Recognition 7

Fig. 2: PolyNER web interface showing annotated candidates. Clicking on
“?” delivers up to 25 more example sentences.

4.3 Candidate Discrimination

We next use the expert-labeled data to create an entity classifier. Many classifi-
cation methods could be applied; we consider three in the work reported here:
K Nearest Neighbor (KNN), Support Vector Classifier (SVC), and Random For-
est (RF). Previous work has shown that KNNs perform reasonably well in text
classification tasks [42]. SVC, an implementation of Support Vector Machines
(SVMs), maps data into a feature space in which it can separate the data into
two or more sets. RF groups decision trees (“weak learners”) to form a strong
learner; it produces models that are inspectable, and includes a picture of the
most important features. In each case, we use the 100 (Gensim) + 120 (FastText)
= 220 dimensions of the two word vectors as input features.

Given limited training and testing data, we evaluate all three classifiers, as
implemented within scikit-learn [24], in Section 5.3. We envision that with more
annotated data, we will be able to use neural-network-based classifiers.

5 Evaluation

We report on studies in which we evaluate the performance of both the unsuper-
vised Candidate Generation step and various classifiers trained on the labeled
data that results from the Candidate Generation and Expert Labeling steps.

5.1 Dataset

We work with two disjoint sets of full-text publications in HTML format from
the journal Macromolecules: P100 comprising 100 documents with 22 664 sen-
tences and 508 391 (36 293 unique) words or “tokens,” and P50 comprising 50
documents with 12 148 sentences and 270 514 (22 571 unique) tokens. For later
use in evaluation, we engaged six experts to identify one-word polymer names
in P100. They find 467 unique one-word polymer names.
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8 R. Tchoua et al.

5.2 Evaluation of Candidate Generation Methods

Recall that the polyNER candidate generation module employs two candidate
generation methods, CG1 and CG2, plus a rule-based synonym finder. We eval-
uate the performance of both the complete polyNER candidate generation mod-
ule and its CG1 and CG2 submodules by comparing the sets of candidates that
they each generate from P100, both against the 467 one-word polymer names
identified by experts in P100, and against two other polymer name extraction
methods, CDE and CDE+, plus a sixth compound method formed by combin-
ing polyNER with CDE+. We use exact string-matching between candidates
and expert-identified names (all lower cased). Results are in Table 1. For each,
we evaluate extraction accuracy in terms of precision, recall, and F1 score. Re-
call is the fraction of actual positives that are labeled correctly and precision
the fraction of predicted positives that are labeled correctly; F1, the harmonic
average of precision and recall, reaches its best value at 1 and worst at 0.

The first two methods considered, CDE and CDE+, serve as baselines. CDE
is a state-of-the-art Python package that extracts chemical named entities and
associated properties and relationships from text [36]. As CDE aims to extract all
chemical compounds, not just polymers, it serves only as a demonstration of an
alternative approach in the absence of a polymer NER system. Its recall is high
at 74.5% but its precision is, as expected, low at 8.7%. CDE+ extends CDE with
manually defined polymer identification rules [39] to achieve a higher precision
of 42.2% but a slightly decreased recall of 68.3%. These results emphasize the
difficulty of automatically recognizing complex entities such as polymers.

Rows 3 and 4 show performance for CG1 and CG2 when employed indepen-
dently. Recall that polyNER performs NLP filtering before applying CG1 and
CG2. The filtering step eliminate all but 6878 of the 36 293 unique tokens in
P100. Recall also that CG1 and CG2 each assign a score to each of the 6878
remaining words based on their context-based vector similarities to polystyrene
and PS, and select the N highest scoring. In this evaluation, we set N=500.
CG2, which takes word morphology into account, achieves higher precision and
recall than does CG1 (41.8% vs. 15.6% precision and 44.8% recall vs. 16.7%
recall for CG2 and CG1, respectively). CG2 retrieves more words starting with
“poly” (67% of the 500 candidates vs. only 4% for CG1) while CG1 retrieves
more acronyms (38% of the 500 candidates contained more upper than lower
case letters, vs. 23% for CG2). CG1 returns more false positives. While charac-
ter level information is useful for unseen words, or in this case for words lacking
context information, we cannot dismiss the use of CG1. Authors often introduce
polymer names and subsequently use acronyms more heavily, especially for long
names. The facts that CG1 returns more acronyms and that there is likely more
context information about acronyms, suggests that the performance of CG1,
albeit lower, is solely based on context information.

Row 5 shows results for the complete polyNER candidate generator: that
is, the combined CG1 and CG2 candidates plus their rule-based extracted syn-
onyms. This method achieves 61.2% recall and 26.0% precision, producing an
entity-rich set of candidates without any domain-specific rules and without
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any (tedious, time-consuming, and costly) expert-annotated corpus of polymer
names. We are encouraged to observe that polyNER retrieves polymers not ex-
tracted by CDE: the combined recall for PolyNER ∪ CDE+ (row 6 in the table)
is 81.6%—higher than CDE itself. This result suggests that polyNER’s candidate
generation module can be used not only to annotate automatically a diverse set
of polymers based on context, but also to improve on the results of more sophis-
ticated hybrid rule- and ML-based NER tools.

Figure 3, which shows every word in P100 in FastText vector space, illustrates
the challenges and opportunities inherent in differentiating between polymer and
non polymer word vectors. The polymer names (in red and green) form two
rather diffuse clusters that overlap considerably with non polymers (in blue).
Interestingly, the subset of polymer names that are acronyms (the red points)
are clearly clustered.

Table 1: Results when polymer candidates are extracted from our test cor-
pus, P100, via different methods. For each, we show true positives, false
positives, false negatives, precision, recall, and F-score.

# Method Total TP FP FN Precision Recall F1

1 CDE 3994 348 3646 119 8.7% 74.5% 15.6%
2 CDE+ 755 319 436 148 42.2% 68.3% 52.2%
3 CG1 500 78 422 389 15.6% 16.7% 16.1%
4 CG2 500 209 291 258 41.8% 44.7% 43.2%
5 PolyNER 1099 286 813 181 26.0% 61.2% 36.5%
6 PolyNER ∪ CDE+ 1495 381 1114 86 25.4% 81.6% 38.8%

5.3 Evaluation of Classifier Training Methods

We next evaluate how well classifiers trained on expert-labeled output from the
Candidate Generation phase perform when applied to full-text documents. Here,
we make use of our second dataset, P50, to train and test our classifiers, and
P100 to validate the trained classifiers.

Before training our classifiers, we need a set of expert-labeled candidates.
Thus we first apply the CG1 and CG2 methods of Section 4.1 to P50, generating
a total of 897 unique candidates: 500 for CG2 and 466 from CG1, of which
69 overlapped. (We do not apply the rule-based synonym finder here.) Then
we employ an expert to label as polymer or non-polymer each of those 897
candidates, producing a new dataset that we refer to as P50-labeled. Note that
this task is quick work for the expert, as only 897 words need to be evaluated:
the total time required was two hours. This expert review identifies 260 (29.0%)
of the 897 as polymers.
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10 R. Tchoua et al.

Fig. 3: A two-dimensional representation of all words in P100, generated
with the scikit-learn implementation of t-distributed Stochastic Neighbor
Embedding (t-SNE) [41]. Of the words identified by experts as polymers, we
show acronyms in red and non-acronyms in green; all other words are blue.
We label our two representative words. (The t-SNE plot, a dimensionality
reduction technique used to graphically simplify large datasets, reduces the
120-dimensional vectors to two-dimensional data points. The axes have no
“global” meaning.)
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Training and validating the classifiers: We next use the 897 expert-labeled
words to train our three classifiers. We use 90% (807) for training and hold out
10% (90) for validation.

The left-hand side of Table 2 shows the performance of the different trained
classifiers when applied to the P50 hold-out words. Note that performance here
is defined with respect to how well the classifier does at predicting the expert
labels assigned to the polyNER-generated candidates—not how well the classifier
identifies all polymer referents in P50, as we do not have the latter information.

All three classifiers obtain between 66.7% and 100.0% precision and between
28.6% and 57.1% recall. SVC achieves the highest recall and F1 score. The lower
part of the table (“combined classifiers”) shows that combined classifiers can
improve performance. The 3-of-3 method achieves the highest precision (100.0%)
but lowest recall, as one might expect. The ≥2 method also achieves 100.0%
precision but with a higher recall (42.3% vs 28.6%). The ≥1 method has the
lowest precision but the highest recall at 57.1%.

Table 2: Results when various classifiers (trained on expert-labeled P50
candidates) are applied to P50 holdouts (left) and P100 (right). The results
in the bottom two rows are copied from Table 1 for ease of comparison.

Classifier Validation on P50 holdouts Testing on P100
Precision Recall F1 Precision Recall F1

KNN 75.0% 42.8% 54.5% 9.5% 77.8% 16.9%
SVC 66.7% 57.1% 61.5% 16.8% 76.5% 27.5%
RF 100.0% 28.6% 44.4% 51.0% 42.0% 46.1%
Combined
3-of-3 100.0% 28.6% 44.4% 52.7% 39.1% 44.9%
≥2 100.0% 42.3% 60.0% 22.8% 66.6% 34.0%
≥1 57.1% 57.1% 57.1% 9.1% 90.7% 16.5%
CDE 8.7% 74.5% 15.6%
CDE+ 42.2% 68.3% 52.2%

Testing the trained classifiers: We test the trained classifiers by applying
each to all 6878 NLP-filtered nouns extracted from P100 and comparing the re-
sulting polymer/non-polymer labels against our ground truth of polymer names
extracted from P100 by experts. Results are in the right-hand side of Table 2.
RF achieves the highest F1 score (46.1%) with 51.0% precision and 42.1% recall.
While recall is relatively low (fewer entities retrieved), precision is significantly
better than that achieved by CDE+. We observe also that combined classifiers
can improve precision (52.7%) at the expense of recall, or significantly increase
recall (90.1%) at the expense of precision. Users can thus trade off precision and
recall, in each case exceeding those achieved by the rule-based CDE+ system.
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5.4 Discussion

These results are based on only limited training data: just 897 labeled words,
of which 260 are polymers. We view the effectiveness of the classifiers trained
with these limited data as demonstrating the feasibility of using small amounts
of expert-labeled data to bootstrap context-aware word-vector classifiers. Im-
portantly, this whole process was both inexpensive and generalizable to other
domains. Candidate generation was fully automated and involved no domain
knowledge besides the two representative words, polystyrene and PS. Labeling
required just two hours of an expert’s time. Classifier training was again auto-
mated and involved no domain knowledge.

6 Conclusion

Despite much progress in NLP, scientific named entity recognition (NER) re-
mains a research challenge. A lack of labeled training data in fields such as poly-
mer science limits the use of machine learning models for this task. PolyNER is
a generalizable system that can efficiently retrieve and classify scientific named
entities. It uses word representations and minimal domain knowledge (a few
representative entities) to produce a small set of candidates for expert labeling;
labeled candidates are then used to train named entity classifiers.

PolyNER can achieve either 52.7% precision or 90.7% recall when combining
classifiers: a 10.5% improvement in precision or 22.4% in recall over a well-
performing hybrid NER model (CDE+) that combines a dictionary, expert cre-
ated rules, and machine learning algorithms. PolyNER’s architecture allows users
to tradeoff precision and recall by selecting which classifiers are used for discrim-
ination. One out of every four candidates identified by our current polyNER
prototype is in fact a polymer. This enrichment relative to the relative paucity
of polymers in publications significantly reduces the effort required by experts.
Considering that polyNER relies on simple distance from a known polymer(s),
and default word embedding parameters, this result is encouraging.

An important issue to explore in future work is whether classifier performance
can be improved by providing additional expert-labeled words. We plan to apply
active learning [34] to select good candidates. As we generate more expert-labeled
candidates, we will explore the use of neural network word vector classifiers to
improve accuracy, and the use of polyNER-labeled data to annotate text for
other NER approaches, such as bidirectional long short-term memory models.
With a view to exploring generalizability, we are also working to apply polyNER
to quite different problems, such as extracting dataset names from social science
literature. We may explore more recent word representation models, which are
pre-trained on large corpora [25, 6].
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Abstract— Surface conductance of graphene films is 
investigated in a non-contact microwave cavity operating at 
7.4543 GHz. This cavity technique characterizes specimens with 
high accuracy, without disruption of morphological integrity and 
without the processing required for definition and application of 
electrical contacts. The thickness of the conducting 2D material 
does not need to be explicitly known. Measurement results are 
illustrated for epitaxial mono-layer graphene formed on 4H-
SiC(0001) wafers by annealing the substrate via high fidelity Si 
sublimation. We show that the resonant microwave cavity is 
sensitive to the surface conductance of atomically thin nano-
carbon films. The method is applied to characterize diffusion of 
water through a thin film moisture barrier coated over epitaxial 
monolayer graphene. The monolayer graphene is lightly n-type 
doped and therefore the resulting surface resistance value 
becomes sensitive to complexation with p-type molecular dopants 
such as water in moisturized air. Our results suggest that coating 
graphene surface with 100 nm thick Parylene-C film serves as 
effective moisture barrier. The observed change in conductance 
of Parylene-C specimens after environmental stress is within 6 % 
of the pre-test value and would satisfy the typical reliability 
requirements.  

Keywords—microwave cavity, surface conductance, epitaxial 
graphene, moisture barrier, molecular doping. 

I. INTRODUCTION 

Recent years have witnessed many breakthroughs in 
research as well as a significant investment in the advancement 
of the mass production of graphene materials.  The market of 
graphene applications is essentially driven by progress in the 
production of graphene with properties appropriate for the 
specific application. There are several methods being used and 
developed to prepare graphene-like materials of various 
dimensions, morphology and number of layers. However, they 
are being offered with unreferenced quality, defect density and 
type, as these parameters affect these material's fundamental 
properties and behaviors. In this context, a graphene reference 
material for which the surface conductance can be related to 
number of layers, mobility and fundamental physical constants 
can be a breakthrough that may change the face of the industry. 
Here we characterize conductance of a mono layer epitaxial 
graphene on silicon carbide, where mobility and density of 

charge carriers are traceable through Hall resistance 
measurements. Surface conductance is determined at room 
temperature by a non-contact microwave cavity measurement. 
Surface conductance is determined at room temperature by a 
non-contact microwave cavity measurement. The method is 
nondestructive, experimentally simple and it does not require 
any electrical contacts that would otherwise obscure 
complexation with molecular dopants. The monolayer epitaxial 
graphene in conjunction with the non-contact microwave 
cavity method has the potential to be used as a 2D surface 
conductance/resistance reference material that would enable 
the industry to assess the quality and the corresponding 
electronic properties of their product. We investigate affinity of 
graphene to molecular complexation with environmental water 
under environmental stress conditions. 

II. EXPERIMENTAL

A. Preparation of epitaxial graphene
Mono-layer epitaxial graphene on the Si-terminated face

(SiC/G) was grown on high purity 4H-SiC(0001) 330 µm 
thick wafers. The substrates were annealed at 1900°C in 
Argon at (101-105) kPa using a controlled Si sublimation 
process, which stops at one mono-layer on Si-terminated 
face [1]. The wafers were then diced to obtain specimen size 
of 7.8 mm × 3.7 mm. After removing the graphene material 
on the C-terminated face, several SiC/G samples were tested 
directly in the microwave cavity on the native substrate. 
Hall resistance (ρxy), longitudinal resistance (ρxx), carrier 
concentration (n) and Hall mobility (µ) were measured on 
the corresponding samples at temperatures from 1.5 K to 
30 K, using a Hall-bar device having a channel size 100 µm 
× 600 µm. At temperature of 298 K the Hall mobility of SiC/G
is about 3200 cm2V-1s-1, and the measured σG corresponds to
the density of charge carriers, n, of about 1.7 ×1011 cm-2. Due
to interaction of the monolayer graphene with impurity
scattering charge carriers at the graphene SiC substrate
interface, the monolayer graphene is slightly n-type doped and
therefore the resulting surface resistance value becomes
sensitive to complexation with p-type molecular dopants such
as water in moisturized air [2-4]. We applied Parylene-C thin
film conformal coating as a protective barrier. Parylene-C
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(poly-chloroxylylene) was deposited on the surface of selected 
SiC/G specimens in vacuum by pyrolysis at 600 ºC, followed 
by polymerization at 25 ºC, to obtain coatings about 100 nm 
thick [3]. Permeability of Parylene coatings was evaluated by 
exposing specimens to humid air and measuring a decrease of 
SiC/G surface conductance in correlation with the number of 
charge carriers immobilized by complexation with water 
molecules.  

B. Measurement of surface conductance by the non contact
cavity perturbation method
In our earlier work [5, 6] we showed that for a small

conducting specimen inside a rectangular cavity operating in 
the TE10n mode,  solution of the imaginary part of cavity  
perturbation equation can be expressed by (1): 

ʹ́y = ʹ́ε 4x − 2 ʹ́b  (1) 

where, x = Vs /V0, yʺ = 1/Qs−1/Q0, V0 is the volume of the 
cavity, Vs is the volume of the specimen (V0 >> Vs). Q0 is the 
quality factor of the empty cavity and Qs is the quality factor 
of the cavity loaded with the specimen. In the case of 
conducting materials with high mobility of delocalized charge 
carriers, such as graphene, the energy loss resulting from 
dipolar polarization and polarization of bound charges can be 
neglected, and the dielectric loss factor, ε"

r, is fundamentally 
equivalent to conductivity. This relation can be expressed in 
terms of surface conductance [5], which after substituting into 
(1) leads to (2):

1
Qx

−
1
Q0

=σG
2whx
πε0 f xV0

cω (2)

where, σG  is the surface conductance of graphene, ε0 is the 
permittivity of free space, whx is the area of the graphene layer 
in the cavity, Qx is the quality factor of cavity partially loaded 
with the graphene at whx, cω = (fx/f0)2 accounts for frequency 
correction due to substrate polarization, fx is the resonant 
frequency of sample-loaded cavity and Q0, and V0 are the same 
as defined in (1). The quality factor is obtained from the 
resonant peak according to the conventional half power 
bandwidth formula as Qx = fx/Δfx. Equation (2), from which we 
determine σG ,  does not depend explicitly on the thickness of 
the graphene layer, but on its area, whx, which can be 
determined with much higher accuracy than tG. In the range of 
hx where bʺ is constant, (2) reduces to a linear equation with 
slope of σG. In the case when the surface conductance is 
comparable with that of the substrate and cannot be neglected, 
the conductance of the graphene layer can be extracted using a 
parallel admittance model of combined conductance described 
in Ref. [6]. Our cavity test fixture design shown in Fig. 1 
employs a WR 90 waveguide (a=10.16 mm, b=22.86 mm, 
lz = 127.0 mm) operating in the microwave frequency range of 
6.7 GHz to 13 GHz.  The fixture is connected to a network 
analyzer (Agilent N5225A) with semi-rigid coaxial cables and 
coaxial to WR 90 coupling adapters. The walls of the cavity 
are implemented via WR 90  couplers, which are near cross-
polarized in respect to the waveguide polarization to achieve 

optimal power loading into cavity while maximizing the 
quality factor. The specimen is inserted into the cavity through 
a slot machined in the center of the cavity, where the electric 
field, Ex, attains a maximum value. The specimen insertion 
(hx), and the corresponding area of the material in the cavity 

(whx) are controlled by a stage. 

During measurements, the specimen is partially inserted in 
steps, while the scattering parameter, S21, is recorded. The 
implemented non-contact microwave cavity technique is 
applicable to materials having surface conductance from 10-6 S 
to 10 S. The surface conductance can be determined with the 
combined relative uncertainty of 1.5 %. 

RESULTS AND DISCUSSION 
Fig. 2 exemplifies the scattering parameter |magnitude, 

|S21|,  of the TE103 mode measured for the epitaxial graphene as 
a function of the specimen insertion into cavity. The height of 
the resonant peaks of the SiC/G decrease and widen 
considerably with increasing specimen insertion due to 
conductance of the graphene layer. In comparison, the 
height and width of the resonant peaks of SiC (not shown) 
remains relatively unchanged with increasing specimen 
insertion, indicating low conductivity. From (2), σs of SiC 
substrate is in the range of 10-7 S. When aligned, the 
position of resonant peaks of SiC/G and the SiC substrate 
overlaps. Thus, the frequency shift of the resonant peaks in 
Fig 2 to lower frequencies is primarily due to the dielectric 
permittivity of the SiC substrate for which we find the 
dielectric constant, ε'rʹ of SiC to be 9.4 at the operational 
frequency of 7.435 GHz. Therefore, the frequency shift due 
to graphene is zero, that is, the real part of the relative 
permittivity of our epitaxial mono-layer graphene εʹr ≈ 1.0, 
which agrees well with the dielectric permittivity of truly 
2D materials. This indicates that our SiC/G is of very high 
quality 2D monolayer graphene, practically free from 
polarizable defects. Evidently, we observe a coherent-like 

Fig. 1. Microwave cavity test fixture. (1) WR90 waveguide, (2) 
Specimen, (30) Specimen holder, (4) Coax to WR90 cross-polarized 
couplers, ports to vector network analyzer (P1and P2). 
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response from a 2D lattice composed of C-2pz conjugated 
electronic system with high charge carriers mobility. 

 
Fig. 2 Scattering parameter |S21| of the resonant peak TE103 measured 

for SiC/G specimen. The peak position moves from f0 to lower frequencies 
with increasing specimen insertion area (whx) due to dielectric constant od 
SiC. The peak decreases and widens with increasing insertion due to 
conductance of the graphene layer; f0 = 7.434935 GHz.  

In contrast, in the case of graphene materials with multi-
layer graphene patches, voids, 3D or amorphous carbon 
impurities, polarization at the grain boundaries gives rise to 
di-polar polarization causing an additional shift in resonant 
frequency, beyond that corresponding to polarization from 
the dielectric substrate.  

 Fig. 3 shows graphical representation of (2), with 
experimental Qx and hx data for unprotected SiC/G at several 
RH conditions. These are compared with specimens coated 
with 100 nm thick barrier layer of Parylene-C. The solid 
lines are linear fits to (2) through the data points. In the 
presented notation, the surface conductance, σG, is obtained 
directly from the slope of the linear portion of the plots. When 
exposed to environmental moisture, surface conductance of 
freshly prepared SiC/G drops to certain saturated level. The 
effect of molecular complexation of water on SiC/G 
conductance is entirely reversible. After heating the exposed 
specimen at 130 ºC for few hours under Argon-moisture-free 
atmosphere, conductance increases back to its initial value,  
σG = 8.7507×10-5 S (see Fig. 3 plot 1). 
 From the slope of plots 2-4 in Fig 3 we find that at the 
relative humidity RH=20 % the 24 h saturated value of σG 
decreases to 5.593×10-5 S, at RH=30 % σG decreases to 
5.264×10-5 S and at RH of 60 % the 24 h saturated value of σG 
approaches 4.5525×10-5 S. Based on our earlier investigations 
we may assume that within our experimental conditions the 
charge carriers mobility, µ0 = 3200 cm2V-1s-1, remains 
negligibly affected by the complexation process [7]. Therefore, 
density of charge carriers is directly relatet to conductance,  
ni = σG-0/e µ0, and it decreases from its initial value n1= 17.09 
×1010 cm-2 to n2=10.924 ×1010 cm-2 at RH 20%, n3=10.028 
×1010 cm-2 at RH 30% and to n4=8.891 ×1010 cm-2 at RH 60%. 
In comparison, conductance of the specimens coated with 
Parylene protective layer remains essentially unchanged when 
exposed to ambient humidity-temperature (50% RH 20 ºC) for 

several weeks. Yet, after exposure to an accelerated 
environmental stress we noticed a decrease in surface 
conductance. Plots 5 and 6 in Fig. 3 show measurement results 
obtained for Parylene coated specimens that were exposed to 
accelerated environmental stress at 60 ºC, 85 % RH for 336 h 
(two weeks).  

 
Fig.3. Plots of (1/Qs-1/Q0) vs normalized specimen area (khx) for 

monolayer epitaxial graphene: (1-open squares) after heating in argon, (2-filed 
circles) exposured RH 20%, (3-filed triangles) RH 30%, (4-open triangles) RH 
60%, (5-open stars) coated with Parylene and (6-filled stars) Parylene coated 
after environmental stress. The solid lines are linear fits to (2) through the data 
points where the slope respresents conductance, σG. 

The observed decrease in conductance from that of Argon 
conditioning level of 9.27×10-5 S (plot 5) to 8.7507×10-5 S 
after the stress (plot 6), is detectable by our non-contact 
measurement method. The corresponding change in the 
number of charge carriers Δn ≈ 1.01 ×1010. The observed 
change in conductance is relatively small, about 6% and 
would likely satisfy the typical reliability requirements for 
SiC/G as a conductance reference for other graphene materials   
 Assuming that complexation takes one electron per water 
molecules then about 1 ×1010  water molecules can permeate 
through 1 cm2 area of 100 nm thick barrier over 336 h 
diffusion time. Transferring these  numbers from the molecular 
nanoscale to technical system of units (kg, m, s),  one can find 
that (Δn/6.07 ×1023 mol) ×18 ×10-3 kg/mol)  ≈ 3 ×10-16 kg of 
water permeates over 1×10-4  m2 area , distance 10-7 m in 1.21 
× 106 s.  These results are significant and prove the usefulness 
of the presented non-contact measurement methodology to 
evaluate permeability of nano-size thin film coatings in 
general. 

III. SUMMARY 
We characterized conductance of a mono layer epitaxial 

graphene on silicon carbide with mobility and density of 
charge carriers traceable through Hall resistance. Surface 
conductance is determined at room temperature through a non-
contact resonant microwave cavity measurement, and since no 
additional processing is required, it preserves the integrity of 
the conductive graphene layer. Like other non-contact methods 
(i.e., ellipsometry and optical density) it allows characterization 
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with high speed and efficiency, compared to transport 
measurements where sample contacts must be defined and 
applied in multiple processing steps.  By using 100 nm thick 
layer of Parylene-C conformal coating as a protective 
encapsulation layer, stability of graphene electrical properties 
is considerably improved. After exposure to accelerated stress 
at 60 ºC, 85 % RH for 336 h the observed change in surface 
conductance was less than 6 % of its pre-stress test value, 
which would satisfy the typical reliability requirements for 
consumer electronics. We believe that such epitaxial graphene 
can be used as 2D conductance/resistance reference material 
that would  enable the industry to assess the quality and the 
corresponding electronic properties of their product, without 
ambiguity. The presented results can be applied for 
permeability characterization of nanoscale aqueous barriers. 
Our approach allows determining diffusion of water molecules 
through thin protective encapsulation layers coated on 
graphene surface with resolution unobtainable by conventional 
methods. 
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Abstract: We demonstrate a compact electromagnetic power sensor based on force effects of 
electromagnetic radiation onto a highly reflective mirror surface. Unlike the conventional power 
measurement approach, the photons are not absorbed and can be further used in the investigated 
system. In addition, the exerted force is frequency-independent, yielding a wide measurement 
frequency span being practically limited by the wavelength-dependent mirror reflection coefficient. 
The mechanical arrangement of two sensing elements in tandem suppresses the influence of gravity 
and vibrations on the power reading. We achieve a noise floor of about 1 W/√Hz and speed of 100 ms, 
being practically limited by sensor’s dynamics and lock-in amplifier filter settling time. 

Keywords: radiation pressure; capacitive sensor; lock-in amplifier; silicon micromachining; acoustic 
noise suppression; tilt immunity; distributed bragg reflector; Archimedian spiral spring 

1. Introduction

The industrial use of electromagnetic power sources (e.g., laser-based additive manufacturing,
and microwave plasma processes in nanotechnology) is constantly rising. Accurate knowledge of 
delivered power is vital for understanding the underlying physical processes and simultaneously 
ensuring consistent process quality. The most accurate primary standards for absolute SI-traceable 
measurement of high electromagnetic (EM) power at National Institute of Standards and Technology 
are based on comparison of heat generated by absorption of the EM energy to its SI-traceable Joule 
electrical equivalent [1]. Calorimeters used for this purpose require a total absorption of 
electromagnetic energy in a black body rendering it unavailable for further use. They are from their 
physical nature bulky and slow instruments integrating out short-term fluctuations of the measured 
power. On the other hand, often industrial EM power sources are measured by a small portion of the 
energy being picked off by a power splitter. However, due to fluctuations of the splitting ratio, the 
measurement error is oftentimes at the level of measurand [2]. For this reason, there exists an open 
gap between high precision primary power standards for EM power and compact and fast industrial 
sensors (often photodetectors in laser applications). Measuring power by means of radiation pressure 
is attractive because it stems from the linear and frequency-independent relationship between the 
incident laser power and the force it exerts on a mirror (1) 
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𝑭 = 𝟐𝑷𝒓 𝒄𝒐𝒔(𝜽)/𝒄 (1) 

where F, P, θ and c are force applied onto mirror, optical power, angle of incidence towards plane 
normal and speed of the light, respectively. The reflectivity dependent constant 𝑟 = 𝑅 + (1 − 𝑅) α/2 
accounts for light momentum transfer in the case of finite reflectivity R and absorptivity α of the 
mirror [3]. The measurement of the force effects of EM radiation has been carried out successfully in 
many publications [4–8]. However, these laboratory instruments were found to be delicate and 
sensitive to environmental conditions and thus impractical for routine operation. But now, owing to 
the availability of high-sensitivity industrial scales and dielectric mirrors that can be optimized for 
very high reflectivity (typically >99.99% for optical and >90% for RF), a SI-traceable high optical 
power measurement by means of the force exerted by photons onto a highly reflective mirror has 
been demonstrated [3]. This principle allows an energy-carrying beam to be bounced off a 
measurement mirror and still used in the target application. However, this concept suffers from an 
inherent sensitivity to inertial forces (acoustic vibrations and tilt-dependent projection of gravity). As 
a proposed solution, we demonstrate a miniaturized version of a radiation pressure sensor that could 
potentially bridge the gap between the accurate primary EM power standards and better-performing 
but less accurate industrial detectors. We describe here a design to inherently suppress the 
environmental effects on the sensor reading, thus approaching the needs of manufacturing floor. Its 
compact size and ability of direct force calibration are enabling features for its use inside sources of 
electromagnetic energy, making a considerable paradigm shift from calibrated detectors towards 
calibrated energy sources. We demonstrate the performance of this sensor to measure microwave 
power at a frequency of 15 GHz. 

2. Sensor Design and Characterization

The sensor consists of a silicon micromachined parallel plate capacitor, both of whose disk
electrodes (diameter 20 mm) are attached to a rigid frame through weak springs (width 465 µm, 
thickness 380 µm, length 45 mm) in the shape of an Archimedean spiral (Figure 1a). For the optical 
sensor, a highly reflective dielectric mirror (optimized for reflectance with a value of 0.9992 ± 0.0002 at 
1.07 µm wavelength and 45° angle of incidence) is deposited onto the front side of one disk electrode. 
The rear side of the silicon chip is covered by continuous Ti/Au metallization to prevent 
photoconductive effects from affecting the capacitance reading. An additional optimized Ti/Au layer 
is deposited on top of the Archimedian springs to compensate the bimorph thermal bending of 
springs. Two identical chips are separated by thin (~42.5 µm) insulating polyimide foil with 
metallized electrical contacts (Figure 1b shows such a device for laser power measurement) and 
clamped together. In the case of a microwave power sensor, Figure 1c shows a setup with a front 
mirror made from an aluminum foil approximately 30 µm thick. Due to our lack of available sensor 
chips at the time, for this microwave sensor, the bottom element of the sensor was replaced by a 
machined aluminum plate (Figure 1c). 

To obtain a calibration between a measured electrical signal and the applied optical power, an 
accurate knowledge of electro-mechanical parameters (spring constant, capacitor plate spacing and 
capacitance gradient with respect to plate spacing) of our transducer is needed. For this purpose, we 
developed an opto-electronic characterization technique, where we apply a time-varying electrostatic 
bias voltage to the capacitor’s electrodes and measure the axial displacement of the mirrors [9]. 
Simultaneously we record the geometrical capacitance measured by a LCR meter as a function of 
capacitor plate spacing (Figure 2a), yielding the knowledge of the capacitance gradient. We employ a 
dual axis heterodyne interferometer to measure the displacements of both front and back mirror 
faces. The optical setup comprises two single pass interferometers in a cat’s-eye arrangement [10], 
that have been proven to be relatively insensitive to tilt errors. Using these measurements, we 
determine the initial spacing of the capacitor’s electrodes, the mechanically inactive (parasitic) 
capacitance and the spring constant. 

To demonstrate the benefits of dual spring tandem arrangement we mounted the sensors from 
Figure 1b,c onto rotational stage and recorded the sensor’s geometrical capacitance as a function of 
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tilt angle. Then this value was mapped into equivalent plate spacing based on known capacitance 
calibration (Figure 2a). We measure suppression of tilt-dependent gravity projection by factor of 100 
in the case of two identical silicon chips operating in tandem compared to a device with second 
electrode being a rigid aluminum plate. 

(a) (b) (c) 

Figure 1. (a) Schematic view of the dual spring radiation pressure sensor. It consists of two disk 
electrodes, a with mirror on top b and a metallic coating d on the back side. These moving disks are 
attached to the supporting annulus a through three Archimedian springs c. Electrical measurement is 
provided through contacts e. (b) Photograph of fabricated dual spring optical sensor. (c) Microwave 
power sensor with bottom element replaced by an aluminum plate, next to the WR62 waveguide. 

(a) (b) 

Figure 2. (a) Plot of the sensor’s geometrical capacitance as a function of deflection. This is to 
determine the capacitance gradient, parasitic capacitance and initial plate spacing (comparison of two 
methods). (b) Plot of capacitor plate spacing as a function of the tilt angle. Zero angle corresponds to 
moveable mirror surface facing upwards and fixed plate downwards, 180° angle corresponds to fixed 
plate facing upwards and moveable electrode facing downwards. 

3. Microwave Power Experiment

Due to the lack of available chips during the test period we used a single spring device with
machined aluminum backplate instead of dual spring device. The sensor was mounted directly onto 
the output flange of WR62 waveguide. The output bridge signal (proportional to plate capacitance) 
was fed to a dual phase lock-in amplifier and its output was recorded by a digital storage oscilloscope. 
The microwave power at 15 GHz was provided by a signal generator connected to a travelling wave 
tube amplifier. Two waveguide ferrite isolators were placed in the signal path to dissipate the power 
reflected from the sensor. The output power was monitored with a directional coupler which picked 
off a fraction of the microwave power reflecting from the mirror, further attenuated it and measured 
it with a bolometer power head. The signal generator was modulated by a square wave of 1 Hz 
frequency and 50% duty cycle. To decrease the contribution of the un-correlated noise we triggered 
the oscilloscope from the same modulation source and used waveform averaging [9]. The experiment 
was performed in a Faraday cage padded with foam microwave absorbers. To monitor the drift of 
the sensor, we measured its temperature during the experiment by an attached thermocouple 
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thermometer with a readout outside the measurement chamber. A plot of the transient response of 
the sensor is shown in Figure 3a. The linearity of the measurement is evaluated by plotting the sensor 
response as a function of power in Figure 3b. 

(a) (b) 

Figure 3. (a) Transient response of the miniature radiation pressure power meter to a microwave 
power. The slow creep of the sensor baseline is attributed to a high pass filter at the input of the 
oscilloscope (AC coupling). (b) Plot of the sensor’s response peak signal against varying incident 
power; following the linear trend. 

4. Conclusions

In this contribution we demonstrated the manufacturing process and characterization of a
MEMS power sensor for detecting the force effects of EM radiation. We demonstrated its performance 
by measuring the output power of microwave frequency radiation. We show an achieved noise limit 
of about 1W/√Hz and response time around 100 ms that is limited by sensor mechanics and the lock-
in amplifier’s filter settings. We also demonstrate benefits of tandem spring arrangement, 
suppressing the tilt-dependent projection of gravity force by factor of 100. Owing to its small 
mechanical dimensions, noise-rejecting dual spring topology and optimized design, this device 
extends the applicable measurement range towards lower power levels and broad frequency range. 

Disclaimer: This publication is a contribution of the U.S. government and is not subject to copyright. 
Identification of commercial items is for clarity and does not represent an endorsement by NIST. 
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Abstract. We propose the concept of pseudorandom quantum states,
which appear random to any quantum polynomial-time adversary. It offers
a computational approximation to perfectly random quantum states anal-
ogous in spirit to cryptographic pseudorandom generators, as opposed to
statistical notions of quantum pseudorandomness that have been studied
previously, such as quantum t-designs analogous to t-wise independent
distributions.
Under the assumption that quantum-secure one-way functions exist, we
present efficient constructions of pseudorandom states, showing that
our definition is achievable. We then prove several basic properties of
pseudorandom states, which show the utility of our definition. First,
we show a cryptographic no-cloning theorem: no efficient quantum al-
gorithm can create additional copies of a pseudorandom state, when
given polynomially-many copies as input. Second, as expected for ran-
dom quantum states, we show that pseudorandom quantum states are
highly entangled on average. Finally, as a main application, we prove that
any family of pseudorandom states naturally gives rise to a private-key
quantum money scheme.

1 Introduction

Pseudorandomness is a foundational concept in modern cryptography and theo-
retical computer science. A distribution D, e.g., over a set of strings or functions,
is called pseudorandom if no computationally-efficient observer can distinguish
between an object sampled from D, and a truly random object sampled from the
uniform distribution [57,64,10]. Pseudorandom objects, such as pseudorandom
generators (PRGs), pseudorandom functions (PRFs) and pseudorandom permuta-
tions (PRPs) are fundamental cryptographic building blocks, such as in the design
of stream ciphers, block ciphers and message authentication codes [25,38,24,54,28].
Pseudorandomness is also essential in algorithm design and complexity theory
such as derandomization [48,33].
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The law of quantum physics asserts that truly random bits can be generated
easily even with untrusted quantum devices [15,42]. Is pseudorandomness, a
seemingly weaker notion of randomness, still relevant in the context of quantum
information processing? The answer is yes. By a simple counting argument, one
needs exponentially many bits even to specify a truly random function on n-bit
strings. Hence, in the computational realm, pseudorandom objects that offer
efficiency as well as other unique characteristics and strengths are indispensable.

A fruitful line of work on pseudorandomness in the context of quantum
information science has been about quantum t-designs and unitary t-designs
[4,17,27,12,16,34,60,70,46,45,44,11,41]. However, while these objects are often
called “pseudorandom” in the mathematical physics literature, they are actually
analogous to t-wise independent random variables in theoretical computer science.
Our focus in this work is a notion of computational pseudorandomness, and in
particular suits (complexity-theoretical) cryptography.

The major difference between t-wise independence and cryptographic pseu-
dorandomness is the following. In the case of t-wise independence, the observer
who receives the random-looking object may be computationally unbounded, but
only a priori (when the random-looking object is constructed) fixed number t
samples are given. Thus, quantum t-designs satisfy an “information-theoretic” or
“statistical” notion of security. In contrast, in the case of cryptographic pseudo-
randomness, the observer who receives the random-looking object is assumed to
be computationally efficient, in that it runs in probabilistic polynomial time for
an arbitrary polynomial that is chosen by the observer, after the random-looking
object has been constructed. This leads to a “computational” notion of security,
which typically relies on some complexity-theoretic assumption, such as the
existence of one-way functions).

In general, these two notions, t-wise independence and cryptographic pseu-
dorandomness, are incomparable. In some ways, the setting of cryptographic
pseudorandomness imposes stronger restrictions on the observer, since it assumes
a bound on the observer’s total computational effort (say, running in probabilistic
polynomial time). In other ways, the setting of t-wise independence imposes
stronger restrictions on the observer, since it forces the observer to make a
limited number of non-adaptive “queries,” specified by the parameter t, which
is usually a constant or a fixed polynomial. In addition, different distance mea-
sures are often used, e.g., trace distance or diamond norm, versus computational
distinguishability.

Cryptographic pseudorandomness in quantum information, which has received
relatively less study, mostly connects with quantum money and post-quantum
cryptography. Pseudorandomness is used more-or-less implicitly in quantum
money, to construct quantum states that look complicated to a dishonest party,
but have some hidden structure that allows them to be verified by the bank
[1,40,2,3,69]. In post-quantum cryptography, one natural question is whether the
classical constructions such as PRFs and PRPs remain secure against quantum
attacks. This is a challenging task as, for example, a quantum adversary may query
the underlying function or permutation in superposition. Fortunately, people have

2
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so far restored several positive results. Assuming a one-way function that is hard
to invert for polynomial-time quantum algorithms, we can attain quantum-secure
PRGs as well as PRFs [28,66]. Furthermore, one can construct quantum-secure
PRPs from quantum-secure PRFs using various shuffling constructions [68,58].

In this work, we study pseudorandom quantum objects such as quantum
states and unitary operators. Quantum states (in analogy to strings) and unitary
operations (in analogy to functions) form continuous spaces, and the Haar measure
is considered the perfect randomness on the spaces of quantum states and unitary
operators. A basic question is:

How to define and construct computational pseudorandom approximations of
Haar randomness, and what are their applications?

Our contributions. We propose definitions of pseudorandom quantum states
(PRS’s) and pseudorandom unitary operators (PRUs), present efficient con-
structions of PRS’s, demonstrate basic properties such as no-cloning and high
entanglement of pseudorandom states, and showcase the construction of private-
key quantum money schemes as one of the applications.

1. We propose a suitable definition of quantum pseudorandom states.
We employ the notion of quantum computational indistinguishability to define
quantum pseudorandom states. Loosely speaking, we consider a collection
of quantum states

{
|φk〉

}
indexed by k ∈ K, and require that no efficient

quantum algorithm can distinguish between |φk〉 for a random k and a state
drawn according to the Haar measure. However, as a unique consideration in
the quantum setting, we need to be cautious about how many copies of the
input state are available to an adversary.
Classically, this is a vacuous concern for defining a pseudorandom distribution
on strings, since one can freely produce many copies of the input string. The
quantum no-cloning theorem, however, forbids copying an unknown quantum
state in general. Pseudorandom states in terms of single-copy indistinguisha-
bility have been discussed in the literature (see for example [13] and a recent
study [14]). Though this single-copy definition may be suitable for certain
cryptographic applications, it also loses many properties of Haar random
states as a purely classical distributions already satisfies the definition 4.
Therefore we require that no adversary can tell a difference even given any
polynomially many copies of the state. This subsumes the single-copy version
and is strictly stronger. We gain from it many interesting properties, such as
the no-cloning property and entanglement property for pseudorandom states
as discussed later in the paper.

2. We present concrete efficient constructions of PRS’s with the minimal as-
sumption that quantum-secure one-way functions exist.

4
For example, a uniform distribution over the computational basis state {|k〉} has an
identical density matrix as a Haar random state and satisfy the single-shot definition
of PRS. But distinguishing them becomes easy as soon as we have more than one
copies. These states also do not appear to be hard to clone or possess entanglement.

3
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Our construction uses any quantum-secure PRF = {PRFk}k∈K and computes
it into the phases of a uniform superposition state (see equation (8)). We call
such family of PRS the random phase states. This family of states can be
efficiently generated using the quantum Fourier transform and a phase kick-
back trick. We prove that this family of state is pseudorandom by a hybrid
argument. By the quantum security of PRF, the family is computationally
indistinguishable from a similar state family defined by truly random functions.
We then prove that, this state family corresponding to truly random functions
is statistically indistinguishable from Haar random states. Finally, by the
fact that PRF exists assuming quantum-secure one-way functions, we can
base our PRS construction on quantum-secure one-way functions.
We note that Aaronson [1, Theorem 3] has described a similar family of
states, which uses some polynomial function instead of a PRF in the phases.
In that construction, however, the size of the state family depends on (i.e.,
has to grow with) the adversary’s number of queries that the family wants to
tolerate. It therefore fails to satisfy our definition, in which any polynomial
number queries independent of the family are permitted.

3. We prove cryptographic no-cloning theorems for PRS’s, and they give a simple
and generic construction of private-key quantum money schemes based on
any PRS.
We prove that a PRS remains pseudorandom, even if we additionally give
the distinguisher an oracle that reflects about the given state (i.e., Oφ :=
1− 2|φ〉〈φ|). This establishes the equivalence between the standard and a
strong definition of PRS’s. Technically, this is proved using the fact that with
polynomially many copies of the state, one can approximately simulate the
reflection oracle Oφ.
We obtain general cryptographic no-cloning theorems of PRS’s both with
and without the reflection oracle. The theorems roughly state that given
any polynomially many copies of pseudorandom states, no polynomial-time
quantum algorithm can produce even one more copy of the state. We call
them cryptographic no-cloning theorems due to the computational nature
of our PRS. The proofs of these theorems use SWAP tests in the reduction
from a hypothetical cloning algorithm to an efficient distinguishing algorithm
violating the definition of PRS’s.
Using the strong pseudorandomness and the cryptographic no-cloning theorem
with reflection oracle, we show that any PRS immediately gives a private-key
quantum money scheme. While much attention has been focused on public-
key quantum money [1,40,2,3,69], we emphasize that private-key quantum
money is already non-trivial. Early schemes for private-key quantum money
due to Wiesner and others were not query secure, and could be broken
by online attacks [62,9,39,20]. Aaronson and Christiano finally showed a
query-secure scheme in 2012, which achieves information-theoretic security
in the random oracle model, and computational security in the standard
model [2]. They used a specific construction based on hidden subspace states,
whereas our construction (which is also query-secure) is more generic and
can be based on any PRS. The freedom to choose and tweak the underlying

4
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pseudorandom functions or permutations in the PRS may motivate and
facilitate the construction of public-key quantum money schemes in future
work.

4. We show that pseudorandom states are highly entangled.
It is known that a Haar random state is entangled with high probability. We
establish a similar result for any family of pseudorandom states. Namely,
the states in any PRS family are entangled on average. It is shown that the
expected Schmidt rank for any PRS is superpolynomial in κ and that the ex-
pected min entropy and von Neumann entropy are of the order ω(log κ) where
κ is the security parameter. This is yet another evidence of the suitability of
our definition.
The proof again rests critically on that our definition grants multiple copies
to the distinguisher—if the expected entanglement is low, then SWAP test
with respect to the corresponding subsystems of two copies of the state will
serve as a distinguisher that violates the definition.

5. We propose a definition of quantum pseudorandom unitary operators (PRUs).
We also present candidate constructions of PRUs (without a proof of security),
by extending our techniques for constructing PRS’s.
Loosely speaking, these candidate PRUs resemble unitary t-designs that
are constructed by interleaving random permutations with the quantum
Fourier transform [27], or by interleaving random diagonal unitaries with
the Hadamard transform [45,44], and iterating this construction several
times. We conjecture that a PRU can be obtained in this way, using only
a constant number of iterations. This is in contrast to unitary t-designs,
where a parameter counting argument suggests that the number of iterations
must grow with t. This conjecture is motivated by examples such as the
Luby-Rackoff construction of a pseudorandom permutation using multi-round
Feistel network built using a PRF.

Table 1. Summary of various notions that approximate true randomness

Classical Quantum

True randomness Uniform distribution Haar measure

t-wise independence t-wise independent Quantum t-designs
random variables

(this work)
Pseudorandomness PRGs PRS’s

PRFs, PRPs PRUs

Discussion. We summarize the mentioned variants of randomness in Table 1. The
focus of this work is mostly about PRS’s and we briefly touch upon PRUs. We
view our work as an initial step and anticipate further fundamental investigation
inspired by our notion of pseudorandom states and unitary operators.

5
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We mention some immediate open problems. First, can we prove the security of
our candidate PRU constructions? The techniques developed in quantum unitary
designs [27,12] seem helpful. Second, are quantum-secure one-way functions
necessary for the construction of PRS’s? Third, can we establish security proofs
for more candidate constructions of PRS’s? Different constructions may have their
own special properties that may be useful in different settings. It is also interesting
to explore whether our quantum money construction may be adapted to a
public-key money scheme under reasonable cryptographic assumptions. Finally,
the entanglement property we prove here refers to the standard definitions of
entanglement. If we approach the concept of pseudo-entanglement as a quantum
analogue of pseudo-entropy for a distribution [7], can we improve the quantitative
bounds?

We point out a possible application in physics. PRS’s may be used in place
of high-order quantum t-designs, giving a performance improvement in certain
applications. For example, pseudorandom states can be used to construct toy
models of quantum thermalization, where one is interested in quantum states
that can be prepared efficiently via some dynamical process, yet have “generic” or
“typical” properties as exemplified by Haar-random pure states, for instance [52].
Using t-designs with polynomially large t, one can construct states that are
“generic” in a information-theoretic sense [36]. Using PRS, one can construct
states that satisfy a weaker property: they are computationally indistinguishable
from “generic” states, for a polynomial-time observer.

In these applications, PRS states may be more physically plausible than
high-order quantum t-designs, because PRS states can be prepared in a shorter
time, e.g., using a polylogarithmic-depth quantum circuit, based on known
constructions for low-depth PRFs [6,47].

2 Preliminaries

2.1 Notions

For a finite set X , |X | denotes the number of elements in X . We use the notion

YX to denote the set of all functions f : X → Y . For finite set X , we use x← X
to mean that x is drawn uniformly at random from X . The permutation group
over elements in X is denoted as SX . We use poly(κ) to denote the collection of
polynomially bounded functions of the security parameter κ, and use negl(κ) to
denote negligible functions in κ. A function ε(κ) is negligible if for all constant
c > 0, ε(κ) < κ−c for large enough κ.

In this paper, we use a quantum register to name a collection of qubits that
we view as a single unit. Register names are represented by capital letters in
a sans serif font. We use S(H), D(H), U(H) and L(H) to denote the set of
pure quantum states, density operators, unitary operators and bounded linear
operators on space H respectively. An ensemble of states {(pi, ρi)} represents a
system prepared in ρi with probability pi. If the distribution is uniform, we write
the ensemble as {ρi}. The adjoint of matrix M is denoted as M∗. For matrix

6
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M , |M | is defined to be
√
M∗M . The operator norm ‖M‖ of matrix M is the

largest eigenvalue of |M |. The trace norm ‖M‖1 of M is the trace of |M |. For
two operators M,N ∈ L(H), the Hilbert-Schmidt inner product is defined as

〈M,N〉 = tr(M∗N).

A quantum channel is a physically admissible transformation of quantum
states. Mathematically, a quantum channel

E : L(H)→ L(K)

is a completely positive, trace-preserving linear map.
The trace distance of two quantum states ρ0, ρ1 ∈ D(H) is

TD(ρ0, ρ1)
def
=

1

2
‖ρ0 − ρ1‖1 . (1)

It is known (Holevo-Helstrom theorem [30,31]) that for a state drawn uniformly
at random from the set {ρ0, ρ1}, the optimal distinguish probability is given by

1 + TD(ρ0, ρ1)

2
.

Define number N = 2n and set X = {0, 1, . . . , N − 1}. The quantum Fourier
transform on n qubits is defined as

F =
1√
N

∑

x,y∈X
ωxyN |x〉〈y|. (2)

It is a well-known fact in quantum computing that F can be implemented in
time poly(n).

For Hilbert space H and integer m, we use ∨mH to denote the symmetric
subspace of H⊗m, the subspace of states that are invariant under permutations of
the subsystems. Let N be the dimension ofH and let X be the set {0, 1, . . . , N−1}
such that H is the span of {|x〉}x∈X . For any x = (x1, x2, . . . , xm) ∈ Xm, let mj

be the number of j in x for j ∈ X . Define state

∣∣x; Sym
〉

=

√∏
j∈X mj !

m!

∑

σ

∣∣∣xσ(1), xσ(2), . . . , xσ(m)

〉
. (3)

The summation runs over all possible permutations σ that give different tuples
(xσ(1), xσ(2), . . . , xσ(m)). Equivalently, we have

∣∣x; Sym
〉

=
1√

m!
∏
j∈X mj !

∑

σ∈Sm

∣∣∣xσ(1), xσ(2), . . . , xσ(m)

〉
. (4)

The coefficients in the front of the above two equations are normalization constants.
The set of states {∣∣x; Sym

〉}
x∈Xm (5)
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forms an orthonormal basis of the symmetric subspace ∨mH [59, Prop.7.2]. This
implies that the dimension of the symmetric subspace is

(
N +m− 1

m

)
.

Let ΠSym
m be the projection onto the symmetric subspace ∨mH. For a permu-

tation σ ∈ Sm, define operator

Wσ =
∑

x1,x2,...,xm∈X

∣∣x
σ
−1

(1)
, x
σ
−1

(2)
, . . . , x

σ
−1

(m)

〉〈
x1, x2, . . . , xm

∣∣.

The following identity will be useful [59, Prop.7.1]

ΠSym
m =

1

m!

∑

σ∈Sm
Wσ. (6)

Let µ be the Haar measure on S(H), it is known that [26, Prop.6]

∫ (
|ψ〉〈ψ|

)⊗m
dµ(ψ) =

(
N +m− 1

m

)−1
ΠSym
m . (7)

2.2 Cryptography

In this section, we recall several definitions and results from cryptography that is
necessary for this work.

Pseudorandom functions (PRF) and pseudorandom permutations (PRP) are
important constructions in classical cryptography. Intuitively, they are families of
functions or permutations that looks like truly random functions or permutations
to polynomial-time machines. In the quantum case, we need a strong requirement
that they still look random even to polynomial-time quantum algorithms.

Definition 1 (Quantum-Secure Pseudorandom Functions and Permu-
tations). Let K, X , Y be the key space, the domain and range, all implicitly
depending on the security parameter κ. A keyed family of functions

{
PRFk :

X → Y
}
k∈K is a quantum-secure pseudorandom function (QPRF) if for any

polynomial-time quantum oracle algorithm A, PRFk with a random k ← K is
indistinguishable from a truly random function f ← YX in the sense that:

∣∣∣∣∣ Pr
k←K

[
APRFk(1κ) = 1

]
− Pr
f←YX

[
Af (1κ) = 1

]
∣∣∣∣∣ = negl(κ).

Similarly, a keyed family of permutations
{
PRPk ∈ SX

}
k∈K is a quantum-secure

pseudorandom permutation (QPRP) if for any quantum algorithm A making at
most polynomially many queries, PRPk with a random k ← K is indistinguishable
from a truly random permutation in the sense that:

∣∣∣∣ Pr
k←K

[
APRPk(1κ) = 1

]
− Pr
P←SX

[
AP (1κ) = 1

]∣∣∣∣ = negl(κ).
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In addition, both PRFk and PRPk are polynomial-time computable (on a classical
computer).

Fact 1 QPRFs and QPRPs exist if quantum-secure one-way functions exist.

Zhandry proved the existence of QPRFs assuming the existence of one-way
functions that are hard to invert even for quantum algorithms [66]. Assuming
QPRF, one can construct QPRP using various shuffling constructions [68,58].
Since a random permutation and a random function is indistinguishable by
efficient quantum algorithms [65,67], existence of QPRP is hence equivalent to
existence of QPRF.

3 Pseudorandom Quantum States

In this section, we will discuss the definition and constructions of pseudorandom
quantum states.

3.1 Definition of Pseudorandom States

Intuitively speaking, a family pseudorandom quantum states are a set of random
states

{
|φk〉

}
k∈K that is indistinguishable from Haar random quantum states.

The first idea on defining pseudorandom states can be the following. Without
loss of generality, we consider states in S(H) where H = (C2)⊗n is the Hilbert
space for n-qubit systems. We are given either a state randomly sampled from
the set

{
|φk〉 ∈ H

}
k∈K or a state sampled according to the Haar measure on

S(H), and we require that no efficient quantum algorithm will be able to tell the
difference between the two cases.

However, this definition does not seem to grasp the quantum nature of the
problem. First, the state family where each |φk〉 is a uniform random bit string will
satisfy the definition—in both cases, the mixed states representing the ensemble
are 1/2n. Second, many of the applications that we can find for PRS’s will not
hold for this definition.

Instead, we require that the family of states looks random even if polynomially
many copies of the state are given to the distinguishing algorithm. We argue that
this is the more natural way to define pseudorandom states. One can see that this
definition also naturally generalizes the definition of pseudorandomness in the
classical case to the quantum setting. In the classical case, asking for more copies
of a string is always possible and one does not bother making this explicit in the
definition. This of course also rules out the example of classical random bit strings
we discussed before. Moreover, this strong definition, once established, is rather
flexible to use when studying the properties and applications of pseudorandom
states.

Definition 2 (Pseudorandom Quantum States (PRS’s)). Let κ be the se-
curity parameter. Let H be a Hilbert space and K the key space, both parameterized
by κ. A keyed family of quantum states

{
|φk〉 ∈ S(H)

}
k∈K is pseudorandom,

if the following two conditions hold:
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1. (Efficient generation). There is a polynomial-time quantum algorithm G
that generates state |φk〉 on input k. That is, for all k ∈ K, G(k) = |φk〉.

2. (Pseudorandomness). Any polynomially many copies of |φk〉 with the
same random k ∈ K is computationally indistinguishable from the same
number of copies of a Haar random state. More precisely, for any efficient
quantum algorithm A and any m ∈ poly(κ),

∣∣∣∣ Pr
k←K

[
A(|φk〉⊗m) = 1

]
− Pr
|ψ〉←µ

[
A(|ψ〉⊗m) = 1

]∣∣∣∣ = negl(κ),

where µ is the Haar measure on S(H).

3.2 Constructions and Analysis

In this section, we give an efficient construction of pseudorandom states which we
call random phase states. We will prove that this family of states satisfies our def-
inition of PRS’s. There are other interesting and simpler candidate constructions,
but the family of random phase states is the easiest to analyze.

Let PRF : K×X → X be a quantum-secure pseudorandom function with key
space K, X = {0, 1, 2, . . . , N − 1} and N = 2n. K and N are implicitly functions
of the security parameter κ. The family of pseudorandom states of n qubits is
defined

|φk〉 =
1√
N

∑

x∈X
ω
PRFk(x)
N |x〉, (8)

for k ∈ K and ωN = exp(2πi/N).

Theorem 1. For any QPRF PRF : K ×X → X , the family of states {|φk〉}k∈K
defined in Eq. (8) is a PRS.

Proof. First, we prove that the state can be efficiently prepared with a single
query to PRFk. As PRFk is efficient, this proves the efficient generation property.

The state generation algorithm works as follows. First, it prepares a state

1

N

∑

x∈X
|x〉
∑

y∈X
ωyN |y〉.

This can be done by applying H⊗n to the first register initialized in |0〉 and the
quantum Fourier transform to the second register in state |1〉.

Then the algorithm calls PRFk on the first register and subtract the result
from the second register, giving state

1

N

∑

x∈X
|x〉
∑

y∈X
ωyN
∣∣y − PRFk(x)

〉
.

The state can be rewritten as

1

N

∑

x∈X
ω
PRFk(x)
N |x〉

∑

y∈X
ωyN |y〉.
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Therefore, the effect of this step is to transform the first register to the required
form and leaving the second register intact.

Next, we prove the pseudorandomness property of the family. For this purpose,
we consider three hybrids. In the first hybrid H1, the state will be |φk〉⊗m for
a uniform random k ∈ K. In the second hybrid H2, the state is |f 〉⊗m for truly

random functions f ∈ XX where

|f 〉 =
1√
N

∑

x∈X
ω
f(x)
N |x〉.

In the third hybrid H3, the state is |ψ〉⊗m for |ψ〉 chosen according to the Haar
measure.

By the definition of the quantum-secure pseudorandom functions for PRF, we
have for any polynomial-time quantum algorithm A and any m ∈ poly(κ),

∣∣Pr
[
A(H1) = 1

]
− Pr

[
A(H2) = 1

]∣∣ = negl(κ).

By Lemma 1, we have for any algorithm A and m ∈ poly(κ),
∣∣Pr
[
A(H2) = 1

]
− Pr

[
A(H3) = 1

]∣∣ = negl(κ).

This completes the proof by triangle inequality.

Lemma 1. For function f : X → X , define quantum state

|f 〉 =
1√
N

∑

x∈X
ω
f(x)
N |x〉.

For m ∈ poly(κ), the state ensemble
{
|f 〉⊗m

}
is statistically indistinguishable

from
{
|ψ〉⊗m

}
for Haar random |ψ〉.

Proof. Let m ∈ poly(κ) be the number of copies of the state. We have

E
f

[(
|f 〉〈f |

)⊗m]
=

1

Nm

∑

x∈Xm,y∈Xm
E
f
ω
f(x1)+···+f(xm)−[f(y1)+···+f(ym)]
N

∣∣x
〉〈

y
∣∣,

where x = (x1, x2, . . . , xm) and y = (y1, y2, . . . , ym). For later convenience, define
density matrix

ρm = E
f

[(
|f 〉〈f |

)⊗m]
.

We will compute the entries of ρm explicitly.
For x = (x1, x2, . . . , xm) ∈ Xm, let mj be the number of j in x for j ∈ X .

Obviously, one has
∑
j∈X mj = m. Note that we have omitted the dependence

of mj on x for simplicity. Recall the basis states defined in Eq. (4)

∣∣x; Sym
〉

=
1√(∏

j∈X mj !
)
m!

∑

σ∈Sm

∣∣∣xσ(1), xσ(2), . . . , xσ(m)

〉
.
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For x,y ∈ Xm, let mj be the number of j in x and m′j be the number of j in y.
We can compute the entries of ρm as

〈
x; Sym

∣∣ρm
∣∣y; Sym

〉

=
m!

Nm

√(∏
j∈X mj !

)(∏
j∈X m

′
j !
) E
f

[
exp
(2πi

N

m∑

l=1

(
f(xl)− f(yl)

))]
.

When x is not a permutation of y, the summation
∑m
l=1

(
f(xl) − f(yl)

)
is a

summation of terms ±f(zj) for distinct values zj . As f is a truly random function,
f(zj) is uniformly random and independent of f(zj′) for zj 6= zj′ . So it is not
hard to verify that the entry is nonzero only if x is a permutation of y. These
nonzero entries are on the diagonal of ρm in the basis of

{∣∣x; Sym
〉}

. These
diagonal entries are

〈
x; Sym

∣∣ρm
∣∣x; Sym

〉
=

m!

Nm∏
j∈X mj !

.

Let ρmµ be the density matrix of a random state |ψ〉⊗m, for |ψ〉 chosen from
the Haar measure µ. From Eqs. (5) and (7), we have that

ρmµ =

(
N +m− 1

m

)−1 ∑

x;Sym

∣∣x; Sym
〉〈

x; Sym
∣∣.

We need to prove
TD
(
ρm, ρmµ

)
= negl(κ).

Define

δx;Sym =
m!

Nm∏
j∈X mj !

−
(
N +m− 1

m

)−1
.

Then

TD(ρm, ρmµ ) =
1

2

∑

x;Sym

∣∣δx;Sym
∣∣ .

The ratio of the two terms in δx;Sym is

m!

(
N +m− 1

m

)

Nm
∏

j∈X
mj !

=

m−1∏

l=0

(
1 +

l

N

)

∏

j∈X
mj !

.

For sufficient large security parameter κ, the ratio is larger than 1 only if∏
j∈X mj ! = 1, which corresponds to x’s whose entries are all distinct. As there

are
(
N
m

)
such x’s, we can calculate the trace distance as

TD
(
ρm, ρmµ

)
=

(
N

m

)[
m!

Nm −
(
N +m− 1

m

)−1]

=
N(N − 1) · · · (N −m+ 1)

Nm − N(N − 1) · · · (N −m+ 1)

(N +m− 1) · · ·N .
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As first term is less than 1 and is at least

(1− 1

N
) · · · (1− m− 1

N
) ≥ 1− 1 + 2 + · · ·+ (m− 1)

N

For our choices of m ∈ poly(κ) and N ∈ 2poly(κ), this term is 1 − negl(κ) for
sufficiently large security parameter κ. Similar analysis applies to the second
term and this completes the proof.

3.3 Comparison with Related Work

We remark that a similar family of states was considered in [1] (Theorem 3).
However, the size of the state family there depends on a parameter d which
should be larger than the sum of the number of state copies and the number of
queries. In our construction, the key space is fixed for a given security parameter,
which may be advantageous for various applications.

We mention several other candidate constructions of PRS’s and leave detailed
analysis of them to future work. A construction closely related to the random
phase states in Eq. (8) uses random ±1 phases,

|φk〉 =
1√
N

∑

x∈X
(−1)PRFk(x)|x〉.

Intuitively, this family is less random than the random phase states in Eq. (8)
and the corresponding density matrix ρm has small off-diagonal entries, making
the proof more challenging. The other family of candidate states on 2n qubits
takes the form

|φk〉 =
1√
N

PRPk

[∑

x∈X
|x〉 ⊗ |0n〉

]
.

In this construction, the state is an equal superposition of a random subset of size
2n of {0, 1}2n and PRP is any pseudorandom permutation over the set {0, 1}2n.
We call this the random subset states construction.

Finally, we remark that under plausible cryptographic assumptions our PRS
constructions can be implemented using shallow quantum circuits of polyloga-
rithmic depth. To see this, note that there exist PRFs that can be computed in
polylogarithmic depth [6], which are based on lattice problems such as “learning
with errors” (LWE) [53], and are believed to be secure against quantum comput-
ers. These PRFs can be used directly in our PRS construction. (Alternatively,
one can use low-depth PRFs that are constructed from more general assumptions,
such as the existence of trapdoor one-way permutations [47].)

This shows that PRS states can be prepared in surprisingly small depth,
compared to quantum state t-designs, which generally require at least linear
depth when t is a constant greater than 2, or polynomial depth when t grows
polynomially with the number of qubits [4,12,44,41]. (Note, however, that for t =
2, quantum state 2-designs can be generated in logarithmic depth [16].) Moreover,
PRS states are sufficient for many applications where high-order t-designs are
used [52,36], provided that one only requires states to be computationally (not
statistically) indistinguishable from Haar-random.
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4 Cryptographic No-cloning Theorem and Quantum
Money

A fundamental fact in quantum information theory is that unknown or random
quantum states cannot be cloned [63,18,61,49,51]. The main topic of this section
is to investigate the cloning problem for pseudorandom states. As we will see,
even though pseudorandom states can be efficiently generated, they do share the
no-cloning property of generic quantum states.

Let H be the Hilbert space of dimension N and m < m′ be two integers. The
numbers N,m,m′ depend implicitly on a security parameter κ. We will assume
that N is exponential in κ and m ∈ poly(κ) in the following discussion.

We first recall the fact that for Haar random state |ψ〉 ∈ S(H), the success
probability of producing m′ copies of the state given m copies is negligibly small.
Let C be a cloning channel that on input (|ψ〉〈ψ|)⊗m tries to output a state that

is close to (|ψ〉〈ψ|)⊗m
′

for m′ > m. The expected success probability of C is
measured by ∫ 〈(

|ψ〉〈ψ|
)⊗m′

, C
((
|ψ〉〈ψ|

)⊗m)〉
dµ(ψ).

It is known that [61], for all cloning channel C, this success probability is bounded
by (

N +m− 1

m

)/(
N +m′ − 1

m′

)
,

which is negl(κ) for our choices of N,m,m′.
We establish a no-cloning theorem for PRS’s which says that no efficient

quantum cloning procedure exists for a general PRS. The theorem is called the
cryptographic no-cloning theorem because of its deep roots in pseudorandomness
in cryptography.

Theorem 2 (Cryptographic No-cloning Theorem). For any PRS family
{|φk〉}k∈K, m ∈ poly(κ), m < m′ and any polynomial-time quantum algorithm
C, the success cloning probability

E
k∈K

〈(
|φk〉〈φk |

)⊗m′
, C
((
|φk〉〈φk |

)⊗m)〉
= negl(κ).

Proof. Assume on the contrary that there is a polynomial-time quantum cloning
algorithm C such that the success cloning probability of producing m+ 1 from
m copies is κ−c for some constant c > 0. We will construct a polynomial-time
distinguisher D that violates the definition of PRS’s. Distinguisher D will draw
2m+ 1 copies of the state, call C on the first m copies, and perform the SWAP
test on the output of C and the remaining m + 1 copies. It is easy to see that
D outputs 1 with probability (1 + κ−c)/2 if the input is from PRS, while if the
input is Haar random, it outputs 1 with probability (1 + negl(κ))/2. Since C is
polynomial-time, it follows that D is also polynomial-time. This is a contradiction
with the definition of PRS’s and completes the proof.
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4.1 A Strong Notion of PRS and Equivalence to PRS

In this section, we show that, somewhat surprisingly, PRS in fact implies a
seemingly stronger notion, where indistinguishability needs to hold even if a
distinguisher additionally has access to an oracle that reflects about the given
state. There are at least a couple of motivations to consider an augmented notion.
Firstly, unlike a classical string, a quantum state is inherently hidden. Give a
quantum register prepared in some state (i.e., a physical system), we can only
choose some observable to measure which just reveals partial information and
will collapse the state in general. Therefore, it is meaningful to consider offering
a distinguishing algorithm more information describing the given state, and the
reflection oracle comes naturally. Secondly, this stronger notion is extremely
useful in our application of quantum money schemes, and could be interesting
elsewhere too.

More formally, for any state |φ〉 ∈ H, define an oracle Oφ := 1− 2|φ〉〈φ| that
reflects about |φ〉.
Definition 3 (Strongly Pseudorandom Quantum States). Let H be a
Hilbert space and K be the key space. H and K depend on the security pa-
rameter κ. A keyed family of quantum states

{
|φk〉 ∈ S(H)

}
k∈K is strongly

pseudorandom, if the following two conditions hold:

1. (Efficient generation). There is a polynomial-time quantum algorithm G
that generates state |φk〉 on input k. That is, for all k ∈ K, G(k) = |φk〉.

2. (Strong Pseudorandomness). Any polynomially many copies of |φk〉 with
the same random k ∈ K is computationally indistinguishable from the
same number of copies of a Haar random state. More precisely, for any
efficient quantum oracle algorithm A and any m ∈ poly(κ),

∣∣∣∣ Pr
k←K

[
AOφk (|φk〉⊗m) = 1

]
− Pr
|ψ〉←µ

[
AOψ (|ψ〉⊗m) = 1

]∣∣∣∣ = negl(κ),

where µ is the Haar measure on S(H).

Note that since the distinguisher A is polynomial-time, the number of queries
to the reflection oracle (Oφk or Oψ) is also polynomially bounded.

We prove the advantage that a reflection oracle may give to a distinguisher is
limited. In fact, standard PRS implies strong PRS, and hence they are equivalent.

Theorem 3. A family of states
{
|φk〉

}
k∈K is strongly pseudorandom if and only

if it is (standard) pseudorandom.

Proof. Clearly a strong PRS is also a standard PRS by definition. It suffice to
prove that any PRS is also strongly pseudorandom.

Suppose for contradiction that there is a distinguishing algorithm A that
breaks the strongly pseudorandom condition. Namely, there exists m ∈ poly(κ)
and constant c > 0 such that for sufficiently large κ,

∣∣∣∣ Pr
k←K

[
AOφk (|φk〉⊗m) = 1

]
− Pr
|ψ〉←µ

[
AOψ (|ψ〉⊗m) = 1

]∣∣∣∣ = ε(κ) ≥ κ−c.
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We assume A makes q ∈ poly(κ) queries to the reflection oracle. Then, by
Theorem 4, there is an algorithm B such that for any l

∣∣∣∣ Pr
k←K

[
AOφk (|φk〉⊗m)

]
− Pr
k←K

[
B(|φk〉⊗(m+l))

]∣∣∣∣ ≤
2q√
l + 1

,

and ∣∣∣∣ Pr
|ψ〉←µ

[
AOψ (|ψ〉⊗m)

]
− Pr
|ψ〉←µ

[
B(|ψ〉⊗(m+l))

]∣∣∣∣ ≤
2q√
l + 1

.

By triangle inequality, we have
∣∣∣∣ Pr
k←K

[
B(|φk〉⊗(m+l))

]
− Pr
|ψ〉←µ

[
B(|ψ〉⊗(m+l))

]∣∣∣∣ ≥ κ
−c − 4q√

l + 1
.

Choosing l = 64q2κ2c ∈ poly(κ), we have
∣∣∣∣ Pr
k←K

[
B(|φk〉⊗(m+l))

]
− Pr
|ψ〉←µ

[
B(|ψ〉⊗(m+l))

]∣∣∣∣ ≥ κ
−c/2,

which is a contradiction with the definition of PRS for {|φk〉}. Therefore, we
conclude that PRS and strong PRS are equivalent.

We now show a technical ingredient that allows us to simulate the reflection
oracle about a state by using multiple copies of the given state. This result is
inspired by a similar theorem proved by Ambainis et al. [5, Lemma 42]. Our
simulation applies the reflection about the standard symmetric subspace, as
opposed to a reflection operation about a particular subspace in [5], on the
multiple copies of the given state, which we know how to implement efficiently.

Theorem 4. Let |ψ〉 ∈ H be a quantum state. Define oracle Oψ = 1− 2|ψ〉〈ψ|
to be the reflection about |ψ〉. Let |ξ〉 be a state not necessarily independent of

|ψ〉. Let AOψ be an oracle algorithm that makes q queries to Oψ. For any integer
l > 0, there is a quantum algorithm B that makes no queries to Oψ such that

TD
(
AOψ (|ξ〉),B(|ψ〉⊗l ⊗ |ξ〉)

)
≤ q

√
2√

l + 1
.

Moreover, the running time of B is polynomial in that of A and l.

Proof. Consider a quantum register T, initialized in the state |Θ〉T = |ψ〉⊗l ∈ H⊗l.
Let Π be the projection onto the symmetric subspace ∨l+1H ⊂ H⊗(l+1), and let
R = 1− 2Π be the reflection about the symmetric subspace.

Assume without loss of generality that algorithm A is unitary and only
performs measurements at the end. We define algorithm B to be the same as
A, except that when A queries Oψ on register D, B applies the reflection R on
the collection of quantum registers D and T. We first analyze the corresponding
states after the first oracle call to Oψ in algorithms A and B,

|ΨA〉 = Oψ
(
|φ〉D

)
⊗ |Θ〉T, |ΨB〉 = R

(
|φ〉D ⊗ |Θ〉T

)
.
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For any two states |x〉, |y〉 ∈ H, we have

(
〈x| ⊗ 〈Θ|

)
R
(
|y〉 ⊗ |Θ〉

)
= 〈x|y〉 − 2 E

π∈Sl+1

(
〈x| ⊗ 〈Θ|

)
Wπ

(
|y〉 ⊗ |Θ〉

)

= 〈x|y〉 − 2

l + 1
〈x|y〉 − 2l

l + 1
〈x|ψ〉 〈ψ|y〉

=
l − 1

l + 1
〈x|y〉 − 2l

l + 1
〈x|ψ〉 〈ψ|y〉 ,

where the first step uses the identity in Eq. (6) and the second step follows by
observing that the probability of a random π ∈ Sl+1 mapping 1 to 1 is 1/(l + 1).
These calculations imply that,

(
1⊗ 〈Θ|

)
R
(
1⊗ |Θ〉

)
=
l − 1

l + 1
1− 2l

l + 1
|ψ〉〈ψ|.

We can compute the inner product of the two states |ΨA〉 and |ΨB〉 as

〈ΨA|ΨB〉 = tr
((
|φ〉 ⊗ |Θ〉

) (
〈φ| ⊗ 〈Θ|

)
(Oψ ⊗ 1)R

)

= tr
(
|φ〉〈φ|Oψ

(
1⊗ 〈Θ|

)
R
(
1⊗ |Θ〉

))

= tr

(
|φ〉〈φ|

(
1− 2|ψ〉〈ψ|

)( l − 1

l + 1
1− 2l

l + 1
|ψ〉〈ψ|

))

=
l − 1

l + 1
+

2l

l + 1
|〈φ|ψ〉|2 − 2(l − 1)

l + 1
|〈φ|ψ〉|2

=
l − 1

l + 1
+

2

l + 1
|〈φ|ψ〉|2

≥ 1− 2

l + 1
.

This implies that

‖|ΨA〉 − |ΨB〉‖ ≤
2√
l + 1

.

Let |Ψ qA〉 and |Ψ qB〉 be the final states of algorithmA and B before measurement
respectively. Then by induction on the number of queries, we have

‖|Ψ qA〉 − |Ψ qB〉‖ ≤
2q√
l + 1

.

This concludes the proof by noticing that

TD
(
|Ψ qA〉, |Ψ qB〉

)
≤ ‖|Ψ qA〉 − |Ψ qB〉‖ .

Finally, we show that if A is polynomial-time, then so is B. Based on the con-
struction of B, it suffices to show that the reflection R is efficiently implementable
for any polynomially large l. Here we use a result by Barenco et al. [8] which

provides an efficient implementation for the projection Π onto ∨l+1H. More
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precisely, they design a quantum circuit of size O(poly(l, log dimH)) that imple-

ments a unitary U such that U |φ〉 =
∑
j |ξj 〉|j〉 on H⊗(l+1) ⊗H′ for an auxiliary

space H′ of dimension O(l!). Here |ξ0〉 = Π|φ〉 corresponds to the projection of
|φ〉 on the symmetric subspace. With U , we can implement the reflection R as
U∗SU where S is the unitary that introduces a minus sign conditioned on the
second register being 0.

S|Ψ 〉|j〉 =

{
−|Ψ 〉|j〉 if j = 0,

|Ψ 〉|j〉 otherwise.

4.2 Quantum Money from PRS

Using Theorem 3, we can improve Theorem 2 to the following version. The proof
is omitted as it is very similar to that for Theorem 2 and uses the complexity-
theoretic no-cloning theorem [1,2] for Haar random states.

Theorem 5 (Cryptographic no-cloning Theorem with Oracle). For any
PRS {|φk〉}k∈K, m ∈ poly(κ), m < m′ and any polynomial-time quantum query
algorithm C, the success cloning probability

E
k∈K

〈(
|φk〉〈φk |

)⊗m′
, COφk

((
|φk〉〈φk |

)⊗m)〉
= negl(κ).

A direct application of this no-cloning theorem is that it gives rise to new
constructions for private-key quantum money. As one of the earliest findings in
quantum information [62,9], quantum money schemes have received revived inter-
ests in the past decade (see e.g. [1,40,43,21,22,3]). First, we recall the definition
of quantum money scheme adapted from [2].

Definition 4 (Quantum Money Scheme). A private-key quantum money
scheme S consists of three algorithms:

– KeyGen, which takes as input the security parameter 1κ and randomly samples
a private key k.

– Bank, which takes as input the private key k and generates a quantum state
|$〉 called a banknote.

– Ver, which takes as input the private key k and an alleged banknote |¢〉, and
either accepts or rejects.

The money scheme S has completeness error ε if Ver (k, |$〉) accepts with
probability at least 1− ε for all valid banknote |$〉.

Let Count be the money counter that output the number of valid banknotes
when given a collection of (possibly entangled) alleged banknotes |¢1, ¢2, . . . , ¢r〉.
Namely, Count will call Ver on each banknotes and return the number of times
that Ver accepts. The money scheme S has soundness error δ if for any
polynomial-time counterfeiter C that maps q valid banknotes |$1〉, . . . , |$q〉 to r
alleged banknotes |¢1, . . . , ¢r〉 satisfies

Pr
[
Count

(
k,C(|$1〉, . . . , |$q〉)

)
> q
]
≤ δ.
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The scheme S is secure if it has completeness error ≤ 1/3 and negligible sound-
ness error.

For any PRS =
{
|φk〉

}
k∈K with key space K, we can define a private-key

quantum money scheme SPRS as follows:

– KeyGen(1κ) randomly outputs k ∈ K.
– Bank(k) generates the banknote |$〉 = |φk〉.
– Ver(k, ρ) applies the projective measurement that accepts ρ with probability
〈φk |ρ|φk〉.

We remark that usually the money state |$〉 takes the form |$〉 = |s, ψs〉 where
the first register contains a classical serial number. Our scheme, however, does
not require the use of the serial numbers. This simplification is brought to us by
the strong requirement that any polynomial copies of |φk〉 are indistinguishable
from Haar random states.

Theorem 6. The private-key quantum money scheme SPRS is secure for all
PRS.

Proof. It suffices to prove the soundness of SPRS is negligible. Assume to the
contrary that there is a counterfeiter C such that

Pr
[
Count

(
k,C(|φk〉⊗q)

)
> q
]
≥ κ−c

for some constant c > 0 and sufficiently large κ. From the counterfeiter C, we
will construct an oracle algorithm AOφk that maps q copies of |φk〉 to q+ 1 copies
with noticeable probability and this leads to a contradiction with Theorem 5.

The oracle algorithm A first runs C and implement the measurement

{
M0 = 1− |φk〉〈φk |,M1 = |φk〉〈φk |

}

on each copy of the money state C outputs. This measurement can be implemented
by attaching an auxiliary qubit initialized in (|0〉+ |1〉)/

√
2 and call the reflection

oracle Oφ conditioned on the qubit being at 1 and performs the X measurement
on this auxiliary qubit. This gives r-bit of outcome x ∈ {0, 1}r. If x has Hamming
weight at least q+ 1, algorithm A outputs any q+ 1 registers that corresponds to

outcome 1; otherwise, it outputs |0〉⊗(q+1). By the construction of A, it succeeds
in cloning q + 1 money states from q copies with probability at least κ−c.

Our security proof of the quantum money scheme is arguably simpler than
that in [2]. In [2], to prove their hidden subspace money scheme is secure, one
needs to develop the so called inner-product adversary method to show the
worst-case query complexity for the hidden subspace states and use a random self-
reducible argument to establish the average-case query complexity. In our case, it
follows almost directly from the cryptographic no-cloning theorem with oracles.
The quantum money schemes derived from PRS’s enjoy many nice features of
the hidden subspace scheme. Most importantly, they are also query-secure [2],
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meaning that the bank can simply return the money state back to the user after
verification.

It is also interesting to point out that quantum money states are not necessarily
pseudorandom states. The hidden subspace state [2], for example, do not satisfy
our definition of PRS as one can measure polynomially many copies of the state
in the computational basis and recover a basis for the hidden subspace with high
probability.

5 Entanglement of Pseudorandom Quantum States

In this section, we study the entanglement property of pseudorandom quan-
tum states. Our result shows that any PRS consists of states that have high
entanglement on average.

The entanglement property of a bipartite pure quantum state is well under-
stood and is completely determined by the Schmidt coefficients of a bipartite
state (see e.g. [32]). Any state |ψ〉 ∈ HA⊗HB on system A and B can be written
as

∣∣ψ
〉

=
R∑

j=1

√
λj
∣∣ψjA

〉
⊗
∣∣ψjB

〉
,

where λj > 0 for all 1 ≤ j ≤ R and the states |ψjA〉 (and |ψjB〉) form a set of
orthonormal states on A (and B respectively). Here, the positive real numbers
λj ’s are the Schmidt coefficients and R is the Schmidt rank of state |ψ〉. Let
ρA be the reduced density matrix of |ψ〉 on system A, then λj is the nonzero
eigenvalues of ρA. Entanglement can be measured by the Schmidt rank R or
entropy-like quantities derived from the Schmidt coefficients. We consider the
quantum α-Rényi entropy of ρA

Sα(ρA) :=
1

1− α log

( R∑

j=1

λαj

)
.

When α→ 1, Sα coincides with the von Neumann entropy of ρA

S(ρA) = −
R∑

j=1

λj log λj .

When α→∞, Sα coincides with the quantum min entropy of ρA

Smin(ρA) = − log ‖ρA‖ = − log λmax,

where λmax is the largest eigenvalue of ρA. For α = 2, the entropy S2 is the
quantum analogue of the collision entropy.

For Haar random state |ψ〉 ∼ µ(HA ⊗HB) where the dimensions of HA and
HB are dA and dB respectively, the Page conjecture [50] proved in [23,55,56]
states that for dA ≤ dB , the average entanglement entropy is explicitly given as

ES(ρA) =
1

ln 2






dAdB∑

j=dB+1

1

j


− dB − 1

2dA


 > log dA −O(1).
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That is, the Haar random states are highly entangled on average and, in fact,
a typical Haar random state is almost maximumly entangled. A more detailed
discussion on this phenomena is give in [29,35]. The following theorem and its
corollary tell us that pseudorandom states are also entangled on average though
the quantitative bound is much weaker.

Theorem 7. Let {|φk〉}k∈K be a family of PRS with security parameter κ. Con-
sider partitions of the state |φk〉 into systems A and B consisting of nA and nB
qubits each where both nA and nB are polynomial in the security parameter. Let
ρk be the reduced density matrix on system A. Then,

E
k

tr(ρ2k) = negl(κ).

Proof. Assume to the contrary that

E
k

tr(ρ2k) ≥ κ−c

for some constant c > 0 and sufficiently large κ. We will construct a distinguisher
A that tells the family of state {|φk〉} apart from the Haar random states.

Consider the SWAP test performed on the system A of two copies of |φk〉.
The test accepts with probability

1 + tr(ρ2k)

2
.

Let distinguisher A be the above SWAP test, we have

∣∣∣∣ Pr
k←K

[
A(|φk〉⊗2) = 1

]
− Pr
|ψ〉←µ

[
A(|ψ〉⊗2) = 1

]∣∣∣∣

=
1

2

∣∣∣∣E
k

tr(ρ2k)− E
µ

tr(ρ2ψ)

∣∣∣∣ ≥ κ
−c/4,

for sufficiently large κ. The last step follows by a formula of Lubkin [37]

E
|ψ〉←µ

tr(ρ2ψ) =
dA + dB
dAdB + 1

=
2nA + 2nB

2nA+nB + 1
= negl(κ).

Corollary 1. Let {|φk〉}k∈K be a family of PRS with security parameter κ.
Consider partitions of the state |φk〉 into systems A and B consisting of nA and
nB qubits each where both nA and nB are polynomial in the security parameter.
We have

1. Let Rk be the Schmidt rank of state |φk〉 under the A, B partition, then

Ek Rk ≥ κc for all constant c > 0 and sufficiently large κ.

2. Ek Smin(ρk) = ω(log κ) and Ek S(ρk) = ω(log κ).
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Proof. The first item follows from the fact that

tr(ρ2k) ≥ 1

Rk
.

where Rk is the Schmidt rank of state |φk〉. The second item for the min entropy
follows by Jensen’s inequality and

tr(ρ2k) ≥ λ2max.

Finally, the bound on the expected entanglement entropy follows by the fact that
min entropy is the smallest α-Rényi entropy for all α > 0.

6 Pseudorandom Unitary Operators (PRUs)

6.1 Definitions

Our notion of pseudorandom states readily extends to distributions over unitary
operators. Let H be a Hilbert space and let K a key space, both of which depend
on a security parameter κ. Let µ be the Haar measure on the unitary group
U(H).

Definition 5. A family of unitary operators {Uk ∈ U(H)}k∈K is pseudoran-
dom, if two conditions hold:

1. (Efficient computation) There is an efficient quantum algorithm Q, such
that for all k and any |ψ〉 ∈ S(H), Q(k, |ψ〉) = Uk|ψ〉.

2. (Pseudorandomness) Uk with a random key k is computationally in-
distinguishable from a Haar random unitary operator. More precisely, for
any efficient quantum algorithm A that makes at most polynomially many
queries to the oracle,

∣∣∣∣ Pr
k←K

[
AUk(1κ) = 1

]
− Pr
U←µ

[
AU (1κ) = 1

]∣∣∣∣ = negl(κ).

The extensive literature on approximation of Haar randomness on unitary
groups concerns with unitary designs [19,12], which are statistical approximations
to the Haar random distribution up to a fixed t-th moment. Our notion of
pseudorandom unitary operators in terms of computational indistinguishability,
in addition to independent interest, supplements and could substitute for unitary
designs in various applications.

6.2 Candidate constructions

Clearly, given a pseudorandom unitary family {Uk}, it immediately gives pseu-
dorandom states as well (e.g., {Uk|0〉}). On the other hand, our techniques for
constructing pseudorandom states can be extended to give candidate construc-
tions for pseudorandom unitary operators (PRUs) in the following way. Let
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H = (C2)⊗n. Assume we have a pseudorandom function PRF : K × X → X ,
with domain X = {0, 1, 2, . . . , N − 1} and N = 2n. Using the phase kick-back
technique, we can implement the unitary transformation Tk ∈ U(H) that maps

Tk : |x〉 7→ ω
PRFk(x)
N |x〉, ωN = exp(2πi/N). (9)

Our pseudorandom states were given by |φk〉 = TkH
⊗n|0〉, where H⊗n denotes

the n-qubit Hadamard transform. We conjecture that by repeating the operation
TkH

⊗n a constant number of times (with different keys k), we get a PRU. This
is resembles the construction of unitary t-designs in [45,44].

Alternatively, one can give a candidate construction for PRUs based on pseu-
dorandom permutations (PRPs) as follows. First, let PRPk be a pseudorandom
permutation (with key k ∈ K) acting on {0, 1}n, and suppose we have efficient
quantum circuits that compute the permutation Pk : |x〉|y〉 7→ |x〉|y ⊕ PRPk(x)〉
as well as its inverse Rk : |x〉|y〉 7→ |x〉|y ⊕ PRP−1k (x)〉 (where ⊕ denotes the bit-
wise xor operation). Then we can compute the permutation in-place by applying
the following sequence of operations:

|x〉|0〉 Pk−−→ |x〉|PRPk(x)〉
SWAP−−−−−→ |PRPk(x)〉|x〉
Rk−−→ |PRPk(x)〉|0〉.

(10)

For simplicity, let us denote this operation by Sk : |x〉 7→ |PRPk(x)〉 (ignoring
the second register, which stays in the state |0〉). Now we can consider repeating
the operation SkH

⊗n several times (with different keys k), as a candidate for a
PRU. Note that this resembles the construction of unitary t-designs in [27].

It is an interesting challenge to prove that these constructions actually yield
PRUs. For the special case of non-adaptive adversaries, one could try to use the
proof techniques of [27,45,44] for unitary t-designs. For the general case, where
the adversary can make adaptive queries to the pseudorandom unitary, new
proof techniques seem to be needed. Finally, we can consider combining all of
these ingredients (the pseudorandom operations Sk and Tk, and the Hadamard
transform) to try to obtain more efficient constructions of PRUs.
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Abstract—In this paper, we propose an analytical framework to
derive all positive integer moments of MIMO mutual information
in high-SNR regime. The approach is based on efficient use
of the underlying matrix integrals of the high-SNR mutual
information. As an example, the framework is applied to the
study of Jacobi MIMO channel model relevant to fiber optical
and interference-limited multiuser MIMO communications. For
such a channel model, we obtain explicit expressions for the exact
moments of the mutual information in the high-SNR regime.
The derived moments are utilized to construct approximations
to the corresponding outage probability. Simulation shows the
usefulness of the results in a crucial scenario of low outage
probability with finite number of antennas.

I. INTRODUCTION

Mutual information is among the most important quanti-
ties in information theory. For Multiple-Input-Multiple-Output
(MIMO) communications, the supremum of mutual infor-
mation provides the fundamental performance measure, the
channel capacity. A great effort has been made to under-
stand the statistical behavior of MIMO mutual information of
various channel models. Existing knowledge in the literature
is, however, mostly limited to either exact mean values (first
moments) [1–4] or asymptotic (in channel dimensions) means
and variances [5, 6]. The first moment corresponds to the
ergodic mutual information, whereas the higher moments are
needed to describe the outage probability relevant to slow
or block fading scenarios. Another motivation of our study
is that the prevailingly adopted asymptotic variances based
approximate outage probabilities [5, 6] fail to capture the true
one when the number of antennas is small and/or the outage
probability is low. An accurate characterization requires the
exact higher moments of mutual information that governs the
tail behavior of the distribution.

Determining the exact higher moments of MIMO mutual
information for an arbitrary Signal-to-Noise Ratio (SNR) is
a well-known difficult task. We will show in this paper that
progress can be made when assuming the SNR is high. In
particular, we propose an analytical framework to obtain the
exact moments of any order in the high-SNR regime, which is
valid for a family of channel models. The idea comes from the
observation that moments of high-SNR mutual information can
be efficiently calculated via the underlying matrix integrals.
The high-SNR regime provides crucial insights to the behavior

of the MIMO channels. For example, it characterizes the
minimum required transmit power, also known as the high-
SNR power offset [7].

To demonstrate the usefulness of the proposed framework,
we study the mutual information of the Jacobi MIMO chan-
nels. The Jacobi MIMO channel is a useful channel mod-
el for MIMO optical communications [2, 6] as well as the
interference-limited multiuser MIMO [5]. The main result
of this paper is the exact yet explicit expressions for the
mutual information moments of any order of the Jacobi MIMO
channels in the high-SNR regime.

II. PROBLEM FORMULATION

A. MIMO Mutual Information
For a generic MIMO system consisting of n transmit and

m receive antennas, the communication channel in between
is described by an m × n random matrix H. Assuming i.i.d.
input across transmit antennas and that the channel matrix
H is only known to the receiver, the mutual information in
nats/second/Hz of the MIMO system is [1]

I = ln det
(
Im + rHH†

)
=

m∑

i=1

ln (1 + rθi) , (1)

where it can be made without loss of generality to first assume
that m ≤ n. Here, ln(·) is the natural logarithm, det(·) is the
matrix determinant, r is the SNR, and θm ≤ · · · ≤ θ2 ≤
θ1 denote the eigenvalues of the Hermitian matrix HH†. In
the high-SNR regime, by ignoring the constant Im in (1) the
mutual information can be approximated by

I = m ln r + ln det
(
HH†

)
(2a)

= m ln r +
m∑

i=1

ln θi. (2b)

The above approximation becomes exact as the SNR r grows
to infinity.

A fundamental information-theoretic quantity of MIMO
channels is outage probability, which is the probability that
a given rate exceeds the value of the mutual information. For
the high-SNR case (2), the channel outage probability Pout(z)
as a function of the rate z is defined as

Pout(z) = P (I < z) . (3)
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B. Jacobi MIMO Channels

As will be seen, the Jacobi MIMO channel is a channel
model for both MIMO optical communications [2, 6] and
interference-limited multiuser MIMO [5]. However, we will
formulate the problem and set up the notations mainly in the
context of the former application. The relevance to the latter
application will only be briefly mentioned.

The spatial degrees of freedom of the MIMO Rayleigh chan-
nels provide the well-known linear capacity scaling law [1]
with respect to the number of transceiver antennas. The idea
of the MIMO fiber optical channels is to achieve a similar
scaling law by also exploiting the spatial degrees of freedom.
In particular, multiple spatial transmission within the same
fiber is achieved by designing a multi-mode and/or multi-core
fiber. As a first step to exploring the spatial diversity, the Jacobi
MIMO optical channel has been proposed in [2, 6], which is
based on the following assumptions. The propagation through
the fiber is considered as lossless such that it is modeled as
an l × l random unitary matrix UU† = Il, which is also
known as the scattering matrix. Assuming n transmitting and
m receiving modes with m ≤ n, the effective MIMO optical
channel1 H equals the upper left sub-matrix of the scattering
matrix U = (uij) with the condition l > m+ n, i.e.,

H = (uij)i=1,...,m; j=1,...,n . (4)

Under the above assumptions, the joint eigenvalue density of
the hermitianized channel matrix HH† is given by [2, 6]

p (θ) =
1

c

∏

1≤i<j≤m

(θi − θj)
2

m∏

i=1

θα1
i (1− θi)

α2 , (5)

where 0 ≤ θm ≤ · · · ≤ θ2 ≤ θ1 ≤ 1 and

α1 = n−m, α2 = l −m− n.

For the above parameters α1 and α2, the resulting normaliza-
tion constant c is

c =

∏m
i=1 Γ(i+ 1)Γ(l − n− i+ 1)Γ(n− i+ 1)

Γ(l − i+ 1)
.

The ensemble (5) is known as the Jacobi ensemble [8] in
random matrix theory, and hence the name Jacobi MIMO
channels in the communications theory/information theory
community. The eigenvalue density of the interference-limited
MIMO channel considered in [5] takes the form of (5) with
the same parameter α1 = n−m as the difference between the
number of transmit and receive antennas. For this application,
the parameter α2 is now

α2 = kn−m,

where k is the number of interferers. For detailed information
of the considered interference-limited MIMO channel includ-
ing its connection to the Jacobi ensemble, we refer interested
readers to [5].

1For a detailed physical interpretation of this channel model, we refer the
readers to the excellent discussion in [6].

For the application to MIMO optical communications, the
exact ergodic mutual information E [I] of the Jacobi MIMO
channels has been calculated in [2] by integrating the mutual
information (1) over the eigenvalue density (5), whereas an
unexplicit and an asymptotic second moment expressions are
available in [6]. For the application to interference-limited
MIMO channels, the first two asymptotic moments as well
as a differential equation for the moments have been derived
in [5]. The exact higher moments of the mutual information
E
[
Ik
]
, k = 2, 3, . . . , which are needed to characterize the

outage probability, remain an open problem2. Despite the fact
that even the exact second moment of the mutual information
E
[
I2
]

is notoriously difficult to obtain, we will show that all
the exact moments of the high-SNR mutual information (2),
E
[
Ik

]
, k = 1, 2, . . . , can be explicitly calculated. These

moments are utilized to construct approximations to the outage
probability in the high-SNR regime, which are in fact accurate
for moderate SNR values as will be seen.

III. EXACT CUMULANTS OF HIGH-SNR MUTUAL
INFORMATION

To compute E
[
Ik

]
, one naturally would like to inte-

grate (2b) over the eigenvalue density (5) rather than to
integrate (2a) over the density of the matrix HH†. This is
because the former integral only involves m variables, whereas
the latter involves m2 variables. Contrary to this intuition,
we show that by working with the corresponding matrix
integrals the exact moment of any order can be obtained
in a straightforward manner. Instead of directly deriving the
moments as in [7, 9], another ingredient that leads to our
results is the study of the cumulants of I, which is technically
more convenient as will be seen.

Since the term m ln r in (2a) is a constant, we first focus
on the statistics of the random variable

x = ln det
(
HH†

)
. (6)

The cumulant generating function K(s) of x is defined as

K(s) = lnE [esx] =

∞∑

i=1

κ̃i
si

i!
, (7)

where the i-th cumulant κ̃i of x is recovered from the
generating function as

κ̃i =
di

dsi
K(s)

∣∣∣∣
s=0

. (8)

Denoting the i-th cumulant of I by κi, we have

κ1 = m ln r + κ̃1, (9a)
κi = κ̃i, i ≥ 2, (9b)

2A representation of the outage probability involving nested sums over
partitions is also available in [6], which is computationally demanding and
provides little insights.
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which is obtained by the shift-equivariant and the shift-
invariant property for cumulants, respectively. With the knowl-
edge of cumulants of the mutual information I, the corre-
sponding moments can be determined. Specifically, the i-th
moment of I is written in terms of the first i cumulants as

E
[
Ii

]
= Bi (κ1, . . . , κi) , (10)

where Bi is the Bell polynomial [10]. For example, the first
five moments of I are listed below

E [I] = κ1, (11a)
E
[
I2

]
= κ2 + κ2

1, (11b)

E
[
I3

]
= κ3 + 3κ2κ1 + κ3

1, (11c)

E
[
I4

]
= κ4 + 4κ3κ1 + 3κ2

2 + 6κ2κ
2
1 + κ4

1, (11d)

E
[
I5

]
= κ5 + 5κ4κ1 + 10κ3κ2 + 10κ3κ

2
1 +

15κ2
2κ1 + 10κ2κ

3
1 + κ5

1. (11e)

With the above preparation, we now present the main
technical contribution of this paper.

Proposition 1. The i-th exact cumulant κi of the high-SNR
mutual information (2) of the Jacobi MIMO channels (4) is
given by

κ1 = m ln r + nψ0(n)− lψ0(l)− (n−m)ψ0(n−m)

+(l −m)ψ0(l −m), i = 1,

κi = nψi−1(n)− lψi−1(l)− (n−m)ψi−1(n−m)

+(l −m)ψi−1(l −m) + (i− 1)
(
ψi−2(n)−

ψi−2(l)− ψi−2(n−m) + ψi−2(l −m)
)
, i ≥ 2,

where

ψi(z) =
∂i+1 ln Γ(z)

∂zi+1
= (−1)i+1i!

∞∑

k=0

1

(k + z)i+1
(13)

are the polygamma functions [11].

The proof of Proposition 1 is in the Appendix. A similar,
yet unsimplified, expression of κ1 in Proposition 1 has been
obtained in the context of mean power offset of interference-
limited MIMO channels [7, Eq. (78)]. In such a setting,
our derived higher cumulants will be useful to study the
distribution of power offset for nonergodic channels.

Note that in the cases i = 0, 1, the polygamma func-
tions (13) of positive integer argument can be reduced to finite
sums as [11]

ψ0(l) = −γ +

l−1∑

k=1

1

k
, (14a)

ψ1(l) =
π2

6
−

l−1∑

k=1

1

k2
, (14b)

which is known as the digamma function and the trigamma
function, respectively, and γ ≈ 0.5772 is Euler’s constant.

It is worth mentioning that the proposed idea of using
matrix-variate integrals to derive cumulants of MIMO mutual
information can be equally applied to study other MIMO

channel models. This includes the MIMO Rayleigh channels
with3 and without4 antenna correlation as well as recent
popular MIMO product channels [3, 4]. Results on all the
integer moments of the above mentioned channel models in
the high-SNR regime will be reported separately.

IV. OUTAGE PROBABILITY IN THE HIGH-SNR REGIME

With the exact cumulants in Proposition 1 and the cumulant-
moment relations (10), (11), closed-form moment-based ap-
proximations to the outage probability (3) can now be con-
structed. Moment-based approximation is a useful tool in
situations when the exact distribution is intractable whereas
the moments are available. The basic idea of moment-based
approximation is to match the moments and support of an
unknown distribution by an elementary distribution and the
associated orthogonal polynomials [14, 15].

For convenience, in the simulation we construct the approx-
imative outage probability via the moments of the random
variable −x in (6). Since −x ∈ [0,∞) has the same support
as a gamma random variable, the gamma distribution and
the associated Laguerre polynomials are chosen. The resulting
approximative distribution function5 Fq(z) = P(−x < z) by
matching the first q moments of −x can be read off from [14,
Eq. (2.7.27)] as

Fq(z) ≈
γ (α, z/β)

Γ(α)
+ ε(z),

where

ε(z) =

q∑

i=3

wi

i∑

j=0

(−1)jΓ(α+ i)

(i− j)!j!

γ (α+ j, z/β)

Γ(α+ j)

with

wi =
i∑

l=0

(−1)l
Γ(i+ 1)E

[
(−x)l

]

(i− l)!l!Γ(α+ l)βl
(15)

and γ(a, b) =
∫ b

0
ta−1e−tdt denotes the lower incomplete

gamma function. The parameters

α =
E2 [−x]

E [x2]− E2 [−x]
, β =

E
[
x2

]
− E2 [−x]

E [−x]

are obtained by matching the first two moments of −x to
a gamma random variable having a density p(y|α, β) =

1
Γ(α)βα y

α−1e−
y
β , y ∈ [0,∞). Finally, by the relation (2a),

an approximation to the outage probability (3) is obtained as

Pout(z) = 1− Fq (m ln r − z) . (16)

As the number of moments involved in (15) increases, the
accuracy of the approximation (16) is expected to improve.

Fig. 1 shows the outage probability of the high-SNR mutual
information I assuming the channel dimensions m = 4 and
n = 6, where different dimensions of the scattering matrices

3The corresponding first two moments and some bounds on the outage
probability have been derived in [13]

4The corresponding first and second moment has been obtained in [7,
Eq. (15)] and [9, Eq. (105)], respectively.

5Note that the dependence on q is through the summation index in ε(z).
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Fig. 1. Outage probability of high-SNR mutual information (2) for different
l with m = 4, n = 6, and r = 20 dB.
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Fig. 2. Outage probability of mutual information (1) for different SNR values
with q = 5, l = 12, m = 4, and n = 6.

l = 12, 16, and 20 are considered. The numerical simulations
are compared with the moment-based approximative outage
probability (16), where the number of moments considered are
q = 2 and q = 5. We see that the outage probability decreases
as the number of untapped channels l−m−n decreases. This
phenomenon is also observed in [6]. As expected, it is seen
that the accuracy of the proposed approximation (16) improves
especially in the tails as the number of moments used increases
from q = 2 to q = 5.

The impact of finite SNR on the accuracy of the approx-
imation (16) is evaluated in Fig. 2, where the number of
moments used is q = 5 and the channel dimensions are l = 12,
m = 4, and n = 6. Despite the asymptotic nature of the
approximation, we see that it is already reasonably accurate
for not-so-high SNR for outage probability as low as 10−4.

V. CONCLUSION

We study the mutual information of the Jacobi MIMO chan-
nels, which is a realistic model for optical and interference-
limited multiuser communications. The corresponding exact
moments for such a channel model in the high-SNR regime
are derived. The results are possible by making use of the
matrix integrals involving the density of the high-SNR mutual
information. Approximations to the outage probability are
constructed based on the obtained exact moments. Simulation
demonstrates the accuracy of the results in practical scenarios
of low outage probability and finite number of antennas.
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APPENDIX

Before proving Proposition 1, we need the following lemma
on the finite sums of polygamma functions.

Lemma 1. For a positive integer l, we have

n∑

k=1

ψ0(k + l) = (n+ l)ψ0(n+ l)− lψ0(l)− n, (17a)

n∑

k=1

ψi(k + l) = (n+ l)ψi(n+ l)− lψi(l) +

i (ψi−1(n+ l)− ψi−1(l)) , i ≥ 1. (17b)
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Proof: By the definition of digamma function (14a), we
have

ψ0(k + l) = ψ0(l) +

k−1∑

i=0

1

l + i
, (18)

which gives
n∑

k=1

ψ0(k + l)

= nψ0(l) +

n∑

k=1

k−1∑

i=0

1

l + i

= nψ0(l) +

n−1∑

i=0

n∑

k=i+1

1

l + i

= nψ0(l) + n
n−1∑

i=0

1

l + i
−

n−1∑

i=1

i

l + i

= nψ0(l) + n (ψ0(n+ l)− ψ0(l))−
n−1∑

i=1

l + i− l

l + i

= nψ0(n+ l) + l
n−1∑

i=1

1

l + i
− n+ 1

= nψ0(n+ l) + l (ψ0(n+ l)− ψ0(l + 1))− n+ 1

= (n+ l)ψ0(n+ l)− lψ0(l)− n.

This proves (17a). To show (17b), by the series representation
of polygamma function (13), one has

ψi(k + l) = ψi(l) + (−1)ii!

k−1∑

j=0

1

(l + j)i+1
, (19)

which similarly gives

n∑

k=1

ψi(k + l) = nψi(l) + (−1)ii!

n−1∑

j=0

n∑

k=j+1

1

(l + j)i+1

=nψi(l) + (−1)ii!n

n−1∑

j=0

1

(l + j)i+1
− (−1)ii!

n−1∑

j=1

j

(l + j)i+1

=nψi(l) + n (ψi(n+ l)− ψi(l))− (−1)ii!

n−1∑

j=1

l + j − l

(l + j)i+1

=nψi(n+ l)− (−1)ii!

n−1∑

j=1

1

(l + j)i
+ (−1)ii!l

n−1∑

j=1

1

(l + j)i+1

=nψi(n+ l) + i

(
ψi−1(n+ l)− ψi−1(l)−

(−1)i−1(i− 1)!

li

)

+l

(
ψi(n+ l)− ψi(l)−

(−1)ii!

li+1

)

=(n+ l)ψi(n+ l)− lψi(l) + i (ψi−1(n+ l)− ψi−1(l)) .

Note that the equality (17a) and the special case i = 1 of the
equality (17b) appeared in [12, Eq. (A1)] and [12, Eq. (A7)],
respectively, where no proofs were provided.

With the results in Lemma 1, we now turn to the proof of
Proposition 1.

Proof: As previously mentioned, the key ingredient of our
results is to make use of the relevant matrix integral instead of
the integral over the eigenvalue density (5). Mathematically,
the Jacobi MIMO channel (4) is a specific truncation of an
unitary matrix, where the corresponding density of the channel
matrix HH† is given by [8, p. 357]

Γm(α+ l − n)

Γm(α)Γm(l − n)
det

(
HH†

)α−m

det
(
Im −HH†

)l−m−n

.

(20)
Here, Γm(α) denotes the multivariate gamma function [8]

Γm(α) = π
1
2m(m−1)

m−1∏

k=0

Γ(α− k) (21)

and the parameter α in the density (20) equals n.
Now the cumulant generating function (7) of the random

variable (6) over the matrix density (20) is calculated as

K(s) = lnE
[
es ln det(HH†)

]

= lnE
[
det

(
HH†

)s]

= ln
Γm(α+ l − n)

Γm(α)Γm(l − n)
+ ln

∫
det

(
HH†

)s+α−m

×

det
(
Im −HH†

)l−m−n

dHH†

= ln
Γm(α+ l − n)

Γm(α)Γm(l − n)
+ ln

Γm(s+ α)Γm(l − n)

Γm(s+ α+ l − n)
.

The integral in the above can be considered as a trivial
deformation of the density (20), which is directly obtained
by replacing in the normalization constant the appearance of
α by s+α. Setting α = n, according to the definition (8) the
i-th cumulant κ̃i of (6) can now be computed as

κ̃i =
di

dsi
K(s)

∣∣∣∣
s=0

=
di

dsi
ln

Γm(s+ n)

Γm(s+ l)

∣∣∣∣
s=0

=
di

dsi

(
m−1∑

k=0

ln Γ(s+ n− k)−
m−1∑

k=0

ln Γ(s+ l − k)

)∣∣∣∣
s=0

=

m−1∑

k=0

ψi−1(n− k)−
m−1∑

k=0

ψi−1(l − k)

=
m∑

k=1

ψi−1(n−m+ k)−
m∑

k=1

ψi−1(l −m+ k),

where we have used the definitions (21) and (13). Finally, by
using Lemma 1 and the relation between the cumulants (9),
we prove Proposition 1.

It is seen that instead of directly studying the moments,
the use of cumulant generating function turns out to be more
convenient, where all the cumulants are obtained at once via
the polygamma functions.
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Building a Beacon Format Standard: 
An Exercise in Limiting the Power of a TTP 

No Author Given 

No Institute Given 

Abstract. We discuss the development of a new format for beacons– 
servers which provide a sequence of digitally signed and hash-chained 
public random numbers on a fixed schedule. Users of beacons rely on 
the trustworthiness of the beacon operators. We consider several possible 
attacks on the users by the beacon operators, and discuss defenses against 
those attacks that have been incorporated into the new beacon format. 
We then analyze and quantify the effectiveness of those defenses. 

1 Introduction 

A randomness beacon is a source of timestamped, signed random num-
bers; randomness beacons (among other kinds) were first described by 
Rabin in [7]. 
At high level, a randomness beacon is a service that regularly outputs 
randomness, with certain cryptographic guarantees and with associated 
metadata, including a timestamp and a cryptographic signature. Each 
output of a beacon is called a pulse, and the sequence of all associated 
pulses is called a chain. An individual pulse from a given beacon can 
be uniquely identified by its timeStamp, and a pulse must never become 
visible before its timestamp. 
In 2013, NIST set up a prototype beacon[5] service. Recently, a new 
beacon format has been developed with a number of new security fea-
tures. Several independent organizations are currently planning to adopt 
this format, which offers the opportunity to have multiple independent 
beacon operators (in different countries) supporting an identical format, 
and supporting the generation of random values using multiple beacons 
inputs. 
A beacon is a kind of trusted third party(TTP)–an entity which is trusted 
to behave properly, in order to get some cryptographic protocol to work 
securely. It’s very commonly the case that we need a TTP to get a crypto-
graphic protocol to work, or to make it efficient. However, this introduces 
a new security concern: the TTP is usually in a position to violate the 
security guarantees of the system. In the case of a beacon, users of a bea-
con gain the benefits of a convenient source of public random numbers, 
but must now worry that the beacon operator may reveal those random 
numbers in advance to favored parties, manipulate the public random 
numbers for his own purposes, or even “rewrite history” by lying about 
the value of previous beacon pulses. 
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The design of the new beacon format was largely an exercise in trying 
to limit the power of a TTP (the beacon) to violate its users’ security. 
We believe this effort has some lessons for anyone trying to design a 
cryptographic protocol or standard that requires a trusted third party. 
In the remainder of this document, we first propose a few principles for 
designing protocols with trusted third parties to minimize their poten-
tial harm. We then discuss the current NIST beacon and the general 
applications of public randomness. Next, we illustrate our TTP-limiting 
principles with specific aspects of the design of the NIST beacon for-
mat. We conclude by considering the ultimate effect of our efforts, and 
consider some possible improvements for the future. 

2 Trusted Third Parties 

A trusted third party (TTP) is an entity in some cryptographic protocol 
who must behave properly, in order for the protocol to meet its security 
goals. For example, in a public key infrastructure, a certificate authority 
(CA) is a TTP. The CA’s job is to verify the identity of users, and then 
to issue users a certificate that binds their identity to a public key. A CA 
which is careless or malevolent can issue certificates to the wrong users– 
for example, giving an attacker a certificate that lets him impersonate an 
honest user. In most currently-used voting systems, the voting hardware 
is a kind of trusted third party; if it misbehaves, it may undermine the 
security of the election. A good discussion of the downsides of TTPs 
appears in [12]. 
Many important real-world cryptographic systems require TTPs to func-
tion. However, a TTP in a system is always a source of vulnerabilities 
to attack–if the TTP misbehaves, the security of the system will be vio-
lated. Because of this, anyone designing or standardizing a cryptographic 
system with a TTP should try to minimize the potential for abuse or 
misbehavior of the TTP. In general, this requires going through a few 
steps: 

1. Enumerating each way that the TTP might misbehave so as to un-
dermine the security claims of the system. 

2. For each such potential attack, adding features to mitigate the at-
tacks as much as possible. 
(a) In some cases, the attack may be possible to eliminate entirely. 

This essentially means removing one area of required trust from 
the TTP. 

(b) Sometimes, it may not be possible to eliminate the attack, but 
it may still be possible to limit its power or scope. 

(c) In other cases, the design of the TTP or protocol can be altered 
so that misbehavior creates evidence that can be shown to the 
world. 

(d) In still other cases, the design may be altered so that misbehavior 
is at least likely to be detected when it is attempted, even if this 
produces no solid evidence that can be shown to others. 

(e) Sometimes, an external or optional auditing step can be added 
that makes the misbehavior likely to be detected. 
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(f) In the worst case, it may be impossible to make this kind of 
misbehavior impossible or even detectable–in that case, we can 
at least document the risk of this kind of misbehavior. 

Each of these steps is valuable. Once the designer of a system realizes 
that the TTP could misbehave in some way, it is often possible to work 
out mechanisms to move up the list–to make an undetectable attack 
detectable, or to make some kind of misbehavior by the TTP leave evi-
dence that can be shown to the world. Even the final step, documenting 
the risk of misbehavior, is worthwhile, as it allows users of the TTP to 
understand exactly what risks they are accepting. 
When there is some auditing step added to the protocol to keep the TTP 
honest, it is very important to consider how practical the auditing step is. 
If it is extremely computationally expensive or otherwise inconvenient, 
it may never be done even if it is, in principle, possible. 

2.1 Incentives for the Honest TTP 

An entity that wants to run an honest TTP has many strong incentives 
to try to reduce its own scope for abuse. 

Fear, Uncertainty, and Doubt When silent, undetectable misbehavior 
is possible, there will always be suspicions swirling around that it is being 
done. This can undermine the TTP’s reputation, or even convince people 
to avoid the system that relies on the TTP. Sometimes, this will happen 
even when the alternative is obviously less secure. 

Insider and Outsider Attacks An organization trying to run a TTP 
honestly must deal with the possibility of both insider and outsider at-
tacks. An insider might cause the TTP to misbehave in some way, despite 
the good intentions of the organization running the TTP. Or an outsider 
might subvert the security of the TTP in some way. Both of these have 
the potential to damage the reputation of the organization running the 
TTP. 

Coercion The organization running a TTP must also worry about the 
possibility that they will be coerced in some way to misbehave. This 
might be done via legal means (such as a national security letter), or ex-
tralegal ones (a mobster threatening the head of the organization if some 
misbehavior isn’t done). It might involve financial pressure (a business 
partner threatening some dire reprisals if the misbehavior isn’t done), or 
a change in management of the organization in the future. It could even 
involve some intense short-term temptation to do the wrong thing that 
might be hard to resist in the future. The best way to resist this coercion 
is to have bad behavior simply be unworkable; what you cannot do, you 
cannot be coerced to do. 
This follows the general pattern noted in [9], in which it is sometimes 
possible to improve one’s position by limiting one’s options. When it 
comes to the design and operation of a TTP, both the users and the 
operators of a TTP benefit from having a TTP and surrounding sys-
tem designed to minimize the scope for abuse, and to make any abuse 
instantly detectable. 
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3 Public Randomness and the NIST Beacon 

As described above, a beacon is a source of public random numbers, 
released in self-contained messages called pulses. The numbers should 
be random–unpredictable and impossible for anyone to influence. Each 
pulse contains a timestamp, and neither the pulse nor its random values 
may be released before the time indicated in the timestamp. Pulses are 
digitally signed and incorporated into a hash chain to guarantee their 
integrity. In order to be useful, a beacon should issue pulses on a fixed 
schedule, and should keep a database of all old pulses which it will provide 
on request. 

3.1 Public Random Numbers? 

Most discussions of random numbers in cryptography involve secret ran-
dom numbers, such as those used to generate keys. However, there are 
many places where it is more useful to have public random numbers– 
numbers which are not known by anyone until some specific time, and 
then later become known (or at least available) to the whole world. 
Why would we want public random numbers? 
– Demonstrate we did something randomly (outside our own control). 
– Bind something in time. (It couldn’t have happened before time T .) 
– Coordinate a random choice among many parties. 
– Save messages in a crypto protocol. 

The added value of a beacon is that these random numbers can be shown 
even to parties who were not present or involved at the time some event 
occurred. For example, if the random numbers from a beacon pulse are 
used to select a subset of shipping containers to open for inspection, then 
people who weren’t present and weren’t participating can verify that the 
selection was random–assuming they trust the beacon. 
There are a number of properties that users need from public random 
numbers: 
– Genuinely random. 
– Unpredictable to anyone until they become public. 
– Verifiable by everyone after they become public. 
– Impossible for anyone to control or manipulate. 
– Impossible to alter past values. 

3.2 A Beacon as a TTP 

All these applications work well with a beacon1. However, users of the 
beacon (including anyone trusting the randomness of the choices made) 
need to trust that the beacon is behaving correctly. A corrupt beacon 
might do all kinds of bad things, such as: 

1 There are other ways to get public random numbers. Many also depend on some 
trusted third party; others introduce other practical problems–ambiguity about cor-
rect values, lack of a fixed schedule, etc. Overall, we believe beacons are the best 
way to get practical public randomness for real-world applications 
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– Reveal future random values early to favored people. 
– Control or influence random values to undermine the security of 

some user. 
– “Rewrite history” by altering old pulses, thus changing claimed his-

torical results. 
The NIST beacon is a practical source of public random numbers that 
has been running continuously (with occasional downtime) for five years. 
The NIST beacon consists of several parts: 
– Engine: the device that actually generates the pulses. 
– Multiple independent cryptographic RNGs used to generate random 

values. 
– A commercial hardware security module (HSM) used both as one 

source of random bits, and also to sign pulses. 
– Frontend–the machine talking to the world, providing the random 

numbers. The frontend must support various requests from users. 
The beacon format used since 2013 had only a few fields: 
– Version 
– Frequency 
– Seed Value 
– Previous Output 
– Signature 
– Status 
– OutputValue 

The new format has added many new fields. In figure 1, the new fields 
appear in red. 

uri
version

cipherSuite
period

certificateID
chainIndex
pulseIndex
timestamp

localRandomValue
external.sourceId
external.statusCode
external.value

previous
hour
day

month
year

precommitmentValue
statusCode

signatureValue
outputValue

What signature and hash are used?

Hash of signing certificate

Earliest time pulse will be available

} External source 
} fields (optional)
}
...... } Hashes
...... } of
...... } earlier
...... } pulses
...... }
Hash of NEXT localRandomValue

RSA sig on everything above
Hash of everything

Fig. 1. The new pulse format 

Despite the complexity of the new format, there are only a few fields in 
each pulse which are actually important for users: 

Kelsey, John. 
”Building a Beacon Format Standard: An Exercise in Limiting the Power of a Trusted Third Party (TTP).” 

Paper presented at SSR 2018: Security Standardisation Research, Darmstadt, Germany. November 26, 2018 - November 27, 2018. 

SP-478



– timeStamp – the timestamp (UTC) at which the value will be re-
leased. 

– localRandomValue – the internal random value produced once a 
minute. 

– signatureValue – a digital signature on the pulse contents. 
– outputValue – the output of the pulse–the hash of all other fields of 

the pulse. 

The other fields (including all the new fields) add security or improve 
convenience in using the pulses. 

3.3 Timestamps 

The timeStamp in the new pulse format is always in UTC, so that the 
time at which a pulse is created is easy for any user to determine, with-
out the need to determine time zone or daylight savings time rules. 
The beacon promises never to release a pulse (or any information about 
the localRandomValue or outputValue field from the pulse) before the 
time in the timestamp, and never to issue more than one pulse with a 
given timestamp. The beacon also issues pulses on a fixed timetable– 
each timestamp is separated by period milliseconds. In the new format, 
timeStamp always appears as a string in RFC3339[RFC3336] format. 

3.4 Where the Random Numbers Come From 

Each pulse contains a new random value, called localRandomValue. This 
value is generated using multiple independent, strong random number 
sources. At present, the NIST beacon uses two RNGs–the Intel RNG 
included in the Beacon Engine machine, and the hardware RNG inside 
the HSM. We are currently working on adding a third RNG based on 
quantum phenomena (single-photon detection), custom built by NIST 
scientists. 
Suppose the beacon has k different RNGs. Let Ri be the 512-bit random 
output from the i-th RNG. Then, we have the following formula: 

localRandomValue ← SHA512(R0 k R1 k . . . k Rk−1) (1) 

That is, we take 512 bits from each independent RNG, concatenate them, 
and then hash them with SHA512[10]. The resulting 512-bit value be-
comes localRandomValue in the pulse. If any of the internal RNGs gen-
erate unpredictable, random values, then the result will also be unpre-
dictable and random. Even if one of the RNGs is flawed or backdoored, 
the value of localRandomValue will still be secure, as long as at least one 
of the RNGs is good. 
However, there is no way for any outside observer to verify localRandomValue 
is generated in this way. If the beacon began simply putting any value 
it wanted in that field, there would be no way for users to detect this. 
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3.5 Signing Pulses 

At any given time, the beacon is using a particular signing key. The 
beacon also has a corresponding certificate, issued by a well-known com-
mercial CA. (The beacon frontend has an entirely different certificate and 
key used so that it can support TLS; there is no relationship between 
these keys.) 
In the new format, each pulse contains: 
– signatureValue is an RSA[11] signature over the entire contents of 

the pulse. 
– certificateId contains the SHA512() of the X.509[3] certificate of 

the signing key used for pulses. (The full X.509 certificate is available 
from the beacon frontend.) 

Having each beacon pulse digitally signed accomplishes two security 
goals: First, it ensures that impersonating the beacon will be difficult. 
Second, it ensures that a beacon which issues invalid pulses is creating 
permanent evidence of its misbehavior. 
In the NIST beacon, the RSA key used for signing the pulse is kept inside 
a commercial HSM. The HSM is designed to prevent the beacon engine 
from extracting the RSA key. This limits the ability of some attackers 
(both insiders and outsiders) to carry out some attacks, as discussed in 
detail below. 

3.6 The Output Value 

The current beacon format (like the previous one) defines the output 
value of the pulse as the final field in the pulse, labeled outputValue. 
The output value is defined as 

outputValue ← SHA512( all other fields in the pulse ) (2) 

Because this includes the value of localRandomValue, outputValue con-
tains the all the randomness in the pulse. However, users of the beacon 
can always verify that outputValue was computed correctly. As described 
below, the fact that users of the beacon will normally use outputValue 
has important security consequences. 

4 Limiting the Beacon’s Power 

4.1 Attacks 

Above, we noted the sorts of bad behavior possible for a corrupt beacon 
operator: 
– Reveal future random values early to favored people. 
– Control or influence random values to undermine the security of 

some user. 
– “Rewrite history” by altering old pulses, thus changing claimed his-

torical results. 
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A good design of the beacon format and the normal operations of a bea-
con should ideally make such violations impossible; if not, it should at 
least make them harder, or at least detectable. In this section, we discuss 
mechanisms in the new beacon format which either add difficulty to mis-
behavior by the beacon, or which support users of the pulses protecting 
themselves from misbehavior. 

4.2 Prediction: Revealing the Value of outputValue in 
the Future 

The first way a beacon operator can misbehave is to reveal future outputs 
to selected people. 
A beacon that is operating correctly generates a new random value very 
soon before issuing a given pulse, and so can’t possibly tell anyone a 
value of the pulse very far into the future. However, a misbehaving bea-
con operator can, in principle, generate its pulses far in advance. All the 
computations needed to compute a pulse are relatively cheap, so com-
puting a year’s worth of pulses in advance can easily be done in an hour 
or two. 
There are two limits on the ability of a corrupt beacon to reveal future 
pulses: 

The Certificate ID The certificateId is the SHA512() of the cer-
tificate currently being used to sign pulses. Certificates normally have a 
fixed validity period–for example, one year. A corrupt beacon operator 
cannot predict the value of a certificate until he has seen it. Therefore, 
the validity period of the certificate imposes a (very generous) limit on 
the ability of the beacon to precompute future pulses. 
Suppose each certificate has a validity period of one year, and is issued 
one month ahead of its validity period. Then the beacon is limited to 
precomputing pulses no more than 13 months in advance. 

The External Source The new format allows beacons to optionally 
incorporate an external source into pulses. For example, a given beacon 
could incorporate the winning Powerball lottery numbers twice per week, 
or the closing value of the DJIA at the end of every stock trading day. 
By incorporating an external source that is outside the control of the 
beacon, the beacon operator can demonstrably lose a huge amount of 
power. 
Each pulse contains a field called external.value, which contains the 
SHA512() of the current external value. It is updated only when a new 
external value appears; otherwise, it retains the value it had previously. 
Each pulse also contains a field called external.sourceId, which con-
tains the SHA512() of a text description of the external source and how 
and when the external value will be updated. This should almost never 
change. 
Suppose a beacon incorporates a lottery drawing which occurs once per 
day as its external source; the result is incorporated six hours after the 
result is made public. In this case, the beacon is limited to precomputing 
future values no more than 30 hours in advance. 
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Prediction: Summary 
1. A corrupt beacon can precompute its pulses far in advance and reveal 

the output values to friends. 
2. Incorporating an optional external.value into the pulse limits the 

precomputation (and thus the ability to reveal future outputs) to 
the time between updating the external.value. 

4.3 Influencing Outputs 

Recall that the output of the pulse is computed as: 

outputValue ← SHA512(all other fields of the pulse) 

Further, the recipient of the pulse can verify that this value is correct by 
recomputing the hash. This means that, while the beacon operator can 
completely control the value of localRandomValue, he cannot directly 
control the value of outputValue. Instead, in order to exert control over 
this value, he must try many different inputs; each input leads to a 
different random output value. With 2k tries, he can expect to get any 
property he likes for outputValue which has a probability no lower than 
2−k . 
For concreteness, in the rest of this discussion, we will assume that the 
beacon operator wants to force the least significant bits of a given pulse’s 
outputValue to be zeros. Thus, with 2k work, he can expect to force the 
low k bits to zero. This generalizes; an output value with any property 
that has a 2−k probability can be found about as easily. 
From [1], we can get benchmarks for an 8-GPU desktop machine doing 
brute-force hashing2. The listed system can do about 8.6 million SHA512 
hashes per second, which is about 223 hashes per second. An attacker 
with such a system could do about 239 hashes per day, or 247 hashes per 
year. Because the whole process is parallelizeable, spending N times as 
much money will get an N -way speedup. However, in order to add one 
bit of control of outputValue with the same hardware, an attacker must 
double the time taken for the computation. 
At the time of this writing, the most powerful attacker imaginable might 
conceivably have the computing resources to compute 290 SHA512 hashes 
in a year. This puts an upper bound on the beacon operator’s control of 
outputValue. However, for concreteness, we will assume in the rest of this 
discussion that the attacker has the 8-GPU desktop machine described 
in [1], and is trying to control bits of outputValue using it. 
There are several components of the new pulse format which limit the 
attacker’s control of the output bits. 

The Certificate ID As described above, the beacon operator can’t 
predict the value of its next certificate, incorporated into every pulse 
in certificateId. This limits the attacker to no more than about 13 
months of precomputation–with only about a year to do his attack, he 
is limited to controlling 47 bits of outputValue. 

2 That system is doing password cracking attacks. Trying to control some bits of the 
output of the beacon is very similar to password cracking. 
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The Signature Each pulse contains an RSA signature, signatureValue, 
over all fields except the outputValue. This affects the attack in two 
ways: First, it means that each new value of a pulse will require a 
new RSA signature–adding slightly to the work needed per new output 
value computed. This probably reduces the attacker’s ability to control 
outputValue by a small number of bits. 
More importantly, in the NIST beacon, the RSA signing key is stored 
inside an HSM, and should be very difficult to extract. If the attacker 
doesn’t have access to the signing key3, then the attacker must involve 
the HSM in every new computation of an output value. 
Suppose the HSM can do 100 RSA signatures per second. Then, the 
attacker is limited to only about 232 trial values for the output in a year 
of trying, and so can control only about 32 bits of outputValue. 

external.value As described above, the new format allows beacons 
to optionally incorporate an external source into pulses. 
Once again, suppose the external source is updated from a lottery draw-
ing carried out each day. The lottery drawing results become public six 
hours before the value is incorporated into the external.value field. 
(This must be described precisely in the text whose hash appears in 
external.sourceId.) The attacker’s ability to control outputs is now 
enormously diminished–his precomputations can now run for at most 30 
hours. 
An attacker who has extracted the RSA key from the HSM and has the 
8-GPU system can thus carry out no more than 240 computations, and 
so can control about 40 bits of outputValue. An attacker who hasn’t 
extracted the RSA key from the HSM can control only about 23 bits of 
the output value. 
This makes a pretty good argument for the idea that the private key for 
the beacon should be generated inside the HSM once and never released 
to anyone, even encrypted. In the best case, we’d have some kind of 
guarantee that even the beacon operator could never see the private key. 

Influence: Summary Consider an attacker trying to control outputValue: 
1. A vastly powerful and well-funded attacker might be able to control 

as many as 90 bits given a year of computation. 
2. An attacker with a powerful setup for password cracking can control 

47 bits in a year of computation. 
3. When the attacker is unable to extract the RSA key from the HSM, 

his attack is limited by the speed of RSA signatures from the HSM. 
If the HSM can do 100/second, then the attacker can control about 
40 bits of the output value with a year of computation. 

4. If the beacon incorporates external values, the attacker’s power is 
massively diminished. Assuming an external value known to the at-
tacker for only 30 hours: 

3 This might be an outsider who has compromised the beacon engine, or an insider 
with access to the engine but not the HSM or RSA keys. 
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(a) With the RSA key from the HSM, the attacker can control 40 
bits. 

(b) Without the RSA key from the HSM, the attacker can control 
23 bits. 

It is important to note that there is no way for any user to detect these 
attacks from the outside–as far as the user is concerned, the beacon is 
behaving normally, and the pulses look just like any other pulses. 

4.4 Combining Beacons 

Having multiple beacons operating at the same time gives users a choice 
of which beacon to trust. However, multiple beacons allow a user to com-
bine outputs from two or more beacons. The goal of combining beacons 
is to reduce trust in the beacon operators: if we combine pulses from 
N beacons and at least one is honest, then the resulting random value 
should be random, unpredictable, and outside anyone’s control. Instead 
of having to trust a single beacon operator, the user can end up needing 
to trust that any one of two or three operators is honest. 

Notation for talking about beacons In order to discuss combin-
ing of beacons, we need to introduce some notation: Suppose A and B 
are beacons: 
– A[T ] is beacon pulse at time T from A. 
– B[T ] is beacon pulse at time T from B. 
– B[T + 1] = next pulse, B[T − 1] = previous pulse. 
– B[T ].localRandomValue is the localRandomValue field of the pulse 

at time T from beacon B. 

Combining Beacons: What doesn’t work? A natural approach would 
be to XOR the outputValue fields from two beacons, getting 

Z ← A[T ].outputValue ⊕ B[T ].outputValue 

For simplicity, let’s suppose A is a corrupt beacon and B is an honest 
one. 
Combining the beacons even in this simple way prevents the prediction 
attack: A can’t know what random number B will produce at time T , 
so he cannot reveal the future Z to his friends. 
Unfortunately, A can still exert control over the combined output Z. A 
uses the following strategy to exert control over the bits of Z, despite 
B’s genuinely random contribution: 
1. B does a precomputation of 232 possible values of B[T ].outputValue. 
2. A sends pulse A[T ]. 
3. B observes A[T ].outputValue 
4. B chooses B[T ] to control low 32 bits of 

A[T ].outputValue ⊕ B[T ].outputValue 

. 
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This attack led us to add a new field to the beacon format: precommitmentValue. 

A[T − 1].precommitmentValue = SHA512(A[T ].localRandomValue) 

That is, A[T −1] commits to localRandomValue in A[T ]. Once a user has 
seen A[T −1], A has no choice about the value of A[T ].localRandomValue. 
Note that precommitmentValue requires that the beacon engine compute 
the value of localRandomValue one pulse in advance. 
By forcing the beacon to commit up front to the next pulse’ random 
value, we can construct a protocol for combining beacons that is much 
more secure. 

Combining Beacons the Right Way In order to combine beacons 
from A and B, the user does the following steps: 

1. Receive A[T − 1] and B[T − 1]. 
2. Verify that both pulses: 

(a) Are valid 
(b) Were received before time T 

3. Receive A[T ] and B[T ]. 
4. Verify that the precommitmentValue fields are in agreement with the 

localRandomValue fields: 

A[T ].precommitmentValue = SHA512(A[T ].localRandomValue) 

B[T ].precommitmentValue = SHA512(B[T ].localRandomValue) 

5. Compute combined value by hashing together: 
– outputValue fields from T − 1 
– localRandomValue fields from T 

Z ← SHA512(A[T − 1].outputValue k B[T − 1].outputValue 

k A[T ].localRandomValue k B[T ].localRandomValue) 

This is a somewhat more complex way of combining beacons, but the 
added complexity adds security: 

1. By incorporating A[T − 1].outputValue and B[T − 1].outputValue, 
we incorporate the external value, RSA signatures, and other secu-
rity mechanisms described above. 

2. By incorporating A[T ].localRandomValue and B[T ].localRandomValue, 
we incorporate a fresh random number from each beacon. Any hon-
est beacon will provide a completely unpredictable random value. 

3. Thanks to the precommitmentValue fields in A[T − 1] and B[T − 1], 
neither beacon can change the value of their localRandomValue fields 
after they see the random value from the other beacon. 

As long as the beacons output their values on time, the result is that 
if at least one beacon is honest, Z is random, it can’t be predicted by 
anyone before time T , and it cannot be influenced by either beacon. 
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Hitting the RESET button Combining beacons massively im-
proves security, but isn’t quite perfect–a corrupt beacon still has a very 
small amount of influence. 
Once again, suppose A is an evil beacon, and B is an honest one. The 
attack works as follows: 
1. Both beacons send out pulses for time T − 1. 
2. At T , B sends out A[T ]. 
3. A computes combined output Z. 
4. If it doesn’t like Z, it simulates a failure. 

Note that this attack follows a common pattern: simulating a failure that 
really could happen for innocent reasons. If the corrupt beacon is willing 
to do this once for a given attempt to combine beacons, then it gets a very 
small amount of influence on Z–it gets one opportunity to veto a value 
of Z it finds unacceptable. Along with massively decreasing the power 
of a corrupt beacon, this attack also forces a corrupt beacon trying to 
influence the combined output to take a visible action–it must simulate 
a failure and stop producing pulses for awhile. This is very visible to 
the user trying to combine beacon pulses, and also leaves a permanent 
record in its sequence of pulses. 

Summary: Combining Beacons 
1. Combining beacons massively decreases the scope of a corrupt beacon– 

as long as at least one beacon used is honest, the user’s security is 
massively improved. 

2. Prediction attacks become impossible–a corrupt beacon cannot re-
veal the value of a future combined value to a friend even one minute 
in advance. 

3. Influence attacks become much harder–a corrupt beacon can veto 
one combined value, but must do so in a way that is obvious and 
leaves a permanent record in the chain of pulses. 

4.5 Rewriting History 

Both the old and new beacon pulse format have two fields that make 
it impossible for a beacon operator to “rewrite history” without leaving 
permanent evidence that it has done so. 
First, each pulse has a signatureValue field, signing the pulse with a key 
for which the beacon operator has the key and certificate. Second, each 
pulse contains the outputValue of the previous pulse, in its previous 
field. Since the output value is the hash of the contents of the pulse, this 
means that a sequence of pulses forms a hash chain. 
A hash chain has the property that introducing a change anywhere in 
the chain requires changing every block after the chain. Figure 2 shows 
the hash chain (with most fields omitted for clarity) when a change is 
made to a pulse. 
The result of this is that if the beacon operator makes such a change to 
some pulse in the past, then that pulse’s output value becomes inconsis-
tent with the later pulses in the chain–pulses that users have already seen 
and stored, and that have valid signatures from the beacon operator. A 
change to any pulse leaves an inconsistency in the chain. Examining the 
chain will always detect the inconsistency. 
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4.6 Changing a pulse changes all future pulses! 
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outputValue
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outputValue
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previous
outputValue
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1/1/19 02:12

previous
outputValue*

random
1/1/19 02:13
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outputValue*

random
1/1/19 02:14
previous*

outputValue*

Fig. 2. Altering a pulse affects every future pulse in the hash chain 

The result of this is that any attempt to “rewrite history” by changing 
the value of some past pulse creates permanent evidence of the beacon’s 
misbehavior. Unfortunately, verifying that the beacon hasn’t rewritten 
history can be expensive. Consider the situation where a user know the 
value of 2022-10-04 17:35, and wants to use this to verify the value of 
2019-11-29 22:58. There are about 1.5 million pulses between these two, 
so a user wanting to do this verification would have to request 1.5 million 
pulses from the beacon, and then verify the entire hash chain. 

Skiplists An auditing step that is unworkably complex and expensive 
will seldom be done. In order to make this auditing step more efficient, 
we added several fields to the pulse format, in order to support a much 
more efficient way to verify that a given pulse has not been changed, by 
returning a sequence of pulses we refer to as a skip list. A skiplist between 
two pulses, TARGET and ANCHOR, guarantees that pulse TARGET is 
consistent with the value of pulse ANCHOR–the beacon cannot construct 
a valid skiplist if the value of TARGET has been changed. 
A hash chain used to verify the value of the pulse at 2019-11-29 22:58 
given knowledge of the value of the pulse at 2022-10-04 17:35 would 
require about 1.5 million pulses; the skiplist requires nine pulses. More 
generally, when the known (ANCHOR) pulse and the pulse to be verified 
(TARGET) are Y years apart, the skip list will be about Y + 46.5 pulses 
long on average. 
The construction of skiplists is described in detail in appendix A. 

5 Conclusions and Open Issues 

In this article, we have described the design of the new NIST beacon 
format from the perspective of minimizing the power of a beacon oper-
ator to misbehave. By adding fields to the pulse format, and defining a 
protocol for combining pulses from multiple beacons, we have massively 
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decreased the power of the beacon operators to misbehave without detec-
tion. In the case where a user can combine pulses from two independent 
beacons, he can be extremely secure from misbehavior by any one beacon 
operator. 

Attack Resources and Modifications Vulnerability 
Prediction4 

Influence5 

Rewriting History 

Original format 
No external value 
External value 
Combined pulses 

Original format 
No external, RSA key known 
No external, RSA key unknown 
External, RSA key known 
External, RSA key unknown 
Combined pulses 

Original format 

New format 

unlimited 
13 months 
30 hours 
attack blocked 

At least 47 bits 
47 bits 
32 bits 
40 bits 
23 bits 
1 bit, but attack is visible 

Permanent evidence, 
expensive verification 
Permanent evidence, 
cheap verification 

Table 1. What can an evil beacon operator do? 

Table 1 shows how various ways for the beacon to operate and be used 
affects the vulnerability of the users to attacks by a corrupt beacon op-
erator. The important points from this table are: 
1. A beacon that includes an external value enormously reduces the its 

own scope for misbehavior. 
2. Combining pulses from multiple beacons gives very high security, 

assuming at least one beacon is honest. (If all the combined beacons 
are corrupt, then it makes no difference.) 

There are two possible directions for further work: we can make changes 
to future versions of the beacon format, and we can add new recom-
mended protocols for users of the beacon. 

5.1 Improving the Beacon Format 

The influence attacks described above are computationally expensive. 
If the output value were computed using a memory-hard function de-
signed to foil password cracking attacks, such as scrypt[6] or Argon 2[2], 
these attacks would become enormously less practical. Even implement-
ing scrypt with a minimal set of hardness parameters would easily cut 
ten or more bits off the ability of an attacker to influence outputs. 
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The “hitting the RESET button” attack exploits the fact that when a 
beacon commits to its next pulse’s localRandomValue field, it can still 
refuse to disclose that. In [4], the authors propose a number of techniques 
to foil this attack, including the use of time-lock puzzles[8] for the random 
value in each pulse, and the use of “Merlin chains” to take away any 
ability for a beacon operator to simulate a failure without permanently 
shutting down the beacon. We could consider adding these to a future 
beacon format. 

5.2 Improving Protocols and Recommendations for 
Users 

A simple way for a user to protect itself from a corrupt beacon is simply 
to pre-commit to how it will use the beacon pulse at time T , and also to 
pre-commit to a secret random number kept by the user. The user reveals 
his random number at the same time the pulse is revealed, and derives 
a seed by hashing the pulse’s output value and his own random number 
together. Note that this completely blocks any influence or prediction by 
the beacon operator, assuming the user is honest. 
Instead of adding a memory-hard function to the calculation of the 
outputValue, we could also recommend using a memory-hard function 
for the computation of the final seed. By choosing the hardness param-
eters to make this seed calculation take 30 seconds on a reasonably fast 
desktop machine, the user can massively increase the difficulty of influ-
encing attacks by the beacon operator. 
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A Skiplists 

In order to support skiplists, we added four additional fields to the pulse 
format which contain the outputValue of previous pulses. (previous was 
defined in the old beacon format.) 
previous outputValue of previous pulse. 
hour outputValue of 1st pulse of hour of previous pulse. 
day outputValue of 1st pulse of day of previous pulse. 
month outputValue of 1st pulse of month of previous pulse. 
year outputValue of 1st pulse of year of previous pulse. 
By adding these fields, we ensure that instead of a sequence of pulses 
having a single hash chain, any long sequence of pulses has a huge number 
of different hash chains running through them, of varying lengths, as 
shown in figure 3. 
The algorithm for extracting a minimal chain (what we call a skiplist) is 
illustrated in figure 4. 
A more precise description of the algorithm appears in algorithm 1. 
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......

Fig. 3. A long sequence of pulses has a huge number of different hash chains 

2019-11-29 22:58

2022-10-04 17:35

2019-11-29 23:00

2019-11-29 22:59

ANCHOR: I know this pulse

1.  Step forward by minutes

2019-11-30 00:00 2.  Step forward by hours

2019-12-01 00:00

2019-11-30 00:00

3.  Step forward by days

2020-01-01 00:00 4.  Step forward by months

2021-01-01 00:00

2022-01-01 00:00
5.  Step forward by years

TARGET: I want to verify this pulse

Fig. 4. Constructing a skiplist from TARGET to ANCHOR 

In this case, the result is that instead of needing to verify a chain of 1.5 
million pulses, the user requests a skiplist of nine pulses from the beacon 
frontend, and verifies them very efficiently. If the beacon has altered 
the TARGET pulse, it will not be able to provide a valid skiplist from 
TARGET to ANCHOR. 
In general, a skiplist between a value of TARGET and ANCHOR that 
are Y years apart will be about Y + 46.5 pulses long. 
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Algorithm 1 Construct a skiplist from TARGET to ANCHOR. 
1: function make skiplist(TARGET, ANCHOR) 
2: path ← [] 
3: current ← TARGET 
4: while current< ANCHOR do 
5: path ← pp kcurrent 
6: if current is first pulse in its year then 
7: current ← first pulse in NEXT year 
8: else if current is first pulse in its month then 
9: current ← first pulse in NEXT month 
10: else if current is first pulse in its day then 
11: current ← first pulse in NEXT day 
12: else if current is first pulse in its hour then 
13: current ← first pulse in NEXT hour 
14: else 
15: current ← NEXT pulse 

16: path ← path kANCHOR 
17: return (path) 
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Abstract  We report multi-level MoTe2-based resistive 

random-access memory (RRAM) devices with switching 

speeds of less than 5 ns due to an electric-field induced 2H to 

2Hd phase transition. Different from conventional RRAM 

devices based on ionic migration, the MoTe2-based RRAMs 

offer intrinsically better reliability and control. In comparison 

to phase change memory (PCM)-based devices that operate 

based on a change between an amorphous and a crystalline 

structure, our MoTe2-based RRAM devices allow faster 

switching due to a transition between two crystalline states. 

Moreover, utilization of atomically thin 2D materials allows 

for aggressive scaling and high-performance flexible 

electronics applications. Multi-level stable states and synaptic 

devices were realized in this work, and operation of the 

devices in their low-resistive, high-resistive and intrinsic 

states was quantitatively described by a novel model.  

I. INTRODUCTION

RRAM has promises of being an emerging technology due 

to its potential scalability, high operation speed, high 
endurance and ease of process flow. However, reliable and 

repeatable operation is a potential challenge in future 

applications since switching involves the uncontrollable 
motion of individual atoms. In this work, we present a new 

switching mechanism for MoTe
2
-based RRAM. An electric 

field induces the phase transition from the stable 
semiconducting 2H phase to a more conductive 2Hd phase, 

which provides a potential path towards better stability. The 

newly formed 2H
d
 is structurally close to the 2H phase, which 

holds the promise for faster switching if compared with the 

significant migration of ions in conventional RRAM [1] or the 

amorphous-to-crystalline transition in PCM [2] (see Fig.1). 

Initial pulse measurements show impressive switching speed 
of less than 5 ns. Moreover, multi-level states can be 

programmed into the devices by applying proper set/reset 

voltages, which allows to gradually changing the device 
resistance with multiple pulses synaptic device . 

II. SWITHCHING IN MOTE2 RRAM DEVICES

Fig. 1 illustrates the advantages of this new type MoTe2-

based RRAM as compared to conventional RRAM and PCM 

due to switching by an electric-field induced phase transition. 

Fig. 2(a) shows schematically a vertical MoTe2 device. First, a 

bottom electrode Ti/Au (10 nm/25 nm) was deposited onto a 

90 nm silicon dioxide (SiO2) layer covering a highly doped 

silicon wafer. Next, MoTe2 (2D Semiconductor) layers were 

exfoliated onto this electrode using standard scotch tape 

techniques, followed by thermal evaporation of 55 nm SiO2 

insulating layer. The device fabrication was finished by the 

deposition of a Ti/Ni (35 nm/50 nm) top electrode.  Different 

from previously reported CVD grown 2D material based 

RRAM devices [3,4] whose operation is mediated by 

uncontrollable defects/grain boundaries in the device structure, 

our active material is a single-crystalline layer, where the 

observed RRAM behavior is due to the intrinsic properties of 

MoTe2. Fig. 2(b) shows an AFM image of a MoTe2 vertical 

device. The active region is about 0.1 m
2
. Fig. 3(a) displays 

I-V curves of a pristine device, the device forming process and

successive cycling through its high resistive state (HRS) and

low resistive state (LRS). Stable and reproducible bipolar

RRAM behavior was observed. Fig. 3(b) shows the I-V curves

for MoTe2 devices with different layer thicknesses, and Fig.

3(c) summarizes how the forming and set voltages scale with

the MoTe2 layer thickness.

Thermoreflection microscope images were acquired to 
map the location of the filament on the device after forming. 
Surface temperature maps with 50 mK temperature resolution 
and submicron (diffraction limited) spatial resolution can be 
acquired within a few minutes [5]. Fig. 4(a) and (b) show self-
heating hotspots on the nickel electrode surface superimposed 
with optical images for two representative devices, indicating 
the position of the filaments. The occurrence of a single 
hotspot for each device with characteristic hotspot full-width-
at-half-maximum of ~ 200 nm is consistent with joule self-
heating from a source as small as a MoTe2 filament. In six out 
of eight devices imaged the hotspot was located at the edge or 
corner of the active region as can be seen in Fig. 4(a) and (b). 
We speculate that this preferential occurrence is a result of 
stronger electric fields at sharp  topological features due to 
patterning during the fabrication that enhances the filament 
formation. Fig. 4(c) shows the calibrated temperature change 
map for the hotspot in device (b). The detected temperature 
change on the filament portion is ~ 15 K.   

In order to understand the filament formation mechanism 
in MoTe2, scanning transmission electron microscopy (STEM) 
of cross-sectional samples was utilized. As Fig. 5 shows, in 
the LRS, a distorted 2Hd phase was identified in the regions 
extending vertically throughout the MoTe2 layer. The 2Hd 

phase was identified as a distorted modification of the 2H 
structure  a transient state with atoms displaced to the sites of 
a lower symmetry, but still within atomic arrangements of the 
2H structure. A detailed analysis of the structure can be found 
in ref. [6]. Fig. 6 shows an energy dispersive spectrometry 
(EDS) scan along the filament region of a device in its LRS. 
Almost no Ti and Au signals were detected within the filament, 
which  in particular when also considering the unavoidable 
ion-milling contamination during FIB sample preparation  
implies that the switching mechanism is not related to the 
migration of metal ions.  To further confirm this point, 
graphene was used to replace the metal top and bottom 
electrodes. Fig. 7 shows the  bipolar RRAM behavior 
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observed here in a Graphene-MoTe2-Graphene device. Note 
that this is the first demonstration of an entirely 2D materials-
based RRAM. Based on previous studies [7], graphene is a 
good diffusion barrier for metal ions. This 2D RRAM 
excludes completely the possibility of migration of metal ions 
as a source for the resistive switching observed by us. Based 
on these results, an electric-field induced phase transition from 
2H to a more conductive 2Hd

 
state is believed to be 

responsible for the RRAM behavior in vertical MoTe2 devices. 

III. A PHYSICAL MODEL

To fully understand the vertical transport through the 

pristine, LRS and HRS states in MoTe2 devices and to explore 

the properties of the new 2Hd phase, a physical model was 

constructed. The barrier height 2H and 2Hd shown in figure 

8(a) were extracted by utilizing the numerical model from ref. 

[8]. In this model, two different transport mechanisms are 

considered: thermal diffusion at low voltages and Fowler-

Nordheim (FN) tunneling at higher voltages, as illustrated for 

a pristine data set in Fig. 8(b). In our model the 2H phase has a 

larger barrier height than the 2Hd phase as evident when their 

current values in the low voltage range are compared. An 

excellent fit can be obtained for the pristine I-V characteristics 

(Fig. 8(b)), as well as for the LRS and HRS (Fig. 8(c)) by 

employing the band diagrams and parameters shown in Fig. 

8(a). In the pristine state, the MoTe2 is in its 2H phase with a 

large barrier height of 2H = 0.38 eV.  On the other hand, in 

the LRS, a filament of 2Hd was created through the setting 

process with an extracted barrier height of 2Hd  0.07 eV. 

The HRS is characterized by formation of the 2H/2Hd  

heterojunction due to rupture of the 2Hd filament during the 

reset process. The thickness of newly formed 2H segment in 

the filament can be estimated to be ~ 1.8nm. Thus, the 

simulation results are consistent with the notion that a new 

semiconducting 2Hd state with a smaller barrier height is 

formed during the set process that is responsible for the higher 

conductivity of the LRS compared with the HRS. 

IV. PERFORMANCE STUDY AND PULSE MEASUREMENTS

A. Performance study

Fig. 9 illustrates the pulse switching behavior in MoTe2

based RRAM devices.  The pulse width is 80 s. By applying 

set/reset pulses, the device can switch between the LRS and 

HRS. Fig. 9(c) shows the read out current per cycle in the 

LRS and HRS. Fig. 9(d) is a retention measurement. All 

performance studies indicate stable and reproducible RRAM 

behavior.  

B. Pulse measurements

To test the switching speed of our MoTe2 RRAM devices,

the experimental measurement setup shown in the inset of 

Fig. 10(b) was utilized. The current through the device was 

measured using a 50  termination at the oscilloscope [9]. 

Note that no current compliance was used in this setup. The 

switching was controlled by varying the pulse width or pulse 

amplitude. A current and voltage versus time (t) plot of one 

such SET operation is shown in Fig. 10(a). The full width at 

half max (FWHM) of the applied voltage pulse is 5 ns. Fig. 

10(b) shows the same data as in Fig. 10(a) but plotted as the 

current versus voltage. This clear change in resistance during 

the 5 ns voltage pulse is further evidence that the switching 

speed in MoTe2 based RRAM is less than 5 ns. 

The devices were reset (switched OFF) using negative 

pulses. Multiple pulses were required for a gradual reset 

process. Fig. 10(c) shows 10 pulses used to reset the device. 

Current versus voltage plots of cycle 1 (1
st
 pulse), cycle 5 (5

th
 

pulse) and cycle 10 (10
th

 pulse) are shown in Fig. 10(d). The 

gradual resistance change is a desirable feature for 

neuromorphic computing. Fig. 11 shows the characteristics of 

a device that was programmed by a series of positive pulses 

(1.1 V, 80 s) followed by a series of negative voltage pulses 

(-1.2 V, 80 s). The resistance of the MoTe2 device gradually 

decreased and increased, which is similar to the potentiation 

and depression of biological synapses.  

By carefully tuning the set/reset voltages, multi-level 

states can be programmed into the devices. Fig. 12(a) shows 

stable resistive states after various short (80 s) and long (560 

s) voltage pulses that were read at a 0.2 V level. Long pulses 

result in a more substantial change (training) of the resistive 

state of the system. Fig. 12(b) shows the switch on/off 

behavior in each state. All the pulse measurements hint at an 

additional application space of this class of vertical TMD 

devices in the realm of neuromorphic computing. 
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Fig. 1. Highlight features of the MoTe2 based RRAM. 

 

Fig. 4.(a-b) Thermoreflectance images showing the location of the filament. The 

scale bar is 5 m. (c) The calibrated temperature change map for the filament in the 
device (b). 

Fig.5. (a) HAADF-STEM image showing the cross-section of a MoTe2 

device. Higher magnification HAADF image from the region defined by 
the blue/red box in (a) showing (b) 2H and (c) a distorted structure (2Hd) 

taken along the [110]2H zone-axis. (d) Corresponding nano-beam 

diffraction pattern taken from the distorted 2Hd area. 

Fig. 7. (a) Schematic and (b) optical images of a Graphene-MoTe2-Graphene device. 
(c) I-V curve of the RRAM device in (b).

 Fig. 3. (a) I-V curves of a 24 nm MoTe2 
device with an active area of 330 nm x 

500 nm. 40 cycles are shown in the grey 

line curves. Current compliance is set to 

400 A. (b) I-V curves of vertical 

MoTe2 RRAM devices from 6 nm, 10 

nm, and 15 nm MoTe2 layers with active 
areas of 502 nm x 360 nm, 522 nm x 

330 nm and 500 nm x 330 nm 

respectively. (c) Forming/Set voltage 

values scale with the MoTe2 thickness. 

Fig. 2. (a) Schematic diagram of a vertical metal/MoTe2/metal device.  
(b) AFM image of a vertical MoTe2 device.

Fig. 6. EDS line-scan analysis of the filament region of a device in its 
LRS. Little Ti/Au signals were detected in the filament region due to ion-

milling contamination during sample preparation. 
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Fig. 12. (a) Multiple stable states of a device after various set and reset voltage 

pulses had been applied. Read out occurs at a voltage of 0.2 V. Every state is 

characterized by 15 subsequent read outs. A short pulse (80 s) and longer 

pulse (560 s) of a reset voltage of -1.7 V result in different changes of the 

resistance. (b) Multi-level characteristics of a vertical MoTe2 device. Each level 

exhibits stable switch on/off at set/reset voltages of 1.7 V and -1.4 V 
 

The inset figure is the zoom-in of the red dashed part.    

Fig. 11. Synaptic device from an MoTe2 RRAM. 

Fig. 9. (a) DC characteristic of a 7 nm thick MoTe2 layer RRAM device.  

(b) shows the various current levels after pulse switching. (c) Current versus 

cycle in the LRS and HRS at a read voltage of 0.3 V. Current compliance is

set to 400 A. (d) Retention of the HRS and LRS for a 15 nm thick MoTe2

RRAM device. Current compliance is set to 1.2 mA.

 Fig. 10. (a) I/V vs. time plot showing switching of the device within a 5 ns 

voltage pulse. (b) I-V plot of the data shown in (a) to show the change in 
resistance during the applied pulse. The inset figure displays the experimental 

setup for the pulse measurement. (c) I/V vs. t plot of 10 reset pulses. (d) I-V 

plot of data plotted in (c) of pulses 1, 5 and 10.  

Fig. 8. (a) Schematic band diagrams of the RRAM in its various states.  

(b) Experimental and simulation data of a pristine device. (c) Experimental and 

simulation data for the LRS, HRS and pristine state. 
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ABSTRACT 

We demonstrate optical and electrical property enhancement of solar cells using a variety of dielectric nano-resonator 
array coatings. First, we study close-packed silicon dioxide (SiO2) nano-resonator arrays on top of silicon (Si) and 
gallium arsenide (GaAs) solar cells. From macroscale measurements and calculations, we find that absorptivity of solar 
cells can be improved by 20 % due to the resonant couplings of excited whispering gallery modes and the thin-film 
antireflection effect. Next, we image photocurrent enhancement at the nanoscale via near-field scanning photocurrent 
microscopy (NSPM). Strong local photocurrent enhancement is observed over each nano-resonator at wavelengths 
corresponding to the whispering gallery mode excitation. Finally, for better optical coupling to solar cells, we explore 
hybrid nano-resonator arrays combining multiple materials such as silicon dioxide, silicon nitride, and titanium dioxide. 
Due to higher number of photonic modes within such hybrid coatings, absorptivity is enhanced by more than 30 % in a 
Si solar cell.  

Keywords: Antireflection coatings, nanospheres, nanoresonators, whispering gallery modes, absorptivity enhancements, 
photocurrent enhancements, near-field scanning optical microscopy (NSOM), near-field scanning photocurrent 
microscopy (NSPM) 

1. INTRODUCTION
Innovative nanoscale light management schemes have been introduced in order to make cost-effective photovoltaics 
(PVs) [1]-[10]. Among various approaches, light management using arrays of dielectric nano-resonators has been 
considered a promising route to significantly increase light absorption and power conversion efficiency of solar cells due 
to several positive aspects. This method does not require direct surface patterning of active materials, and therefore the 
open circuit voltage remains intact. Furthermore, this method is relatively cheap. However, there are some other factors 
that still need to be addressed to apply such light management technique to commercial PVs. First, as only macro-
/microscale characterizations have been made so far, clear demonstration of nanoscale optical coupling and photocarrier 
collection is still lacking. Second, the best performance of such antireflection coating lags that of the conventional thin-
film antireflection technology. Third, research has been conducted in application to a few specific materials, and the 
versatility of this approach remains unclear. 

To address the aforementioned issues, we demonstrate the nanoscale optical coupling and photocurrent enhancement 
with dielectric nano-resonators atop various solar cell materials (e.g., Si and GaAs). To examine nanoscale 
optoelectronic responses, we employ a near-field scanning photocurrent microscopy technique. By utilizing an atomic 
force microscopy (AFM) probe with an attached optical fiber, we measure local photo-response of solar cells [11]-[13]. 
While the probe makes a raster scanning, topography and photocurrent of samples are obtained at the same time. 
Correlating with other characterization techniques, we find that the combination of a thin-film interference effect and 
resonant coupling of whispering gallery modes improves solar cells by more than 20 %. We also suggest novel hybrid 
nano-resonator arrays composed of various materials (e.g., SiO2, silicon nitride (Si3N4), and titanium dioxide (TiO2)) that 
can surpass the conventional thin-film-based antireflection technologies.  
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2. RESULTS AND DISCUSSION 
We deposit close-packed 700 nm SiO2 nano-resonators as antireflection coatings atop Si and GaAs solar cells to improve 
their optical and electrical properties. Nano-resonators are deposited by a Meyer-rod rolling technique [11], [12], [14]. 
By adjusting either a concentration of suspension containing SiO2 nano-resonantors or the size of a Meyer-rod, a 
monolayer coating can be made. Deposited nano-resonators have a finite variation of diameters: 697 nm ± 80 nm. We 
measure light absorptivity enhancement with such nano-resonators (see Fig. 1a and d). Absorptivity enhancement is 
determined by comparing light absorption with nano-resonators with light absorption of bare samples. We also 
determine absorptivity enhancement from finite-difference time-domain (FDTD) calculations (see Fig. 1b and e). 

Enhanced light absorption is observed with 700 nm SiO2 nano-resonators in macroscopic measurements and FDTD 
calculations. While mostly broadband features are visible in the measurements, both broadband and narrowband features 
are clearly shown in the calculations. The broadband features can be explained by the thin-film interference effect. We 
model a thin-film layer atop Si and GaAs substrate and determine how this layer affects optical responses (see Fig. 1c 
and f). The thin-film layer has an effective refractive index varying in vertical position to mimic the properties of the 
close-packed SiO2 nano-resonators: the effective refractive index of the film is calculated by averaging refractive indices 
of air and SiO2 according to the geometric fraction of two materials in close-packed configurations [11], [12]. The thin-
film model effectively describes broadband absorptivity enhancement observed in the experiments and calculations.  

 
Figure 1. Absorptivity enhancements determined by macroscopic optical measurements for (a) a Si solar cell and (d) a GaAs 
solar cell with deposited SiO2 nano-resonators with a mean diameter of 697 nm and a standard deviation of 80 nm. 
Absorptivity enhancements determined by FDTD calculations for (b) a Si solar cell with close-packed 700 nm SiO2 nano-
resonators, (c) a Si solar cell with a 700 nm thick thin-film layer, (e) a GaAs solar cell with close-packed 700 nm SiO2 nano-
resonators, and (d) a GaAs solar cell with a 700 nm thick thin-film layer. 

Narrowband features can be explained by the excited whispering gallery modes within nano-resonators. We calculate the 
electric field intensity profiles at wavelengths where significant absorptivity enhancement is observed (see Fig. 2). 
Electric field profiles at wavelengths of 635 nm and 798 nm (marked with number 3 and 4) under transverse magnetic 
(TM) incident polarization show strong confined optical modes within nano-resonators. They are the excited whispering 
gallery modes responsible for the narrowband absorptivity enhancement at the corresponding wavelengths. However, 
such enhancement is barely seen in the macroscopic measurement due to the size variation of the nano-resonators [11], 
[12]. Repeated readings under identical conditions yields maximum measurement variation less than 1 % [11], [12]. 

Excited whispering gallery modes can be tuned by the size of nano-resonators (see Fig. 2). They are either blue- or red-
shifted as the size of nano-resonators become smaller or larger: the excited whispering gallery modes at the wavelengths 
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of 635 nm with 700 nm nano-resonators (marked with number 3) appear at the wavelength of 455 nm for 500 nm nano-
resonators (marked with number 1) and at the wavelength of 906 nm for 1000 nm nano-resonators (marked with number 
5), and the modes at the wavelength of 798 nm with 700 nm nano-resonators (marked with number 4) is reproduced at 
the wavelength of 573 nm for 500 nm nano-resonators (marked with number 2).  

 
Figure 2. Absorptivity profile of a Si solar cell with close-packed 500 nm (red), 700 nm (blue), and 1000 nm (green) nano-
resonators. Inset: electric field profile intensity profiles show excited whispering gallery modes at corresponding 
wavelengths under TM incident polarization (see matched number in absorptivity profiles). Scale bars are 250 nm. 

Despite the marked enhancement with such nano-resonators, however, there is no clear experimental evidence 
confirming the narrowband features that originate from the whispering gallery modes. Only broadband features are seen 
in macroscale measurements. Therefore, we perform nanoscale photocurrent measurements using near-field photocurrent 
microscopy (NSPM) to experimentally demonstrate the photo-response enhancement induced by the excitation of 
whispering gallery modes.  

 
Figure 3. (a) An SEM image showing an area selected for NSPM measurements. Nano-resonators with numbers 2, 3, 4, and 
7 have their size of ≈ 700 nm, and nano-resonators with numbers 1, 5, and 6 have their size of ≈ 750 nm. Both (b) 
topography and (c, d) photocurrent images are simultaneously obtained during the NSPM measurements. Photocurrent 
enhancement (c) at a wavelength for the excitation of whispering gallery modes and (d) at an off-resonance wavelength. 
Scale bars are 1 µm. 
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During the NSPM measurements, both topography and photocurrent of the sample are simultaneously obtained from the 
selected area of a GaAs solar cell with seven nano-resonators (see Fig. 3). Photocurrent enhancement is determined by 
normalizing the measured photocurrent to the photocurrent obtained in a bare area. NSPM measurements are performed 
at a resonant wavelength (λ = 635 nm) and an off-resonance wavelength (λ = 850 nm) that are found from the FDTD 
calculations (see Fig. 1b, e, and Fig. 2). A value of photocurrent enhanced by more than 30 % is measured over nano-
resonators with the diameter ≈ 700 nm at the wavelength of the excitation of whispering gallery modes (λ = 635 nm), 
and the enhancement is smaller as the size deviates from 700 nm. At an off-resonance wavelength (λ = 850 nm), no 
specific photocurrent enhancement is detected with such nano-resonators. 

As the optical resonances depend on the size of nano-resonators (Fig. 2), it is necessary to find an optimal size that can 
offer the maximum light absorption averaged across the solar spectrum. We first determine how different diameters 
affect the absorptivity peaks on a Si solar cell (see Fig. 4a). As previously discussed, in larger nano-resonators the 
resonance peaks shift to the longer wavelengths. For nano-resonators with diameters larger than ≈ 700 nm, second order 
resonance peaks are observed at shorter wavelengths. Next, we determine the current densities weighted with air mass 
1.5 global (AM1.5G) solar spectrum. The second order peaks contribution results in the higher photocurrent densities as 
the diameter increases (see Fig. 4c). Based on Fig. 4c, we conclude that the optimal diameter of SiO2 nano-resonators for 
a Si solar cell is ≈ 940 nm, where we calculate the highest AM1.5G solar spectrum-weighted photocurrent density, ≈ 31 
mA/cm2.  

 
Figure 4. Absorptivity with nano-resonators can vary depending on (a) the size or (b) the refractive index of materials. 
Corresponding solar spectrum-weighted current densities also vary depending on (c) the size or (d) the refractive index of 
materials. 

Alternatively, the optical resonances can be tuned by the refractive index of materials for nano-resonators [12]. To find 
the optimal refractive index, we fix the size of nano-resonators to 500 nm. Then, the optimal refractive index 
corresponding to the highest AM1.5G solar spectrum-weighted photocurrent densities is ≈ 2.1. This value is about the 
same as the refractive index of Si3N4, the optimal material for a single layer thin-film antireflection coating at the air-Si 
interface. 

Despite the marked photo-response enhancement with nano-resonators, the maximum achievable enhancement still lags 
behind thin-film-based antireflection technologies. To further improve optical responses, we suggest novel hybrid arrays 
of nano-resonators that are composed of three different materials. We combine nano-resonators made of SiO2, Si3N4, and 
TiO2 to excite more photonic resonance modes within the arrays [12]. This results in the photo-response enhanced by 
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more than 30 % compared to a bare cell, surpassing the maximum achievable enhancement with a single layer thin-film 
antireflection coating (e.g., ≈ 80 nm thick Si3N4 thin-film atop a Si solar cell). Table 1 summarizes the enhancement 
values expected from each type of nano-resonators-based antireflection coating atop a Si solar cell. 

Table 1. Solar spectrum-weighted current density and its enhancement from a bare Si solar cell for each type of nano-
resonators-based antireflection coating 

Antireflection coating type on a Si solar cell Solar spectrum-
weighted current 
density (mA/cm2) 

Enhancement 
from a bare Si 
solar cell (%) 

Bare Si (without an antireflection coating) 27.7  - 

500 nm SiO2 nano-resonators 29.2 5.4 

700 nm SiO2 nano-resonators 30.2 9.0 

1000 nm SiO2 nano-resonators 30.9 11.6 

500 nm Si3N4 nano-resonators 34.9 26.0 

500 nm TiO2 nano-resonators 29.5 6.5 

Mixed combination of 500 nm SiO2, TiO2, and 
Si3N4 nano-resonators (equally distributed) 

36.2 30.7 

 
 

3. CONCLUSIONS 
Various dielectric nano-resonators-based antireflection coatings have been introduced. With SiO2 nano-resonator arrays 
placed atop a Si substrate, significant absorptivity enhancement is observed due to the combined effect of the excited 
whispering gallery modes and the thin-film interference. The spectrum of the whispering gallery modes is tunable by the 
diameter of SiO2 nano-resonators. The effect of refractive index of nano-resonators on optoelectronic properties is also 
investigated. Finally, novel configurations of hybrid arrays made of SiO2, Si3N4, and TiO2 nano-resonators are 
introduced. The arrays show substantial absorptivity and photocurrent enhancements due to larger number of resonant 
and photonic modes. The use of dielectric nano-resonator arrays as antireflection coatings can reduce the cost and/or 
improve efficiency of solar cells, as these coatings do not require either surface patterning or complicated fabrication 
processes. 
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ABSTRACT  

Photocurrent generation of methylammonium lead iodide (CH3NH3PbI3) hybrid perovskite solar cells is observed at the 
nanoscale using near-field scanning photocurrent microscopy (NSPM). We examine how the spatial map of photocurrent 
at individual grains or grain boundaries is affected either by sample post-annealing temperature or by extended light 
illumination. For NSPM measurements, we use a tapered fiber with an output opening of 200 nm in the Cr/Au cladded 
metal coating attached to a tuning fork-based atomic force microscopy (AFM) probe. Increased photocurrent is observed 
at grain boundaries of perovskite solar cells annealed at moderate temperature (100 °C); however, the opposite spatial 
pattern (i.e., increased photocurrent generation at grain interiors) is observed in samples annealed at higher temperature 
(130 °C). Combining NSPM results with other macro-/microscale characterization techniques including electron 
microscopy, x-ray diffraction, and other electrical property measurements, we suggest that such spatial patterns are 
caused by material inhomogeneity, dynamics of lead iodide segregation, and defect passivation. Finally, we discuss the 
degradation mechanism of perovskite solar cells under extended light illumination, which is related to further 
segregation of lead iodide. 

Keywords: Perovskite, grain boundaries passivation, near-field scanning optical microscopy (NSOM), near-field 
scanning photocurrent microscopy (NSPM), nanoscale measurement, lead iodide, light-induced degradation, degradation 
mechanism 

 

1. INTRODUCTION  
Finding ways to make cost-effective photovoltaics (PVs) is one of the most significant tasks to address current societal 
issues, such as the greenhouse effect, air pollution, exhaustion of traditional energy sources, etc. Tandem photovoltaics 
have been intensively investigated in order to achieve high power conversion efficiency [1], [2]. However, such cells are 
still costly and limited by materials selection. Also, they require complicated fabrication processes preventing their 
commercialization as cost-effective energy sources. Nanophotonic engineering has also been extensively studied to 
increase cost-effectiveness of photovoltaics. High power conversion efficiencies have been observed with low-cost, 
environmentally-friendly, and earth-abundant nano-materials (e.g., micro-/nanosize cellulose fibers, nanosize glass 
beads, etc.), with reported improvement of more than 20 % over bare cells [3]-[6]. However, more studies of durability 
(both mechanical and environmental) are still needed to fully commercialize such approaches [7]. 

Perovskite solar cells have attracted significant interest in the PV research community due to their easy fabrication 
process, low-cost, and the surprisingly fast progress of power conversion efficiency. Currently, the efficiency of the best 
perovskite solar cell is comparable to that of traditional multi-crystalline semiconductor-based PVs (e.g., cadmium 
telluride, silicon, etc.) [8], [9]. However, perovskite solar cells also have multiple instability (e.g., degradation, 
hysteresis, etc.) issues driven by several environmental factors, such as light illumination, humidity, temperature, etc. 
Such issues have impeded the broad deployment of perovskite solar cells as commercial PVs. Therefore, the origin of 
the instability should be further examined. Other unknown factors contributing to the degradation should be identified, 
and potentially hazardous side-effect should also be addressed as this technology involves toxic materials (e.g., lead).  

Multiple characterization techniques have been applied to understand in-depth compositional/structural properties and  
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operational principles of perovskite solar cells [10]–[12]. However, to fully understand the operational principles and/or 
the causes of the aforementioned instability, detailed studies should be made at the nanoscale, where photo-excited 
carrier generation and collection actually take place. 

In this work, we investigate photocurrent generation and collection of perovskite solar cells at the nanoscale using a 
near-field scanning photocurrent microscopy (NSPM) technique. We observe opposite carrier collection spatial patterns 
related to the post-annealing temperature of samples. The nanoscale measurement is correlated with other macro-/micro 
characterization techniques, such as x-ray diffraction, electron microscopy, current density-voltage measurement, etc. 
Based on the combined characterizations, we attribute the different nanoscale behavior to the dynamics of lead iodide 
(PbI2) segregation and defect passivation. Finally, we also discuss how an extended light illumination causing the cell 
degradation affects the microstructure and the local carrier collection. 

 

2. RESULTS AND DISCUSSION 
We fabricate perovskite solar cells and characterize their properties at the macro- and nanoscale. We employ a two-step 
spin-coating method to deposit methylammonium lead iodide perovskite layer (CH3NH3PbI3, MAPbI3 hereafter) on a 
hole transport layer made from nickel oxide (NiOx). The hole transport layer is coated on an indium tin oxide (ITO) 
substrate. An electron transport layer is made from [6,6]-phenyl C61 butyric acid methyl ester (PCBM), and a 120 nm 
thick silver (Ag) contact is formed atop the PCBM layer for carrier extraction. The cross-sectional scanning electron 
microscopy (SEM) image of the fabricated sample is shown in Fig. 1a. 

 
Figure 1. (a) A cross-sectional SEM image showing the structure of the fabricated perovskite solar cell. Scale bar is 250 nm. 
(b) Cross-sectional SEM images showing the perovskite layers annealed at 100 °C (top) and 130 °C (bottom), respectively. 
Scale bars are 250 nm. (c) X-ray diffraction patterns (#: PbI2, *: MAPbI3) and (d) current density-voltage curves for samples 
annealed at 100 °C (blue) and 130 °C (red), respectively. 
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We applied two different post-annealing temperatures, 100 °C and 130 °C, to form crystalline structures. Depending on 
the annealing temperature, we observe different microstructure of lead iodide (PbI2) within the samples (see SEM 
images in Fig. 1b). In the sample annealed at higher temperature (130 °C), we find distinct and bright spots at grain 
boundaries (see spots marked with yellow dotted circles). They can be identified as PbI2 crystallites due to their low 
conductivity and the accumulation of electrons during SEM imaging processes. However, the distribution of PbI2 is 
relatively uniform across the sample that is annealed at moderate temperature (100 °C) and no significant PbI2 
crystallites are found. 

Despite the different distribution of PbI2 crystallites, both samples have similar intensities of PbI2 lines in x-ray 
diffraction patterns (see Fig. 1c). The intensities of perovskite (i.e., MAPbI3) lines are also similar. Current density-
voltage (J-V) characteristics show both higher current density and voltage in the sample annealed at 100 °C (see Fig. 1d). 
This corresponds to 14.65 % higher power conversion efficiency for this sample (16.98 % vs. 14.81 %). Repeated 
measurements under identical conditions yield maximum variation of less than 1 % [13]. 

 
Figure 2. (a) A picture showing the NSPM probe. (b) A schematic describing the NSPM measurement technique. (c) Time 
dependent environmental factors (temperature and relative humidity) inside the AFM chamber when NSPM measurements 
are performed. (d) Line scan profiles of NSPM measurements near the Ag electrode of the sample. 

To shed light on the role of the post-annealing, we investigate photovoltaic operation at the nanoscale where photo-
excited carrier generation and collection take place. We employ a near-field scanning photocurrent microscopy 
technique to image photocurrent. In this measurement, a tuning fork-based non-contact mode atomic force microscopy 
(AFM) probe is used. A multimode optical fiber is attached to the probe to locally illuminate the samples [13]–[15]. The 
end of the optical fiber is coated with metal (20 nm of Cr and 200 nm of Au) and has ≈ 200 nm output hole for photon 
injection (see Fig. 2a). The other end of the optical fiber is connected to a bench top diode laser (a wavelength of 635 nm 
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or 780 nm) via a FC/PC connector. The NSPM probe has a spring constant of 15 N/m at a resonance frequency of ≈ 35 
kHz.  

For NSPM measurements, perovskite solar cells are placed onto a piezo stage within an AFM system. As the NSPM 
probe makes a raster scanning, topography and photocurrent signals are obtained at the same time (see Fig. 2b). To 
amplify the detected signals, a variable-gain low-noise amplifier is used with a gain of 107 A/V, and the amplified 
photocurrent is then detected by a lock-in technique. We keep the distance between the NSPM probe and the top surface 
of the perovskite solar cell at ≈ 10 nm during the measurements.  

 
Figure 3. (a) NSPM images on the first set of samples annealed at 100 °C and 130 °C. Measurements are performed at a 
wavelength of 635 nm. (b) NSPM images on the second set of samples annealed at 100 °C and 130 °C. Measurements are 
performed at two different wavelengths: 635 nm and 780 nm. Scale bars are 500 nm. 

During all measurements, environmental factors within the AFM chamber that can affect the cell operation (e.g., relative 
humidity and temperature) are accurately controlled (see Fig. 2c). NSPM measurements are performed near Ag contacts 
to increase signal to noise ratio (SNR). To find measurement areas that offer maximum SNRs, we first perform line 
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scans near the boundary between the Ag contacts and the PCBM layer. NSPM measurements are then carried out at the 
areas of maximal signal (see Fig. 2d). While performing NSPM measurements, laser power is optimized to maintain 
high enough SNR while avoiding sample degradation. Three repeated line scan profiles in Fig. 2d confirm no undesired 
light-induced sample degradation during the NSPM measurements. 

A clear spatial pattern contrast is observed in NSPM images of samples annealed at two different temperatures (see 
results for first set of samples in Fig. 3a). Measurements are performed at a wavelength of 635 nm where the sun spectral 
irradiance is near maximum. In the sample annealed at 100 °C, higher photocurrent is generated and collected at grain 
boundaries. Meanwhile, the opposite spatial pattern is observed in the sample annealed at 130 °C: higher photocurrent at 
grain interiors and lower photocurrent at grain boundaries. Note that the photocurrent contrast is not caused by the 
thickness variation. Significant variation of photocurrent (more than 20 %) is observed with a limited height variation (≈ 
10 nm) corresponding to less than 2.5 % variation in the absorber thickness. The increased photocurrent collection at 
grain boundaries of the sample annealed at 100 °C can be explained by the beneficial role of PbI2 passivation [13], [16]. 
As the annealing temperature increases to 130 °C, however, more structural and functional changes from MAPbI3 to PbI2 
takes place, forming distinguishable PbI2 crystallites at grain boundaries, as confirmed by the SEM image in Fig. 1b. The 
segregated PbI2 phase leads to an increased carrier recombination at grain boundaries, and therefore grain boundaries 
become less efficient carrier collectors for this sample. NSPM measurements of another set of samples at two different 
wavelengths: 635 nm and 780 nm (see Fig. 3b) confirm such behavior. Measurements at a wavelength 780 nm are 
additionally performed to observe the nanoscale photo-excited carrier generation and collection near the bandgap of the 
active material (i.e., perovskite) with light penetrating deeper in the absorber. 

We also conduct NSPM measurements to understand the mechanism behind the instability and degradation of perovskite 
solar cells under normal light illumination. NSPM measurements are conducted in the multiple stages of the light-
induced degradation process under extended light illumination (AM1.5G 0.1 sun, ≈ 25 % relative humidity in air at room 
temperature). We find that the degradation patterns under continuous light illumination proceed in different ways in two 
different samples. In the sample annealed at 100 °C, we observe suppressed carrier collection at some grain boundaries. 
More structural and compositional transformation from MAPbI3 to PbI2 occurs under the continuous light illumination, 
and the positive role of lead iodide passivation at such grain boundaries fades away. This seriously affects the overall 
performance of this sample, leading to rapid degradation of the photovoltaic properties under an extended light 
illumination. However, grain interiors remain the dominant carrier collection paths for the sample annealed at 130 °C 
regardless of the light illumination time. This results in a more robust behavior of this sample under an extended light 
illumination. In summary, the sample annealed at 130 °C is more robust under extended light illumination, and such 
behavior is closely related to the segregation of PbI2 crystallites at grain boundaries. 

 

3. CONCLUSIONS 
We investigate nanoscale photo-excited carrier generation and collection of methylammonium lead iodide perovskite 
solar cells. Combining the results from nanoscale NSPM photocurrent measurements with other characterization 
techniques, we reveal the carrier dynamics, the role of lead iodide, the effect of sample preparation temperatures at the 
macro-/nanoscale. Enhanced photo-excited carrier collection is observed at grain boundaries in the sample annealed at 
100 °C, while significantly higher photocurrent is measured at grain interiors in the sample annealed at 130 °C. Such 
spatial patterns are related to the material inhomogeneity and the dynamics of lead iodide segregation. We also suggest 
the degradation mechanism of perovskite solar cells under extended light illumination based on the results from NSPM 
measurements. The structural and compositional changes in perovskite layer under extended light illumination suppress 
the beneficial role of grain boundaries in the sample annealed at 100 °C. 
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Abstract. The current standard backing material used for ballistic resistance testing of body armour, Roma Plastilina 
No. 1 (RP1), is known to exhibit complex thermomechanical behavior under actual usage conditions. Body armour 
test standards that specify RP1 often establish a performance requirement for the RP1 before it can be used.  To meet 
this requirement, RP1 most likely must be temperature conditioned.  This conditioning step adds to the complexity of 
the test and introduces temperature-time variables into the test, which serve as incentives for finding potential 
alternative materials that perform similarly at room temperature.  To achieve the goal of replacing the current standard 
backing material, the U.S. Army Research Laboratory (ARL) and U.S. Army Aberdeen Test Center (ATC) have taken 
the lead to develop a family of room-temperature backing materials that exhibit dynamic properties that are consistent 
and similar to temperature-conditioned RP1.  These candidate materials, named ARTIC, have fewer components than 
the RP1 clay.  The research at NIST focuses on rheological characterization and thermal analysis of these next-
generation backing materials to understand structure-property relationships and compare to the current RP1.  In this 
work, we show that ARTIC materials exhibit minimal temperature dependence of mechanical properties and 
consistent thermal properties over a wide temperature range. 
 
 
1. INTRODUCTION  
 
Roma Plastilina No. 1 (RP1) is a manufactured oil-based clay that was chosen by both the National Institute 
of Justice (NIJ) and the U.S. Army as the standard backing material for ballistic resistance testing of body 
armour [1-3].  Body armour is tested by placing the armour against a backing material, also known as a 
ballistic witness material (BWM).  After a ballistic impact, evaluation of the armour’s performance is based 
on assessing perforation of the armour and deformation depth of the backing material.  RP1 clay is primarily 
a sculpting clay that is a multicomponent, multiphase formulation composed of oils, waxes, and clay 
minerals with additives.  Unfortunately, over the decades since RP1 was first adopted as the standard, 
changes have been made to the RP1 formulation by the clay manufacturer.  Those changes were not driven 
by BWM performance requirements, but to meet the demands of other users, primarily from artist 
communities.  As a result, newer versions of RP1 are stiffer at room temperature than the original RP1 
selected by NIJ and the Army.  In order to meet the specifications, ballistics researchers and practitioners 
must now thermally condition the material prior to use, which involves heating RP1 to approximately 40 
°C or higher. 
 
A dynamic test procedure to verify that clay can be used for ballistic testing of body armour is called a 
“drop test”, which involves dropping an impactor of specified mass and geometry from a specified height 
onto the surface of the clay box and then measuring the indentation depth to ensure that it falls within 
specification limits.  In addition to the undesired extra thermal conditioning step, the mechanical properties 
of clay depend on work and thermal history, temperature, and time [4-7].  The complex relationships 
between these factors have led to an initiative to develop an alternative backing material to replace RP1, as 
recommended in the National Research Council reports [8, 9].  The major requirements of the alternative 
backing material are that it provides desirable, predictable, and controllable properties.  Our motivation for 
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this research is to understand structure-processing-property relationships for BWM candidate materials and 
compare to the current RP1. 
 
The Army Research Laboratory (ARL) has taken the lead to develop a replacement backing material, named 
ARTIC, and initial success has been achieved [10-11].  The name ARTIC is taken from ARL reusable, 
temperature insensitive “clay” [10].  The ARTIC material has fewer components, which is expected to show 
more consistent behavior.  Freeney and Mrozek [10] reported that formulation of ARTIC can be tuned to 
match the behavior of RP1 at 100 °F (37.8 °C) in force penetration experiments, and they show that ARTIC 
materials are room temperature materials with no temperature dependence up to 100 °F.  Those ARTIC 
materials satisfied the drop test requirements and yielded ballistic test results that were statistically similar 
to those obtained with RP1 as the BWM [10-11].  Furthermore, ARTIC materials show no ageing effect; 
the ballistic and indentation response does not change with time.  To help with evaluation of the ARTIC 
material, we use thermo-rheological characterization methods to investigate the backing material. 
 
 
2. EXPERIMENTAL1 
 
2.1 Materials 
Roma Plastilina No. 1 (RP1) clay was used as received from the manufacturer (Sculpture House, Springhill, 
NJ).  The ARTIC materials were provided by the Army Research Laboratory (Aberdeen Proving Ground, 
MD) and were designated as ARTIC 5.5, ARTIC 6.5, and ARTIC 8.0 based on different formulations.   
 
 
2.2 Characterization Methods 
 
2.2.1 Differential scanning calorimetry (DSC) 
 
Calorimetric measurements were performed under nitrogen flow using a TA Q2000 differential scanning 
calorimeter (TA Instruments, New Castle, DE).  Two methods were employed: Method 1) A one-step 
heating scan at 10 °C/min from 25 °C to 300 °C and Method 2) a two-step heating scan at 10 °C/min from 
25 °C to 130 °C, followed by an isotherm for 30 min at 130 °C to ensure dehydration, then heating up to 
400 °C at 10 °C/min.  For Method 1, hermetic aluminum pans were used; for Method 2, aluminum pans 
with pin hole lids were used.  A second heating scan was also performed after cooling from 300 °C (Method 
1) or 400 °C (Method 2) to 25 °C at 10 °C/min. 
 
 
2.2.2 Rheology 
 
Rheological experiments were performed using a rubber process analyzer RPA elite (TA Instruments, New 
Castle, DE) with enhanced air cooling system.  The first advantage of the rubber process analyzer for 
measuring BWMs is that is offers a higher torque range for solid materials than that of a commercial 
rheometer, so that information under large deformation can be obtained.  Second, it provides a consistent 
sample loading procedure, as ensured by the pressure pneumatic system together with the automated gap 
closure, such that the loading effects from sample to sample are minimized. 

                                                      
1 Certain commercial equipment, instruments, or materials are identified in this presentation in order to specify the experimental procedure 
adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, 
nor is it intended to imply that the materials or equipment identified are necessarily the best available for the purpose. 
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Figure 1. Test specimen (Roma Plastilina No. 1) is placed between two sheets of polyester film for 

rheological tests using rubber process analyzer.  The image shows the specimen in a pressed form after 
the test is done. 

 
The specimen was cut in the form of a rectangular parallelepiped from a larger block of material as received 
using a stiff blade and weighs approximately 5 g to ensure consistency.  The test specimen was then placed 
between two sheets of polyester film and loaded onto the lower platen of the instrument for measurements 
(Figure 1).  Upon initiating the test, the platens automatically close to compress the test specimen between 
the biconical platens.  Frequency sweep experiments were performed at 0.01° strain (equivalent to 0.14 % 
strain) from 0.05 Hz to 50 Hz at five temperatures: 20 °C, 25 °C, 30 °C, 40 °C, and 50 °C, which covers 
the operating temperature range for current RP1 calibration.  Three samples were tested at 25 °C to obtain 
the standard deviation of the results. 
 
 
3. RESULTS 
 
Figure 2 shows the normalized DSC heat flow responses measured on heating at 10 °C/min for the three 
ARTIC materials.  The dashed lines correspond to the results obtained from Method 1, one-step heating 
scan from 25 °C to 300 °C (see Section 2.2.1).  First, there is no thermal transition in the temperature range 
of interest, i.e., 25 °C to 50 °C, which is in contrast to the complex thermal behavior of the RP1 clay [5].  
Second, an endothermic melting peak is observed for all three ARTIC materials upon the first heating scan.  
The endothermic peak with a maximum at ≈ 290 °C relates to the cleavage of macromolecular chains, 
resulting in thermal degradation [12].  On the second heating scan, no melting transition is present (results 
not shown for brevity).  The solid lines represent the results from a two-step heating method by first heating 
up to 130 °C and holding for 30 min, then heating up to 400 °C at 10 °C/min.  The two-step DSC results 
are identical for all ARTIC materials, which is as expected because those ARTIC materials have essentially 
the same constituents, and the only difference is the amount of solids loading.  No melting transition is 
observed before degradation, indicating that the melting peaks seen in Method 1 may be due to moisture 
involved structures [13].  The sample dehydrates during the isothermal holding step at 130 °C using a DSC 
pan with a pin hole lid.   
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Figure 2. DSC heating scans at 10 °C/min for the ARTIC materials.  The dashed and solid lines are 

results from Method 1 and Method 2, respectively.  See Section 2.2.1 for details. 
 
Figure 3 shows a double logarithmic plot of the dynamic storage modulus (G') as a function of frequency 
for the ARTIC materials and the RP1 clay.  The trend of G' follows ARTIC 8.0 > ARTIC 6.5 > ARTIC 5.5, 
consistent with ARL’s plateau modulus results from force penetration tests [10].  Second, the modulus of 
the RP1 clay shows a clear temperature dependence, i.e., G' decreases as temperature increases [7].  At 2 
Hz, G' decreases from 14 MPa at 20 °C to 3 MPa at 50 °C for RP1 (Figure 4).  For the ARTIC materials, 
the modulus data at different temperatures almost overlap with each other for each sample, indicating that 
the ARTIC materials are temperature insensitive within the measured temperature range (20 °C to 50 °C).  
In other words, ARTIC materials could be considered "room-temperature" backing materials, as shown in 
Figure 4 where G' at 2 Hz exhibits minimal temperature dependence.  Furthermore, a stronger frequency 
dependence is observed for the RP1 clay.  A weaker frequency dependency, as reflected in the ARTIC 
results, may be beneficial to reduce variations in material response when tested under different conditions. 
 

 
Figure 3. Dynamic shear storage modulus (G') as a function of frequency measured at a strain of 0.14 % 
(within linear range) at different temperatures ranging from 20 °C to 50 °C for the ARTIC materials and 

the RP1 clay [7].  Different symbols represent data points at different temperatures. 
 
The RP1 clay is typically conditioned at or above 100 °F (~37.8 °C) to satisfy the drop test verification 
requirement.  The G' data at different temperatures for all three ARTIC materials fall within the range of 
the 40 °C data of the RP1 over the same frequency range, suggesting that the ARTIC materials show 
promising properties as alternative BWMs.  This also suggests that our approach of measuring G' may be 
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used as a validation method to narrow down the formulations of ARTIC, similar to ARL's force penetration 
experiments where the responses of ARTIC were found to match the results of the RP1 clay at 40 °C [10-
11]. 
 

 
 
Figure 4. Dynamic shear storage modulus (G') as a function of temperature at 2 Hz from frequency sweep 

experiments (data extracted from Figure 3). 
 
 
4. CONCLUSIONS 
 
In this work, we used thermo-rheological methods to characterize the current standard backing material for 
body armour testing, Roma Plastilina No. 1 (RP1) clay, and a family of candidate backing materials, 
designated as ARTIC, developed by the Army Research Laboratory.  The thermal studies show that there 
is no thermal transition in the temperature range of interest for the ARTIC materials, i.e., 20 °C to 50 °C, 
in contrast to the RP1 clay that exhibits complex thermal behaviour due to its multiphase formulation.  The 
melting peaks observed using a hermetic pan for the ARTIC materials are absent after dehydrating the 
materials, indicating that the melting transitions may be caused by moisture involved structures.  The effects 
of temperature on the rheological properties were investigated.  The results show that ARTIC materials are 
promising room-temperature ballistic witness materials, as shown by minimal temperature dependence of 
the shear modulus and the agreement of the modulus data with those of the RP1 clay at the conditioning 
temperature for validation tests. 
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ABSTRACT 
In this work, ultrafast pulses with pulse widths ranging 

from 100 ps to seconds were applied on the gate of Ge 
ferroelectric (FE) nanowire (NW) pFETs with FE Hf0.5Zr0.5O2 
(HZO) gate dielectric exhibiting steep subthreshold slope (SS) 
below 60 mV/dec bi-directionally. With applied gate bias 
pulses (VG = -1 to -10 V), high-mobility Ge drain current was 
monitored as a test vehicle to capture the polarization 
switching of HZO. It was found that HZO could switch its 
polarization directly by a single pulse with the minimum pulse 
width of 3.6 ns. The polarization switching triggered by pulse 
train with pulse width as short as 100 ps was demonstrated for 
the first time. 

INTRODUCTION  
To further reduce device’s SS for lower power operation, 

negative capacitance FETs (NC-FETs) and use of ferroelectric 
oxide have been recently studied intensively [1]–[4]. 
Embedded FE oxides such as HZO within the gate stack of a 
conventional structure has proven to be successful in SS 
reduction below the 60 mV/dec limit on various channel 
materials [5]–[10]. HZO specifically has been reported to be 
reliable in terms of its switching and polarization capability [8], 
[11]–[15]. The time response of ferroelectric polarization 
switching is crucial to evaluate the working speed of HZO 
based ferroelectric FETs (Fe-FETs) and NC-FETs. However, 
time response properties of the HZO in FE-FETs were rarely 
studied. Specifically, at ultrafast sub-10ns regime (towards 
GHz working frequency), time response of HZO has not been 
extensively studied yet. In this work, we report the direct 
experimental observation of HZO polarization switching under 
deep sub-10ns and extend the study using pulse train with 100 
ps pulses.  

EXPERIMENT  
Process flow for the fabrication of Ge FE NW FET with FE 

HZO gate stack was elaborated in our previous report [6] except 
the NW release step after fin formation. GeOI wafer was 
implanted by BF2

+ ions. Dimensions of fins were controlled by 
SF6-based dry etching. HF solution was used to release the Ge 
NWs from SiO2. 1 nm Al2O3 was deposited by atomic layer 
deposition (ALD), followed by post-oxidation (O2, 500 °C) to 
form ultrathin GeOx. Subsequent HZO (10 nm) and Al2O3 (1 
nm) were deposited by ALD and post deposition annealed at 
500 °C. Source and Drain areas were etched and deposited with 
Ni for optimum contacts. 3D structure and SEM images of the 
final devices are shown in Fig. 1 and 2 respectively.  

RESULTS AND DISCUSSION 
Firstly, the HZO film was analyzed with XRD as shown in 

Fig. 3 revealing its non-centrosymmetric, orthorhombic crystal 
structure which causes the FE property [10]. Ferro-electricity 
of HZO can be further confirmed with P-V measurement (Fig. 
4) showing a clear ferroelectric loop [5]–[7].  

Fig. 5 is a typical ID-VG curve of the fabricated Ge FE NW 
pFET. Steep sub-60mV/dec SS for five orders of ID changes 
are observed bi-directionally. Fig. 6 (a) and (b) show ID-VD 
curves swept in forward and reverse direction, respectively. 
Negative differential resistance (NDR) is observed owing to 
negative drain-induced-barrier-lowering (DIBL) [5]. Fig 7 (a) 
and (b) depict the instrument set-up for generation and 
measurement of ultrafast pulses with logarithmically 
increasing widths from 100 ps to few seconds. Agilent 81110 

Pulse Generator (PG) was used with current amplifier and a 
Lecroy oscilloscope (Fig. 7 (a)) for pulse width > 3.6 ns. For 
picosecond pulses, as shown in Fig. 7 (b), AVTECH PG was 
used triggered by the Agilent 81110 PG with a period of 2 μs. 
Lecroy oscilloscope operating at 80 GS/s sampling rate was 
used to monitor the sub-ns pulse precisely. VG and VD applied 
to the gate are shown in Fig. 8 (a) and (b). To switch the 
polarization to off-state, as shown in Fig. 8 (a), initialization 
pulse VG = 5 V was applied (>100 ms). Different VG levels (-1 
~ -10V) were pulsed to the gate with various pulse widths and 
change in ID was monitored precisely with oscilloscope in real 
time through a current amplifier. VG and VD were 0 V and -50 
mV respectively during the measurements carried out between 
two adjacent VG pulses to minimize the effect on the 
polarization. For lower VG range (-1 ~ -4 V), Keysight B1530A 
Waveform Generator/Fast Measurement Unit (WGFMU) was 
used and the measurement time was fixed at 100 μs. Fig. 9 
shows that it takes much shorter time to switch the polarization 
when the VG pulse approaches -4 V. As pulse width was 
decreased to sub-μs regime, transient current fluctuation was 
observed when the polarization switching occurred as seen in 
Fig. 10 (a) and (b). Therefore, the current was read after 
stabilization to ensure it was the current caused by changed 
polarization state only. At higher VG (-5 ~ -10 V), sub-10ns 
switching was also observed directly by experiment and it 
switched fastest at VG = - 10 V (Fig. 11). Off-state current was 
plotted at t = 1 ns to show clear ID transition from off to on-
state. The fastest switching by a single pulse observed in our 
Ge FeFETs with 10 nm HZO was 3.6 ns (Fig. 12). Considering 
the RC delay present in the measurement set-up and the large 
probing pads, the intrinsic time response of polarization is 
expected to be faster than 3.6 ns. To further investigate the 
effect of sub-ns pulses, Fig. 7 (b) set-up was configured and 
100 ps pulses with period of 2 μs (Fig. 13 (a), VG = -6 V) were 
generated in the form of pulse train (duty cycle = 0.005 %). 
Although a single 100 ps pulse (Fig. 14) did not trigger 
noticeable polarization switching, as the pulses accumulated, 
polarization switching could be detected (Fig. 15). Further 
studies on the effect of duty cycle with picosecond pulse widths 
could be valuable for deeper understanding of dynamics of 
polarization switching in HZO devices for various applications 
including FeRAM. 

CONCLUSION 
High mobility Ge FE NW pFETs were applied as test 

vehicles for the first time to study the time response of FE HZO 
gate stack down to 100 ps. It was found that a single deep sub-
10ns pulse or even a pulse train with 100 ps pulses were enough 
to initiate polarization switching in HZO. This work opens the 
route to studying the dynamics of FE HZO through direct 
experiments down to 100 ps and even beyond. The work is 
supported by SRC and Lam Research. U.S. Government is not 
endorsing any of the equipment mentioned in the paper.  
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Fig. 12. The fastest switching was 
observed at accumulated VG pulse 
time of 3.6 ns. Off-State current was 
plotted at 1 ns for reference. 
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Fig. 7. Ultrafast pulse generation and 
measurement set-up for (a) pulse 
widths > 3.6 ns and (b) picosecond 
pulses. 
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Fig. 3. XRD peaks of the Hf0.5Zr0.5O2 
film used in the device exhibits 
orthorhombic structure. 

Fig. 8. Pulse time line of (a) VG and 
(b) VD. Currents were measured in 
between pulses with VG = 0 V. 
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Fig. 10. Polarization switching can 
be monitored by ID. Time responses 
with pulse widths of (a) 3.6 ns and 
(b) 5.6 ns are shown. ID was taken 
after the fluctuation was stabilized. 

Fig. 9. Polarization current (ID) 
over accumulated pulse time with 
different VG pulses. Keysight 
B1530A was used for these pulses.  
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Fig. 14. 100 ps pulse generated with 
rise time of 60 ps was measured at 
the rate of 80 GS/s. Maximum 
voltage was -6 V. To avoid loss of 
voltage due to cables, the PG was 
placed very close to the device.  

Fig. 15. Polarization switching 
was monitored by applying the 
100 ps pulse shown in Fig. 14 in 
the form of a continuous pulse 
train.  
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Fig. 4. Polarization-Voltage (P-
V) graph of 10 nm HZO film 
measured at frequency of 100 Hz.  
 

Fig. 2. SEM images of fabricated device viewed 
from (a) side and (b) top. 11 parallel NWs make 
one device. 
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Abstract—Botnets continue to be one of the most severe secu-
rity threats plaguing the Internet. Recent years have witnessed
the emergence of cloud-hosted botnets along with the increasing
popularity of cloud platforms, which attracted not only various
applications/services, but also botnets. However, even the latest
botnet detection mechanisms (e.g., machine learning based) fail
to meet the requirement of accurate and expeditious detection in
data centers, because they often demand intensive resources to
support traffic monitoring and collection, which is hardly practi-
cal considering the traffic volume in data centers. Furthermore,
they provide little understanding on different phases of the bot
activities, which is essential for identifying the malicious intent
of bots in their early stages.

In this paper, we propose BotSifter, an SDN based scalable,
accurate and runtime bot detection framework for data centers.
To achieve detection scalability, BotSifter utilizes centralized
learning with distributed detection by distributing detection tasks
across the network edges in SDN. Furthermore, it employs a
variety of novel mechanisms for parallel detection of C&C chan-
nels and botnet activities, which greatly enhance the detection
robustness. Evaluations demonstrate that BotSifter can achieve
highly accurate detection for a large variety of botnet variants
with diverse C&C protocols.

I. INTRODUCTION

Driven by the great success of cloud computing, the last
decade have seen the continuous migration of various services
and applications to different cloud platforms. With the flexible
pay-per-use model, more and more end users also rely more
and more on the cloud platforms for their personal storage
and computing need [1]. Under this trend, bots and botnets-
as-a-service [2] are no exception: bots and botnets have
been one of the most severe Internet threats underpinned by
the economic motive, and recent years have witnessed the
emergence of cloud-hosted botnets [3] largely due to its cost
effectiveness and the long-term availability of the machines in
the data centers. Compared to traditional bot machines which
get switched on/off frequently by the end-users, data center
hosted bot machines usually stay online for longer periods of
time [3] and generate more attack traffic (and profit). It was
previously reported [4] that cybercriminals have managed to
install DDoS botnets in AWS by exploiting a vulnerability
in Elasticsearch [5], an open source search engine that is
often deployed in cloud environments such as Amazon EC2,
Microsoft Azure, Google’s Compute Engine. Likewise, botnet
command and control software has previously been found to
be hosted in Dropbox [6]. Apart from these particular cases,
they show that cybercriminals are now breaching commodity

data centers, seeking the values of cloud infrastructures to host
the botnets.

Cloud-hosted bots (and thus truly botnets-as-a-service) are
more harmful than their traditional counterpart, yet accurate
and expeditious botnet detection schemes on cloud platforms
are not on the horizon yet because of the following challenges.
First, since the cloud is a multi-tenant environment, the
detection of bots should be fast (e.g., at runtime to prevent
further damage) and as non-intrusive as possible so that the
detection would have no or trivial impact on the normal data
center applications. Second, given the large traffic volume
in a data center, such a detection scheme must be scalable,
capable of handling tens or hundred gigbit line rate. Third,
the detection must be very accurate, since compared to the end
user environment, the cost of misclassifying a bot process or
connection (and subsequently closing/blocking the connection)
in a data center could be much larger or even disastrous.

Some of the early-day bot detection schemes [7] [8] rely
on deep packet inspection, which suffer from high resource
demands and ineffectiveness against encrypted botnet traffic.
Some others [9], [10], [11], [12], [13] focused on host traffic
and bot behavior analysis. These schemes became less and less
effective since contemporary botnets are constantly evolving
to circumvent the advanced detection mechanisms [14], [15],
[16], [17], [18]. For example, most botnets abandoned the
traditional IRC based Command and Control (C&C) channels
and embrace HTTP or P2P for communications.

To deal with such challenges, lately more schemes have
been built by taking advantage of the machine learning (ML)
techniques for detecting bot activity and/or C&C channels [9],
[10], [18], [12], [13], [19]. Such schemes often demand in-
tensive resources to capture the incoming and outgoing traffic
information, e.g., a centralized traffic monitoring facility at the
network gateway or the firewall, and then run the detection
after the traffic features are extracted. These schemes may
work for a small network with medium or low traffic volume,
but they are hardly effective in detecting the cloud-based bots
because (1) they demand a lot of extra resources for effective
traffic monitoring, which is hardly scalable considering the
huge traffic volume in data centers, (2) their accuracy varies
with the used ML model and the chosen features, and they
are often incapable of identifying unseen bots without under-
standing bot invariant characteristics (e.g., C&C channels), and
(3) they provide little understanding on different phases of bot
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activities, which is essential for identifying the malicious intent
of bots in their early stages. This is however very desirable
for data centers in order to prevent further damage.

More importantly, existing ML-based approaches focus on
the detection of botnet flows [12], [13]. However, in the
detection of cloud-hosted bots, accurate identification of the
bots is more imperative compared to the detection of individual
malicious flows. Only after the bots are identified, the infected
VMs could be shut down to prevent future attacks. To our best
knowledge, no prior works focused on the detection of VM-
based bots in the cloud.

To this end, we propose to build BotSifter towards a scalable
and accurate runtime bot detection framework in data centers.
To be scalable, BotSifter integrates centralized learning (thus
to have a global view of the traffic and centralized intelligence)
with distributed edge-assisted detection by leveraging software
switches in data centers. Due to their widespread deployment
in data centers, software switches (e.g., Open vSwitch1) are
being increasingly employed as monitoring devices as they
typically reside in commodity servers with abundant hardware
resources. Since they are usually deployed at the edge of
the monitored network and located within close proximity to
the end hosts, only relatively a small amount of traffic flows
traverse the switch, rendering it a more scalable solution for
anomaly detection in data centers. Implementing detection at
the edge also enables our system to observe both directions
of the traffic, which is an essential prerequisite for connection
based anomaly detection. Moreover, our edge-based detection
framework has the inherent capability of observing the internal
attack traffic and C&C traffic within the data center network.

To achieve high accuracy, BotSifter not only conducts neural
network (NN) based bot activity detection, but also conducts
the detection of C&C channels in parallel. These detections
are further enhanced with local and network wide correlations
to minimize false alarms. Not only detecting the existence of
C&C channels, BotSifter is also able to differentiate different
communication protocols (i.e., IRC, HTTP, P2P) utilized by
the bots so that custom mitigation mechanisms could be
quickly deployed to defend against specific types of bots.
Since the majority of the detection operations in BotSifter are
conducted within software switches that are instrumented to
collect connection features and states on the fly, BotSifter is
highly efficient in identifying bots without interrupting other
network functions, thus making it a practical solution for
the cloud and data center systems. A prototype of BotSifter
is implemented, and evaluations based on real-world traces
show BotSifter is highly accurate and efficient in detecting
bots utilizing known protocols, but also bots with customized
protocols.

The highlights of BotSifter lies in

1Certain commercial equipment, instruments, or materials are identified in
this paper in order to specify the experimental procedure adequately. Such
identification is not intended to imply recommendation or endorsement by the
National Institute of Standards and Technology, nor is it intended to imply
that the materials or equipment identified are necessarily the best available
for the purpose.

• The design naturally utilizes the SDN’s centralized struc-
ture to have a global visibility while distributing most of
the detecting load to the network edge to be scalable.

• It builds the monitoring capability in the OVS via an off-
path traffic collection design to minimize the intrusion of
traffic monitoring to normal applications.

• It utilizes neural network to detect bot activities, and
employs newly designed protocol specific mechanisms
(e.g., self-correlation for P2P) to detect and differentiate
different C&C protocols. The local and network wide
correlations further enhance the accuracy and robustness
of the detection.

The remainder of the paper is as follows. Section II
describes the BotSifter design and section III sketches its
implementation. The evaluation is presented in section IV. We
discuss the related work in section V and make concluding
remarks in section VI.

II. BOTSIFTER DESIGN

The design of a cloud botnet detection framework that is
capable of monitoring thousands of servers, tens of thousands
of Virtual Machines (VMs) running on these servers, and
terabit per second communication among these entities and
between the data center and the outside Internet is extremely
challenging. In this paper, we explore a ML based distributed
online cloud bot detection framework, called BotSifter, that
monitors and detects the bots within a data center. BotSifter
takes advantage of Software Defined Networking (SDN) ar-
chitecture widely adopted by the data center, and integrates
the centralized ML training with distributed monitoring and
detection. The ML based bot detector is trained at the central
controller, and runs distributedly at the cloud servers with
the ML configurations acquired from the central controller.
SDN software switches, e.g., OVS, are instrumented with
traffic monitoring capability. Both bot activity detector and
bot C&C communication detector are implemented at servers
using locally collected traffic stats. If necessary, the central
detector is invoked to detect data-center wide botnets.

Botnet	  Traffic	  

Data	  Center	  

OpenFlow	  

SDN	  Controller	  
Centralized	  
	  	  Learning	  

Network-‐wide	  
	  	  Correla<on	  

	  Mi<ga<on	  
Deployment	  

Distributed	  	  
	  	  Detec<on	  

OVS	  

VM	  
VM	   VM	  VM	   VM	  

VM	   VM	  VM	   VM	  
VM	   VM	  VM	   VM	  

VM	   VM	  VM	   VM	  
VM	   VM	  VM	   VM	  

VM	   VM	  VM	  

OVS	   OVS	  OVS	   OVS	  OVS	  

Server	   Server	  

Fig. 1: Overall architecture of BotSifter

The key feature of our design is to leverage the data-center
servers and the software switches running on these servers.
The contemporary servers have abundant computational and
memory resources, and the software switches have the full
access to the traffic originated from and destined to the end
hosts residing on the servers. Our design philosophy is to
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place as many monitoring and detection functionality at the
edge servers as possible, while judiciously utilize the central
controller for data-center wide tasks when necessary.

The BotSifter architecture is depicted in Fig. 1. The central
controller is responsible for ML training, network wide bot
detection, and bot mitigation. At individual servers, traffic
features are extracted and recorded by the instrumented soft-
ware switches, which are then used by C&C channel detection
modules and ML based bot activity detection module. Below
we describe local traffic monitoring, C&C bot detection, ML
based bot detection, and network wide bot detection and
mitigation, respectively. The major components to accomplish
these tasks are sketched in Figure 2.

Userspace	  

OVS	  

	  	  	  Run$me	  ML	  Bot	  
	  	  	  Detec$on	  Module	  

SDN	  Controller	  

OpenFlow	  Protocol	  

Kernel	  Flow	  Cache	  

Kernel	  Space	  
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Packet	  Out	  Packet	  In	  

Local	  Parallel	  
	  Correla$on	  
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Netlink	  
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IRC	  C&C	  Detec?on	  

HTTP	  C&C	  
Detec?on	  

P2P	  C&C	  
Detec?on	  

Fig. 2: BotSifter design: major components

A. Local OVS Traffic Monitoring

To lessen the impact on software switch’s forwarding speed
while efficiently capturing the traffic stats required by ML
bot detection module and C&C detection modules is the main
design challenge for local OVS based traffic monitoring. OVS
maintains a user-space forwarding pipeline and a kernel space
forwarding cache. The majority of the incoming packets are
forwarded by the kernel module, with few packets that do not
have the matches in the kernel being redirected to the user-
space. To decouple the monitoring from the forwarding, a ring
buffer cache, as shown in the bottom of Fig. 2, is introduced.
Such a design significantly reduces the monitoring interference
to the forwarding.

ML detection module and different C&C detection modules
require different traffic stats. For instance, ML module uses a
traffic feature vector, while P2P C&C detection keeps track
of DNS transactions for each source/destination pair. Multiple
hash tables are employed for efficient lookup and update.

B. Parallel C&C and Bot Activity Detection

At edge server, BotSifter implements one ML based bot
detection module and three C&C detection modules: HTTP
C&C detection module, P2P C&C detection module, and
IRC C&C detection module, respectively. We have the design
choice of implementing them inside the software switch OVS,

or on the server but outside the OVS. In addition, if a module is
placed inside the OVS, we need to decide whether the module
resides in the kernel or at user-space. Since P2P and HTTP
C&C modules use the connection stats rather than individual
packet info, placing them in the user-space at OVS is the
right choice. In contrast, IRC based C&C module conducts
keyword search over a packet, thus is impleneted in OVS
kernel. ML based bot detector uses TensorFlow ML libraries,
thus is implemented in the user-space outside OVS. We also
place the local parallel correlation module in the OVS, as
shown in Fig. 2.

1) C&C Detection: P2P C&C detection: Distinguishing
P2P traffic used by bots from normal P2P traffic is not
trivial. The study in [11] made the discovery that the sets of
peers contacted by two different bots within the same botnet
typically have a much larger overlap compared to the peer
sets contacted by two legitimate P2P clients within the same
network. In practice, there is the possibility that only one bot
resides in the data center.

We develop a client self-correlation approach to detect P2P
bots. Specifically, the peer set of a P2P bot is more likely to
remain stable over the time, while that of a normal P2P client is
more likely to change due to the changing user behavior (e.g.,
downloading of disparate resources over time). We conduct
extensive empirical experiments, and the results show that P2P
bots do exhibit strong self-overlap patterns while normal P2P
hosts do not. The new approach is more flexible and robust
than the approach in [11].

HTTP C&C detection: Bots tend to communicate with the
server periodically over the HTTP channel [20]. HTTP C&C
detection module makes the detection using such periodic
traffic pattern. The timing information of HTTP connections
between a pair of end hosts is collected by the monitoring
module. The number of HTTP connections within each time
slot is counted. The time series of connection counts is fed
into a Discrete Fourier Transform (DFT). If periodic pattern
is discovered, the host becomes a bot candidate.

IRC based C&C detection. Although IRC based botnets
are diminishing nowadays, we include the IRC C&C detection
for the sake of completeness. To minimize system overhead,
a combination of keyword matching and port numbers is
leveraged to identify IRC connections. Furthermore, to de-
termine whether they are IRC C&C channels, our detection
relies on inspection of packet payloads by searching for attack
relevant commands in IRC response messages. We implement
the detection module at the kernel space of OVS.

Note that our system design is extensible and new C&C
detection schemes can be easily integrated. In addition, the
design enables network wide correlation for agile C&C detec-
tion. For example, a P2P C&C host may not exhibit sufficient
self-overlap. In such a case, flow stats of all P2P hosts inside
a network can be exported to the central controller, where the
clustering based detection can be performed.

2) Runtime ML based bot detection: In parallel to the
C&C channel detection, BotSifter also conducts bot activity
detection using a deep learning Neural Network (NN). For
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each connection, NN is able to detect if it is potentially a bot
activity connection.

In order to detect if a host is compromised and becomes a
bot, BotSifter keeps track of the percentage of connections
initiated by this host that are identified by the NN as the
bot activity connections. If the percentage surpasses a preset
threshold, the host is identified as a bot.

3) Local parallel correlation: While C&C based detection
detects bots via monitoring C&C communication, ML based
detection detects the bots via monitoring bot activity traf-
fic. BotSifter introduces a local detection correlation module
that combines the results from these two types of detection
modules. The consistent detection by both C&C modules and
ML based module is a strong indication that a host has been
compromised and will be placed on a blacklist. On the other
hand, a single positive identification may not be conclusive.
For example, the P2P C&C detection module detects that a
host may potentially be a bot. However, the bot may still be
dormant and have not launched any attacks yet. As another
example, if a host is identified by the online ML module as
an attacker, it is not clear if the identified host is a bot with a
customized C&C protocol that is not recognized by our C&C
detection modules, or an ordinary attacker without any C&C
channels. In any case, such bots are placed on a so-called local
grey list and will be under persistent monitoring/scrutiny. The
blacklists and grey lists are sent to the central controller for
network-wide correlation and identification.

C. Network-wide Correlation and Mitigation

While local detection is beneficial for the system scalability,
the lack of global view can deter the bot detection. Hence
BotSifter introduces a centralized correlation module that
examines the blacklists and greylists received from the edge
servers, and performs network-wide correlation to detect bots.
In addition, a mitigation module is implemented to mitigate
bots’ damages. For each bot on the blacklist, the controller
installs flow rules into the OVS to block C&C traffic and/or
attacking traffic.

For hosts on a local C&C greylist, the controller performs
network-wide grouping analysis to determine if it is a bot.
Each group consists of the hosts on blacklists or C&C greylists
communicating with the same destination host. If any host in
the same group has already been positively identified as a
bot, the greylist hosts in the same group are marked as a bot
and will be placed on the blacklist. Otherwise, the controller
places the host on the global C&C greylist, and continues to
monitor the host until a timeout occurs. For hosts on the local
ML greylist, the controller looks up the global C&C greylist
to check if there is a match. If so, this host is included in
the global blacklist. Otherwise, it is placed onto the global
ML greylist and continues to be monitored for future signs of
C&C communication.

III. BOTSIFTER IMPLEMENTATION

We implement a BotSifter prototype following the design
as laid out in the Section II. Fig. 3 highlights the major parts

implemented for BotSifter. More implementation details are
described as below.

A. Local OVS Traffic Collection Implementation
The local traffic monitoring function is implemented in

a kernel thread called kernel collector. We also modify the
kernel forwarding thread so that the packet headers are pushed
into the ring buffer cache upon arrival. The kernel collector
thread takes the packet headers off the ring buffer, and process
them to generate the required stats that are stored in hash
tables. The hash tables with connection stats are periodically
pulled by the user-level stats collection thread stats collector,
as shown in Fig. 3.

A more involved task is to detect P2P connections required
by the P2P C&C detection module. To identify a P2P con-
nection, the kernel thread intercepts the DNS requests, parses
them, and records the hosts who have conducted look-up for a
specific IP address. For each new connection between any two
hosts src ip and dst ip, we check whether the src ip host has
conducted a DNS lookup for the destination dst ip. If yes, it
is a normal connection. If not, this new connection is marked
as a P2P connection, which will be further examined by the
P2P C&C detection module.

B. Parallel C&C and Bot Activity Detection Module Imple-
mentation

Three threads, irc c&c detector, p2p c&c detector and
http c&c detector are implemented to realize the IRC C&C
detection, P2P C&C detection, and HTTP C&C detection,
respectively. Thread irc c&c detector runs in the kernel, as
discussed in the Section II, while p2p c&c detector and
http c&c detector run in the user space, as in Fig. 3.

To identify IRC connections, irc c&c detector performs
lightweight payload inspection against connections with stan-
dard IRC ports (6660-6669). The first few packets of an
IRC connection typically contain certain keywords, such as
“JOIN”,“USER”, “NICK” and “PRIVMSG”. To further iden-
tify IRC C&C channels, irc c&c detector examines IRC mes-
sages by searching for attack relevant commands (e.g., “scan”,
“flood”). If such commands are recognized, the irc flag for the
connections will be set and exported to userspace.

As mentioned in Section II, the differentiation of P2P C&C
traffic and normal P2P traffic relies on self-correlation behav-
ior of peer sets. For the self-correlation, we conduct overlap
analysis over multiple time windows of each P2P connection.
Time window is a fixed length period of time during the
connection. For each time window, we calculate the per-host
peer sets in the current and N subsequent time windows. Then,
we calculate the number of re-appearing peers in both the
current time window and the ith(i ≤ N) time window. We
use the average of the N overlap values to represent how the
peer sets evolve over time. For runtime detection, we calculate
the moving average overlaps to differentiate the P2P bots from
normal hosts. The used parameters are discussed in Section IV.

Thread online ml detector implements a NN based bot de-
tection module. The NN model is implemented using Tensor-
Flow 1.8.0 [21], an open source NN library. Since the thread
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Fig. 3: BotSifter system implementation

runs outside of the OVS, a user-space thread inside OVS,
called flow exporter, is created to allow online ml detector
to retrieve the connection 2 feature vectors collected by OVS
using Linux IPC calls, as depicted in Fig. 3.

Table I summarizes the features used in our NN model.
Notably, different from previous flow based ML models,
src/dst IP addresses are excluded from our feature set. We
believe they are unique to particular data centers and thus
should be excluded. More importantly, the exclusion can avoid
over-fitting the NN model. In general, choosing the right
feature set, or feature engineering, is a challenging research
task. We experimented with different features and choose the
most discriminative ones based on the experiment results. For
example, the forward/backward average packet size of normal
flows tends to be larger than botnet traffic since they contain
realistic payloads. Meanwhile, we introduce a novel feature,
i.e., conn stat to capture whether the connection has been
successfully established. Since bots usually maintain a large
number of half open connections, this feature is effective in
identifying malicious botnet traffic such as direct DoS flooding
attack and the amplification attack traffic.

The online ml detector thread fetches NN configuration
parameters from the controller, and initiates the NN model.
The flow-exporter thread in OVS continuously exports con-
nection features to the NN model, as shown in Fig. 3.
To facilitate communication between flow exporter and on-
line ml detector, a shared memory pool is created. Linux
semaphores are used to synchronize access to the shared
memory.

C. Network-wide Correlation and Mitigation Implementation
Bot detection applications are programmed at the central

controller to perform network-wide correlation analysis. Once
a bot is detected, the controller installs customized flow rules
into the corresponding OVS switch to prevent future attacks.
To facilitate the communication between the threads at servers
and controller, traditional OpenFlow protocol is extended to
facilitate the collection of detection results from edge servers.

2A UDP “virtual” connection is considered successful if at least one packet
is received from the destination host.

TABLE I: Description of connection features.

Feature Description

Source Port Source port.
Destination Port Destination port.

Protocol IP protocol.
Forward packet count Total number of packets in the forward direction.

Backward packet count Total number of packets in the backward direction.
Forward byte count Total number of bytes in the forward direction.

Backward byte count Total number of bytes in the backward direction.
Duration Connection duration.

Forward packet rate Packet rate in the forward direction.
Backward packet rate Packet rate in the backward direction.

Connection State whether the connection is successfully established.
Forward inter-arrival time Packet inter-arrival time in the forward direction .

Backward inter-arrival time Packet inter-arrival time in the backward direction.
Forward average packet size Average packet size in the forward direction.

Backward average packet size Average packet size in the backward direction.
Forward byte rate Byte rate in the forward direction.

Backward byte rate Byte rate in the backward direction.

IV. EVALUATION

Our testbed consists of three Lenovo ThinkServer machines
running Ubuntu 14.04. Each machine is equipped with Intel
Xeon 4-Core 3.20GHz CPU and 4GB RAM. One machine is
installed with Open vSwitch 2.3.90. Another machine runs
the Ryu SDN controller. A third machine serves as both
packet generator and data sink, which is connected to the OVS
machine via two 10Gbps Ethernet cables. Packet traces are
replayed using TCPReplay at the original speed.

A. Datasets

For our experiments, we are able to obtain several third-
party traces, including a variety of botnet traces composed
of different botnet types and normal network traces. CTU-
13 dataset [22] contains traffic of botnet samples captured in
the CTU University, Czech Republic, in 2011. In each botnet
sample, bots use specific protocols for C&C communication
and perform diverse malicious tasks, including SPAM, port
scanning, DDoS, click fraud, etc. Due to the diversity of
botnet samples, this dataset is appropriate for evaluating the
performance of our framework. For the normal traces, we
use the UNB ISCX IDS 2012 dataset [23] containing normal
traces with full packet payloads. This dataset captures typical
user daily activities (e.g., HTTP, DNS, SSH, FTP) at UNB
university and was made public for scientific research.

Our runtime bot activity detection relies on a pre-trained
model. Table II summarizes the composition of the botnets in
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Datasets Underlying C&C Protocol
HTTP P2P IRC Custom

Training Dataset Neris, Virut Storm, Waledac Rbot -
Testing Dataset Neris, Virut, Sogou Storm, Waledac, NSIS Rbot Menti

TABLE II: Description of botnet datasets for training and testing.
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Fig. 4: CPU utilization of detection related threads.

the training and testing datasets. For the training dataset, we
merged several traces, including P2P botnets, IRC Botnets and
HTTP botnets. For runtime detection, we include not only the
same types of botnets as the training dataset, but also novel
botnet variants, such as NSIS (P2P C&C), Menti (Proprietary
C&C) and Sogou (HTTP C&C). Among them, Menti uses
a custom protocol for C&C communication. By evaluating
how BotSifter performs when facing novel botnet variants, this
experimental strategy aims to demonstrate the effectiveness of
our design in real-world bot detection.

B. Impact on Normal Applications

Since the botnet detection accuracy of our system strongly
relies on the accurate timing information of the packet se-
quences, the botnet traces are replayed at the original speed. To
evaluate the overall system performance, we perform a stress
test using a CAIDA trace and replay the trace towards our
monitoring system at the highest achievable rate.

Considering that no modification is made for native OVS
threads (e.g., handlers and revalidators), their CPU usage is
not shown here. We only report the CPU utilizations of the
customized threads in Fig. 4, which shows the peak CPU usage
of each detection-related thread under various detection tasks.

We can see that the stats collector in the userspace incurs
the highest CPU utilization while the threads regarding C&C
detection and flow exportation to the online ML detector
introduce negligible overhead. Since stats collector mainly
manages the collection of connection stats from the kernel
space through Netlink and the maintenance of the connection
hash table in the userspace, we infer that its CPU utilization
is mainly attributed to the Netlink communications. Further
optimization is possible by utilizing shared memory between
the user and kernel space instead of relying on Netlink sockets.

In realistic scenarios, these overheads are acceptable as
OVS typically resides in commodity servers with abundant
CPU resources. The detector threads could be pinned to
different CPUs to avoid interfering with CPUs dedicated to
the forwarding functions in OVS.

To estimate the network overhead, we use DPDK based
packet generator MoonGen to generate high speed traffic and
measure the maximally achievable throughput such that no
packet loss occurs on the forwarding path. The experiment is
repeated 10 times. Compared to the throughput of the native
OVS (1.44Mpps), BotSifter could achieve 1.15Mpps through-

put. This overhead is acceptable and further analysis shows
this overhead is mainly incurred by the memcpy operations on
the ring buffer cache.

C. Detection Performance

1) Evaluation metrics: To evaluate the performance of Bot-
sifter, we use three metrics. C&C Accuracy is calculated as the
ratio between the number of hosts which have triggered alarms
of C&C detectors and the total number of hosts. ML Accuracy
represents the detection rate of the bots based on suspicious
ratios predicted by the runtime NN model. Since our final
detection result relies on a parallel correlation between C&C
detection and runtime ML detection, we define a novel metric
Local Parallel Accuracy to represent the overall accuracy.

As discussed in Section II, the hosts triggering alarms from
both http c&c detector and irc c&c detector will be put onto
a greylist instead of blacklist since they need further network-
wide correlation. In contrast, alarms from p2p c&c detector
indicate the associated hosts must be bots and thus they are
included in a blacklist. Therefore, we claim that if the host
appears on either the C&C blacklist or the ML greylist (e.g.,
is an attacker, but needs further monitoring to find out C&C
channels), it is regarded as a true positive, which also implies
that it has been successfully detected by BotSifter. This design
principle further demonstrates the robustness of BotSifter
compared to methods based on single stage detection.

2) Detection Accuracy and Latency: The measurement re-
sults are shown in the C&C accuracy column in Table III. Note
that, in ML Accuracy, the percentage values in the brackets
represent the suspicious ratios for the bots in the current trace.
The parallel detection scheme in BotSifter successfully detects
all bots with zero false positives, although some bots trigger
alerts from only one stage (either C&C or NN model), such
as NSIS and Menti. In the normal trace, there are no false
positives due to the following two reasons. First, the hosts are
included in HTTP greylist instead of the blacklist, due to the
periodicity of software updates. Besides, the suspicious ratios
of all hosts are far below the threshold. In a nutshell, BotSifter
can detect all bots which may get missed by any single stage
of detection. Since local detection accomplishes the tasks,
no computation is needed from the central controller, which
demonstrates that BotSifter is a distributed scalable solution.
In the following, we analyze the results in more detail.
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TABLE III: Detection results for 8 botnet variants and normal trace.

Botnet C&C #Bots or Duration P2P HTTP IRC C&C ML Detection Local Parallel
Variant Protocol #Hosts Overlap Periodicity C&C Accuracy Accuracy Accuracy

Neris HTTP 1 4.8h - Strong - 1/1 1/1(99.2%) 1/1
Virut HTTP 1 16.36h - Strong - 1/1 1/1(99.7%) 1/1
Sogou HTTP 1 0.38h - Weak - 1/1 1/1(95.5%) 1/1
Storm P2P 13 3.1h Yes - - 13/13 13/13(90.1%) 13/13

Waledac P2P 3 3.45h Yes - - 3/3 0/3(50.5%) 3/3
NSIS P2P 3 1.21h - - - 0/3 1/1(93.7%) 3/3
Rbot IRC 1 5h - - Yes 1/1 1/1(99%) 1/1
Menti Custom 1 2.18h - - - 0/1 1/1(99.4%) 1/1

Normal n/a 36 10h - Yes(4/36) - 4/36 on greylist FPR:0/36(See Fig. 6) FPR: 0/36

HTTP C&C detection. Based on our empirical experi-
ments, we find that the C&C connections of certain HTTP
botnets may not exhibit periodicity patterns as strong as other
botnets. This may be due to unknown factors such as network
delay and congestion which introduce noises to the connection
timing. We use strong and weak to represent whether strong
periodicity is observed in each botnet trace. Among the
used HTTP botnet samples, Neris and Virut exhibit strong
periodicity since the bots connect to the HTTP C&C server
at regular intervals with negligible timing variations. Since
periodicity patterns are observed for each 3-tuple (src ip,
dst ip, dst port), the suspicious client and server associated
with the 3-tuple could be accurately pinpointed and placed
onto a greylist for further examination. Aside from this, we
also observed that certain botnets contain more than one
HTTP C&C channels, some of which exhibit no periodical
pattern. These C&C communications are not typical and
cannot represent the botnet C&C behaviors. For those C&C
channels exhibiting periodical connection patterns, our online
http c&c detector can accurately identify the C&C channels.

Apart from accuracy, the detection latency is dominated by
the prevalence of bots’ activities. As previously discussed,
HTTP C&C detection relies on disclosing the periodicity
inherent in bot C&C communication. Therefore, the latency
for identifying the C&C channels is closely correlated with
the inter-connection duration. In our experiment, BotSifter can
detect periodic C&C communication after 4∼5 connections
on average. The actual latency depends on how frequent bots
connect to C&C servers. For example, in one of our Neris
botnets, the bot periodically communicates with the C&C
server on a minute basis, in which BotSifter can detect this
channel after around 4∼5 minutes since the first connection.

During the test for the normal trace, the http c&c detector
triggers an alert unexpectedly, which implies that periodic http
connections are observed between two normal hosts. Further
examination reveals that those hosts are running legitimate
applications with periodic HTTP connections.

P2P C&C detection. The detection results for the P2P
botnets are also quite promising. Storm and Waledac both
show strong self-overlap in their C&C communication. One
exceptional case is NSIS, for which no P2P overlap is ob-
served. This is reasonable as the trace is reported to be
incomplete with only one C&C channel that is insufficient
for analysis. Below we demonstrate that our scheme allows to
accurately distinguish P2P C&C from normal P2P traffic.

TABLE IV: Description of P2P traces.

Trace Normal Botnet
Emule FrostWire uTorrent Storm Waledac

Number of Packets 3.6M 1.35M 6.5M 6M 2.5M
Duration 3.25h 10h 8h 3.16h 8.23h

As previously discussed, the key characteristic differentiat-
ing P2P C&C from normal P2P traffic is that the peer sets of a
P2P bot have large overlaps across consecutive time windows;
while the overlaps for a normal P2P host are noticeably
smaller. To verify this, we use several third-party traces [24]
of normal P2P applications and P2P botnets, as summarized in
Table IV. The Storm and Waledec contain 13 and 3 P2P bots
respectively. Our experiments show that the p2p c&c detector
could successfully detect all bots.

In our experiment, the average overlap values are calculated
across 5 consecutive time windows with respect to the current
time window. The length of the time window is set to be
10 minutes. We have tested with various window parameters
and acquired similar detection results. However, choosing a
relatively small window and short window sequence results
in more prompt detection. Otherwise, it causes longer de-
tection delay if more subsequent time windows are used to
calculate the average overlaps. In our parameter setting, the
P2P C&C channels can be detected within 5 consecutive
time windows. To demonstrate the effectiveness of the self-
correlation scheme, the moving average overlaps for 10 initial
time windows for each P2P host in the trace are shown in
Figure 5. For each trace, the result for only one P2P host
is depicted in the figure. Other hosts in the same trace all
demonstrate similar patterns as the one reported here.
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Fig. 5: Peer overlaps for botnet/normal P2P applications.
From Figure 5, there is significant difference between the
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peer overlap for P2P bots and normal P2P hosts. In real world
detection, a simple threshold based measure (e.g., 0.6) would
suffice to distinguish between them. Based on the reported
overlaps, our p2p c&c detector manages to identify all P2P
bots in both traces. This demonstrates the effectiveness of the
self-correlation scheme for detecting P2P C&C.

IRC C&C detection. In the Rbot botnet, the bot com-
municates with the C&C server through an established IRC
channel. Via this channel the server commands the bot to
perform port scanning against certain IPs in the network and
the bot continuously reports scanning results to the C&C
server. Our irc c&c detector can accurately detect the IRC
C&C channel using keyword matching with negligible delay
since the detection is performed entirely in kernel space.

Different from other botnets, Menti adopts a custom pro-
tocol and performs port scans. Since its C&C communica-
tion does not rely on the three well-known C&C protocols,
c&c detector discovers no suspicious C&C pattern. However,
our experiment shows that online ml detector raises an alert
since suspicious activities are discovered in the trace, which
will be further explained in the following analysis.

Runtime ML based bot detection. As shown in Table III,
the suspicious ratios for the majority bots fall between 95% to
99%. For the remaining bots, the ratios still exceed 90%. The
result for Waledac is relatively low since the majority of its
traffic is C&C related. Since the goal of ML detection module
is to detect suspicious bots instead of individual connections,
online ml detector raises alerts based on the suspicious ratio
for each individual host. As defined in Section II, it represents
the ratio of the number of suspicious connections with respect
to the total number of connections for each host. If the ratio
exceeds a pre-specified threshold, the host will be included in
a greylist. Obviously, the choice of this threshold has a direct
impact on the detection accuracy. A higher threshold leads
to more false negatives while a lower threshold incurs more
false positives. With a threshold of 10%, in the normal trace, 4
out of 36 are false positives. Instead, with a higher threshold,
for example, 85%, all bots are accurately identified, with zero
false positives. By excluding hosts with a limited number of
connections, the ratios of all other hosts are shown in Figure 6.
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Fig. 6: Suspicious ratios for hosts in the normal trace.
For novel botnets, such as Menti, no C&C patterns are

discovered since it uses a custom C&C protocol. However,

as shown in Table III the online ml detector reports high
suspicious ratio for the bot in this trace and raises alarms for
further correlation. This parallel design is extremely effective
in detecting bots in real-world, since it increases the difficulty
of novel botnet variants evading both stages of detection.

Performance comparisons. We compare our approach to
previous works by evaluating them using the same datasets
in our experiment. Since our detection relies on parallel
correlation of C&C detection and bot activity detection, the
comparison is two-fold. First, we compare our ML detection
accuracy to a recent ML based approach [13]. Different from
ours, their ML model is based on per-flow feature vectors and
only achieves an overall accuracy of 75% on a testing dataset
containing multiple novel botnet variants not embraced in the
training dataset. By contrast, in our evaluation for Menti (a
variant with a custom C&C protocol), the ML model reports
a fairly high accuracy (∼99.4%). Indeed our detection method
achieves satisfactory accuracy for a majority of the test traces.

Moreover, another similar work [11] focuses on the detec-
tion of stealthy P2P botnets through cross-bot overlap analysis,
which shows that P2P bots could be identified based on cross-
bot correlation. Our experiments evaluate the detection accu-
racy on the same P2P botnets. As shown in Table III, all P2P
bots are detected without any false negatives, which indicates
that Botsifter can achieve comparable detection performance
by solely using single-bot patterns. However, our approach is
more robust in the scenario of a small number of bots.

V. RELATED WORK

SDN based detection The emerging SDN techniques offer
new opportunities for enhancing network security. The visi-
bility and programmability provided by SDN have often been
leveraged to perform various security detection and attack
mitigation schemes.

FRESCO [25] represents one of the initial attempts to
compose security services for SDN network systems. It is
a framework to enable rapid development of OpenFlow-
based security applications on the control plane. Shin et
al. implemented a FRESCO version of the BotMiner [9] to
perform clustering and correlations over network traffic to
identify bot hosts. Later, Sonchack et al. proposed OFX [26], a
system that enables practical deployment of security functions
within an existing OpenFlow infrastructure. It allows control
applications to dynamically load security modules directly
into unmodified SDN compatible switches. OFX integrates
botnet detection as a sample security application. It loads pre-
processing functions into the switches so that the switches
could send batch updates containing the processed feature
vectors to the controller for further processing. However,
neither solution utilizes computational power of the SDN data
plane to perform more fine-grained and accurate detection.
Machine learning based detection In the early stage of bot
detection, numerous efforts focused on identifying unique be-
havioral patterns of bots. For this purpose, various techniques
are employed, such as matching the IDS dialog [8] and statis-
tical algorithms to detect organized network activities [10].
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However, a big challenge faced by these solutions is the
prior knowledge of the malicious behaviors. Alternatively, the
advancement of machine learning techniques and frameworks
facilitate the explorations of the feature space of malicious
traffic to address the challenge.

BotFinder [27] creates a model based on statistical features
of flows to detect C&C communications. The model is built on
a clustering algorithm to capture similar malicious behaviors
of flows. Later, Zhao et al. proposed a detection method that
employs a decision tree based algorithm with feature vectors
extracted from the flows using a sliding window technique.
In this model, the feature space is expanded to 12 features of
flows [12]. Nonetheless, both algorithms are created towards
specific botnet families or certain types of botnet, e.g., P2P
botnet. Furthermore, most existing approaches are offline since
real-time detection with a rich feature set is expensive and may
impact network performance significantly.

Targeting the newly emerged cloud hosted bots, BotSifter
addresses all these limitations by utilizing distributed detection
and centralized learning in SDN, enhanced with a scalable
traffic monitoring facility, and thus offering better detection
efficiency.

VI. CONCLUSION

The cloud-based bots pose an imperative threat to the
applications and services running on various cloud platforms,
yet highly accurate and scalable detection solutions are not
available. In this study, we have designed and implemented
BotSifter, an SDN based scalable and accurate runtime bot
detection framework in data centers. BotSifter utilizes a
centralized learning and distributed detection model that is
effectively supported by SDN. Furthermore, BotSifter adopts
parallel detection of both the botnet C&C communication
patterns and the machine learning based attack activities. The
evaluations show the effectiveness of BotSifter based on real-
world traces.
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ABSTRACT 

Flow cytometers are indispensable for clinical studies yet are limited by inherent uncertainties. We have 
developed an optofluidic device capable of multiple measurements along a microfluidic channel, whereby many of 
the uncertainty components can be systematically evaluated and reduced. This study addresses the challenge 
associated with identifying and tracking the order of objects throughout their time of transit. An algorithm was 
developed to characterize objects as they travel. We discuss methods of testing the efficacy of this algorithm, and 
other tools that allow us to gain more information than is provided by a conventional cytometer. 
 

KEYWORDS: Flow Cytometry, Microfluidics, Optofluidics, Reproducibility 
 

INTRODUCTION 
Traditional flow cytometers can measure thousands of cells per second, but the intensity of the fluorescent 

biomarkers on cells is only measured once and used to calculate scalar values such as integrated area.1 Thus, 
cytometers have limited ability to characterize biomarker distributions with high precision, which reduces their 
capacity to discriminate small changes within a population and to distinguish rare objects. Our group is developing 
an optofluidic cytometer that increases measurement resolution and precision by repeating measurements four times 
along the flow path: two axially symmetric waveguides collect fluorescence at each of two measurement regions 
separated along a microchannel. In order to aggregate the replicate measurements, an algorithm was created in 
MATLAB (MathWorks) to perform the piecewise temporal alignment across all four data channels. The algorithm 
evaluates the likelihood of object ordering based on time-of-flight and shape of the fluorescence signal, which 
includes high-temporal resolution of the intensity as the particle moves through the measurement region. We discuss 
challenges associated with objects passing one another, scenarios with multiple particles in the measurement region, 
such as doublets, and the unique opportunities that our high-resolution approach provides in extracting detailed 
information from objects, which would normally be impossible with other approaches. We also discuss metrics to 
assess the efficacy of matching and doublet separation. 

 

EXPERIMENTAL 
(DISCLAIMER: Identification of commercial products does not imply recommendation or endorsement by 

NIST. The materials and equipment used may not necessarily be best for purpose.) The manufacturing process for 
these devices has been detailed in a previous publication.2 Briefly, two poly(dimethylsiloxane) (PDMS) layers with 
lithographed microchannels were aligned and bonded. The two measurement regions each included one waveguide 
which transmitted laser light and two symmetrically angled waveguides that collected emitted fluorescence from 
objects (15 µm diameter microspheres, Bangs Lab FSDG009) passing the laser (Fig. 1A). Fluorescence emission 
was measured on a photomultiplier tube (Hamamatsu H11903-20) and digitized (National Instruments PCIe-6374). 

 

RESULTS AND DISCUSSION 
Fluorescent microspheres passing through two measurement regions (each with a fluorescence collector angled 

upstream and downstream of the excitation) created signals as shown in Fig. 1. Calibration of our serial cytometer 
requires that standard objects be compared between regions to establish a scale factor for normalization. 
Importantly, this exercise requires unambiguous object matching from one region to another. Object matching was 
strongly dependent on a consistent particle velocity, which we maintained to within 0.2 % coefficient of variation 
(CV) using a combination of inertial and hydrodynamic focusing. Coincident events (doublets) impose additional 
challenges of identification and decoupling. Because our system records an object’s intensity both in time and from 
different perspectives at two different regions (Fig. 1B), a number of methods were tested in MATLAB, including 
idealized peak fitting, to facilitate individual object resolution and ordering (Fig. 1D, E).  

To test algorithm efficiency, a number of in silico simulations were performed. Experimental data were lowpass 
filtered, normalized, temporally aligned, and averaged to form an idealized signal. We then modeled distributions 
of variables such as particle velocity, time between particles, white noise, and particle intensities from these data. 
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Lastly, idealized signals were scaled, time-shifted, and had noise added to them to match the modeled distributions 
of those components, thereby creating simulated data equivalent to that of a mock bead population. Overall, when 
analyzing artificial signals, our algorithms correctly determined the identity of synthetic events across replicate 
measurement channels with 100 % tracking efficiency. In extracting integrated fluorescence area from the artificial 
signals, our algorithms demonstrated a precision of  0.04 % ( 1 standard deviation) compared to the synthetic 
ground truth. Using hydrodynamic focusing to position particles in the center of the channel, with event rates near 
what is typically achieved by commercial cytometers (1000 events per second), over 10 % of objects were predicted 
to pass each other between regions and  25 % could manifest as doublets (Fig. 1F). Adjusting hydrodynamic 
focusing to align particles to a single inertial focusing node reduced the velocity distribution to 0.2 % CV, leading 
to a 10-fold improvement in passing probability and 2-fold improvement in doublet likelihood. 

Figure 1: (A) Microscopy images of the 2 measurement regions in the microfluidic flow cytometer. Cyan: laser 
excitation; Green: fluorescence emission. (B) Representative fluorescence peaks as a bead travels through the 2 
measurement regions. (C) Representative bead matching from time-of-flight and shape analysis. Numbers show 
tracking of each bead’s data at region 1 (purple) and region 2 (orange). (D) Example of measured doublet and (E) 
simulated separation of each bead from the signal in both regions. (F) Simulation results comparing average rates 
of objects entering the device and the occurrence of passing and doublet events before (1 % velocity CV) and after 
(0.2 % velocity CV) improvement in flow focusing using combination of hydrodynamic and inertial focusing. 

 

CONCLUSION 
By providing multiple high-resolution measurements of objects in flow, our serial flow cytometer enables 

characterization of particles while promising improved discrimination of aberrant signal events. Importantly, we 
have demonstrated the need for an effective tracking and fitting algorithm for any microfluidic system that 
implements repeated measurement of objects along a flow path. Work is ongoing to extract additional measurement 
features from the upstream and downstream projections on the same object, including how these measurements can 
be used to extract the particle’s size, shape, and fluorophore distribution. 
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250 Word Abstract: 

Recent interest on the topic of dynamic disorder in organic semiconductors and the influence on 

electrical transport has inspired several interesting experimental studies which evaluate the amount of 

dynamic disorder and relative device mobility in organic semiconductors. In this study, we investigate 

the directionality of intermolecular vibrational modes and the anisotropic mobility in tetracene single 

crystals to gain an understanding of the relationship between specific motions and electrical transport. 

We use transmission electron microscopy (TEM) and low-frequency polarized Raman to measure 

vibrational modes, and anisotropic mobility is evaluated using a field-effect transistor on the same 

crystal used for Raman study. To identify the modes measured and provide an estimate of the influence 

that the related motions are expected to have on the anisotropic transfer integrals, we use a 

combination of computational methods. We observe five low-frequency Raman-active modes in the ab 

plane of the crystal, and a streaking pattern is found in one direction using TEM indicative of motion in 

the crystal. Results relate the directionality of the mode motions and the highest and lowest mobility in 

the tetracene crystal. 

 

100 Word Abstract: 

This study investigates the influence of directionally oriented dynamic disorder on electrical transport in 

organic single crystal transistors. The intermolecular vibrational modes in tetracene single crystals are 

measured using transmission electron microscopy and low-frequency polarized Raman, and mobility is 

obtained from a field effect transistor geometry on the same crystal used for Raman study. A 

combination of computation methods are used to identify the modes measured and provide an 

estimate of the influence that the related motions are expected to have on the anisotropic transfer 

integrals. Results discuss the relationship between the directionality of these motions and the highest 

and lowest mobility in the tetracene crystal. 

 

Bittle, Emily; Biacchi, Adam; Fredin, Lisa; Herzing, Andrew; Allison, Thomas; Hight Walker, Angela; Gundlach, David. 
”Anisotropy of dynamic disorder and mobility in single crystal tetracene transistors..” 

Paper presented at SPIE Optics and Photonics 2018, San Diego, CA, United States. August 19, 2018 - August 23, 2018. 

SP-535



Case Study – Exploring Children’s Password
Knowledge and Practices

Yee-Yin Choong, Mary Theofanos
National Institute of Standards and Technology
{yee-yin.choong,mary.theofanos}@nist.gov

Karen Renaud, Suzanne Prior
Abertay University, Dundee

{k.renaud,s.prior}@abertay.ac.uk

Abstract—Children use technology from a very young age, and
often have to authenticate themselves. Yet very little attention
has been paid to designing authentication specifically for this
particular target group. The usual practice is to deploy the
ubiquitous password, and this might well be a suboptimal choice.
Designing authentication for children requires acknowledgement
of child-specific developmental challenges related to literacy,
cognitive abilities and differing developmental stages. Under-
standing the current state of play is essential, to deliver insights
that can inform the development of child-centred authentication
mechanisms and processes. We carried out a systematic literature
review of all research related to children and authentication since
2000. A distinct research gap emerged from the analysis. Thus,
we designed and administered a survey to school children in
the United States (US), so as to gain insights into their current
password usage and behaviors. This paper reports preliminary
results from a case study of 189 children (part of a much larger
research effort). The findings highlight age-related differences
in children’s password understanding and practices. We also
discovered that children confuse concepts of safety and security.
We conclude by suggesting directions for future research. This
paper reports on work in progress.

I. INTRODUCTION

Systems designed specifically for children are becoming
increasingly popular. Many of these authenticate the child in
order to retain a history of interaction, or to ensure that it
is genuinely a child using the system. Usability testing with
children is constrained by strict ethical requirements [59], [39],
which might put researchers off testing alternative authenti-
cation mechanisms with this target group altogether. Without
evidence of clearly superior and appropriate alter-natives, it
is understandable that developers revert to the password. This
might well be a suboptimal choice for this user group due
to issues such as as heterogeniety in ability [87], language
proficiency [57] and immature literacy [51].

Most of the research in usable security has focused on
adults. Yet over the next 10 to 20 years the world’s cyber
posture and culture will be dependent on the cybersecurity
and privacy knowledge and practices of today’s youth. We
performed a systematic literature review which highlighted a
lack of research examining extant child password use (Section
II). Without an understanding of extant behavior, it is infeasible

to start seeking an alternative, more appropriate, mechanism
for child-tailored authentication. Thus, having identified this
need, we proceeded to survey school children in the United
States (US) to bridge this gap.

We reflect on our findings and suggest that we ought
to prepare our children more effectively for a world where
password hygiene is crucial. It is important to teach principles
at a young age, and not haphazardly, which the evidence
suggests is being done at present. We should deliberately
nurture the development of good password hygiene habits as
and when children are first learning to use passwords. We
should introduce more advanced concepts as they develop and
are able to adopt them. This would create a foundation for
responsible adult password usage.

II. SYSTEMATIC LITERATURE REVIEW

A rigorous literature search must be valid and reliable
[94]. Validity is ensured by rigorously identifying: selected
databases, keywords and inclusion and exclusion criteria;
covered period; and applied forward and backward search.
Reliability is based on the fully documented search process.

We searched through the following databases: Google
Scholar1, ACM, DBLP, IEEEXPlore, ScienceDirect and
SpringerLink, http://worldcat.org PhD Theses, Educational lit-
erature: ERIC - Dept. of Education (Eric.ed.gov), Popular
Press: Google News. We started off with Google Scholar and
then augmented the list with articles from the other databases.

Key words: We used the following keywords for our
search:

• Children/Minors/Teenagers/Adolescents and Authenti-
cation

• Children/Minors/Teenagers/Adolescents
and Passwords

• Children/Minors/Teenagers/Adolescents and Security

Inclusion criteria: We chose to not only focus on high-
quality literature so we also included lower rated journals,
conferences and workshops as well as publications in the
public media. We searched from the year 2000 onwards.

1Any mention of commercial products or reference to commercial or-
ganizations is for information only; it does not imply recommendation or
endorsement by the National Institute of Standards and Technology nor does
it imply that the products mentioned are necessarily the best available for the
purpose.

Workshop on Usable Security (USEC) 2019
24 February 2019, San Diego, CA, USA
ISBN 1-891562-57-6
https://dx.doi.org/10.14722/usec.2019.23027
www.ndss-symposium.org
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Exclusion criteria: We filtered out publications that were
not written in English and those published before the year
2000, as well as patents.

Forward search: We used Google Scholar citation index
service to perform a forward search.

Backward search: The backward search was conducted
manually.

We conducted a full-text search, and the databases were
searched to identify publications that contained the keywords.
We then applied the defined inclusion and exclusion criteria.
Following this process only 87 publi-cations remained. Table
I shows the number of publications for each database search,
how many were excluded and how many remained for analysis.
It should be noted that some publications appeared in more
than one database.

TABLE I. OUTCOME OF LITERATURE SEARCH OF ALL DATABASES

Source # papers # eliminated # retained
Google Scholar 65 13 52
ACM 2 0 2
DBLP 2 0 2
IEEEExplore 4 2 2
ScienceDirect 8 1 7
WorldCat 0 0 0
Eric 2 2 0
Google News 4 2 2
Scopus 4 1 3
Public Media 17 0 17

Table II summarizes the range of reports we analysed.
Despite several of the retrieved papers considering new authen-
tication methods, only four empirical studies were found which
used children as participants in the development or evaluation
of child-specific authentication [71], [16], [18], [54]. Of these,
only Coggins [17] reported conducting a pre-study measure
of the children’s knowledge and experience of passwords.
However, Coggins does not include information on what these
pre-measures showed or what bearing they had on the final
result.

This literature review revealed a gap in the literature
related to gauging current levels of comprehension and practice
related to passwords. Filling this gap is important because
researchers conducting empirical studies in this area benefit
from understanding the current level of password knowledge
held by children and indeed some indication of their current
password practices.

III. RESEARCH METHODOLOGY

Given the limited work to date in measuring children’s
knowledge and experience of passwords, there is a need for
more studies to add to these findings in different contexts. In
this study, we developed a self-report survey to understand
what challenges children grades 3 through 12 face regarding
passwords. The goal was to identify students’ practices, per-
ceptions, and knowledge regarding passwords. Each student
answered questions assessing their use of computers, pass-
words, password practices, knowledge about and feelings about
passwords, together with information about grade and gender.
We wanted to address the following research questions (RQ):

TABLE II. CATEGORIES FROM ANALYSIS

Classification Refs
Designing for Children

Guidelines for keeping
children safe online

[5], [13], [22], [25], [27], [35], [47],
[64], [67], [73], [79], [80], [11],
[37], [83], [24], [95], [27], [49],
[50], [40], [84], [66], [6], [77], [3]

Argument for children’s
privacy rights

[8], [86]

Study of children’s Internet
Usage

[15], [32], [36], [45], [55], [82],
[85], [44], [49], [23], [21], [48],
[78], [43], [61], [62], [63], [16],
[58], [69], [74], [81], [75], [76],
[12]

Accessibility Issues [29]

Security awareness [2], [9], [31], [46], [69], [70], [91],
[33], [88], [89], [93], [52], [17],
[53], [65], [92]

Children Accessing Adult
Content

[96], [72]

Children & Authentication
Proposes new authentication ideas [60], [38], [19]

Empirical Study of Passwords
and Children

[42], [71], [54], [41]

Empirical Evaluation of Child-
Specific Authentication Methods

[71], [16], [18], [54]

Designing Security for children [30], [68], [26]

Anecdotal reports of children’s
password behaviors

[1], [10], [7], [20], [28]

Children & Biometrics [4], [90]

Proposes new authentication ideas [60], [38], [19]

RQ1. How do children currently use Computers and
Passwords?

RQ2. Password Understanding:

(a) Password Hygiene Knowledge?
(b) Why do they need passwords?
(c) What are students’ passwords perceptions?
(d) Do they know how to create a strong password?

RQ3. Password Behaviors:

(a) How do students select, remember and store pass-
words?

(b) What are the characteristics of the password they are
asked to formulate to access a game?

A. Survey Development

The research questions guided the development of ob-
jectives for accessing student’s use of computers, of pass-
words, password practices, knowledge about passwords, feel-
ings about passwords, and tests for gender, age and school
differences. A list of possible items was generated targeting
the objectives, as illustrated in the alignment matrix in the
Appendix.

Two surveys were designed: one 15 item survey for grades
3 to 5, and a 16 item survey for grades 6 to 12. All of the
items were closed response except for four open response
items where students were asked: how many passwords they
have; how many times a day they use passwords; to list a
reason(s) why people should use passwords, and to generate a
new password for a given scenario. While the surveys were
identical in item content, the language and format of the
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response variables were tailored for appropriateness to the age
groups. For example, most of the response variables were
“Yes” or “No” for the 3rd - 5th graders, while the 6th -
12th graders’ response variables were lists of check all that
apply. To ascertain the content and construct validity of the
survey instruments, four types of reviews were conducted.
Content experts in usable security were asked to evaluate the
alignment matrix (in the Appendix) and provide feedback on
the alignment of the categories with the scope of the survey
goals, of the alignment of the items with the category, and if
there were missing items. Survey experts also reviewed each
item for clarity for the intended audience, appropriate format
for what the item is assessing, and alignment of response
options. Content experts (elementary, middle and high school
teachers) focused on the language and format of the items
based on the grade/age of the students. Cognitive interviews
with students, to determine if the questions were indeed being
interpreted as intended, were also conducted using a talk-aloud
protocol. Cognitive probing techniques where students were
asked to both paraphrase items (e.g., “How would you ask
the question in your own words”) and interpret them (e.g.,
“What is your answer and why”) complemented the talk-aloud
protocol. Additionally, we piloted the surveys with students.
After each type of review, the survey instruments were refined
based on the feedback and comments.

B. Procedure & Recruitment

The study was approved by the full Institutional Review
Board. Principals and teachers were recruited to participate.
The schools, individual teachers, and students that participated
were compensated. Each school received $1000, the teachers
received $50 gift cards, and the students received age ap-
propriate trinkets such as caricature erasers or ear buds, for
example. Finally, parental consent and student assent forms
were collected prior to survey distribution. Students who did
not receive parental consent performed alternative activities
following the school’s standard protocol during the survey
administration. Each participating classroom also received $50
for a classroom thank-you celebration where all students cel-
ebrated, including those who did not participate in the survey.
The survey administration was tailored for the appropriate age
group. All children completed scantron survey forms, with
teachers reading the survey aloud in the 3rd - 5th grades.

The results presented here are the initial results from only
two US Midwest schools - an elementary (3rd - 5th grades) and
a middle school (6th - 8th grades). This is the first data set from
a much larger research effort that will include between 1500
to 1800 elementary, middle and high school students from up
to six US school districts.

C. Participants

In this case study dataset, a total of 189 school students
completed the surveys. Both schools are located in the Midwest
region in the US. Table III presents the participant demograph-
ics.

D. RQ1:Current Usage

1) Current Computer Usage: The most popular type of
computers the 3rd - 5th graders use was gaming console

TABLE III. PARTICIPANT DEMOGRAPHICS

Graders # M:Male
F:Female
U:Unspec

Age
Years

x̄ σ

3rd - 5th 88 M:53.41%
F:42.05%
U:4.54%

8-12 8.15 0.96

6th - 8th 101 M:51.49%
F:40.59%
U:7.92%

11-15 12.55 1.03

(80.68%), followed by laptop (78.41%) and tablet (71.59%).
For the 6th - 8th graders, the most popular type of computers
was cell phone (87.13%), followed by laptop (80.20%) and
gaming console (77.23%). Table IV is a list of all types of
computers used by the participants in the survey.

TABLE IV. USAGE OF DIFFERENTS KINDS OF COMPUTERS

Desktop Laptop Tablet Cell
Phone

Gaming
Console

3rd - 5th 62.5% 78.41% 71.59% 68.18% 80.68%

6th - 8th 64.36% 80.20% 55.45% 87.13% 77.23%

Locations where students use the computers were mostly
at school or at home: the 3rd - 5th graders reported computer
use at school (98.86%) and at home (81.82%); the 6th - 8th
graders reported similar computer use at school (94.06%) and
a higher usage at home (91.09%).

Activities that students use computers for ranged from
school work, homework to games and social media. Games
(92.05% for 3rd - 5th and 84.16% for 6th - 8th) and enter-
tainment (89.77% for 3rd - 5th and 85.15% for 6th - 8th) were
the most popular activities on computers for both groups. Table
V is a list of computer activities sorted by 3rd - 5th graders’
percentages. Percentages of 6th - 8th graders follow a similar
pattern.

TABLE V. ACTIVITIES USING COMPUTERS

3rd - 5th 6th - 8th

Games 92.05% 84.16%

Entertainment 89.77% 85.15%

Internet 80.68% 77.23%

School 75.00% 78.22%

Texting 45.45% 56.44%

Social media 43.18% 63.37%

Email 36.36% 35.64%

Homework 32.95% 55.45%

2) Current Password Usage: On average (medians), the 3rd
- 5th graders have 2 passwords at school and 3 passwords at
home. They reported to use their passwords about 4 times
a day. For the 6th - 8th graders, they have on average
(medians) 2 passwords at school and 4 passwords at home; use
passwords about 4 times a day. More than 90% in both groups
reported that they use passwords to access school computers,
and between about 71% to 80% reported using passwords to
unlock home computers. Table VI lists technologies locked
with passwords reported by participants in the survey.

E. RQ2: Understanding of Password Hygiene

1) Knowledge: The 3rd - 5th graders reported learning
about good password use more at home (71.59%) compared
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TABLE VI. WHAT CHILDREN AUTHENTICATE TO USE

3rd - 5th 6th - 8th

School computers 98.86% 94.06%

Home computers 71.59% 80.20%

Tablets 60.23% 55.45%

Cell phones 62.50% 85.15%

Games 55.68% 40.59%

Email 29.55% 45.54%

Social media 45.45% 69.31%

to at school (38.64%); whereas the 6th 8th graders reported
learning with almost equal percentages at school (73.27%) and
at home (76.24%).

Regarding what they know about password hygiene, re-
sponses of “Always” and “Sometimes” were combined, shown
in Table VII. More than 90% of each age group reported that
they keep their passwords private; and they keep a good habit
of signing out after computer use (89.77% for the 3rd - 5th
graders and 94.06% for the 6th - 8th graders). The 6th - 8th
graders tend to share their passwords with friends more.

TABLE VII. KNOWLEDGE OF PASSWORD HYGIENE

3rd - 5th 6th - 8th

Keep passwords private 90.91% 93.70%

Sign out after computer use 89.77% 94.06%

Share with friends 32.95% 47.52%

Use same password for everything 57.95% 78.22%

Change passwords 62.50% 79.21%

For those who reported that they changed their passwords,
the top reasons were “when someone finds out my passwords”
(94.55% for the 3rd - 5th graders and 72.50% for the 6th -
8th graders) and “when I forgot my passwords” (54.55% for
the 3rd - 5th graders and 68.75% for the 6th - 8th graders).

2) Why Passwords?: Both groups of participants were
asked why it is important to use passwords. The 3rd - 5th
graders were only asked to provide one reason while the 6th
- 8th graders were asked to provide up to three reasons.

These responses were independently analysed by two au-
thors using thematic coding. The authors met and agreed on
the final codes. The agreed codes were at a very high level,
reflecting the relatively concise answers given by the children.
For example: “To keep things safe”, “Safety”, and “People
should use passwords so they can have privacy”. The final
codes are shown in Table VIII; codes with fewer than 5
responses are not included. The higher number of responses
attributed to codes within the 6th 8th graders are due to a
higher number of participants and this group being asked to
provide three responses, as opposed to one.

TABLE VIII. CODING OF SURVEY RESPONSES

3rd - 5th 6th - 8th

(n, % of responses) (n, % of responses)
Privacy (34, 40.48%) Privacy (81, 38.02%)

Safety (18, 21.42%) Safety (41, 19.24%)

Access (15, 17.85%) Security (40, 18.77%)

Security (9, 10.71%) Access (24, 11.27%)

Hacking (6, 7.14%) Hacking (10, 4.69%)

3) Password-Related Perceptions: The 3rd - 5th graders
reported higher percentages of perceiving creating and remem-
bering passwords as easy, than the 6th - 8th graders, as shown
in Table IX. Both age groups found it fairly easy to enter
passwords with a keyboard or using a touch screen. Although
having too many passwords does not seem to be bothersome
to either group, we do see a rising trend with older children
having more passwords as they get older.

TABLE IX. PASSWORD PERCEPTIONS

3rd - 5th 6th - 8th

Easy to make my password 76.14% 54.46%

Easy to make many different
passwords

61.36% 44.55%

Easy to remember my passwords 80.68% 68.32%

Easy to enter my passwords with a keyboard 77.27% 80.20%

Easy to enter my passwords on a touch screen 71.59% 81.19%

I wish there was another way
besides passwords

50.00% 31.68%

I have too many passwords 27.27% 16.83%

F. RQ3: Password Behaviors

1) Password Selection & Storage: When asked about
how they get their passwords, about 85% in both age groups
reported getting some passwords from schools.

Younger students (3rd - 5th graders) reported a high
percentage of parental involvement in creating their passwords
(either created by parents or they created their own passwords
with help from parents, combined: 69.32%). A high percentage
of the 6th - 8th graders (86.14%) reported creating their own
passwords and low parental involvement (either created by
parents or created their own passwords with help from parents,
combined: 35.64%).

Participants reported memorizing their passwords (97.73%
for the 3rd - 5th graders and 91.08% for the 6th - 8th graders).
About a third of students in each group reported that they write
passwords on paper. The 3rd - 5th graders also reported higher
percentages relying on external sources (such as auto-fill by
computer, family members remember for me, or save in a file
on computer) compared to the 6th - 8th graders. Table X is a
list of mechanisms of how students remember passwords.

TABLE X. HOW CHILDREN RETAIN PASSWORDS

3rd - 5th 6th - 8th

Always2 Sometimes Check all Apply
Memorize 78.41% 19.32% 91.09%

Let computer save the pass-
word and auto-fill

32.95% 31.82% 36.63%

Write passwords down on pa-
per

12.50% 23.86% 33.66%

Family member
remembers for me

6.82% 28.41% 9.90%

Friend remembers for me 2.27% 7.95% 1.98%

Save in a file on computer 10.23% 87.50% 12.87%

The 6th - 8th graders were asked an additional question on
whether they help their family members with passwords. Forty-
Nine students (48.51%) reported “Yes,” - of those, 73.47%
reported helping family members to remember their passwords.
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2) Created Password Analysis: The two groups were
asked: “Let’s say you just got a new game to play on the
computer, but you need a password to use it. Please make up
a new password for that game. (Remember, don’t write down
one of your real passwords.)”.

G. Password Characteristics

The average (medians) lengths of the passwords created
by participants were: 7 characters for the 3rd - 5th graders,
with a range of [3, 32]; and 10 characters for the 6th - 8th
graders, with a range of [4, 29]. Lowercase letters make up the
majority of the passwords, followed by numbers. The most
popular characters used were lowercase letters “a,” “e,” and
“o” for the 3rd - 5th graders and “e,” “a,” and “r” for the 6th -
8th graders. The most used numbers for both age groups were
“1” and “2.” Symbols or white spaces were rarely used. Figure
1 shows the distribution of different character types used in the
passwords created by the participants.

Fig. 1. Character Types in Passwords

We further examined character type positioning in the
passwords. Figures 2 and 3 display the overall character type
distribution relative to their position, for password lengths of
7 (for the 3rd - 5th graders) and password lengths of 10 (for
the 6th - 8th graders).

Fig. 2. Character Types by Positions in Passwords (3rd - 5th)

As shown in Figure 2, in general, the percentages of the
3rd - 5th students who used lowercase letters and numbers
were very close (around 40%) across all positions except for
the two ends, i.e. position 1 (POS1) and position 7 (POS7). In

POS1, 41.89% of the 3rd - 5th graders used uppercase letters
in their passwords. In position 7, a lot more 3rd - 5th graders
(64.10%) included lowercase letters in their passwords.

Fig. 3. Character Types by Positions in Passwords (6th - 8th)

In contrast, the pattern for the 6th - 8th graders (Figure 3
looks quite different from that for the 3rd - 5th graders. A lot
more 6th - 8th graders (between 52% and 64%) used lowercase
letters across all positions except for the first position. Much
fewer 6th - 8th students (between 20% and 39%) used numbers
in their passwords compared to their younger counterparts.
Similar to the 3rd - 5th graders, in POS1, 47.87% the 6th
- 8th graders included uppercase letters in their passwords.

H. Password Strength

We used the zxcvbn.js JavaScript Library3 to quantify
the strength of the passwords the children formulated. Figure
4 shows the strengths of the two groups’ passwords. There
is an improvement as the children move up in the educational
system, but the percentage of very weak passwords is still very
high, even amongst the older group.

56.94%

13.89% 12.50%

4.17%

12.50%

34.04%

18.09%
21.28%

13.83% 12.77%

0%

20%

40%

60%

80%

100%

1 2 3 4 5

3rd - 5th
6th - 8th

Fig. 4. Password Strengths

IV. DISCUSSION

A. RQ1: Password & Computer Usage

Not surprisingly, as children age, their use of technology
and on-line activities change. The percentages of students

3https://www.bennish.net/password-strength-checker/
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having cell phones increases almost 20% from the younger
to the older children, as shown in Table IV. As the children
mature, there is also about a 10% increase in some social
activities, with texting increasing, and about a 20% increase
in social media (in Table V). As a result, the older children
experience more and more need for authentication: about 23%
increase in cell phone authentication, 15% increase in email
authentication, and 24% increase in social media authentication
(Table VI). The increased need for authentication for older
children translates into their having more passwords, each of
which has to be retained and managed.

B. RQ2: Password Knowledge

Children demonstrated confusion between the concepts of
passwords, privacy and safety or protection. Many children
reported believing that passwords would keep them ‘safe’:
“I think that people should use passwords because it saves
everyone’s lives” (Female, 3rd 5th grader)

Similar feelings were expressed in 22% of the younger
group’s responses and 19% of the elder group. This suggests
that the message that passwords are required for security is
becoming confused either in the delivery or in the children’s
receiving of the message with the idea of safety, forming
inaccurate mental models. It is not clear why this is happening
but scaring children into using passwords is unlikely to be the
most effective method for ensuring they continue to develop
good cyber security practices as they age. Resources in the
area of cyber security for children are often focused on cyber
bullying and the dangers of online predators, which may
explain where some of the confusion arises from. Although
educators and parents may not be intentionally trying to scare
children into using passwords, children are receiving mixed
messages. This demonstrates a need for clear and consistent
messages. In order to achieve this, it may be necessary to
provide additional training to those delivering the message, in
this case parents and teachers.

C. RQ3: Password Practices and Behaviors

Children’s ages influence their password practices and
behaviors. Younger children rely more on their family in
creating and remembering passwords. Almost twice as many
of the younger group reported having parental help in creating
their passwords. Moreover, about 35% of the younger children
reported getting help from family members in remembering
their pass-words, as compared to only 10% of the older
children.

Parents also play an important role of providing guidance
on ‘good’ password hygiene to the younger group. In contrast,
schools play a larger role in influencing password behaviors
of the older group. Moreover, the older children assist family
members with remembering passwords. Both age groups un-
derstand that passwords should remain private and they sign
out after computer use. However, approximately 50% of the
older group reported sharing passwords with friends.

V. REFLECTION & RECOMMENDATIONS

These findings raise several questions. How do we best
prepare children for the increasing demands of living with
passwords? How do we provide guidelines and strategies as
they age to help them learn and develop appropriate skills?

A. Password Management Lifecycle

It is necessary to consider users’ password behaviors in
a holistic manner, realizing that there are three stages in the
password management lifecycle: password creation, password
maintenance, and authentication. Users’ behaviors are reflec-
tions of the interactions among stages in the lifecycle, the ca-
pabilities and limitations of the human information processor,
and the individual factors [14]. Each stage requires cognitive
capabilities from the password owner, in this case the child,
to create, maintain, and authenticate using passwords. Overall,
the 6th - 8th graders reported experiencing more difficulties
with their passwords. Approximately 20% more of the 6th
- 8th graders than the 3rd - 5th graders reported difficulties
in creating passwords (Table IX). They also struggled more
to maintain their passwords: 20% more of the older group
reported using “same password for everything” (Table VII),
probably because about 12% more of the older children found
it difficult to remember passwords (Table X). It is important
not to consider any of the lifecycle stages in isolation when
we design authentication mechanisms for a particular target
group, such as children.

B. Password Choice

On average, the 6th - 8th graders created passwords that
were 3 characters longer than the 3rd - 5th graders did.
Compared to the 6th - 8th graders, the 3rd - 5th graders
used more uppercase letters, numbers, and white spaces when
composing their passwords. The 3rd - 5th graders tend to start
their passwords with numbers or uppercase letters in the 1st
position. Immediately after the 1st position, lowercase letters
and numbers dominate the next few positions until towards
the end of the password where almost 2/3 of the characters
are lowercase letters. The 6th - 8th graders also tend to
start their passwords with uppercase letters, but numbers are
not dominating as in the case of their younger counterparts.
Immediately after the 1st position, the 6th - 8th graders use
much higher percentage of lowercase letters than any other
character types in all positions. Towards the end positions in
the password, we observe slight rising trends of using numbers
and symbols.

In a password generation study with 81 adults [56], the re-
searchers found that uppercase letters dominate the 1st position
in the password, then the rate of uppercase letters sharply drops
at the 2nd position, while the lowercase letters substantially
rise at position 2. Numbers follow a steady increasing trend and
start dominating towards the latter positions in the password,
until the last position where symbols make up half of the
character distribution. The 6th - 8th graders’ password trend
resembles patterns of uppercase, lowercase, numbers, and
symbols found in passwords generated by adults. This could
be due to the fact that as students get older, they have more
exposure to password complexity requirements for numbers
and symbols.

The passwords that the participants created did not use a
broad range of characters. For the 3rd - 5th graders, only 8
characters appeared with frequency higher than or equal to 3%,
namely, 2, 1, a, e, o, 3, 5, and 6. For the 6th - 8th graders,
only 11 characters appeared with frequency higher than or
equal to 3%, namely, 2, e, 1, a, r, o, 4, n, l (lowercase), i and
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s. Special character use was very scarce in passwords created
by the 3rd - 5th graders. There was some increasing usage of
special characters by the 6th - 8th graders. Many passwords
consist of concepts reflecting the current state of the children’s
lives, e.g., fairy tales, numbers, colors, games, and sports. Few
examples from passwords created by the 3rd - 5th graders
are: “12345,” “Yellow,” “PrincessFrog248,” and “doggysafese-
cure.” Some passwords created by the 6th - 8th graders
are: “Gamehead77,” “GameGuy007,” “Basketball1130,” and
“Blue101213.” The simplistic nature of passwords is expected
since students are progressing on their literacy levels as they
age. This is especially true with younger students who are
working on mastering their alphabets and numbers. Special
characters are such a foreign concept to many young students.
This is evidenced by the fact that only 6 special characters
appeared in the passwords created by the 3rd - 5th graders,
namely, dash (-), period (.), exclamation (!), question (?), at
sign (@), and underscore ( ), with frequencies all under 1%.
The usage of special characters did expand to more types
with the 6th - 8th graders: exclamation (!), slash (/), period
(.), comma (,), underscore ( ), double quote (“), at sign (@),
apostrophe (’), left and right parentheses ( ), and caret (ˆ), with
frequencies all under 1%.

Despite the awareness shown when discussing the purposes
of passwords, the passwords chosen by the children (particu-
larly by the younger age group) were very weak. There were
some improvements in the older group, but, as a whole, the
passwords were not strong. This suggests that children are
not choosing weak passwords because they do not understand
the importance of protecting themselves online but because
they are either unaware of what constitutes a strong password,
or are unable to generate one. There is clearly a need to
address how children, particularly in the younger age group,
understand and use passwords. When considering the strength
of password required it may be worth considering what it is
that is being protected and how strong a password is needed.
While there have been several investigations into alternative
methods of authentication for children, as yet none have been
widely adopted. It is important that we do not make passwords
“too easy” for children to use leading to their resisting more
complicated passwords as adults. The password demands need
to challenge children, while still being achievable. Traditional
password requirements would suggest that the complexity
and strength required should increase as the child’s ability
develops. However, new password guidelines published by
the National Institute of Standards and Technology (NIST)
suggests encouraging longer passwords (passphrases) while
relaxing complexity requirements (i.e., not requiring a com-
bination of different character types) [34].

VI. CONCLUSION AND FUTURE WORK

Users’ password behaviors and experiences across all three
stages in the password lifecycle influence users’ attitudes and
perceptions of password use and requirements. It is important
to promote positive user attitudes early on. Users holding
positive attitudes towards passwords practice better cyber
hygiene, such as creating compliant and strong passwords,
writing down passwords less often, suffering less frustration
with authentication, better understanding and respecting the
significance of security, as compared to users with negative
attitudes [14]. This suggests the need to encourage young users

to develop positive attitudes and accurate mental models of
passwords and authentication.

It is already well known that children are not a homo-
geneous group. Studies involving children as participants in
designing or evaluating new software products will frequently
take their literacy or numeracy skills into consideration. This
study suggests that, despite growing up with an awareness
of cyber security, children are likely to have had widely
different experiences and knowledge surrounding passwords.
As such, researchers working in the areas of authentication
should ensure they measure this existing skill and knowledge
base when conducting studies with this population.

It is very important that, when we teach children about
passwords, we do not confuse them. There are important
differences between security, privacy and safety and it is worth
finding ways of communicating these differences to children as
they learn about password practice and hygiene. They need to
understand the differences between password security, personal
information privacy and online safety. We do not want to
make children afraid of cyber security and we want them to
understand their privacy rights. This is a huge challenge but
needs urgent attention.

This paper reports the preliminary findings of a case study
from two Midwest schools. We are currently collecting data
from other planned US school districts. We plan to perform
thorough statistical analysis on the entire dataset of 1500 to
1800 students to further validate the findings in this paper and
increase generalizability.
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APPENDIX: Survey Alignment Matrix
Objective Category Category

Definition
Survey Items

RQ1:
Assess children’s
use of computers

Usage Extent to which
children use
computers

Where do you use computers?
• What types of computers do you use?
• Where do you use computers?
• About how much time do you spend on computers each day during the week?
• About how much time do you spend on computers during the weekend?
• What do you do when you go on the computer? (list of activities)

RQ1:
Assess children’s
use of computers

Usage Extent to which
children use
passwords

• How many passwords do you have?
• I use passwords to login into (list of activities).
• How many times a day do you use or enter your passwords?

RQ2:
Assess children’s
knowledge of
passwords

Knowledge Extent to which
children understand
purpose and
appropriate security
practices with
passwords

• Where did you learn about good password use?
• Let’s talk about your passwords:
∗ Do you share your password with friends?
∗ Do you use the same password for everything?
∗ Do you write your password down on paper?
∗ Do you change your passwords?
∗ When do you change your passwords?
∗ When you finish with the computer do you log out?
• List up to 3 reasons why we need passwords?

RQ2:
Assess children’s
knowledge of
passwords

Perceptions Extent to which stu-
dents are comfort-
able with passwords
and password prac-
tices

• What do you think of passwords (scales of agreement)
∗ It is easy to create my password
∗ It is easy to create many different passwords
∗ It is easy to remember my passwords
∗ It is easy to type in my passwords
∗ I wish there was another way to login besides passwords
∗ I have too many passwords

RQ3:
Assess children’s
current password
behaviors

Memory Extent to which
children are self-
reliant with respect
to passwords

• How do you pick your password?
• How do you remember your passwords?
• Do you help your family members with passwords? (6th - 12th graders only)
• Let’s say you just got a new game to play on the computer but you need a
password to use it. Please make up a new password for that game.

• Gender, age and
school differences.

Demographics Age, gender, which
school which grade

Are you a girl or boy, prefer not to answer?
• How old are you?
• What grade are you in?
• Where do you go to school?
• Which city do you live in?
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RFC: DLMF Content Dictionaries
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Gaithersburg, MD, USA
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1 Overview

The Digital Library of Mathematical Functions (DLMF1) covers the definitions and properties of a wide variety
of special functions with applications in physics and engineering — several hundred, depending on how you
count them. Although initially focused as a resource for human readers, the DLMF’s long-term goal is to
support machine-readable content to enable interoperability between other digital libraries, computer algebra
and theorem proving systems.

But, the long history of special functions across and among different communities of interest has led to the
potential for confusion and error. When different practitioners speak about apparently the same function, their
different histories and conventions may include different assumptions of scalings, arguments (order or definition),
branch cuts, assumed values in special cases, and so on. A simple example is the Jacobian elliptic function sn
seen as a function either of the modulus k or the parameter m = k2; each form is preferred for certain purposes.
While neither party is necessarily wrong, failure to account for their differences in communications is guaranteed
to lead to error.

It is thus critical for interoperability between systems to establish each system’s conventions and assumptions.
This is true enough for a human reader transcribing DLMF’s results into a computer algebra system, but all the
more so when these processes are automated and hidden from view. Ideally these differences can be formalized
to the extent that enables automatic conversion of formula across the different views. Indeed, the World Digital
Mathematics Library2 has founded an effort to develop such a Special Function Concordance.

Towards these ends, this note presents a proposed set of (virtual) OpenMath3 Content Dictionaries (CD) to
characterize the choices made in the DLMF.

2 Organization and Naming Conventions

An unexpected challenge was an organization and naming of the CDs and symbols in a fashion appropriate
to OpenMath applications. The functions can be grouped according to mathematical or historical features, or
applications. The proper names of functions can become quite verbose with strings of significant adjectives
before they become sufficiently unique. Consider “Legendre’s incomplete elliptic integral of the first kind” and
then add modifiers such as “zeros of the derivatives of”. Given that some functions are ubiquitous while others
are truly esoteric, one would even hope for a Huffman-type encoding.

Yet, the functions have already been grouped into chapters in a way appropriate for the DLMF’s purposes.
Moreover, each function has a unique LATEX macro defined for it to simplify the markup and preserve the
semantics during conversion to web formats 4. For example the two functions mentioned above have, macros
\Jacobiellsnk (encoding “the Jacobian elliptic function sn, of modulus k”) and \incellintFk (encoding “(Leg-
endre’s) incomplete elliptic integral (of the first kind) of modulus k”; See Appendix A for details). While these

Copyright c© by the paper’s authors. Copying permitted for private and academic purposes.

In: O. Hasan, J. Davenport, M. Kohlhase (eds.): Proceedings of the 29th OpenMath Workshop, Hagenberg, Austria, 13-Aug-2018,
published at http://ceur-ws.org

1https://dlmf.nist.gov/
2https://www.mathunion.org/ceic/library/world-digital-mathematics-library-wdml
3https://openmath.org/
4a DLMF Macro set, to be released, is under development
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Table 1: Types used in the special function type signature, where T stands for any arbitrary set or type.

Notation Meaning
T → T ′ function (mapping) from type T to T ′
T × T ′ product set of multiple types
R the set of real numbers (excluding ∞)
C the set of complex numbers (excluding ∞)
Z the set of integers
Z+ the set of integers > 0
Z∗ the set of integers ≥ 0
Q set of rational numbers
D the complex numbers in the open unit disc, |z| < 1
{a0, . . .} one of a finite set (of symbols)
T n n-tuples with elements of type T

(e.g. R2 for pairs of reals)
T • tuples with elements of type T , unspecified length
T n vectors of dimension n, with elements of type T
T • vectors with elements of type T , unspecified dimension
T n×m n×m matrices with elements of type T
T •×• matrices with elements of type T (unspecified dimension)
L lattices in the complex plane (in the sense of elliptic functions)

may not roll off the tongue, they are unique, reasonably type-able and blend with TEX’s macro conventions. And
while this organization and naming may not be optimized for OpenMath purposes, it seems better to reuse the
one scheme than to introduce redundant ones.

We have therefore followed DLMF’s organization for the primary grouping of functions. The most important
functions in a chapter are covered in a base CD, such as DLMF BS (for Bessel functions). In most cases, progres-
sively esoteric functions are grouped into subcategories according to: generalizations (DLMF BS gen), q-analogs
(DLMF BS q), magnitudes, zeros, matrix argument and so on, as well as some special case such as DLMF GH Appell

for Appell functions.

3 Characterizing the Functions

The more fundamental challenge is to properly characterize the functions. This, of course, is exactly what any
proper ‘definition’ ought to be. But here the point is that the definition be sufficiently complete, explicit and
formalized, to enable easily determining the equivalancy of functions from different systems. Ultimately, the goal
would be to enable automatic conversion between, for example, the two different ‘flavors’ of elliptic functions,
sn.

At this stage of development, we are providing URLs as the definitions of each function, being pointers into the
DLMF where the definition is to be found. This is obviously an informal definition, and may require digging for
some details. Definitions may be either explicit or implicit (such as a function defined by a differential equation
along with boundary conditions).

Additionally, we have provided a simple type signature for each function to characterize its domain and
range (See Table 1). Note that in many cases functions are undefined for isolated values of some arguments,
e.g. singularities; these cases are not always reflected in the current signatures. Other properties, such as branch
cuts, multivaluedness, have not yet been made explicit.

4 Conclusions and Request for Comments

We have provided here a catalog of the special functions covered by the DLMF — a set of informal, virtual
Content Dictionaries. It should serve as a reasonable starting point for establishing a concordance between the
sets of functions covered by the several interested parties. This is a continuing process; our CDs will continue to
be refined and gradually extended and formalized as needed.
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The current status can be found at https://math.nist.gov/~BMiller/DLMF-CDS/, where also a JSON en-
coding of the data may be downloaded for processing.

We welcome suggestions about which features and characteristics function are important to the notion of a
concordance, as well as how best to encode and formalize that information. Any other comments about the
catalog are also welcome.

Acknowledgements: The author would like to thank Patrick Ion, Howard Cohl and Florian Rabe for
constructive comments.

A DLMF Macro Naming conventions

Briefly, the names of the various mathematical function macros are derived from the descriptive ‘Proper Name’
of the function according to:

macro ≡ \ prefix∗ name class? symbol?suffix∗

The name is the ‘conventional’ name or based on the “inventor’s” name. The class indicates function (generally
omitted), integrals, polynomials, and so on. The symbol is the latinized form of the notation, upper or lower
case as appropriate. The prefix modifier includes all significant characteristics that may distinguish functions
(e.g. ‘modified Bessel’ vs. simply ‘Bessel’). The suffix generally indicates limitations or special cases regarding
arguments. The abbreviations used for prefix , class and suffix are given in Table 2. For predictability, we avoid
abbreviating people’s names.
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Table 2: Abbreviations used for DLMF macros

class Meaning
function (omitted by default)

char characteristic
eigval eigenvalues
eigvec eigenvectors
int integral
mod modulus
number number
phase phase (or phase shift)
poly polynomial
sum sum
sym symbol
trans transform
wave wavefunction

suffix Meaning
imag imaginary argument or order
k elliptic functions of k, modulus
m elliptic functions of parameter m = k2

mat matrix argument
real of real argument or order
invar on invariants (Weierstrass)
latt on lattice (Weierstrass)
q functions of q, nome
tau functions of τ

prefix Meaning
a arc, inverse (circular functions)
A arc, multi-valued-inverse
aff affine
ass associated
aux auxiliary
big big
canon canonical
comp complete
ccomp complete complementary
cont continuous
cusp cuspoid
deriv derivative(s) of
diff differential
diffr diffraction
dil dilated
disc discrete
div dividing
dual dual
ell elliptic
env envelope of
exp exponential
gen general | generalized
hyper hyperbolic | hypergeometric
inc incomplete
inv inverse
irreg irregular
little little
log logarithm(ic)
mod modified (or modular?)
multivar multivariate
n number of
norm normalized or normalization
para parabolic
per periodic
q q-variant of
rad radial
reg regular
rest restricted
sc scaled
shift shifted
sph spherical | spheroidal
sym symmetric
umb umbilic
usph ultraspherical
z zeros (of)
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Abstract 
We provide a benchmark for digital Media Forensics 

Challenge (MFC) evaluations. Our comprehensive data 
comprises over 176,000 high provenance (HP) images and 
11,000 HP videos; more than 100,000 manipulated images 
and 4,000 manipulated videos; 35 million internet images 
and 300,000 video clips. We have designed and generated 
a series of development, evaluation, and challenge 
datasets, and used them to assess the progress and 
thoroughly analyze the performance of diverse systems on 
a variety of media forensics tasks in the past two years. 

In this paper, we first introduce the objectives, 
challenges, and approaches to building media forensics 
evaluation datasets. We then discuss our approaches to 
forensic dataset collection, annotation, and manipulation, 
and present the design and infrastructure to effectively and 
efficiently build the evaluation datasets to support various 
evaluation tasks. Given a specified query, we build an 
infrastructure that selects the customized evaluation 
subsets for the targeted analysis report. Finally, we 
demonstrate the evaluation results in the past evaluations. 

1. Introduction 
The explosion of media storage, transmission, editing, 

and sharing tools has the potential to foster an increase in 
tampered data and challenge the traditional trust in visual 
media. The creation, modification, and distribution of 
digital media are extremely simple to use for even 
inexperienced users and require only minimal effort. In 
addition, with developments in the advent of new 
techniques such as Generative Adversarial Networks 
(GANs, “deepfakes”) [1] and Computer Generated Imagery 
(CGI) [2], it becomes increasingly challenging for existing 
media forensic technologies [3]-[10] to identify the integrity, 
trustworthiness, and authenticity of visual content. 

In order to facilitate the development of media forensics 
research, we started work on the Media Forensics 
Challenge (MFC) Evaluation for the DARPA MediFor 
program [11] in 2015. We design, collect, annotate, and 
assemble a series of comprehensive digital forensic 
databases for the evaluation of media forensic technologies. 
The benchmark data contains four major parts: (1) 35 
million images and 300,000 video clips downloaded from 
the internet with their characteristics and labels; (2) up to 
176,000 pristine, self-collected, high provenance (HP) 
images and 11,000 HP videos; (3) approximately 100,000 
manipulated images covering over 100 manipulation types 
produced by professional manipulators from approximately 

5,000 image manipulation journals with manipulation 
history graphs and annotation details; 4,000 manipulated 
videos and over 500 video manipulation journals; (4) a 
series of evaluation datasets with reference ground-truth to 
support several challenge tasks in media forensics 
challenge evaluations from the last two years. 

In this paper, we first survey existing datasets and discuss 
the special characteristics and challenges of media forensic 
data collection. Then based on the diversity and complexity 
of media forensic applications, we propose the following 
tasks [12][13]: Manipulation Detection and Localization: to 
detect if an image/video has been manipulated (MD), and if 
so, where it is manipulated (MDL); Splice Detection and 
Localization: to detect if a region of a given potential donor 
image has been spliced into a probe image (SD); if so, 
where are the regions in both images (SDL); Provenance 
Filtering (PF) and Provenance Graph Building (PGB): to 
reconstruct an image’s phylogeny graph given a ‘world’ 
image pool; Camera Verification (CV): to verify if an 
image/video probe is from a claimed camera sensor; and 
Event Verification (EV): to verify if an image is from a 
claimed event. Detection systems are measured by the 
Receiver Operating Characteristic (ROC) and Area Under 
the Curve (AUC), localization systems are measured by the 
Matthews Correlation Coefficient (MCC), PF systems are 
measured by Recall, and PGB systems are measured by the 
Node Link Overlap Similarity Metric (SimNLO). 
Afterwards, we present the approach to building evaluation 
datasets for different evaluation tasks and demonstrate the 
results from the last two years’ evaluations.  

The major contributions are: (1) we propose and 
demonstrate a methodology for MFC evaluation data 
design; (2) we build large-scale media forensics evaluation 
benchmark datasets for quantitative media forensics system 
performance evaluations. The evaluation data can be 
directly used for existing task evaluations. The world data, 
HP data, and manipulation data can be easily customized to 
other evaluation tasks; (3) we provide a description about 
the data, metadata, training data, and ground-truth 
evaluation reference data of our datasets, which includes 
but is not limited to the capture camera/device’s model and 
identity, the step-by-step manipulation operations with 
parameters, the manipulation history graph (i.e. journal), 
the localized manipulated region for every step, the 
semantic category, the model and parameters of the special 
filters (e.g. GAN, jpeg anti-forensic filter, social media 
laundering etc.); (4) we present the state-of-the-art media 
forensics system evaluation results and their progress over 
the past two years. 
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2. Related Work1  
Many general benchmark media datasets are available in 
literature: UCID (2003) [14] and ImageCLEF (2004-2013) 
[15] for image retrieval; Caltech-256 (2007) [16], 80 
million tiny images (2008) [17], Mammal Image (2008) 
[18], PASCAL (2008-2015) [19], ImageNet (2009) [20], 
SUN (2010) [21], Kitti (2013) [22], and Microsoft COCO 
(2014) [23] for object and scene detection, segmentation, 
and recognition; TRECVid (2000-2006) [24], Event 
recognition video dataset (2011) [25], YFCC100M (2015-
2016) [26], MediaEval (2013-2017) [27] for multimedia 
research. Unfortunately, none of them could be directly 
used for media forensics evaluation purposes due to lack of 
manipulated media or sufficient annotation. Given a media 
from any of the above datasets, we would not know if it was 
manipulated. Furthermore, it is impractical to do post-
annotation for manipulation metadata. 

Recently, several datasets were collected specifically for 
media forensics research. The EU REWIND (REVerse 
engineering of audio-VIsual coNtent Data) (2011-2013) 
[28] digital forensics project focuses on digital 
watermarking, passive image authentication, and capture 
source identification (camera PRNU etc.). The ‘Realistic’ 
dataset contains 69 manually manipulated fake images and 
69 original images. The ‘Synthetic’ dataset contains 4800 
automatically manipulated images. 200 images from a 
Nikon D60 camera have been released. The dataset is small 
and only small portions of it are available to public. 

The First Image Forensics Challenge (2013) [29], an 
international competition organized by the IEEE 
Information Forensics and Security Technical Committee 
(IFS-TC), collected thousands of images of various scenes, 
both indoors and outdoors with 25 digital cameras. We use 
this dataset as our first reference, and expand the design’s 
breadth and depth in several aspects: scale, manipulation 
types and graph, annotations, PRNU training data etc. 

Some forensic databases target particular manipulation 
operations. The Columbia automatically-spliced image 
database (2004) [30] has two parts: a grayscale image 
dataset with 933 authentic and 912 spliced 128×128 pixel-
grayscale image blocks, extracted from images in 
CalPhotos [31], and a color image dataset with 183 
authentic uncompressed color block images and 180 spliced 
uncompressed color block images. CASIA’s Image 
Tampering Detection Evaluation Database (2013) [32] 
focuses on splicing and tampering. CASIA v1.0 has 800 
authentic and 921 spliced 384×256 images. CASIA v2.0 
contains 7,491 authentic and 5,123 tampered images. The 
CoMoFoD dataset (2013) [33] designed for copy-move 
forgery detection consists of 260 forged image sets. Each 
set includes a forged image, two masks and its original 
image. The manipulations include translation, rotation, 

 
1 Any mention of commercial products or reference to commercial 

organizations in this report is for information only; it does not imply 

scaling, distortion, and postprocessing such as JPEG 
compression, blurring, noise adding, color reduction etc. 
The MICC F220, MICC F2000 (2011) [34] and FAU-
Erlangen Image Manipulation Datasets (2012) [35] are 
other copy-move datasets. The Rebroadcast dataset (2018) 
[36] contains 14,500 large diverse rebroadcast images 
captured by screen-grabs from 234 displays, scanning 
printed photos using 173 scanners, or re-photographing 
displayed or printed photos with 282 printers and 180 
recapture cameras. UMDFaces (2016) [37] has 367,888 
annotated faces of 8,277 subjects. About 115,000 images 
have their key point annotations verified by humans. The 
UMD face swap dataset contains tampered faces created by 
swapping one face with another using multiple face 
swapping apps. The VISION dataset (2017) [38] contains 
11,732 native images, which are then shared through 
Facebook and WhatsApp resulting in a total of 34,427 
images, and 648 native videos, which are shared through 
YouTube and WhatsApp, resulting in a total of 1,914 
videos. The FaceForensics dataset (2018) [39] has about a 
half million edited images (from over 1000 videos at 
various quality levels) using a state-of-the-art face editing 
approach, and annotated with classification and 
segmentation references. Those datasets are limited to only 
single or several manipulation types like splicing, social 
app, copy-move, rebroadcast, or face manipulations etc.  

Other datasets are collected for other purposes.  Break 
Our Steganographic System (BOSS) (2011) [40] is for 
steganalysis challenge evaluation. Two datasets are created: 
BOSSBase and BOSSRank, BOSSBase was composed of 
9,074 never-compressed cover images coming from 7 
different cameras, and created from full-resolution color 
images in RAW format. The BOSSRank has 1,000 
512×512 grayscale images. Several datasets are designed 
for source identification, that is, to verify the trust and 
authenticity of data and the devices that create it. Purdue 
Sensor and Printer Forensics (PSAPF) Dataset (2008) [41] 
provides an overview of current characterization techniques 
for 5 scanners and 21 printers. Goljan et al. (2009) [42] 
presented one million images collected from Flickr, 
spanning 6,896 individual cameras covering 150 commerce 
models. The Dresden image database (2010) [43] contains 
14,000 high resolution images from 73 digital cameras 
covering 25 camera models. The images are collected from 
different scenes with two additional sets of auxiliary images 
for special use in camera Photo Response Non-Uniformity 
(PRNU) studies. RAISE (RAw ImageS datasEt) (2015) 
[44] is a collection of 8,156 high-resolution raw images 
using three Nikon devices. The images are taken at very 
high resolution and saved in an uncompressed format. The 
images cover a wide variety of semantic content, subjects, 
scenarios, and technical parameters, and are properly 

recommendation or endorsement by NIST nor does it imply that the 
products mentioned are necessarily the best available for the purpose. 
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annotated with 7 category labels. These datasets are 
valuable for our Camera Verification task only. 

Despite the availability of the existing datasets, there is a 
need for a sufficiently large, representative benchmark 
dataset containing a wide range of realistic media 
manipulations with detailed phylogeny graphs and ground-
truth references for media forensic evaluation to push the 
state-of-the-art forward. 

3. Media Forensic Dataset Design 
Our evaluation, besides answering the general question: 
“How well do the state-of-the-art forensic systems 
perform?”, aims to answer deeper questions such as: (1) 
What major factors affect the performances? (2) 
Accounting for the diversity and specialization of media 
forensics technologies, which systems are suitable for 
which situations? To answer such questions, it is 
insufficient merely to have ground-truth about whether the 
media is manipulated. The data, metadata, manipulation 
data, and reference data are crucial for the evaluation. The 
row headers of Table 1 denote data/metadata availability; 
the row index labels show the tasks and evaluation report 
availability given the data/metadata references. It shows 
that more tasks could be evaluated if more reference 
resources are available. The quality and quantity of the 
analysis reports depends on the availability of metadata. 
With well-structured data, metadata, and reference data, we 
can provide detailed reports and comparisons using factor 
analysis, which can help us better understand system 
performance, promote system development, and provide 
directions for future development and evaluation.  

Table 1: Evaluation capability vs. data availability. 
 

Report 
contents 

Task Manip
ulated
? 

Probe 
Ref. 
Mask  

Donor 
Ref. 
Mask  

Meta 
data  

PRNU 
Train 
Data 

Manip 
History 
Graph 

Det. Scores (ROC, AUC) on full dataset MD   ü û  û û û û  
Det. Scores; Localization score (MCC) 
on full dataset 

MDL ü ü û û û û 

For both probe and donor: Det. Scores; 
Loc. score on full dataset only 

MDL 
SDL 

ü ü  ü  û û û  

For both probe & donor, Det. & Loc. 
score; Factor analysis on both full 
dataset and subsets by selective scoring 
using defined metadata queries  

MDL 
SDL 

ü ü ü ü û û  

For probe & donor, Det. & Loc. score; 
Factor analysis on both full dataset and 
subsets by selective scoring using 
defined metadata queries 

MDL 
SDL 
CID 

ü ü ü ü ü û  

For probe & donor, Det. & Loc. score; 
Factor analysis on both full dataset and 
subsets by selective scoring using 
defined metadata queries; PF Recall; 
PGB SimNLO; 

MDL 
SDL 
CID 
PF, 
PGB 

ü ü ü ü ü ü 

3.1. Data Collection Challenges 
Besides the general challenges of computer vision dataset 
collection, the major challenges for media forensics 
datasets are: (1) Highly diverse research topics involving 
multidisciplinary areas: multimedia security, computer 
forensics, image processing, computer vision, imaging, and 
signal processing. Technologies include but are not limited 
to JPEG artifact detection, crop/contrast/clone/splice 
detection, lighting/shadow/reflection consistency, 
physical/semantic consistency, Electrical Network 
Frequency (ENF), PRNU, and audio/video person ID 

consistency. The evaluation of different types of media 
forensics systems requires different types of meta, training, 
testing, and reference data. In addition, different systems 
may only work with particular constraints. For example, 
face systems work only on a face region, clone detectors 
only work well on cloning, which increases the complexity 
of the evaluation metadata and infrastructure. (2) 
Intrinsically high dimensionality: besides image/video 
dimensions and their metadata (EXIF, camera ID etc.), we 
noticed that the manipulation operations and history of a 
media are very important for media forensics research. The 
history generates additional factors which affect system 
performance. In addition, the manipulation was often done 
with a purpose and the semantic meaning of the 
manipulation presents yet more factors. (3) High 
complexity and cost for structured data and metadata 
collection, manipulation, and annotation. (4) “Curse of 
dimensionality” issues: to better understand the system 
performance, and to do factor analysis (apple-to-apple) 
comparisons, we need systematically structured orthogonal 
fractional factorial data. The dataset size increases 
exponentially as factors increase. (5) The post-annotation 
approach, which is used for biometric or video analytics 
evaluation ground-truth data generation, does not work well 
in the media forensics domain. Given a media, even 
forensics experts find it difficult to deduce whether it is 
manipulated, let alone compose a step-by-step description 
of the manipulation operations and their corresponding 
manipulated regions used for evaluation. 

3.2. Dataset Design and Solutions  
Given the challenges listed above, we propose the 
following approaches and solutions: 
(i)  A set of sufficiently large and publicly available datasets 
are collected, annotated, and manipulated. We hired 
professional manipulators using various media editing 
software and tools to produce manipulated media suited to 
real-world applications.  
(ii) We proposed a manipulation history graph 
representation to capture the structured manipulation data, 
operations, metadata, reference mask etc.   
(iii) We designed and developed the manipulation 
Journaling Tool (JT) [45], a software application that assists 
us in generating and annotating the data, metadata, 
reference data, and reference ground-truth mask collection 
effectively and efficiently. The JT integrates the functions 
such as semantic and metadata collection, automatic and 
human annotations, manipulation reference mask 
generation, manipulation operation data collection, and 
automatic/semi-automatic manipulation etc. The JT has 
both online and offline functions to support data collection, 
generation, annotation and verification based on the 
collection requirements.  
(iv) We have developed an automatic journaling tool 
(AutoJT), which generates manipulated media and its 
accompanying journal from non-manipulated media.  
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(v) We have also developed an extended journaling tool 
(ExtendedJT), which extends and journals partial or 
complete manipulated media from existing journals, for 
factor analysis. It automatically generates a large number of 
manipulated images/videos given a manipulation operation 
filter and their parameters. 
(vi) We designed the data collection and evaluation 
infrastructure which shares the data among different 
evaluation tasks to reduce the data collection cost.  
(vii) Because different systems may work on different test 
sets, in addition to testing systems on all testing data, we 
also designed and developed a selective scoring evaluation 
infrastructure to dynamically extract a specified subset 
from the whole test set for selective evaluation.  

4. MFC Data Collection 

4.1. Images and Videos 
World Data: Publicly available imagery acquired off the 
internet is referred to as World Data. To date the corpus 
contains 35 million images and 300,000 videos of World 
Data. It is anticipated that the program will have 
downloaded 45 million images and 450,000 video clips 
from the internet. The initial collection of World Data was 
random, to be used as clutter in evaluations. After the initial 
collection, we focused on maximizing the diversity of the 
camera models. Over 500 distinct camera models are 
represented.  
HP Data: At the time this paper was written a total of 
176,000 High Provenance (HP) images and 11,000 HP 
videos were collected by our team. An additional 35,000 
photographs and 3,500 videos have been planned to be 
collected. HP data is always collected on physical devices 
which team members have physical access to, where all 
relevant device-intrinsic parameters are known and 
recorded. Using HP data ensures that all manipulations 
occur on images with no previous manipulations and avoids 
copyright infringement. All HP data collected is released 
under the Creative Commons 0 (CC0) license. CC0 
effectively releases the images into the public domain.  
PRNU Training Data: Several hundred cameras have been 
enrolled. These largely consist of moderate to high end 
Digital Single Lens Reflex (DSLR) and mirrorless cameras. 
To date the camera database has 574 distinct HP cameras 
enrolled in the database. Enrolling an HP camera in the 
database is a multistep process. It begins with the collection 
of Photo Response Non-Uniformity (PRNU) training data. 
Image PRNU data is collected with a perfectly diffuse 
practical light source to evenly illuminate the sensor. 
Ideally images with pixel saturation at 80% and 50%, and 
then with a lens cap on are collected at each resolution the 
camera is capable of. After PRNU data collection the user 
completes a camera enrollment form to record the owner of 
the camera, an inventory control ID, make, model, and 
several other metadata fields. Mobile devices with front and 

rear facing cameras are further identified by their primary 
camera (non-selfie) and the secondary (selfie) camera. Most 
cameras have several hundred, sometimes reaching over 
2,000 images per camera.  

To facilitate the discovery and management of the media, 
the “MediFor Browser”, a PostgreSQL database and web-
based interface, has been developed.  

4.2. Manipulation Data and Annotations 
Manipulated media is accompanied by a journal of the 
sequential manipulations executed to produce the media.  
We describe each manipulation with a software agnostic 
description called an operation, generalizing the behavior 
of the manipulation. Along with the operation name, each 
manipulation description is accompanied by the software 
name and version used to execute the manipulation, 
generalized parameters providing details of the operation, 
and semantic annotations describing the purpose of the 
manipulation in the context of a group of manipulations. 

4.3. Journaling Tool (JT) for Manipulation Recording 
The JT [45] collects and administers a sequential record of 
manipulations applied to non-manipulated media to 
produce one or more complete manipulated products 
(Figure 1 (a)). Given the detailed record, the JT provides a 
set of operational checks for accuracy and unintended side 
effects. The checks ensure each manipulation is discrete. 
For example, a common mistake in cropping images is to 
realign pixels, thus polluting the crop operation with 
interpolation and resizing. 

The journal includes non-manipulated base media, 
manipulated final media, media captured after each discrete 
manipulation and the data capturing relevant changes in the 
media for each manipulation. The last kind of data includes 
metadata and per-pixel indicators in the form of 
manipulation masks. Metadata is often a relevant indication 
of manipulation, such as GPS coordinates, time of day and 
camera-model adjustments. Retaining all relevant media 
serves journal extension, in which each step of the 
manipulation sequence becomes a launching point for 
another set of manipulations. 

5. MFC Evaluation Tasks 
Due to the nature and diversity of media forensics, one 
evaluation task cannot cover all applications. We designed 
5 evaluation tasks (MDL image and video, SDL, EV, PF, 
and PGB), and 2 challenges (CV and GAN). 

5.1. Image Manipulation Detection and Localization 
The image Manipulation Detection and Localization 
(MDL) task is to detect if an image has been manipulated, 
and if so, to spatially localize the region determined to be 
manipulated. The reference ground-truth mask for 
localization is a JPEG 2000 image; each bit plane indicates 
the manipulated region(s) of a distinct manipulation 
operation step. Localizable manipulations (e.g., clone) have 
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corresponding mask regions while global manipulations 
(e.g., blur) affecting the entire image do not. We also collect 
the following metadata: the camera information (camera 
ID, PRNU training data etc.); the image metadata (EXIF 
header information, captions, face(s) in image and their 
locations etc.); and the manipulation information (whether 
the image is manipulated, the major manipulation 
operations and their filters, parameters, and their orders, the 
corresponding masks for each operation step etc.). With 
rich metadata and manipulation information, we are able to 
provide a detailed evaluation report.  

Figure 1 (a) shows a simple example of an image 
manipulation journal graph for localization evaluation. The 
top image in Figure 1 (a) is the nonmanipulated base image. 
There are two major manipulation steps: the manipulator 
removes the truck near the car using the content aware fill 
operation; and the manipulator clones a first-floor window.  

 
a. An example of image manipulation journal 

    
b. test image with ground-truth c. system output results 

     
d. full reference mask   e. full eval. result: MCC = 0.196 

     
f. selective scoring ref. g. selective eval.: MCC = 0.521 

Figure 1: Image manipulation localization evaluation. 
Two manipulated images could be used as testing 

images: the intermediate image after the truck is removed 
with only one major manipulation: content aware fill, and 
the final manipulated image with the truck removed (red 
region) and window cloned (green region). Given the final 
manipulated image as a test image, there are two types of 

evaluations. The first evaluation is on all manipulation 
operations regardless of manipulation type (Figure 1 (d) and 
(e)). The MCC of the system output mask shown in Figure 
1 (c) is 0.196. The second evaluation is called selective 
localization (Figure 1 (f) and (g)); that is, we evaluate the 
system’s performance on a single or a subset of 
manipulation operations only. If we evaluate the system 
performance only on the paste sample clone, then only the 
green region is used as the reference mask. Given the same 
system output as Figure 1 (c), the selective scoring MCC on 
paste sample operation is 0.521.  

5.2. Video Detection and Temporal Localization 
The video manipulation detection task is to detect if a video 
has been manipulated. Video temporal localization is to 
temporally localize the edit frame(s). The reference for 
temporal localization is the intervals where the frames were 
manipulated. Figure 2 shows the frames in a timeline, the 
blue part denotes the original frames, the green part denotes 
the manipulated frames. Given the ground-truth reference 
interval and the system detection result intervals, the 
evaluation scores can be reported given evaluation metrics. 

 
Figure 2: Video temporal localization. 

5.3. Splice Manipulation Detection and Localization 
Splice Detection (SD) and Localization (SDL) is to detect 
if a region of a given potential donor image has been spliced 
into a probe image and, if so, provide the mask regions for 
both images (Figure 3). Besides the data for the 
manipulated image described in MDL, the donor data such 
as the region in the donor image where the content was used 
for splice is also used for the evaluation. 

 
Figure 3: Splice detection and localization task. 

5.4. Provenance Filtering and Graph Building 
The Provenance Filtering (PF) task (Figure 4) is defined as 
follows: given a test image, find all images related to the 
test image from the given large-scale ‘world’ dataset. PF 
systems return up to 𝑛 ancestors and descendants in the test 
image’s phylogeny graph, including a base image and 
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donor images. The ‘world’ dataset contains a large portion 
of images downloaded from internet, a portion of 
nonmanipulated HP images, and all images from the 
manipulation journals. The test images are HP images and 
the manipulated images.  

The Provenance Graph Building (PGB) task is to first 
retrieve related images with respect to the given query 
image from the world dataset, then reconstruct a 
provenance phylogeny graph; that is, the relationships 
among the associated images with manipulation sequences. 
There are two input dataset options for the graph building 
task: one is to use all data in the ‘world’ collection, the other 
is to use a small set of images, an ‘oracle’ set that contains 
all relevant images for the given probe with distractors. This 
oracle set allows the performer to do graph building without 
working on filtering first, testing PGB systems without 
being affected by the PF system’s performance.  

 
Figure 4: Provenance filtering and graph building task. 

5.5. Event Verification  
The MFC event verification task is defined as follows: 
given a collection of images (or videos) captured during an 
event (e.g. parade) and a probe image asserted to be 
captured during the event, verify if the probe image was 
taken during the event or if it was re-purposed. The data 
collection team collects images from several events such as 
air shows, hurricanes, marathons, blizzards etc. First, a 
small set of images is selected and released to the performer 
team as training images for each event, then another set of 
images is selected as testing images for each event. Each 
test image is then paired with each event name to generate 
the testing pairs serving as the performer’s system input. 
The systems verify if the image belongs to the given event.  

5.6. Camera Verification 
The Camera Verification (CV) task is to verify if a media is 
captured by a claimed camera sensor. Distinct from the 
existing camera model detection task, which identifies the 
camera model given a media, CV focuses on sensor 
fingerprint verification. The traditional camera task trains 
and tests on the same modality (media type: image or 
video). We include cross-modality evaluations: e.g. the 
system trains on images, but tests on videos, which are 

captured from the same group of cameras. This gives the 
MFC18 CV task six data subsets, shown in Table 2. We also 
support the localization and selective scoring evaluation. 

Table 2: MFC18 Camera Verification datasets. 
Test Train Probe Pair Target Cam Journal 
Image 
(3761 
img.) 

Image 5275 2440 39 452 
Video 3383 1720 25 410 
Multimedia 3383 1720 25 410 

Video 
(224 
vid.) 

Image 289 101 11 67 
Video 289 101 11 67 
Multimedia 289 101 11 67 

5.7. GAN Challenge  
GAN [1] are new technologies garnering a lot of recent 
attentions [46][47]. The GAN challenge is to evaluate if a 
system detects manipulated media produced by GAN-based 
manipulations. We created the MFC18 GAN full set (1340 
images), GAN crop set (1000 images), and GAN video set 
(118 videos). The major image GAN operations include 
face swap, fill, erasure, camera model etc. The major video 
GAN operations include face swap, frame drop, erasure, 
and inpainting.  

6. Evaluation Datasets  
We have generated and released the following datasets: the 
Nimble Challenge 2016 (NC16) kickoff dataset, the NC17 
development dataset, the NC17 evaluation dataset, the 
MFC18 development datasets 1 and 2, the MFC18 
evaluation dataset, the MFC18 GAN image and video 
challenge datasets, the MFC18 camera ID verification 
dataset, and the MFC18 Event Verification development 
and evaluation datasets. All development datasets are 
publicly releasable. We partition the evaluation dataset into 
three subsets: Evaluation Part 1 (EP1) for public release and 
EP2 and EP3 for sequester evaluation.  

Figure 5 shows the evolution of the evaluation datasets. 
The initial data collection, manipulation, and annotation 
started summer 2015. We designed, collected, manipulated, 
and released the NC16 kickoff dataset, which only contains 
single-step manipulation journals.  

 
Figure 5: Media Forensic Challenge Dataset History. 
In NC17, the data collection team joined the program; we 

designed and developed the JT and AutoJT, creating 
complex manipulations and collecting all data and metadata 
using manipulation journals. We built the NC17 
development and evaluation datasets for the first year 
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MediFor evaluation. Later, the ExtendedJT was developed 
in 2018 to extend existing human journals with additional 
automatic manipulations to generate a large amount of 
manipulation testing images with little cost. 

Table 3: MediFor Datasets summary. 
Datasets Image  Video Size 

(GB) 
Releasable 

NC17 Dev 3.5 K 23 379 Y  
NC17 EP1 4 K  45 3507 Y 
NC17 Eval 6 K 1083 3600 N 
MFC18 Dev 1 5.6 K 9 88.8 Y 
MFC18 Dev 2 38 K 86 524 Y 
MFC18 EP1 17 K 323 3200 Y 
MFC18 Eval  80 K 2868 12300 N 
MFC18 GAN  2.3 K 118 30 Y 
MFC18 Cam  3.8 K 224 98 Y 
MFC18 Event  2.4K 0 5.6 Y 
Table 3 summarizes the number of images and videos, 

the total sizes, and the access permissions of our MFC 
development and evaluation datasets.  

7. Generation of Evaluation Datasets  

 
Figure 6: Media forensic evaluation dataset components. 

To generate the testing data and its evaluation references, 
we developed an evaluation dataset generation 
infrastructure to build the dataset given raw data described 
in Section 4. Figure 6 shows the general components in the 
dataset for all tasks. Figure 7 shows the dataset production 
infrastructure.  

 
Figure 7: Evaluation datasets generation infrastructure.  
We define the first camera set to control public releasable 

data. We release their PRNU images, development images, 
and the previous year’s testing images to performers for 
PRNU training. We sequester another set of cameras and 
their images for future gradual release or sequester 

evaluation. To make sure the performer’s system has 
enough data for training, we control the number of images 
released for each camera. Figure 8 shows how many images 
are released for each camera before the MFC18 evaluation.  

Afterwards, we sample a set of manipulation journals for 
the dataset based on the manipulation operation 
distribution. Figure 9 shows a stacked histogram of the 
number of unique manipulation operations in different 
datasets. It shows that the NC17 datasets (yellow bar) have 
a limited number of manipulation operations: the 
distribution of the operations is uneven due to incorporating 
most of the journals available into the dataset. The MFC18 
EP1 dataset’s distribution covers most of the operations we 
wish to test. Note that some operation names were changed 
across datasets (e.g. “Intensity Normalization” in NC17 is 
covered by “Normalization” in MFC18). Finally, we select 
HP data and World data as nontarget for different tasks. 

 
Figure 8: The stacked histogram of released image counts. 

 
Figure 9: Stack histogram of manipulation operations. 
Given the image/video manipulation journal, TestMaker 

extracts the data and metadata from the journal files, 
dynamically selects the testing images in the journals, and 
generates its JPEG2000 localization reference masks.  

With the AutoJT and ExtendedJT, many testing images 
can be automatically generated with designated operations 
and parameters. Due to limited computational resources and 
evaluation time, we control the size of the test data by down 
sampling the manipulated images based on factor 
independence among data. Three approaches are used for 
data selection: (i) Random sampling, (ii) Specified 
sampling: e.g. traverse the longest journal path and select 
the middle and final node images. (iii) Sampling based on 
the distributions of the given factors. 
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8. MFC Evaluation Results  
First, we demonstrate the selective scoring function to 
enable us to better understand the systems. Given the same 
set of systems, Figure 10 compares the evaluation results on 
all data with all manipulation types (left) with selective 
scoring results (right) on a particular manipulation (the 
target set is crop images extracted from the same test set). 
Two ROC curves (right) highlight the scoring system's 
ability to isolate the performance of components for 
particular manipulations. A separate document will discuss 
the MFC18 EP1 evaluation results in greater detail.  

  
Figure 10: Full (left) vs. Selective Scoring on NC17 EP1. 

Figure 11 shows an example graph building evaluation 
result. Green represents a correctly identified node/link, red 
represents an incorrect one, and gray represents a missing 
one. The graph node and link overlap similarity score 
(SimNLO, a generalized F-measurement) is 0.7.  

 
Figure 11: An example graph building evaluation. 

Table 4 compares the performance of the best systems 
(the maximum score of all systems) of the NC17 and 
MFC18 evaluations. We compare the systems that 
evaluated all data of NC17 on NC17 EP1 with MFC18 on 

 
2 https://www.nist.gov/itl/iad/mig/nimble-challenge-2017-evaluation 

MFC18 EP1. The MFC18 EP1 and NC17 EP1 columns 
show: (i) the Max AUC for image detection systems 
improved from 0.69 to 0.84; (ii) the Max MCC for image 
localization systems improved from 0.08 to 0.26; (iii) the 
Max Recall for provenance filtering systems improved 
from 0.69 to 0.88; (iv) the Max SimNLO for provenance 
graph building systems on oracle systems on Full Graph 
metrics improved from 0.49 to 0.61. The system 
performance on NC17 Eval and NC17 EP1 is similar given 
the same conditions. After NC17 EP1 was released, the 
performances improved on both NC17 EP1 and Eval data.  

Table 4: NC17 evaluation vs. MFC18 evaluation 
Task and Metric 
Score  

NC17 
EP1 

NC17 
Eval 

NC17 
EP1 
after 
NC17EP1 
release  

NC17 
Eval  
after 
NC17EP1 
release. 

MFC18  
EP1 

Image MD (AUC)  0.688 0.696 0.822 0.858 0.837 
Image MDL (MCC)  0.082 0.009 0.290 - 0.258 
PF (Recall) 0.689 0.649 0.782 0.688 0.882 
PGB (SimNLO) 0.489 - - - 0.612 
SD (AUC) 0.769 0.795 0.832 0.863 0.767 
SDL (MCC) - - 0.295 - 0.361 
Video MD (AUC) - 0.580 - 0.580 0.594 

9. Conclusion 
We proposed an approach on designing and building an 
evaluation benchmark on a new research domain: media 
forensics. We present a series of datasets for different types 
of media forensic system evaluations and compare the 
evaluation results from the last two years’ evaluations. We 
are continuing to collect and generate more data for MFC19 
and MFC20 evaluations. The proposed methodology could 
be further generalized to other research domains. 

 The released datasets for NC172 and MFC183 are 
available upon request via email: mfc_poc@nist.gov. The 
evaluation scoring software package, MediScore, can be 
downloaded from https://github.com/usnistgov/MediScore.  
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An Overset Mesh Framework for an Isentropic ALE
Navier-Stokes HDG Formulation
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Fluid-structure interaction simulations where solid bodies undergo large deformations re-
quire special handling of the mesh motion for Arbitrarily Lagrangian-Eulerian (ALE) formu-
lations. Such formulations are necessary when body-fitted meshes with certain characteristics,
such as boundary layer resolution, are required to properly resolve the problem. We present an
overset mesh method to accommodate such problems in which flexible bodies undergo large de-
formations, or where rigid translation modes of motion occur. To accommodate these motions
of the bodies through the computational domain, an overset mesh enabled ALE formulation
for fluid flow is discretized with the hybridizable discontinuous Galerkin (HDG) finite element
method. The overset mesh framework applied to the HDG method enables the deforming and
translating dynamic meshes to maintain quality without remeshing. Verification is performed
to demonstrate that optimal order convergenceO (k + 1) is obtained for arbitrary overlap and
approximation order k.

I. Introduction
Developing numerical methods that can efficiently and accurately model complex multiphysics problems, such as

fluid-structure interactions (FSI) where the bodies experience large deformations is still an active area of research. In
order to capture large changes in the computational domain, which include solid deformations and/or rigid translation
modes of motion, it is necessary to first study an arbitrarily Lagrangian-Eulerian (ALE) formulation of the governing
fluid equations. This particular building block is of critical importance because we will employ a monolithic solver
for FSI simulations [1], which requires that the governing fluid equations and governing solid equations be cast in the
same reference frame. Further, an ALE formulation automatically allows for dynamic bodies, and therefore dynamic
meshes to be incorporated. This last point is the driving motivation for utilizing an overset mesh framework. We have
previously developed an overset mesh framework with the mathematical discretization of the hybridizable discontinuous
Galerkin (HDG) finite element method for static linear problems such as convection-diffusion and elastostatics [2].
Below we present motivation for the use of an overset mesh method and the HDG method.

As physical geometries increase in complexity and bodies are required to move relative to one another throughout
the duration of a simulation, choices must be made on how to discretize the computational domain. One approach is to
decompose the domain into smaller subdomains, which we can allow to overlap, that can focus on the complex features
and can maintain the initial mesh quality even as bodies move relative to one another. This approach has additional
complications such as: How to address cells from a background mesh that lie within a solid body? How do meshes
communicate with each other, especially in a case when multiple meshes overlap at the same location? The primary
focus of this work is to demonstrate our communication algorithm between overset meshes.

Before proceeding it is necessary to define some common nomenclature that we will use in this work. We refer to a
mesh as a discretized representation of a physical domain into polygonal volumes (i.e., cells). An overset mesh is a
collection of meshes that overlap to discretize the entire physical domain. An overset mesh method uses overlapping
meshes to discretize the physical domain. The first overset mesh method was developed by researchers at the National
Aeronatics and Space Administration in 1983 [3, 4] to perform simulations of bodies in relative motion. Overset mesh
methods have been applied to a variety of applications [5–11] for fixed and dynamic mesh scenarios.
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Our communication algorithm provides an avenue for information to be transmitted from the interior of a donor cell,
a cell that provides information to a different mesh, to an acceptor cell, which exists on an overset boundary. Fig. 1
shows two overset cells, a subset of two overset meshes, where in this example, the red cell is the acceptor and the blue
cell is the donor. The edges of the cells that lie within the opposite cell are the overset boundaries and the purple points
are donor points from the blue donor cell to the red acceptor cell.

Donor 
Cell

Acceptor 
Cell

Fig. 1 The blue cell is a donor cell and the red cell is an acceptor cell. The purple points indicate where the
basis functions of the blue cell will be evaluated to donate information to the red cell on that particular overset
boundary. The points are distributed based on quadratic (Q2) discontinuous elements.

Higher-order finite difference and finite volume overset mesh methods require a larger overset region to maintain the
higher-order approximations [12, 13]. This implies that more data must be stored, and also that the overset meshes must
be manually constructed to ensure the correct amount of overlap during dynamic mesh motion applications is maintained.
Nastase et al. [14] first remedied this problem by developing an overset discontinuous Galerkin (DG) approach for
aerodynamic problems. The DG solver that replaced the finite difference solver is favorable because of the compact
numerical stencil that results from this discretiztion. Similarly, Galbraith et al. [15] developed a DG Chimera scheme
for solving the Euler and compressible Navier-Stokes equations. This scheme decomposes the computational domain
into a set of structured overset meshes, which must at least abut to avoid gaps and voids in the domain. Communication
via interpolation only occurs on the overset boundary faces, which is the same approach we are employing here and we
first presented in [2]. The DG Chimera scheme also can handle mixed order meshes, so interpolation occurs between
meshes of different approximation orders. Brazell et al. [16] also developed an overset DG approach within an overset
mesh framework, TIOGA (Topology Independent Overset Grid Assembler). This approach performs interpolation over
the entire overset boundary cell, instead of just the overset boundary face, which results in a different connectivity
pattern compared to [15]. This DG-overset method investigates the Reynolds Averaged Naiver-Stokes equations with
the Spalart-Allmaras turbulence model and utilizes unstructured mixed-element meshes. These DG-overset methods
were the motivation to extend this concept to coupling overset meshes and the HDG finite element method.

The HDG method was first developed in [17] and provides an efficient way to reduce the size of the global system
through the hybridization procedure. There have been previous HDG formulations for moving and deforming domains
via an ALE perspective of the Navier-Stokes equations in Nguyen and Peraire [18] and Fidkowski [19]. The HDG ALE
formulation has also been used to build an HDG FSI formulation in Sheldon et al. [1]. The HDG method has versatility
and adaptability to enable straightforward implementation for a variety of different physics, which makes it ideal for
complex multiphysics applications like FSI.

In the computational fluid dynamics (CFD) community DGmethods are a viable alternative to finite volume methods,
because this variant of the finite element method shares the conservation properties that are inherent to the finite volume
method. Unfortunately, standard DG methods result in a linear system that becomes large due to duplication of degrees
of freedom (DoFs) at nodes on element boundaries [18]. Through the hybridization process the global system is greatly
reduced, when compared to standard DG methods, while maintaining the conservation properties that are necessary in
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fluid dynamics. In Ahnert and Bärwolff [20] the authors compare an HDG method to a second-order finite volume
method for incompressible flow; they conclude that the higher accuracy outweighs the slow matrix assembly for the
HDG method compared to the finite volume method.

Hybridization involves introducing independent approximations on the border of elements (i.e., the trace of the
elements) in addition to the interior of the elements for at least one field [21, Chapter 7]. Therefore, the new trace
unknowns can be used to reduce the global system size and/or enrich the function space of the solutions. The HDG
method decomposes the solution into two parts: the global solution trace, which exists on the cell boundaries, and
the local solution, which exists internal to each cell. The local solution on each cell is only coupled with the global
solution trace; therefore, the local solution on one cell is completely decoupled from the local solution of its neighboring
cells. The only solution field that exists in both solution spaces is the hybrid unknown. The trace of the hybrid field
approximates the global solution and is the only globally coupled field.

In this paper we are extending the overset mesh framework originally developed in [2] to an isentropic ALE
Navier-Stokes HDG formulation. This formulation allows for bodies to move throughout the domain, relative to one
another, and for the computational domain to deform. This paper serves as a proof-of-concept where we will verify
our formulation using a four overset mesh configuration that demonstrates optimal order convergence is obtained for
arbitrary overlap and arbitrary approximation order.

II. Governing Equations
In order to be incorporated in a monolithic solver the governing fluid equations are required to undergo a coordinate

transformation from an Eulerian set of coordinates to an ALE set of coordinates. We describe this process below by first
presenting the Eulerian form of the isentropic Navier-Stokes equations, where an equation of state for isentropic flow is

∂ρ

∂t
= β

∂p
∂t
, (1)

where β = 1/c2 and c is the speed of sound through the fluid. Here we are neglecting the convective term from the
material derivative and only relating the pure time derivatives, as in Bagwell [22]. Eq. (1) alters the continuity equation
by incorporating time variance of pressure instead of density. The primary fields on the governing fluid system are
velocity gradient L, the velocity v, and pressure p and the isentropic form of the governing Eulerian fluid equations over
any physical domain Ω is

L − gradv = 0, ∀x ∈ Ω, (2a)

ρ
∂v
∂t
+ div (−µL + pI) + ρLv + ρ (divv) v = f, ∀x ∈ Ω, (2b)

ε
∂p
∂t
+ divv = 0, ∀x ∈ Ω, (2c)

(−µL + pI)n = gN, ∀x ∈ ∂ΩN, (2d)
v = gD, ∀x ∈ ∂ΩD, (2e)

where ε = β/ρ, gN is a prescribed traction on ∂ΩN , and gD is a prescribed velocity on ∂ΩD . In order to reformulate
Eq. (2) to an ALE perspective we require the use of the mesh displacment um and the mesh deformation gradient Fm
through the following relations

Fm = I + Gradum, (3a)
gradp = F−ᵀm Gradp, (3b)

gradv = (Gradv)F−1
m , (3c)

divL = GradL : F−ᵀm , (3d)
divv = Gradv : F−ᵀm , (3e)

where the subscript m indicates that the field corresponds to the governing equations of the mesh. Also, the : operator
in Eqs. (3d) and (3e) is a double contraction [23] meaning that two indices are summed over and results in a scalar field
if : acts between two second order tensors (as in Eq. (3e)), or in a vector if : acts between a third order tensor and a
second order tensor (as in Eq. (3d)). We should note that grad and Grad are distinguished based on the coordinates,
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and therefore the reference configuration, that these derivatives are being performed on, namely grad ..= ∂/∂x and
Grad ..= ∂/∂X, which is consistent with [24]. Additionally, we need the so-called ‘fundamental ALE equation’ [25] in
both scalar and vector form:

φ′ = Ûφ − F−ᵀm Gradφ ·
∂X
∂t
, (4a)

a′ = Ûa −
[
(Grada)F−1

m
] ∂X
∂t
, (4b)

where ∂X/∂t = vm, the mesh velocity, the prime derivative is a material time derivative, and the dot derivative is
an ordinary time derivative (∂/∂t). Lastly, normal vectors viewed from the ALE perspective instead of the Eulerian
perspective undergo the following transformation

n = F−ᵀm nf, (5)

where n is the original fluid normal vector in the Eulerian reference frame and nf is the fluid normal vector in the ALE
reference frame. Using Eqs. (2)–(5) we can obtain the isentropic form of the governing ALE equations. This governing
system contains two parts, the governing fluid equations and the governing mesh equations. The partial differential
equations (PDE) system governing the fluid mechanics, which consists of primary fields velocity gradient Lf , velocity
vf , and pressure pf is

Lf − GradvfF−1
m = 0, ∀X ∈ ΩF (0) , (6a)

ρf
∂vf
∂t
+ ρfLf (vf − vm) − µfGradLf : F−ᵀm + F−ᵀm Gradpf + ρf

(
Gradvf : F−ᵀf

)
vf = ff, ∀X ∈ ΩF (0) , (6b)

ε
∂pf
∂t
− ε

[
F−ᵀm Gradpf

]
· vm + Gradvf : F−ᵀm = 0, ∀X ∈ ΩF (0) , (6c)

(−µfLf + pfI)F−ᵀm nf = gNf, ∀X ∈ ∂ΩNF (0) , (6d)
vf = gDf, ∀X ∈ ∂ΩDF (0) , (6e)

where ΩF (0) is the initial physical fluid domain from the ALE perspective. The fields that are required in order to
couple the fluid and mesh together are the deformation gradient Fm and the mesh velocity vm. The mesh velocity is not a
primary field in the mesh governing system, but it is approximated via a backward difference of the mesh displacement
um in time [26]. The mesh motion is governed by an elastostatics formulation; therefore, we do not consider elastic
wave propagation and the mesh PDE system is time-independent, but a mesh velocity can be approximated through the
change in displacement. The PDE system governing the mesh motion, which consists of primary fields displacement um
and deformation gradient Fm is

Fm − I − Gradum = 0, ∀X ∈ ΩF (0) , (7a)
−Div [C (SymFm − I)] = bm, ∀X ∈ ΩF (0) , (7b)
C (SymFm − I)nm = tNm, ∀X ∈ ∂ΩNF (0) , (7c)

um = ūDm, ∀X ∈ ∂ΩDF (0) , (7d)

where C is the fourth order elasticity tensor, SymFm = 1/2
(
Fm + Fᵀ

m
)
, and bm is a source term in the balance of

linear momentum. In order to present the variational (or weak) forms of Systems (6) and (7) we need to describe the
relationship between the differential volume/area elements as we change our reference frame from Eulerian to ALE.
This relation is

dv = Jh
mdvm, da = Jh

mdam, (8)

where Jh
m = det Fh

m. Since the weak form is a set of integral equations the differentials used in those integrals need to
undergo the changes defined in Eq. (8).

III. Overset Hybridizable Discontinuous Galerkin Method
We have already written Systems (6) and (7) in first-order form since it is required for the HDG method. Before

discretizing the aforementioned governing PDE systems we need to introduce some notation that will be used throughout
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Table 1 Notation utilized in the HDG finite element method.

Notation Description
d The spatial degree of the problem {d = 2, 3}.

Th The entire computational domain.
N Total number of meshes used to discretely describe Th.
i The mesh id number.
T i

h The discretized ith computational domain (or triangulation).
∂T i

h The union of all faces of domain T i
h .

K An individual cell in T i
h .

∂K The boundary of an individual cell.
F The face of a cell.
F i

h Set of all faces, for all cells in T i
h .

Pk (K) Space of polynomials of degree ≤ k over K.
Pk (F) Space of polynomials of degree ≤ k over F.

the rest of this paper. First, Table 1 describes common definitions that we will use. Note that Th =
N⋃
i=1
T i

h . We also must

define the local and global inner products. The local inner products are over cells

(a, b)K ..=

∫
K

ab, 〈a, b〉∂K ..=

∫
∂K

ab, for scalars, (9a)

(a, b)K ..=

∫
K

a · b, 〈a, b〉∂K ..=

∫
∂K

a · b, for vectors, (9b)

(A,B)K ..=

∫
K

A : B, 〈A,B〉∂K ..=

∫
∂K

A : B, for tensors, (9c)

whereas the global inner products are over the entire discretized domain

(a, b)T i
h

..=
∑
K

(a, b)K , 〈a, b〉∂T i
h

..=
∑
∂K

(a, b)∂K , for scalars, (10a)

(a, b)T i
h

..=
∑
K

(a, b)K , 〈a, b〉∂T i
h

..=
∑
∂K

(a, b)∂K , for vectors, (10b)

(A,B)T i
h

..=
∑
K

(A,B)K , 〈A,B〉∂T i
h

..=
∑
∂K

(A,B)∂K , for tensors. (10c)

Finally, we introduce the local discontinuous approximation spaces as

Gh ..=

{
Gh ∈

[
L2

(
T i

h

)]d×d
: Gh |K ∈ [Pk (K)]d×d , ∀K ∈ T i

h , ∀i
}
, (11a)

Yh ..=

{
yh ∈

[
H1

(
T i

h

)]d
: yh |K ∈ [Pk (K)]d , ∀K ∈ T i

h , ∀i
}
, (11b)

Ph ..=
{
qh ∈ L2

(
T i

h

)
: qh |K ∈ Pk (K) , ∀K ∈ T i

h , ∀i
}
, (11c)

Ch ..=

{
Ch ∈

[
L2

(
T i

h

)]d×d
: Ch |K ∈ [Pk (K)]d×d , ∀K ∈ T i

h , ∀i
}
, (11d)

Uh ..=

{
wh ∈

[
H1

(
T i

h

)]d
: wh |K ∈ [Pk (K)]d , ∀K ∈ T i

h , ∀i
}
, (11e)

where the L2 is a Hilbert space where functions are square Lebesgue integrable and H1 is a Sobolev space where the
first order weak derivatives of a function exists. Additionally, we also have to introduce two approximation spaces for
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the global fields, i.e., the trace of the solutions. Each system requires its own solution trace (velocity for the fluid system
and displacement for the mesh system). The discontinuous approximation spaces for the global fields are

Nh ..=

{
ηh ∈

[
L2

(
F i

h

)]d
: ηh |F ∈ [Pk (F)]d , ∀F ∈ F i

h, ∀K ∈ T i
h , ∀i

}
, (12a)

Mh ..=

{
ωh ∈

[
L2

(
F i

h

)]d
: ωh |F ∈ [Pk (F)]d , ∀F ∈ F i

h, ∀K ∈ T i
h , ∀i

}
. (12b)

A. Overset Framework
For an overset mesh framework the physical domain is decomposed into N subdomains that must at least abut, but

will overlap in general. Mathematically, this decomposition is

Ω = Ω1 ∪Ω2 ∪ · · · ∪ΩN (13)

Domains are considered to overlap if

Ω
i ∩Ωj , ∅, for any i, j ∈ {1, . . . , N} , i , j, (14)

and considered to abut if they share a common boundary, but do not otherwise overlap, namely,

Ω
i ∩Ωj , ∅, Ω

i ∩Ωj = ∅, for any i, j ∈ {1, . . . , N} , i , j . (15)

Communication between the overset meshes is achieved via local (interior/volume) field information being donated
from one domain to the face/edge of another domain on integrals over the overset boundaries (the purple points in
Figure 1 where the interior information is being donated from the blue cell). The coupling between domains is a
face-volume, or global-local, coupling which occurs naturally in the HDGmethod. Also, as we will show in Section III.B
the local problem, which is solved on each cell K in each T i

h , does not change. More details about the linear algebra are
provided in Section III.C. Donated fields will be represented with a breve accent, p̆ for example. This implies that the
local field contributions to the integrals on the overset boundaries have information from the interior of a different mesh
being included (i.e., donated).

B. Overset Formulation
The weak form of the isentropic ALENavier-Stokes problem in an overset mesh framework is obtained by multiplying

each equation in Systems (6) and (7) by a corresponding test function and then integrating over each cell in each domain.
The test functions are {G, y, q} for the fluid system and {C,w} for the mesh system. We used integration by parts to
obtain boundary terms on each element in order to define the numerical traces between cells. The local weak form is
obtained by observing one cell K ∈ T i

h such that the following is satisfied:

Local Problem 1 (Local Isentropic ALE Navier-Stokes) Find
(
Lh

f , v
h
f , ph

f ,F
h
m, uh

m
)
∈ Gh × Yh ×Ph × Ch ×Uh such

that

Local Subproblem 1.1 (Fluid)(
G, Jh

mLh
f

)
K
−

(
G, Jh

mGradvh
f F−1

m

)
K
+

〈
G, Jh

m

(
vh

f − v̂h
f

)
⊗ F−ᵀm nf

〉
∂K
= 0, (16a)(

y, Jh
mρf

∂vh
f

∂t

)
K

+
(
y, Jh

mρfLh
f
[
vh

f − vh
m
] )

K
+

(
Grady, Jh

m
[
µfLh

f − ph
f I

]
F−ᵀm

)
K

+
(
y, Jh

mρf
[
Gradvh

f : F−ᵀm
]

vh
f

)
K
+

〈
y, Jh

mT̂h
f F−ᵀm nf

〉
∂K
=

(
y, Jh

mff

)
K
, (16b)(

q, Jh
mε

∂ph
f

∂t

)
K

+
(
q, Jh

mε
[
F−ᵀm Gradph

f
]
· vh

m

)
K
−

(
Gradq, Jh

mF−1
m vh

f

)
K
+

〈
q, Jh

mv̂h
f · F

−ᵀ
m nf

〉
∂K
= 0, (16c)

where
T̂h

f F−ᵀm nf ..=
[
−µfLh

f + ph
f I

]
F−ᵀm nf + Sf

(
vh

f − v̂h
f

)
, (17)
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Local Subproblem 1.2 (Mesh Motion)(
C,Fh

m − I
)
K
−

(
C,Graduh

m

)
K
−

〈
Cnm,

(
uh

m − ûh
m

)〉
∂K
= 0, (18a)(

Gradw,C
[
SymFh

m − I
] )

K
−

〈
w, P̂h

mnm

〉
∂K
= (w, bm)K , (18b)

where

P̂h
mnm ..= C

(
SymFh

m − I
)

nm − Sm

(
uh

m − ûh
m

)
, (19)

∀ (G, y, q,C,w) ∈ Gh × Yh ×Ph × Ch ×Uh,

where Sf and Sm are second order stabilization tensors, which are defined as

Sf ..=
(
2µf + ρf ‖vh

f ‖
)

I, (20a)

Sm ..= 50µmI, (20b)

where ‖ · ‖ represents the standard L2-norm, µm is the shear modulus of the linear elastic mesh motion, and that the
factor of 50 in the definition of Sm is for increased stability and convergence. The definition of Sf is based off of the
work by Sheldon et al. [1].

Local Problem 1 is then discretized in time using a third order backward difference formula (BDF3) [26]. This
formula is

11yn − 18yn−1 + 9yn−2 − 2yn−3 = 6∆t f (tn) . (21)

The fully discrete local weak form is provided in the Appendix. After discretizing in time, it is possible to solve Local
Problem 1, which is composed of Local Subproblem 1.1 and Local Subproblem 1.2, if the numerical traces v̂h

f and ûh
m

are known. To determine the solutions of the numerical traces we have to sum over all K , in each T i
h , and enforce the

boundary conditions and continuity of the numerical traces
〈
y, Jh

mT̂h
f F−ᵀm nf

〉
∂K

and
〈
w, P̂h

mnm

〉
∂K

where T̂h
f F−ᵀm nf and

P̂h
mnm are defined in Eq. (17) and (19). The resulting weak form is

Problem 1 (Global Isentropic ALE Navier-Stokes) Find
(
Lh

f , v
h
f , ph

f , v̂
h
f ,F

h
m, uh

m, ûh
m
)
∈ Gh × Yh ×Ph ×Nh × Ch ×

Uh ×Mh such that

Subproblem 1.1 (Fluid) (
G, Jh

mLh
f

)
Th
−

(
G, Jh

mGradvh
f F−1

m

)
Th
+

〈
G, Jh

m

(
vh

f − v̂h
f

)
⊗ F−ᵀm nf

〉
∂Th
= 0, (22a)(

y, Jh
mρf

∂vh
f

∂t

)
Th

+
(
y, Jh

mρfLh
f
[
vh

f − vh
m
] )

Th
+

(
Grady, Jh

m
[
µfLh

f − ph
f I

]
F−ᵀm

)
Th

+
(
y, Jh

mρf
[
Gradvh

f : F−ᵀm
]

vh
f

)
Th
+

〈
y, Jh

mT̂h
f F−ᵀm nf

〉
∂Th
−

(
y, Jh

mff

)
Th
= 0, (22b)(

q, Jh
mε

∂ph
f

∂t

)
Th

+
(
q, Jh

mε
[
F−ᵀm Gradph

f
]
· vh

m

)
Th
−

(
Gradq, Jh

mF−1
m vh

f

)
Th
+

〈
q, Jh

mv̂h
f · F

−ᵀ
m nf

〉
∂Th
= 0, (22c)〈

η, Jh
mT̂h

f F−ᵀm nf

〉
∂Th\∂ΩDF

〈
η, Jh

m
^

Th
f F−ᵀm nf

〉
∂ΩOF

−
〈
η, Jh

mgN

〉
∂ΩNF

= 0, (22d)〈
η, Jh

mv̂h
f
〉
∂ΩDF

−
〈
η, Jh

mgDF

〉
∂ΩDF

= 0, (22e)

where T̂h
f F−ᵀm nf is defined in Eq. (17) and

^

Th
f F−ᵀm nf is defined as

^

Th
f F−ᵀm nf ..=

[
−µf

^

Lh
f +

^p h
f I

]
F−ᵀm

^nf + Sf

(
^vh

f − v̂h
f

)
. (23)

7

Kauffman, Justin; George, William; Pitt, Jonathan. 
”An Overset Mesh Framework for an Isentropic ALE Navier-Stokes HDG Formulation.” 

Paper presented at AIAA Scitech 2019 Forum, San Diego, CA, United States. January 7, 2019 - January 11, 2019. 

SP-566



Subproblem 1.2 (Mesh Motion)(
C,Fh

m − I
)
Th
−

(
C,Graduh

m

)
Th
−

〈
Cnm,

(
uh

m − ûh
m

)〉
∂Th
= 0, (24a)(

Gradw,C
[
SymFh

m − I
] )

Th
−

〈
w, P̂h

mnm

〉
∂Th
= (w, bm)Th , (24b)〈

ω, P̂h
mnm

〉
∂Th\∂ΩDF

+
〈
ω,

^

Ph
mnm

〉
∂ΩOF

=
〈
ω, tNm

〉
∂ΩNF

, (24c)〈
ω, ûh

m
〉
∂ΩDF

=
〈
ω, ūDm

〉
∂ΩDF

, (24d)

where P̂h
mnm is defined in Eq. (19) and

^

Ph
mnm is defined as

^

Ph
mnm ..= C

(
Sym

^

Fh
m − I

)
^nm − Sm

(
^uh

m − ûh
m

)
. (25)

∀ (G, y, q, η,C,w, ω) ∈ Gh × Yh ×Ph ×Nh × Ch ×Uh ×Mh,

where ∂ΩDF =
N⋃
i=1

∂Ωi
DF

, ∂ΩNF =
N⋃
i=1

∂Ωi
NF
, and ∂ΩOF =

N⋃
i=1

∂Ωi
OF

. Eqs. (23) and (25) show that all the local fields are

donated from a mesh that is different from the one where the corresponding integral is being computed.

C. Implementation
The solution of Problem 1 is achieved through the Newton-Raphson method [27]. This method linearly approximates

the residual of the nonlinear system allowing for the solution to be updated in an iterative fashion. The resulting linear
system for a general overset mesh configuration is of the form[

A B
C D

] {
Υ

Λ

}
=

{
H
Q

}
, (26)

where A, B, C, D are block matrices and Υ, Λ,H, Q are block vectors at each Newton iteration. For example,

A ..=



A1 0 · · · 0

0 A2 · · ·
...

0 · · ·
. . . 0

0 · · · 0 AN


. (27)

The matrix A is a block diagonal matrix and each Ai is also a block diagonal matrix for the ith mesh because the
coupling between the entries in Ai only occurs within each K ∈ T i

h , but not across neighboring elements because of the
discontinuous basis functions used. Each block is representative of different degree of freedom coupling for the HDG
formulation, namely, [

VVC VFC
FVC FFC

] {
local solution
global solution

}
=

{
local source
global source

}
, (28)

where V is volume, F is face, and C is coupling. In Section III.A we discussed that the coupling between meshes is a
FVC, which corresponds to the C block matrix. In addition to the overset coupling in the C matrix we also have some
extra FFC, the D matrix, which can be seen in the integrals associated with Eqs. (23) and (25). This extra FFC does not
help tie the meshes together, but instead is a byproduct of the chosen numerical flux that enforces that the hybrid fields,
fluid velocity and mesh displacement, are continuous across element boundaries. Overall, the structure of the linear
system does not change for an overset configuration compared to a single mesh configuration. This implies that we can
use the same linear algebra techniques that is common for the HDG method. Through static condensation [28], the local
solution is condensed out of the linear system via the Schur complement [29] in order to obtain a system in terms of the
global unknowns only, (

D − CA−1B
)
Λ = Q − CA−1H. (29)
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Since A is block diagonal it is easily inveritable. Solving Eq. (29) provides us with the global solution Λ =
{
v̂h

f ûh
m
}ᵀ.

The global solution is then used to compute the local solution via

Υ
i =

(
Ai

)−1 (
Hi − BiΛi

)
, (30)

on a cell-by-cell basis for each K ∈ T i
h for each mesh i = 1, . . . , N . We have implemented the overset coupling algorithm

that is described in more detail in Kauffman et al. [2], and have utilized a sparse-direct linear solver UMFPACK [30] to
obtain the global solution through the deal.II finite element library [31].

IV. Computational Studies
Problem 1 is the full isentropic ALE Navier-Stokes formulation. In terms of overset meshes this formulation allows

individual meshes to deform and meshes to move relative to one another. This implies that meshes surrounding a body
do not need to deform as bodies move, which maintains the initial mesh quality. Two-dimensional verification, through
the method of manufactured solutions [32], of Problem 1 shows optimal order convergence for varying degrees and
arbitrary amount of overlap in a four overset mesh system for varying approximation orders.

A. Two-dimensional verification
For the two-dimensional manufactured solution [32] of Problem 1 the velocity field is chosen as

ve (X) =

(
cos (π [x + y]) sin (π [x − y]) cos

(
π
4 t

)
cos (π [x + y]) sin (π [x − y]) cos

(
π
4 t

)) , (31)

the pressure is chosen as

pe (X) =
cos (π [x + y]) sin (π [x − y]) cos

(
π
4 t

)
ε

, (32)

and the displacement is chosen as

ue (X) =

(
−x − sin

(
π
4 [x − y]

)
cos

(
π
4 t

)
−y + cos

(
π
4 [x + y]

)
cos

(
π
4 t

)) . (33)

The velocity gradient is defined as Le B GradveF−1 from Eq. (6a) and the deformation gradient is defined as
Fe B Gradue + I from Eq. (7a). In this formulation, because the pressure is chosen arbitrarily it is necessary to compute
a right-hand-side term in Eq. (6c). The right-hand-side terms are not presented here but can be calculated using a
symbolic algebra package. Fig. 2 shows the computational domain under investigation for the ALE verification problem.
Note that because of the choice of the displacement field, care must be taken so that the determinant of the deformation
gradient is not zero anywhere in the domain. The values of the parameters {ε, ρf, µf, λm, µm,∆t} are chosen to be{

1
[
m · s2/kg

]
, 1

[
kg/m3] , 1/2 [Pa · s] , 1 [Pa] , 1/2 [Pa] , 10−6 [s]

}
. Fig. 3 shows the four overset mesh system that

is used in the verification of Problem 1. Table 2 describes the mesh domains, initial cell size and corresponding color in
Fig. 3.

Table 2 Domain definitions and initial minimum cell sizes for all four meshes used for the verification of
Problem 1. The set of points given for Ω1 – Ω4 correspond to lower left and upper right corners respectively.

Mesh Fig. 3 Color Domain h0

Ω1 Orange [0.5, 0.5] × [1.1, 1.1] 0.2121
Ω2 Green [0.8, 0.8] × [1.5, 1.5] 0.2475
Ω3 Blue [0.5, 0.7] × [1.2, 1.5] 0.2658
Ω4 Red [0.9, 0.5] × [1.5, 1] 0.1953

Convergence rates are demonstrated using the L2 error norm, defined as

‖a‖L2 ..=

√∫
Ω

a · a dΩ, (34)
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(
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2
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2

)

Fig. 2 Computational domain used for the two-dimensional verification of isentropic ALE Navier-Stokes with
corresponding boundary conditions.

Fig. 3 The four overset mesh system used for the two-dimensional verification of isentropic ALE Navier-Stokes
simulations.

for a generic vector field a. Similar definitions exist for scalar fields and tensor fields. Fig. 4 shows the convergence
results for all of the linear elastic fields that govern the mesh motion: displacement and the deformation gradient.
Both fields converge at the optimal rate for all approximation orders (k = 1, . . . , 4) for each mesh. Fig. 5 shows the
convergence results for all of the fluid fields: velocity, pressure, and velocity gradient. All fields converge at the optimal
rate for all approximation orders (k = 1, . . . , 4) for each mesh. The error in the velocity gradient for Ω1 and Ω4 starts to
increase on the finest level mesh. This is attributed to the third order temporal scheme starting to dominate the error.
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Fig. 4 Convergence results of the displacement u (a) and (b) and the deformation gradient F (c) and (d). All
fields show optimal order convergence for all approximation orders. Note that this also verifies the overset
system for the two-field linear elasticity problem, since no fluid properties affect this system.

11

Kauffman, Justin; George, William; Pitt, Jonathan. 
”An Overset Mesh Framework for an Isentropic ALE Navier-Stokes HDG Formulation.” 

Paper presented at AIAA Scitech 2019 Forum, San Diego, CA, United States. January 7, 2019 - January 11, 2019. 

SP-570



10−10

10−8

10−6

10−4

10−2

0.02 10−1 0.3

O
(
h5

)

L
2

er
ro

r
n

or
m

h

‖v − vh‖L2

k = 1,Ω1

k = 2,Ω1

k = 3,Ω1

k = 4,Ω1

k = 1,Ω2

k = 2,Ω2

k = 3,Ω2

k = 4,Ω2

(a)

10−10

10−8

10−6

10−4

10−2

0.02 10−1 0.3

O
(
h5

)

L
2

er
ro

r
n

or
m

h

‖v − vh‖L2

k = 1,Ω3

k = 2,Ω3

k = 3,Ω3

k = 4,Ω3

k = 1,Ω4

k = 2,Ω4

k = 3,Ω4

k = 4,Ω4

(b)

10−10

10−8

10−6

10−4

10−2

0.02 10−1 0.3

O
(
h5

)

L
2

er
ro

r
n

or
m

h

‖p− ph‖L2

k = 1,Ω1

k = 2,Ω1

k = 3,Ω1

k = 4,Ω1

k = 1,Ω2

k = 2,Ω2

k = 3,Ω2

k = 4,Ω2

(c)

10−10

10−8

10−6

10−4

10−2

0.02 10−1 0.3

O
(
h5

)

L
2

er
ro

r
n

or
m

h

‖p− ph‖L2

k = 1,Ω3

k = 2,Ω3

k = 3,Ω3

k = 4,Ω3

k = 1,Ω4

k = 2,Ω4

k = 3,Ω4

k = 4,Ω4

(d)

10−10

10−8

10−6

10−4

10−2

100

0.02 10−1 0.3

O
(
h5

)

L
2

er
ro

r
n

or
m

h

‖L− Lh‖L2

k = 1,Ω1

k = 2,Ω1

k = 3,Ω1

k = 4,Ω1

k = 1,Ω2

k = 2,Ω2

k = 3,Ω2

k = 4,Ω2

(e)

10−10

10−8

10−6

10−4

10−2

100

0.02 10−1 0.3

O
(
h5

)

L
2

er
ro

r
n

or
m

h

‖L− Lh‖L2

k = 1,Ω3

k = 2,Ω3

k = 3,Ω3

k = 4,Ω3

k = 1,Ω4

k = 2,Ω4

k = 3,Ω4

k = 4,Ω4

(f)

Fig. 5 Convergence results of the velocity v (a) and (b), the pressure p (c) and (d), and the velocity gradient L
(e) and (f). All fields show optimal order convergence for all approximation orders. For k = 4 there is a slight
deviation in the velocity gradient from the optimal slope. This is attributed to the temporal error dominating at
the finest level mesh.
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V. Summary
We have presented an overset-HDGmethod for an isentropic ALE Navier-Stokes formulation, which we have verified

through the method of manufactured solutions in two-dimensions. Through verification, all fields, on each mesh, of the
coupled system converged at optimal order O (k + 1), where k is the approximation order. Through this verification
procedure we have demonstrated that the amount of overlap between meshes is arbitrary and that convergence is optimal
even for higher-order approximations.

VI. Future Work
The extensions of this work are to develop a parallel communication algorithm and implement a general block

parallel solver. The parallelization of the communication algorithm will allow for more realistic simulations to be
performed and direct comparisons between model experiments and other accepted overset methods. We expect that the
general trend in the scaling between a single mesh configuration and a general N-mesh overset configuration will be
similar once the communication algorithm is fully parallelized and a more robust linear solver is implemented. We are
not expecting any overset configuration to run faster than a single mesh configuration. We will directly compare our
fully parallel overset-HDG algorithm to existing overset codes already in use, and we expect that our algorithm will
outperform the current overset standards.

Appendix
The fully discrete local weak formulation is presented below. This takes into account the third order backward

difference formula (BDF3), defined in Eq. (21), used to discretize the Local Problem 1 in time. We also include the
backward difference approximation we use to calculate the mesh velocity. For increased clarity the superscript h for all
fields is removed and replaced with superscript n to indicate the current timestep. Note that n − 1 refers to the previous
timestep, and so on. So at timestep n the fully discrete weak form is

Local Problem 2 (Local Isentropic ALE Navier-Stokes) Find
(
Ln

f , v
n
f , pnf ,F

n
m, un

m

)
∈ Gh ×Yh ×Ph ×Ch ×Uh such

that
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)
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−
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m
)
, (38)

13

Kauffman, Justin; George, William; Pitt, Jonathan. 
”An Overset Mesh Framework for an Isentropic ALE Navier-Stokes HDG Formulation.” 

Paper presented at AIAA Scitech 2019 Forum, San Diego, CA, United States. January 7, 2019 - January 11, 2019. 

SP-572



∀ (G, y, q,C,w) ∈ Gh × Yh ×Ph × Ch ×Uh,

where Sn
f is defined as

Sn
f
..=

(
2µf + ρf ‖vn−1

f ‖

)
I. (39)
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Abstract—When a failure occurs in a big data application, 
debugging with the original dataset can be difficult due to the 
large amount of data being processed. This paper introduces a 
framework for effectively generating method-level tests to 
facilitate debugging of big data applications. This is achieved by 
running a big data application with the original dataset and by 
recording the inputs to a small number of method executions, 
which we refer to as method-level tests, that preserve certain 
code coverage, e.g., edge coverage. The size of each method-level 
test is further reduced if needed, while maintaining code 
coverage. When debugging, a developer could inspect the 
execution of these method-level tests, instead of the entire 
program execution with the original dataset. We applied the 
framework to seven algorithms in the WEKA tool. The initial 
results show that in many cases a small number of method-level 
tests are sufficient to preserve code coverage. Furthermore, these 
tests could kill between 57.58% to 91.43% of the mutants 
generated using a mutation testing tool. This suggests that the 
framework could significantly reduce the efforts required for 
debugging big data applications.   

Keywords—Testing; Unit Testing; Big Data Application 
Testing; Test Generation; Test Reduction; Debugging; Mutation 
Testing; 

I. INTRODUCTION

Big data applications are software programs that process 
large amounts of data. Debugging big data applications can be 
complicated and time-consuming. This is due to the fact that 
inspecting the execution of a big data application often 
involves long execution time, a large number of method 
executions, and/or a large number of objects. For example, a 
classification algorithm, called DecisionTable, in the WEKA 
tool [12] takes more than two hours to execute the 
Heterogeneity Activity Recognition Dataset (HAR) from the 
UC Irvine (UCI) Machine Learning Repository [13]. During 
the execution, one of the DecisionTable’s methods, named 
updateStatsForClassifier, is executed more than half a billion 
times. (This method has 66 lines of code, not including 
comments and spaces.) If there exists a fault in this method, it 
can be very difficult to locate this fault due to the large number 
of times this method is executed.  

Some approaches have been proposed to reduce the effort 
required for testing and debugging big data applications at the 
system level [1, 2, 3, 4, 5]. For example, data mining and 

machine learning methods are used to reduce the size of the 
original dataset or generate synthetic datasets [3, 4] for the 
testing purpose. The reduced dataset using such methods are 
executed at the system level, which can still be time-
consuming. Furthermore, these methods are not designed to 
reproduce the original failure. Debugging approaches such as 
delta debugging [8] can identify the minimum failure-inducing 
input at the system level, which can reduce the size of the input 
while preserving the failure triggered by the original dataset. 
However, delta debugging can be very expensive for big data 
applications. This is because it requires the input data be 
recursively split into smaller chunks, each of which has to be 
executed at the system level. For big data applications, there 
can be a large number of chunks and system-level execution of 
each chunk can be time-consuming.  

Our approach consists of two major steps. In the first step, 
we re-execute the failing system-level execution to record 
method-level tests for suspicious method(s). The main idea is 
to evaluate each method execution based on a chosen coverage 
criterion. In this paper, we used edge coverage, edge-pair 
coverage and edge-set coverage based on the Control Flow 
Graph (CFG) [11]. Note that other coverage criteria, e.g., 
prime-path coverage [11], could also be used in our approach. 
We record the input to a method execution as a method-level 
test when it covers any new coverage element with respect to 
the chosen coverage criterion. In the second step, we reduce 
method-level tests with large collection-typed variables using 
binary reduction. The reduced tests preserve the same coverage 
achieved by the originally recorded method-level tests. During 
debugging, a developer will first identify suspicious methods 
based on his or her understanding of the program. Then, the 
developer will only need to re-execute the reduced method-
level tests recorded for these methods, instead of executing the 
entire application with the original dataset. Doing so could 
significantly speed up the debugging process.  

We conducted an experimental evaluation of our approach. 
In our experiments, we selected seven methods from four 
machine learning algorithms that were implemented in WEKA 
using Java. The four machine learning algorithms from WEKA 
and two datasets from UCI dataset repository were selected 
based on the execution time and size of datasets. Method-level 
tests were recorded for these seven methods based on three 
coverage criteria, including edge coverage, edge-pair coverage, 
and edge-set coverage. (The three coverage criteria are defined 
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in Section II-A.) On average, 4.4 tests were recorded for edge 
coverage, 5.9 tests for edge-pair coverage, and 18.6 tests for 
edge-set coverage. While initially, the seven methods were 
executed from 191 to half a billion times. For some of the 
recorded method-level tests with large-size inputs, e.g., the 
previously mentioned updateStatsForClassifier method in the 
DecisionTable algorithm, we further reduced the size of the 
inputs using a binary reduction technique while preserving the 
same coverage achieved by the original method-level test. For 
example, the average input size for updateStatsForClassifier 
was reduced to 12.53 MB from 1269.76 GB. 

Moreover, test effectiveness was evaluated using PITest 
(PIT) [16], a commonly used mutation testing tool. Mutation 
testing seeds faults in a systematic manner to simulate mistakes 
that developers may make during programming. All 25 
available mutant generators were enabled for mutant 
generation. When combining each set of tests generated for the 
edge, edge-pair, and edge-set coverage for each method, the 
mutant killing rate ranges from 57.58% to 91.43%.  

We summarize the contributions of our paper as follows:  

• We present a new framework for debugging big data
applications based on method-level tests. Compared to
executing the original dataset at the system level, these
method-level tests can be much faster to execute and
inspect, which could significantly speed up the debugging
process.

• We built a prototype that implements our framework and
conducted an experimental evaluation of the framework.
The evaluation results suggest that our framework could
significantly reduce the time and effort required for
debugging big data applications.

The rest of the paper is organized as follows. Section II 
presents the details of our approach and discusses several 
implementation challenges. Section III presents the 
experimental design and analysis of the experimental results. 
Section IV provides an overview of existing work that is 
closely related to ours. Section V provides concluding remarks 
as well as several directions for our future work. 

II. APPROACH 

 Our approach consists of two major steps, recording 
method-level tests and reducing the size of the recorded tests. 
In this section, Section II-A presents our approach to recording 
method-level tests based on a given coverage criterion. Section 
II-B presents our approach to reducing the size of a recorded 
test.  

A. Record Test
In a typical scenario, once a failure occurs, a developer

identifies several suspicious locations based on his or her 
understanding of the program. Next, the developer could set up 
breakpoints in these locations and then start the debugging 
process with the system-level inputs. The breakpoints allow the 
developer to inspect the program state during the debugging 
process. This approach may not be effective for big data 
applications. This is because when the dataset is large, a 

breakpoint may be executed for a large number of times before 
an incorrect program state is found, and each breakpoint has to 
be inspected manually.  

In our approach, the developer first identifies suspicious 
methods, in a way that is similar to the identification of 
suspicious locations. Next, our approach runs the program with 
the original dataset and records, for each suspicious method, a 
small number of method executions, which we refer to as 
method-level tests, based on a specific coverage criterion. The 
method-level tests recorded for a given method achieve the 
same coverage criterion as the original dataset for the method. 
The developer can then debug each method with the recorded 
method executions, instead of a potentially large number of 
method executions. Since the same coverage criterion is 
satisfied, there is a high probability that debugging these 
recorded method-level tests would allow us to detect the fault 
that may have caused the failure observed at the system level. 

Fig. 1. Recording Process at Runtime 

After the developer identifies a list of suspicious methods 
to be recorded, we instrument these methods to capture the 
coverage elements that need to be covered for the selected 
coverage criterion. After instrumentation, our recording 
process at runtime is shown in Figure 1. While re-executing the 
failing system-level execution, each method execution of the 
suspicious methods is evaluated to determine whether it is 
significant based on the selected coverage criterion. A method 
execution is considered to be significant if it covers at least one 
new coverage element. When a method execution is deemed to 
be significant, its corresponding input for reproducing the 
method execution is recorded as a method-level test. 
Otherwise, the execution will continue until it reaches the next 
significant method execution.  

 In this paper, we will use edge coverage [11], edge-pair 
coverage [11], and edge-set coverage, as the coverage criteria 
based on Control Flow Graph (CFG) to determine if a given 
method execution is significant. A CFG is a graphical 
representation of all possible paths that might be traversed by a 
program at runtime. Thus it captures information about how 
the control is transferred in a program.  

 Figure 2 shows an example CFG. In a CFG, each node in 
the graph represents a basic block, i.e. a sequence of 
consecutive statements with a single entry and a single exit 
point[11]. A directed edge [11] represents that the control can 
flow from one node to another. And a path [11] is a sequence 
of nodes, where each pair of adjacent nodes is an edge.  

 We record the method executions as method-level tests 
when they cover any new coverage elements with respect to 
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the chosen coverage criterion. For edge coverage, each edge 
covered by a method execution is recorded for the method 
evaluation. For edge-pair coverage, each edge-pair (reachable 
path of length up to two) is recorded for the method evaluation. 
Note that when edge-set coverage is used, a method execution 
is considered significant if it covers a unique set of edges, i.e., 
no other method executions exactly cover the same set of 
edges. Also note that other coverage criteria, e.g., prime-path 
coverage [11], could also be used in our approach.  

 

Fig. 2. Example of Control Flow Graph 

To record method-level tests, three major tasks need to be 
accomplished, including instrumentation, method execution 
evaluation, and serialization. We further discuss these tasks in 
the following subsections.  

1) Instrumentation 
We use a tool called Atlas [15], which is an Eclipse plugin 

developed by EnSoft Corp to automatically generate CFGs 
from the source code of a selected method. Atlas uses each line 
of code as a basic block. This is different from the classical 
definition [11] that a basic block consists of a sequence of 
consecutive statements with a single entry and a single exit 
point. Figure 2 shows a simple method and its CFG generated 
using Atlas. We modify the generated CFGs from Atlas by 
combining blocks that are in a consecutive sequence without 
inner branches. Doing so reduces the amount of 
instrumentation and thus the runtime overhead when executing 
the instrumented code. The red rectangle in Figure 3 marks the 
lines of code combined to be a basic block as we previously 
defined. 

 

Fig. 3. Example of Modifying Generated Control Flow Graph 

Once we have the CFG of a suspicious method, we 
instrument the method by adding a few lines of code that 

invokes our recording program. Figure 4 shows an example of 
how we instrument a sample method. The highlighted 
statements are extra code added by instrumentation. The code 
from line 3 to line 10 initializes the recording process. They are 
inserted at the beginning of a suspicious method. The 
ParaArray array contains the list of input parameters used for a 
method execution. The ParaTypeArray array contains the 
object types of the input parameters, which are needed to 
reload the recorded inputs using Java Reflection. When 
recording a method execution, we record not only the input 
parameters but also the current object on which the suspicious 
method was invoked, to store the instance variables accessed 
during the execution. They are loaded into our system using the 
“R.loadInputs(ParaArray, this);” statement.  The statement 
“R.enterBlock(#number);” is added before each basic block to 
record the index of the basic block when it is executed. The 
block number #number is manually determined based on the 
previously discussed CFG. Moreover, the statement 
“R.endOfProcess();” is added before each return statement or 
at the end of a method to notify our program a method 
execution is completed, and start the method execution 
evaluation process.  

 

Fig. 4. Example of Instrumentation 

Recording basic block indexes with multiple entrances at 
runtime requires more work than just adding the 
“R.enterBlock(#number)” statement in front of it. As shown in 
Figure 4, lines 25 to 26 and lines 30 to 31 are the extra codes 
added for recording the basic block contains line 24.  To record 
the basic block indexes correctly for basic blocks with multiple 
entrances such as for while loop, for loop, else if, and switch 
statements, etc., we are inserting the “R.enterBlock(#number);” 
statement before its descendants’ “R.enterBlock(#number);” 
statement based on the CFG to capture every execution of such 
blocks. For example, if we only add “R.enterBlock(#number);” 
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statement right before the while statement shown in Figure 4 at 
line 24, when the loop comes back to re-evaluate the loop 
condition at the while statement, the repeated execution of this 
block will not be captured. 

2) Method Execution Evaluation 
In our implemented framework, we temporarily store the 

covered edges, edge-pairs, and edge-set for each method 
execution. We consider a method execution to be significant, 
and thus record the execution as a method-level test if it covers 
any edge, edge-pair or edge-set that has not been covered 
before. Note that we check for uncovered edges first for each 
method execution. This is because if a method execution 
covers any edge that has not been covered before, it must cover 
some new edge-pair(s) and a new edge-set. The time 
complexity for evaluating each method executions is O(n2) 
where n represents the number of coverage elements each 
method execution has to evaluate. For each method execution, 
each coverage element of the method execution will be 
compared to the list of the previously covered elements. If a 
method execution covers any new coverage element, the 
method execution will be recorded, and the newly covered 
elements will be added to the list.  

3) Serialization 
Once a method execution is determined to be significant, 

we record the inputs of the method execution using 
serialization. Serialization can be an expensive process, the 
built-in serialization support in Java is rather slow when 
serializing large objects. We used an alternative tool called 
FST [17] that can be ten times faster [17] to improve the 
performance of our test recording. In our experiments, FST 
was able to serialize and deserialize objects correctly. 
However, there are some reported cases [17] where FST was 
unable to correctly serialize and deserialize objects that the 
built-in Java serialization could. In comparison, FST provides 
better performance, but FST does not provide serialization 
ability that is as strong as the Java built-in serialization.  

While our performance is improved using FST, there are 
still some situations where we experience significant overhead. 
To ensure an exact copy of the input objects is created, we 
perform deep copy on the objects by serializing and 
deserializing these objects. This is needed because the value of 
an input object could potentially change during a method 
execution, especially for void methods that operate on 
instance variables.  

 However, most of the stored input objects will not be 
recorded if the method execution does not cover any new 
coverage element. Thus, much of the time spent to store the 
deep copies of objects is unnecessary. These unnecessary time 
can be huge when a method takes large inputs and/or is 
executed for a large number of times. The recording overhead 
can be as high as 7 to 30 times the original system-level 
execution time for some of the selected methods. In such cases, 
our solution is recording the method-level tests by executing 
the entire system twice. In the first execution, we do not store 
any inputs. Instead, we only record the IDs of significant 
method executions. In the second execution, we only serialize 
the selected method executions to store their inputs as method-

level tests. Doing so can significantly reduce the runtime 
overhead in cases where a method takes large inputs or is being 
executed for a large number of times.  

B. Test Reduction 
While the recorded method-level tests can be used for 

debugging, these tests in some case consist of very large 
inputs. For example, one of the selected methods 
cutPointsForSubset, its recorded method-level tests have the 
average size of 1.62GB, executing these tests can take a lot of 
time. And breakpoints in loop statements can be executed for a 
large number of times. These inputs are large mostly due to the 
fact that they contain large collections of objects. For the three 
methods mentioned above, they all have Instances typed 
(Implements Collection) variables that contain instances from 
the original dataset for processing. Some of the recorded data 
could potentially be reduced while still reproducing the method 
execution and preserving the coverage elements. The reduction 
can further reduce the time for executing the tests, and the 
debugging efforts required from developers.  

Our binary reduction technique is inspired by the 
commonly used binary search technique. For each recorded 
method-level test, we divide its collection typed input variables 
into halves. Next, we take each half and other non-collection 
typed inputs and re-execute them with the suspicious method. 
We then check whether a half can preserve the originally 
covered coverage elements. If one of the halves does preserve 
all the coverage elements, we will continue dividing it into 
halves and check for the coverage elements repeatedly, until 
the minimal subset of the collection variables that can preserve 
the coverage elements are identified. Note that when 
preserving the coverage during reduction, we are preserving 
the exact covered elements of edge coverage, edge-pair 
coverage, and edge-set coverage.    

III. EXPERIMENTS 

We implemented the initial working prototype of our 
framework in Java. Some Manual efforts are required from 
developers to instrument the source code of suspicious 
methods. After instrumentation, the recording process has been 
automated. The reduction approach requires developers to 
manually identify the large collection typed input variables. 
The re-execution of the recorded and reduced method-level 
tests has been automated for debugging. We also conducted 
mutation testing to evaluate the fault detection effectiveness of 
our recorded and reduced method-level test. The currently 
implemented coverage criteria are the edge, edge-pair, and 
edge-set coverage.  

 In the following, we discuss how we conducted our 
experiments and present the experiment results. In Section III-
A, we discuss how we selected datasets, applications, and 
methods to be used for our experiments. Section III-B presents 
the statistics of the recorded method-level tests. Section III-C 
presents the statistics of the reduced method-level tests. Section 
III-D presents how we conducted a mutation testing 
experiment and the results of our mutation testing for both the 
recorded tests, and the reduced tests. And finally, Section III-E 
presents the performance analysis of our framework.  All the 
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source code, recorded method-level tests, reduced method-
level tests and mutation reports are publicly available at 
https://www.dropbox.com/sh/3k4kjwqjpa9i2qv/AAAkeYYNa
QOVfT9WGe4OUp_Pa?dl=0 for review. The machine we 
used for our experiment is a workstation with two Xeon E5-
2630V3 8 core CPUs @ 2.40GHz, 64GB DDR4 2133 MT/s 
memory, and a Samsung 850 EVO 500GB SSD.  

A. Subjects 
 We design our experiments to reflect real-world situations 
for evaluating the effectiveness of our framework. First, we 
randomly selected ten algorithms that are implemented in the 
WEKA tool. WEKA is one of the most widely used tools for 
data mining by practitioners. Next, we selected one collection 
of dataset with the largest number of instances (accessed on 
08/18/2018) from the UCI Machine Learning Repository that 
consists of 440 real-world collected datasets as a start. The 
selected collection of datasets, Heterogeneity Activity 
Recognition (HAR), contains four datasets for four different 
types of devices with a total of 43,930,257 instances and 16 
attributes. The HAR collection includes several data types, 
including multivariate, time-series and real numbers. The 
datasets can be used for both classification and clustering. 
Among the four datasets, the largest dataset, 
Phones_gyroscope, is used to execute the ten algorithms.  

 Phones_gyroscope dataset has the size of 1.37GB, it is too 
large for two of our selected algorithms EM and LibSVM to 
finish their execution within a day. The execution time is too 
long for our experimentation purpose due to our limited time 
and resources. For these two algorithms, we reduced the size of 
the Phones_gyroscope dataset by dividing the dataset in half 
and continue to divide in half until the execution time for EM 
and LibSVM are reduced to be near an hour. The reduced 
Phones_gyroscope dataset for EM and LibSVM now has the 
size of 3.3 MB. EM will now take 5352 seconds (1.49 Hours) 
to execute and 4491 seconds (1.25 Hours) for LibSVM.  

TABLE I.  SELECTED METHOD INFORMATION 

Method Algorithm 

# of 
Covered 
Lines of 

Code 

# of 
Total 
Lines 

of 
Code

# of 
Execution 

Count  

buildClusterer EM 115 165 1,910 

cutPointsForSubset DecisionTable 62 64 29,564 

EM_Init EM 47 53 191 

handleNumericAttribute J48 51 53 28,314 

select_working_set LibSVM 50 52 417,989 

selectModel J48 50 58 12,391 

updateStatsForClassifier DecisionTable 46 66 557,305,280

  

 After two datasets (original Phone_gyroscope dataset and 
the reduced dataset) and ten algorithms’ implementations 
(Apriori, DecisionTable, EM, HierarchicalClusterer, J48, 
LibSVM, LinearRegression, MakeDensityBasedClusterer, 

RandomTree, SimpleKMeans) have been selected. We select 
methods with a larger number of executed statements, and a 
larger number of executions for our experiments. This is 
because longer methods and methods that have been executed 
for a larger number of times often require more effort to debug. 
A total of seven methods are selected. The selected methods 
and their information are shown in Table I. These methods are 
then instrumented as previously described in Section II. 

B. Recorded Method-Level Tests 
For our experiments, we have recorded method-level tests 

for all of the seven selected methods for preserving edge 
coverage, edge-pair coverage, and edge-set coverage of the 
original system-level execution. Some important information 
about the recorded method-level tests is shown in Table II. 
Note that the statement coverage column in Table II is for all 
three types of recorded tests, as well as the original failing 
system-level execution. This is because edge coverage 
subsumes statement coverage, once all edges are preserved, all 
the statement coverage will be preserved as well, and edge-
pair coverage and edge-set coverage both subsume edge 
coverage.   

Based on the results shown in Table II, we can see that 
only a small number of method-level tests are sufficient for 
preserving coverage for a suspicious method. Empirical 
studies show that there exists a high correlation between code 
coverage and fault detection effectiveness. The actual fault 
detection ability of our recorded method-level tests will be 
further evaluated using mutation testing in Section III-D. 
Thus, when failures occur on a system level, it is likely that 
executing the method-level tests for the suspicious methods 
would trigger the failure observed during the execution with 
the original dataset. Thus, the use of method-level tests could 
potentially save developers a lot of time and efforts. 

C. Reduced Method-Level Tests 
 As shown in Table III, while some of the tests have a 
reasonable size, three methods, cutPointsForSubset,  
selectModel and updateStatsForClassifier have significantly 
large inputs for their recorded method-level tests. While 
debugging with these tests is easier than debugging with the 
original dataset at the system level, loading and debugging 
these tests could still take a lot of time. We further reduce the 
size of these tests using our binary reduction approach as 
discussed in Section II. In Table III, we compare the 
differences between the recorded method-level tests before and 
after they were reduced. 

 For size reduction, our binary reduction technique was able 
to reduce the input size of tests for five out of seven methods. 
Our result shows that the reduction amount is often above 95%. 
Most of the method-level tests can be reduced significantly 
while still preserving our selected coverage elements. The 
coverage element refers to the edges, edge-pairs, and edge-set 
covered by each recorded method-level test. While one of the 
tests for selectModel can be reduced to 1.7 KB from 1.63 GB, 
some tests still have a fair amount of input data remaining, 
such as the reduction from 1.63GB to 37.22 MB for one of the 
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TABLE II.  RECORDED METHOD EXECUTION INFORMATION 

 
tests of cutPointsForSubset. Furthermore, we were unable to 
reduce any test inputs for two methods, buildClusterer and 
EM_Init. We further investigated this by looking into how the 
variables of collection type are accessed and used. We noticed 
mainly three different scenarios that may have contributed to 
our results.  

The first scenario is when a collection variable is partially 
used as inputs. When the partially accessed instances are in a 
consecutive sequence in the collection variable, or when only 
one instance is accessed, our binary reduction technique will 
reduce such collection variable to its minimal subset. 
However, if the accessed instances are spread across the 
collection variable, our binary reduction will not be able to 
identify only the accessed instances. Hence, the reduction may 
not be minimal, many unnecessary data based on the coverage 
elements may remain.  

 
Fig. 5. Collection Variable Used at Branching Condition 

The second scenario is when the collection variable is 
accessed in branching statements, e.g. for the tests recorded 
for buildClusterer and EM_Init. The collection variables 
identified for these two methods were used at a few branching 
statements and passed to other methods that return value to the 
execution as well. In this situation, maintaining the exact 
coverage elements can be difficult to achieve for our binary 
reduction technique. As an example, part of the code of 
buildClusterer is shown in Figure 5. The instances variable 
was used at an if statement and in the conditions of a for loop. 

Reducing the instance variable using our binary reduction 
approach will compromise the originally covered coverage 
elements (edges, edge-pairs, edge-set) of the method-level 
tests recorded for the buildClusterer method. 

The third scenario is when the collection variable is not 
accessed at all. In our implementation, to reduce manual 
efforts required for instrumentation and reproduce method 
executions precisely, we automatically record both the 
parameters passed to the method and the object where the 
method was invoked from, ensuring all possible inputs are 
recorded. However, not all recorded information is used as 
inputs, such as for some instance variables of the object where 
the method was invoked from. In this situation, our binary 
reduction technique may be able to reduce unnecessary 
collection variables to empty, while still preserving the 
coverage elements.   

The first and second scenario can potentially use delta 
debugging [8] or preserving superset of the coverage elements 
to further the reduction. However, delta debugging could 
significantly increase the reduction overhead, and preserving 
superset of the coverage elements may lose or introduce some 
coverage elements that could potentially have a large impact 
on the reduced method-level test. For the third scenario, we 
can implement systematic static analysis in the future to help 
our framework identify and record only the necessary inputs 
for reproducing method executions.  

For execution time reduction, many of the recorded set of 
method-level tests are now taking seconds instead of minutes 
after the binary reduction. When debugging with these 
reduced tests, not only the tests will be short and easier to 
debug, the execution time is also easy to manage.   

D. Mutation Testing 
For mutation testing, we used PITest (PIT) [16], a 

mutation testing tool for Java, to evaluate the fault detection 
effectiveness of our recorded method-level tests. In PIT, 
different types of faults (or mutants) are automatically seeded 

Method 

Edge Coverage Edge-Pair Coverage Edge-Set Coverage 
Total # of 
Recorded 

Tests 

# of 
Original 

Execution 
Count  

Statement 
Coverage # of Tests 

# of Covered 
Edges 

# of Tests 

# of 
Covered 

Edge-
Pairs 

# of Tests 
# of 

Covered 
Edge-Sets 

buildClusterer 3 83 4 181 3 3 4 1,910 69.70% 

cutPointsForSubset 8 30 9 64 17 17 18 29,564 96.88% 

EM_Init 1 24 3 55 1 1 3 191 88.68% 

handleNumericAttribute 4 32 5 70 33 33 33 28,314 96.23% 

select_working_set 7 41 11 111 61 61 63 417,989 96.15% 

selectModel 5 35 5 74 6 6 6 12,391 86.21% 

updateStatsForClassifier 3 26 5 59 9 9 11 557,305,280 69.70% 
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TABLE III.  TEST REDUCTION RESULTS 

Method 
Total # of 

Tests 

# of 
Large 

Collection 
Variables 

Average  
Input Size (MB) 

Total  
Input Size (MB) 

Maximum  
Input Size (MB) 

Minimum  
Input Size (MB) 

Test Execution 
Time (Seconds)  

Recorded Reduced Recorded Reduced Recorded Reduced Recorded Reduced Recorded Reduced

buildClusterer 4 1 3.18 3.18  12.75  12.75  3.23  3.23  3.16  3.16  5 s 5 s 

cutPointsForSubset 18 2 1628.16  9.77  29306.81 176.25  1628.16 37.22  1628.16  0.001  1836 s 5 s 

EM_Init 3 1 4.71  4.71  14.12  14.12  4.34  4.34  5.18  5.18  5 s 5 s 

handleNumericAttribute 33 1 54.00  0.74  1781.76  24.42  1300.48 1.75  0.0012  0.001  155 s 2 s 

select_working_set 63 2 39.50  0.08  2488.32 5.04  41.9  0.29  1.83  0.002  176 s 1 s 

selectModel 6 2 1392.64  0.02  8357.04 0.11  1628.16 0.01  1320.96  0.001  682 s 1 s 

updateStatsForClassifier 11 1 1269.76  12.53  13967.34 138.06  1269.76 44.86  1269.76  0.51  875 s 3 s 

 

into the source code. Each mutation (a mutated version of 
source code) simulates a single fault and is executed against 
the unit tests that developers provide.   

Mutation testing requires the provided unit tests to be 
passing tests. This is because only when the mutant’s output 
differs from the expected output, a mutant is said to be killed. 
In our experiments, when a method-level test is executed, we 
record the outputs as the expected output for mutation testing 
purpose. The output for each test contains not only the 
returned object if there is one, but also the object where the 
method was invoked from and the input parameters of the 
method. This is because the values of these parameters and the 
object where the method was invoked from could change and 
should be considered as part of the output.  

PIT provides a total of 25 different mutators to mutate 
different type of code. When conducting mutation testing, we 
have enabled all 25 mutators in PIT for generating mutants in 
our selected methods. PIT also provides an option to set a 
timeout factor for executing each test against each mutant. The 
default is 1.25 times the original test execution time. We 
increased the timeout factor to 10 times the original execution 
time, as an effort to avoid false positives killing of mutants. 
This is because a timed-out mutant is also considered as a 
killed mutant. We have also increased the Java heap size to 
60GB and stack size to 128MB using JVM configuration in 
PIT, to avoid false positive killing of memory error mutants.  

Table IV shows the mutation testing result of our recorded 
and reduced method-level tests. Note that PIT currently does 
not support the mutant generation of only covered statements. 
Because the mutation generation of PIT is done statically, it 
will generate mutants for all the statements of a selected 
method, instead of only the reachable ones. In other words, if 
a mutant is located at a statement that was not covered by any 
of the tests, the mutant will not be exercised, and thus is 
impossible to be killed. Such mutants will not be considered in 
our experiments. This is because if a mutant is not exercised 
by our recorded tests, it is not exercised by the original 
system-level execution.  The total number of mutants 
generated for each selected method in Table IV are calculated 

manually which consist of only exercised mutants by our tests. 
This is done by removing mutants that are labeled as 
NO_COVERAGE in the mutation testing report generated 
using PIT, such as shown in Figure 6.  

 
Fig. 6. Sample Mutation Testing Report  

For recorded method-level tests without reduction shown 
in Table IV, we can see that most of the recorded tests for 
different methods and coverage criteria have a high mutant 
killing rate. Even without comparing to the original system-
level execution, a small number of tests show high 
effectiveness in detecting potential faults that could occur in 
the selected methods. For four out of seven selected methods, 
recorded tests achieve over 80% of mutant killing rate for all 
the selected coverage criteria. The average mutant killing rate 
across seven methods are around 80% for all four different 
sets of tests that achieve edge coverage, edge-pair coverage, 
edge-set coverage, and these three combined. By only using 
edge coverage, the recorded method-level tests can achieve 
reasonably high mutant killing rate. With edge-pair and edge-
set coverage, the mutant killing rate is further improved 
slightly in some cases. This indicates the method-level tests 
generated using our framework can effectively help 
developers to debug and find faults they are looking for, while 
significantly reducing the time and efforts required from 
developers for debugging.  

For reduced method-level tests, their mutant killing rates 
are nearly the same as their original recorded tests. With 
differences no larger than 5% of their original killing rate. We 
even see some cases with increased mutant killing rate, such 
as for the edge-pair coverage of method 
“cutPointsForSubset”. While coverage elements of our 
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TABLE IV.  MUTATION TESTING RESULTS 

Method 

# of 
Mutants 

Generated 
for 

Covered 
Code 

Statement 
Coverage 

Edge Coverage 
Mutant Killing 

Rate 

Edge-Pair 
Coverage Mutant 

Killing Rate 

Edge-Set Coverage 
Mutant Killing 

Rate 

Combined 
Recorded Tests 
Mutant Killing 

Rate 

Recorded Reduced Recorded Reduced Recorded Reduced Recorded Reduced

buildClusterer 269 69.70% 79.18% 79.18% 79.18% 79.18% 79.18% 79.18% 79.18% 79.18% 

cutPointsForSubset 164 96.88% 81.71% 81.1% 81.71% 82.32% 85.98% 85.98% 85.98% 85.98% 

EM_Init 102 88.68% 87.25% 87.25% 87.25% 87.25% 87.25% 87.25% 87.25% 87.25% 

handleNumericAttribute 140 96.23% 89.29% 88.57% 90.71% 90.71% 91.43% 91.43% 91.43% 91.43% 

select_working_set 128 96.15% 71.88% 75% 73.44% 75% 75% 78.91% 75% 78.91% 

selectModel 132 86.21% 57.58% 57.58% 57.58% 57.58% 62.88% 62.88% 62.88% 62.88% 

updateStatsForClassifier 122 69.70% 86.07% 81.15% 86.07% 84.43% 86.89% 86.07% 86.89% 86.89% 

Average     79.00% 78.55% 79.42% 79.49% 81.23% 81.67% 81.23% 81.79% 

specifically selected coverage criteria are maintained, other 
elements from other coverage criteria could become lost, or 
may be newly introduced after our binary reduction, such as 
combinations of the different branches being executed. The 
mutation testing results of the reduced tests show that even 
after the input sizes are significantly reduced, the coverage 
elements and also the fault detection effectiveness are still 
preserved. Our binary reduction technique on method-level 
tests can further help developers to reduce efforts for 
debugging while maintaining the debugging effectiveness of 
the method-level tests.  

TABLE V.  SYSTEM-LEVEL MUTATION TESTING 

Method Algorithm 

# of Mutants 
Killed by 

System-Level 
Execution 

# of 
Propagatable 

Mutants Killed 
by Combined 
Method-Level 

Tests 

select_working_set LibSVM 58 51 

selectModel J48 61 56 

 

We also investigated the two methods select_working_set 
and selectModel with the lowest mutant killing rate by 
comparing their results to the mutation testing results of their 
system-level execution. We have planned on comparing all 
recorded method-level tests’ mutation testing results with their 
corresponding system-level execution. However, while 
mutation testing is a very effective method to evaluate the 
quality of tests, mutation testing is a rather expensive method 
to use. In this paper, we only have two system-level mutation 
testing results for select_working_set and selectModel. 
Moreover, their system-level mutation tests both took over 
one week to complete. Note that some mutants that can be 
killed with method-level tests are not propagatable on the 
system level, i.e., a mutant may cause a method execution 
producing incorrect output, but such incorrect output on the 

method level did not cause an incorrect system-level output. 
We considered the option of recording all method executions 
of a method during its system-level execution. However, it is 
impractical, because of our selected methods have been 
executed with a large number of times, and many of them 
have large inputs as well. For comparing mutation testing 
results between method-level tests and system-level execution, 
we will only be considering the propagatable mutants for the 
method-level tests.  

The system-level mutation testing results for 
select_working_set and selectModel are shown in Table V. 
For LibSVM, the system-level execution was able to kill 58 
mutants, the combined method-level test of 
select_working_set was able to kill 51 out 58 propagatable 
mutants with a propagatable mutant killing rate of 87.93%. 
For J48, the system-level execution was able to kill 61 
mutants, the combined method-level tests of selectModel were 
able to kill 56 out of 61 propagatable mutants with a 
propagatable mutant killing rate of 91.80%. The further 
investigation shows the reason why method-level tests 
recorded for select_working_set and selectModel have a lower 
mutant killing rate. It is likely because their original system-
level execution has a lower mutant killing rate.  

After investigating the un-killed propagatable mutants in 
the recorded method-level tests, we discovered three un-killed 
propagatable mutants from select_working_set and one from 
selectModel were mutations related to modifying boundary 
conditions. This means by adding more coverage criteria 
related to boundary conditions, a higher mutant killing rate 
can be achieved for the method-level test. With a few basic 
coverage criteria implemented for our framework, method-
level tests produced by our framework can be very effective in 
detecting faults during debugging.  

E. Performance Evaluation 
We evaluate the performance of our implementation by 

investigating the original system-level execution time, the 
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time taken to evaluate and record the method-level tests, time 
taken to reduce tests, and the time taken to execute the 
recorded method-level tests. The results are shown in Table 
VI. Recall that in the experiments for mutation testing, both 
inputs and outputs of the selected method executions are 
recorded. However, the results shown in Table VI are only for 
recording the inputs and executing the recorded method-level 
tests with only inputs without comparing their outputs. This is 
because, in real-world use of our framework, outputs of the 
method executions do not need to be recorded.  

As previously mentioned in Section II, we have two 
solutions for recording selected method executions. One 
approach is to serialize and temporarily store the inputs for 
each method execution and record the inputs locally when a 
method execution is determined to be significant. This method 
requires executing the entire system only once. However, in 
cases where a method has large inputs or is executed for a 
large number of times, this approach may have a significant 
performance issue due to all the unnecessary serialization. The 
other approach is to execute the entire system twice. In the 
first execution, we evaluate each method execution and store 
the execution IDs of the method executions. An execution ID 
is the index of a method execution based on the order of each 
method executions that happened during the system-level 
execution. In the second system-level execution, we only 
serialize and record the inputs of the selected method 
executions based on their execution IDs. The numbers marked 
with “*” indicates that the method-level tests were recorded 
using the second recording approach as shown in Table VI. 
The execution time is computed by subtracting the execution 
end time by the execution start time that was created using the 
Java System.CurrentTimeMillis() function.  

TABLE VI.  PERFORMANCE EVALUATION RESULTS 

Method 
Original 

Execution 
Time 

Total Test 
Recording 

Time 

Total Test 
Execution Time 

Total Test 
Reduction 

Time Recorded Reduced

buildClusterer 5352 s 6303 s 5 s 5 s 27 s 

cutPointsForSubset 9559 s *21615 s 1836 s 5 s 7558 s 

EM_Init 5356 s 5361 s 5 s 5 s 22 s 

handleNumericAttribute 6357 s *14624 s 155 s 2 s 1965 s 

select_working_set 4491 s *11531 s 176 s 1 s 2763 s 

selectModel 6357 s *14212 s 682 s 1 s 3122 s 

updateStatsForClassifier 9559 s *30513 s 875 s 3 s 4088 s 

 

In Table VI, we see that recording method-level tests using 
our framework can take up to three times of the initial system 
execution. Additional test reduction time could take as much 
as two hours based on the size of the inputs (Our binary 
reduction utilizes serialization for deep copy as well). The 
reduced tests can be executed for many times during the 
debugging, the reduction time is a one-time investment, we 
believe the time is manageable for developers. Moreover, our 

approach is automated, allowing developers to work on other 
tasks while running our approach. For executing the recorded 
method-level tests, we see that it usually takes much less time 
than executing the entire system, especially for the reduced 
tests, the execution time can range from as little as one second 
to five seconds. Overall, we believe that recording and 
reducing method-level tests using our framework will help 
developers save a lot of time and efforts in debugging big data 
applications.  

IV. RELATED WORK 

We first review previous work related to generating tests 
for big data applications. Csallner et al. proposed an approach 
that uses dynamic symbolic execution to automatically 
generate tests for general MapReduce programs [1]. Morán et 
al. proposed MRFlow, a testing technique tailored to test 
MapReduce programs [5]. MRFlow uses data flow test criteria 
and oriented to transformations analysis between the input and 
the output in order to detect defects in MapReduce programs. 
Morán et al. also proposed a technique to generate different 
infrastructure configurations for a given MapReduce program 
that can be used to reveal functional faults [4]. They also 
proposed an automatic test framework that can detect 
functional faults automatically [3]. Chandrasekaran et al. 
proposed an approach to generate test input data using 
combinatorial testing for testing big data applications [6]. 
Previous work reported in [1, 2, 3, 4, 5] focuses on generating 
tests that help to identify functional faults, i.e., faults that will 
cause the program to generate unexpected outputs. In contrast, 
our work focuses on reducing debugging efforts for big data 
applications. Our tests are recorded in an effort to reproduce 
failures using a small number of method-level tests.  

Second, some work has been reported on debugging big 
data applications. Gulzar et al. developed a tool, BigDebug, 
that simulates breakpoints to enable a developer to inspect a 
program without actually pausing the entire computation [7]. 
To help a user inspect millions of records passing through a 
data-parallel pipeline, BigDebug provides guarded 
watchpoints, which dynamically retrieve only those records 
that match a user-defined guard predicate. Chandrasekaran et 
al. proposed a technique that uses different annotators to 
debug the tracking data independently and their debugging 
results were collected for joint correction propagation for later 
analysis [9]. Our work is similar to Gulzar [7] and Li [9] in 
terms of only focusing on a subcomponent of the system. 
However, our work focuses on recording significant method-
level executions to be replayed for debugging suspicious 
methods. Gulzar [7] and Li [9] focuses on tracking the 
changes made to certain objects using data flow analysis 
approach.  

 Third, our work is also related to existing work that 
records program information and uses the information to 
generate unit tests. Pasternak et al. proposed a technique that 
records interactions  that take place during the execution of 
Java programs and uses these interactions to construct unit 
tests automatically using GenUTest [10]. Orso et al. proposed 

229

Feng, Huadong; Chandrasekaran, Jagan; Lei, Yu; Kacker, Raghu; Kuhn, David. 
”A Method-Level Test Generation Framework for Debugging Big Data Applications.” 

Paper presented at 2018 IEEE International Conference on Big Data, Seattle, WA, United States. December 10, 2018 - December 13, 2018. 

SP-583



a technique and conducted a feasibility study using SCARPE, 
a prototype tool, for selective capture and replay of program 
executions [6]. Similar to our work presented in this paper, 
Orso’s technique [6] can be used to automatically generate 
unit tests based on the recorded information for testing 
purpose. Our work is similar to Pasternak [10] and Orso [6] in 
terms of recording method-level tests based on the system-
level execution. However, our work focuses on recording unit 
tests for debugging one or more failures that have been 
observed instead of generating tests for triggering failures that 
have not been observed yet. Furthermore, our work also does 
not require complex instrumentation techniques on the target’s 
bytecode [6]. Instead, we only employ simple instrumentation 
that keeps track of code coverage.  

Finally, we review work related to reducing input size for 
the debugging purpose. Zeller et al. proposed Delta 
Debugging [8] technique to isolate failure-inducing inputs on 
the system level to reduce work required for debugging. 
Clause [14] et al. presented a technique based on dynamic 
tainting for automatically identifying subsets of a program’s 
inputs that are relevant to a failure. These techniques reduce 
the debugging effort at the system level, in terms that the 
reduced datasets need to be executed at the system level. This 
is in contrast with our work that reduces the debugging effort 
at the method level.  

V. CONCLUSION & FUTURE WORK 

      In this paper, we presented a framework to provide 
developers with method-level tests that were recorded from a 
failed system-level execution with the original dataset. These 
method-level tests preserve a given coverage criterion, e.g. 
edge, edge-pair, and edge-set coverage, and thus are likely to 
reproduce the failure observed at the system level. The binary 
reduction is used to further reduce method-level tests with 
large input. The set of method-level tests that are provided by 
our approach could help developers to effectively debug 
suspicious methods against properties of the original input 
dataset, and significantly reduce time and effort required for 
debugging big data applications.  

      There are two major directions for future work. First, we 
plan to conduct more experimental evaluation of our approach 
using more big data applications, datasets, and coverage 
criteria. Second, we plan to further automate our approach. In 
particular, we will develop techniques that can fully automate 
the instrumentation process. Our current approach still needs 
manual effort in modifying CFG generated by Atlas, inserting 
code for instrumentation, and identifying collection typed 
variables for reduction. It is our plan to make the tool publicly 
available. 
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Abstract. Group key-exchange protocols allow a set of N parties to 
agree on a shared, secret key by communicating over a public network. A 
number of solutions to this problem have been proposed over the years, 
mostly based on variants of Diffie-Hellman (two-party) key exchange. 
To the best of our knowledge, however, there has been almost no work 
looking at candidate post-quantum group key-exchange protocols. 

Here, we propose a constant-round protocol for unauthenticated group 
key exchange (i.e., with security against a passive eavesdropper) based 
on the hardness of the Ring Learning With Errors (Ring-LWE) prob-
lem. By applying the Katz-Yung compiler using any post-quantum sig-
nature scheme, we obtain a (scalable) protocol for authenticated group 
key exchange with post-quantum security. Our protocol is constructed by 
generalizing the Burmester-Desmedt protocol to the Ring-LWE setting, 
which requires addressing several technical challenges. 

Keywords: Ring learning with errors, Post-quantum cryptography, Group key 
exchange 

1 Introduction 

Protocols for (authenticated) key exchange are among the most fundamental and 
widely used cryptographic primitives. They allow parties communicating over an 
insecure public network to establish a common secret key, called a session key, 
permitting the subsequent use of symmetric-key cryptography for encryption 
and authentication of sensitive data. They can be used to instantiate so-called 
“secure channels” upon which higher-level cryptographic protocols often depend. 

Most work on key exchange, beginning with the classical paper of Diffie and 
Hellman, has focused on two-party key exchange. However, many works have 
also explored extensions to the group setting [21, 29, 15, 30, 5, 6, 25, 14, 12, 13, 11, 
17, 22, 16, 8, 2, 1, 24, 9, 31] in which N parties wish to agree on a common session 
key that they can each then use for encrypted/authenticated communication 
with the rest of the group. 

The recent effort by the National Institute of Standards and Technology 
(NIST) to evaluate and standardize one or more quantum-resistant public-key 
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cryptosystems is entirely focused on digital signatures and two-party key encap-
sulation/key exchange,1 and there has been an extensive amount of research over 
the past decade focused on designing such schemes. In contrast, we are aware 
of almost no2 work on group key-exchange (GKE) protocols with post-quantum 
security beyond the observation that a post-quantum group key-exchange pro-
tocol can be constructed from any post-quantum two-party protocol by having a 
designated group manager run independent two-party protocols with the N − 1 
other parties, and then send a session key of its choice to the other parties en-
crypted/authenticated using each of the resulting keys. Such a solution is often 
considered unacceptable since it is highly asymmetric, requires additional co-
ordination, is not contributory, and puts a heavy load on a single party who 
becomes a central point of failure. 

1.1 Our Contributions 

In this work, we propose a constant-round group key-exchange protocol based 
on the hardness of the Ring-LWE problem [27], and hence with (plausible) post-
quantum security. We focus on constructing an unauthenticated protocol—i.e., 
one secure against a passive eavesdropper—since known techniques such as the 
Katz-Yung compiler [24] can then be applied to obtain an authenticated protocol 
secure against an active attacker. 

The starting point for our work is the two-round group key-exchange pro-
tocol by Burmester and Desmedt [15, 16, 24], which is based on the decisional 
Diffie-Hellman assumption. Assume a group G of prime order q and a generator 
g ∈ G are fixed and public. The Burmester-Desmedt protocol run by parties 
P0, . . . , PN−1 then works as follows: 

1. In the first round, each party Pi chooses uniform ri ∈ Zq and broadcasts 
rizi = g to all other parties. 

2. In the second round, each party Pi broadcasts Xi = (zi+1/zi−i)ri (where the 
parties’ indices are taken modulo N ). 

Each party Pi can then compute its session key ski as 

ski = (zi−1)
Nri · XN−1 · XN−2 · · · Xi+N −2.i i+1 

r0r1+···+rN −1r0One can check that all the keys are equal to the same value g . 
In attempting to adapt their protocol to the Ring-LWE setting, we could fix 

a ring Rq and a uniform element a ∈ Rq. Then: 

1. In the first round, each party Pi chooses “small” secret value si ∈ Rq and 
“small” noise term ei ∈ Rq (with the exact distribution being unimportant 
in the present discussion), and broadcasts zi = asi + ei to the other parties. 

1 Note that CPA-secure key encapsulation is equivalent to two-round key-exchange 
(with passive security). 

2 The protocol of Ding et al.[19] has no security proof; the work of Boneh et al.[10] 
shows a framework for constructing a group key-exchange protocol with plausible 
post-quantum security but without a concrete instantiation. 
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2. In the second round, each party Pi chooses a second “small” noise term 
0 0e ∈ Rq and broadcasts Xi = (zi+1 − zi−i) · si + ei.i 

Each party can then compute a session key bi as 

bi = N · si · zi−1 + (N − 1) · Xi + (N − 2) · Xi+1 + · · · + Xi+N−2. 

The problem, of course, is that (due to the noise terms) these session keys com-
puted by the parties will not be equal. They will, however, be “close” to each 

0other if the {si, ei, e } are all sufficiently small, so we can add an additionali

reconciliation step to ensure that all parties agree on a common key k. 
This gives a protocol that is correct, but proving security (even for a pas-

sive eavesdropper) is more difficult than in the case of the Burmester-Desmedt 
protocol. Here we informally outline the main difficulties and how we address 
them. First, we note that trying to prove security by direct analogy to the proof 
of security for the Burmester-Desmedt protocol (cf. [24]) fails; in the latter case, 
it is possible to use the fact that, for example, 

r2−r0(z2/z0)
r1 = z ,1 

whereas in our setting the analogous relation does not hold. In general, the 
natural proof strategy here is to switch all the {zi} values to uniform elements 
of Rq, and similarly to switch the {Xi} values to uniform subject to the constraint P 
that their sum is approximately 0 (i.e., subject to the constraint that Xi ≈ 0).i 
Unfortunately this cannot be done by simply invoking the Ring-LWE assumption 
O(N) times; in particular, the first time we try to invoke the assumption, say 

0on the pair (z1 = as1 + e1, X1 = (z2 − z0) · s1 + e1), we need z2 − z0 to be 
uniform—which, in contrast to the analogous requirement in the Burmester-
Desmedt protocol (for the value z2/z0), is not the case here. Thus, we must 
somehow break the circularity in the mutual dependence of the {zi, Xi} values. P 

Toward this end, let us look more carefully at the distribution of Xi. We i 
may write P P P 0= (ei+1si − ei−1si) + i Xi i i ei. 

Consider now changing the way X0 is chosen: that is, instead of choosing X0 = PN−10 0(z1 − zN−1)s0 + e as in the protocol, we instead set X0 = − Xi + e0 i=1 0 
(where e0 is from the same distribution as before). Intuitively, as long as the 0 
standard deviation of e0 is large enough, these two distributions of X0 should0 P 
be “close” (as they both satisfy Xi ≈ 0). This, in particular, means that we i 0 0need the distribution of e0 to be different from the distribution of the {ei}i>0, 
as the standard deviation of the former needs to be larger than the latter. 

We can indeed show that when we choose e0 
0 from an appropriate distribution 

then the Rényi divergence between the two distributions of X0, above, is bounded 
by a polynomial. With this switch in the distribution of X0, we have broken the 
circularity and can now use the Ring-LWE assumption to switch the distribution 
of z0 to uniform, followed by the remaining {zi, Xi} values. 

Unfortunately, bounded Rényi divergence does not imply statistical closeness. 
However, polynomially bounded Rényi divergence does imply that any event 
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occurring with negligible probability when X0 is chosen according to the second 
distribution also occurs with negligible probability when X0 is chosen according 
to the first distribution. For these reasons, we change our security goal from an 
“indistinguishability-based” one (namely, requiring that, given the transcript, 
the real session key is indistinguishable from uniform) to an “unpredictability-
based” one (namely, given the transcript, it should be infeasible to compute the 
real session key). In the end, though, once the parties agree on an unpredictable 
value k they can hash it to obtain the final session key sk = H(k); this final value 
sk will be indistinguishable from uniform if H is modeled as a random oracle. 

2 Preliminaries 

2.1 Notation 

Let Z be the ring of integers, and let [N ] = {0, 1, . . . , N −1}. If χ is a probability 
distribution over some set S, then x0, x1, . . . , x`−1 ← χ denotes independently 
sampling each xi from distribution χ. We let Supp(χ) = {x : χ(x) 6= 0}. Given 
an event E, we use E to denote its complement. Let χ(E) denote the probability 
that event E occurs under distribution χ. Given a polynomial pi, let (pi)j denote 

Xthe jth coefficient of pi. Let log(X) denote log2(X), and exp(X) denote e . 

2.2 Ring Learning with Errors 

Informally, the (decisional) version of the Ring Learning with Errors (Ring-LWE) 
problem is: for some secret ring element s, distinguish many random “noisy ring 
products” with s from elements drawn uniform from the ring. More precisely, 
the Ring-LWE problem is parameterized by (R, q, χ, ̀ ) as follows: 

1. R is a ring, typically written as a polynomial quotient ring R = Z[X]/(f(X)) 
for some irreducible polynomial f(X) in the indeterminate X. In this paper, 
we restrict to the case of that f(X) = Xn + 1 where n is a power of 2. In 
later sections, we let R be parameterized by n. 

2. q is a modulus defining the quotient ring Rq := R/qR = Zq [X]/(f(X)). We 
restrict to the case that q is prime and q = 1 mod 2n. 

3. χ = (χs, χe) is a pair of noise distributions over Rq (with χs the secret 
key distribution and χe the error distribution) that are concentrated on 
“short” elements, for an appropriate definition of “short” (e.g., the Euclidean 
distance metric on the integer-coefficients of the polynomials s or e drawn 
from Rq); and 

4. ` is the number of samples provided to the adversary. 

Formally, the Ring-LWE problem is to distinguish between ` samples inde-
pendently drawn from one of two distributions. The first distribution is generated 
by fixing a random secret s ← χs then outputting 

(ai, bi = s · ai + ei) ∈ Rq × Rq, 

for i ∈ [`], where each ai ∈ Rq is drawn uniformly at random and each ei ← χe 

is drawn from the error distribution. For the second distribution, each sample 
(ai, bi) ∈ Rq × Rq is simply drawn uniformly at random. 
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Let An,q,χs,χe be the distribution that outputs the Ring-LWE sample (ai, bi = 
s · ai + ei) as above. We denote by AdvRLWE 

,`(B) the advantage of algorithm n,q,χs,χe

B in distinguishing distributions A ` and U ` (R2).n,q,χs,χe q 

We define AdvRLWE 
,`(t) to be the maximum advantage of any adversary n,q,χs ,χe

running in time t. Note that in later sections, we write as Advn,q,χ,` when χ = 
χs = χe for simplicity. 

The Ring-LWE Noise Distribution. The noise distribution χ (here we as-
sume χs = χe, though this is not necessary) is usually a discrete Gaussian distri-
bution on Rq 

∨ or in our case Rq (see [18] for details of the distinction, especially 
for concrete implementation purposes). Formally, in case of power of two cyclo-
tomic rings, the discrete Gaussian distribution can be sampled by drawing each 
coefficient independently from the 1-dimensional discrete Gaussian distribution 
over Z with parameter σ, which is supported on {x ∈ Z : −q/2 ≤ x ≤ q/2} and 
has density function 

−πx2 

σ2 

DZq ,σ(x) = −πx2 . 
e 

P∞ 
x=−∞ e σ2 

2.3 Rényi divergence 

The Rényi divergence (RD) is a measure of closeness of two probability dis-
tributions. For any two discrete probability distributions P and Q such that 
Supp(P ) ⊆ Supp(Q), we define the Rényi divergence of order 2 as 

X P (x)2 

RD2(P ||Q) = . 
Q(x) 

x∈Supp(P ) 

Rényi divergence has a probability preservation property that can be consid-
ered the multiplicative analogues of statistical distance. 

Proposition 1. Given discrete distributions P and Q with Supp(P ) ⊆ Supp(Q), 
let E ∈ Supp(Q) be an arbitrary event. We have 

Q(E) ≥ P (E)2/RD2(P ||Q). 

This property implies that as long as RD2(P ||Q) is bounded by poly(λ), any 
event E that occurs with negligible probability Q(E) under distribution Q also 
occurs with negligible probability P (E) under distribution P . We refer to [27, 
26] for the formal proof. 

Theorem 2.1 ([7]). Fix m, q ∈ Z, a bound B, and the 1-dimensional discrete 
Gaussian distribution DZq ,σ with parameter σ such that B < σ < q. Moreover, p
let e ∈ Z be such that |e| ≤ B. If σ = Ω(B m/ log λ), then 

RD2((e + DZq ,σ)
m||Dm 

,σ) ≤ exp(2πm(B/σ)2) = poly(λ),Zq 

where Xm denotes m independent samples from X. 
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2.4 Generic Key Reconciliation Mechanism 

In this subsection, we define a generic, one round, two-party key reconciliation 
mechanism which allows both parties to derive the same key from an approxi-
mately agreed upon ring element. A key reconciliation mechanism KeyRec con-
sists of two algorithms recMsg and recKey, parameterized by security parameter 
1λ as well as βRec. In this context, Alice and Bob hold “close” keys – bA and bB , 
respectively – and wish to generate a shared key k so that k = kA = kB . The 
abstract mechanism KeyRec is defined as follows: 

1. Bob computes (K, kB ) = recMsg(bB ) and sends the reconciliation message 
K to Alice. 

2. Once receiving K, Alice computes kA = recKey(bA,K) ∈ {0, 1}λ . 

Correctness. Given bA, bB ∈ Rq, if each coefficient of bB − bA is bounded by 
βRec – namely, |bB − bA| ≤ βRec – then it is guaranteed that kA = kB . 

Security. A key reconciliation mechanism KeyRec is secure if the subsequent 
two distribution ensembles are computationally indistinguishable. (First, we de-
scribe a simple, helper distribution.) 

ExeKeyRec(λ): A draw from this helper distribution is performed by initiating the 
key reconciliation protocol among two honest parties and outputting (K, kB ); 
i.e. the reconciliation message K and (Bob’s) key kB of the protocol execution. 

We denote by AdvKeyRec(B) the advantage of adversary B distinguishing the 
distributions below. 

{(K, kB ) : bB ← U(Rq), (K, kB ) ← ExeKeyRec(λ, bB )}λ∈N , 

{(K, k0) : bB ← U(Rq), (K, kB ) ← ExeKeyRec(λ, bB ), k
0 ← Uλ}λ∈N , 

where Uλ denotes the uniform distribution over λ bits. 
We define AdvKeyRec(t) to be the maximum advantage of any adversary run-

ning in time t. 

Key reconciliation mechanisms from the literature. The notion of key 
reconciliation was first introduced by Ding et al. [19]. in his work on two-party, 
lattice-based key exchange. It was later used in several important works on two-
party key exchange, including [28, 32, 4]. 

In the key reconciliation mechanisms of Peikert [28], Zhang et al. [32] and 
Alkim et al. [4], the initiating party sends a small amount of information about 
its secret, bB , to the other party. This information is enough to allow the two 
parties to agree upon the same key k = kA = kB , while revealing no information 
about k to an eavesdropper. When instantiating our GKE protocol with this 
type of key reconciliation (specifically, one of [28, 32, 4]), our final GKE proto-
col is “contributory,” in the sense that all parties contribute entropy towards 
determining the final key. 
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Another method for the two parties to agree upon the same joint key k = 
kA = kB , given that they start with keys bA, bB that are “close,” was first 
introduced in [3] (we refer to their technique as a key reconciliation mechanism, 
although it is technically not referred to as such in the literature). Here, the 
initiating party uses its private input to generate a Regev-style encryption of a 
random bit string kB of its choice under secret key bB . and then sends to the 
other party, who decrypts with its approximate secret key bA to obtain kA. Due to 
the inherent robustness to noise of Regev-style encryption, it is guaranteed that 
k = kA = kB with all but negligible probability. Instantiating our GKE protocol 
with this type of key reconciliation (specifically, that in [3]) is also possible, but 
does not lead to the preferred “contributory GKE,” since the initiating party’s 
entropy completely determines the final group key. 

3 Group Key Exchange Security Model 

A group key-exchange protocol allows a session key to be established among 
N > 2 parties. Following prior work [23, 14, 12, 13], we will use the term group 
key exchange (GKE) to denote a protocol secure against a passive (eavesdrop-
ping) adversary and will use the term group authenticated key exchange (GAKE) 
to denote a protocol secure against an active adversary, who controls all commu-
nication channels. Fortunately, the work of Katz and Yung [23] presents a com-
piler that takes any GKE protocol and transforms it into a GAKE protocol. The 
underlying tool required for this transform is any digital signature scheme which 
is strongly unforgeable under adaptive chosen message attack (EUF-CMA). We 
may thus focus our attention on achieving GKE in the remainder of this work. 

In GKE, the adversary gets to see a single transcript generated by an execu-
tion of the GKE protocol. Given the transcript, the adversary must distinguish 
the real key from a fake key that is generated uniformly at random and inde-
pendently of the transcript. 

Formally, for security parameter λ ∈ N, we define the following distribution: 

ExecuteOH (λ): A draw from this distribution is performed by sampling a clas-Π 
sical random oracle H from distribution OH , initiating the GKE protocol Π 
among N honest parties with security parameter λ relative to H, and outputting 
(trans, sk)—the transcript trans and key sk of the protocol execution. 

Consider the following distributions: 

{(trans, sk) : (trans, sk) ← ExecuteOH (λ)}λ∈N,Π 

{(trans, sk0) : (trans, sk) ← ExecuteOH (λ), sk0 ← Uλ}λ∈N,Π 

where Uλ denotes the uniform distribution over λ bits. Let AdvGKE,OH (A) denote 
the advantage of adversary A, with classical access to the sampled oracle H, 
distinguishing the distributions above. 

To enable a concrete security analysis, we define AdvGKE,OH (t, qOH ) to be the 
maximum advantage of any adversary running in time t and making at most qOH 

7 

Apon, Daniel; Dachman-Soled, Dana; Gong, Huijing; Katz, Jonathan. 
”Constant-Round Group Key Exchange from the Ring-LWE Assumption.” 

Paper presented at The Tenth International Conference on Post-Quantum Cryptography (PQCrypto 2019), Chongqing, China. May 8, 2019 -
May 10, 2019. 

SP-591



queries to the random oracle. Security holds even if the adversary sees multiple 
executions by a hybrid argument. 

In the next section we will define our GKE scheme and prove that it satisfies 
the notion of GKE. 

4 A Group Key-Exchange Protocol 

In this section, we present our group key exchange construction, GKE, which runs 
key reconciliation protocol KeyRec as a subroutine. Let KeyRec be parametrized 
by βRec. The protocol has two security parameters λ and ρ. λ is the computa-
tional security parameter, which is used in the security proof. ρ is the statistical 
security parameter, which is used in the correctness proof. σ1, σ2 are parameters 
of discrete Gaussian distributions. In this setting, N players P0, . . . , PN−1 plan 
to generate a shared session key. The players’ indices are taken modulo N . 

The structure of the protocol is as follows: All parties agree on “close” keys 
b0 ≈ · · · ≈ bN−1 after the second round. Player N − 1 then initiates a key 
reconciliation protocol to allow all users to agree on the same key k = k0 = 
· · · = kN −1. Since we are only able to prove that k is difficult to compute for an 
eavesdropping adversary (but may not be indistinguishable from random), we 
hash k using random oracle H to get the final shared key sk. 

Public parameter: Rq = Zq [x]/(x
n + 1), a ← U(Rq) . 

Round 1: Each player Pi samples si, ei ← χσ1 and broadcasts zi = asi + ei. 
Round 2: Player P0 samples e0 

0 ← χσ2 and each of the other players Pi 
0 0samples e ← χσ1 , broadcasts Xi = (zi+1 − zi−1)si + ei i. 

Round 3: Player PN −1 proceeds as follows: 
00 001. Samples e ← χσ1 and computes bN−1 = zN−2NsN−1+eN−1+XN−1 · N−1 

(N − 1) + X0 · (N − 2) + · · · + XN−3. 
2. Computes (KN−1, kN −1) = recMsg(bN −1) and broadcasts KN−1. 
3. Obtains session key skN−1 = H(kN−1). 
Key Computation: Each player Pi (except PN −1) proceeds as follows: 
1. Computes bi = zi−1Nsi + Xi · (N − 1) + Xi+1 · (N − 2) + · · · + Xi+N−2. 
2. Computes ki = recKey(bi,KN−1), and obtains session key ski = H(ki). 

4.1 Correctness 

The following claim states that each party derives the same session key ski, 
with all but negligible probability, as long as χσ1 , χσ2 satisfy the constraint √ 
(N2 + 2N) · nρ3/2σ1

2 + ( N2 

2 
+ 1)σ1 + (N − 2)σ2 ≤ βRec, where βRec is the 

parameter from the KeyRec protocol. 

Theorem 4.1. Given βRec as the parameter of KeyRec protocol, N, n, ρ, σ1, σ2√ 
as parameters of GKE protocol Π, as long as (N2 + 2N) · nρ3/2σ1

2 + ( N
2 
+2 

1)σ1 + (N − 2)σ2 ≤ βRec is satisfied, if all players honestly execute the group 
key exchange protocol described above, then each player derives the same key as 
input of H with probability 1 − 2 · 2−ρ . 

Proof. We refer to Section A of Appendix for the detailed proof. 
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5 Security Proof 

The following theorem shows that the protocol Π is a passively secure group 
key-exchange protocol in random oracle model based on Ring-LWE assumption. 

pTheorem 5.1. If the parameters in the group key exchange protocol Π satisfy√ 
the constraints 2N nλ3/2σ1

2 +(N − 1)σ1 ≤ βRényi and σ2 = Ω(βRényi
classical random oracle, then for any algorithm A 

n/ log λ), 
and if H is modeled as a 
running in time t, making at most q queries to the random oracle, the maximum 
advantage of A in breaking GKE security is as follows: 

AdvGKE,OH (t, q) ≤ 2−λ+1 
Π vuut� 

�� 
� exp 2πn (βRényi/σ2)

2 

+ · AdvRLWE N n,q,χσ1 ,3
(t1) + AdvKeyRec(t2) + 

q 
2λ 1 − 2−λ+1 

· , 

where t1 = t + O(N) · tring, t2 = t + O(N) · tring and where tring is defined as the 
(maximum) time required to perform operations in Rq. 

Proof. Consider the joint distribution of (T, sk), where T = ({zi}, {Xi},Kk−1) is 
the transcript of an execution of the protocol Π, and k is the final shared session 
key. The distribution of (T, sk) is denoted as Real. Proceeding via a sequence of 
experiments, we will show that under the Ring-LWE assumption, if an efficient 
adversary queries the random oracle on input kN−1 in the Ideal experiment (to 
be formally defined) with at most negligible probability, then it also queries the 
random oracle on input kN−1 in the Real experiment with at most negligible 
probability. 

Furthermore, in Ideal, the input kN−1 to the random oracle is uniform ran-
dom, which means that the adversary has negl(λ) probability of guessing kN−1 

in Ideal when q = poly(λ). Finally, we argue that the above is sufficient to prove 
the GKE security of the scheme, because in the random oracle model, the out-
put of the random oracle on kN −1 – i.e. the agreed upon key – looks uniformly 
random to an adversary who does not query kN−1. We now proceed with the 
formal proof. 

Let Query be the event that kN −1 is among the adversary A’s random oracle 
queries and denote by Pri[Query] the probability that event Query happens in 
Experiment i. Note that we let e0 

0 = ê0 in order to distinguish this from the other 
e0 ’s sampled from a different distribution. i

Experiment 0. This is the original experiment. In this experiment, the distri-
bution of (T, sk) is as follows, denoted Real : 
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⎫⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

a ← Rq ; s0, s1, . . . , sN−1, e0, e1, . . . , eN −1 ← χ; 

z0 = as0 + e0, z1 = as1 + e1, . . . , zN −1 = asN−1 + eN−1; 
0 0 e1, . . . , eN −1 ← χσ1 ; ê0 ← χσ2 ; 

0X0 = (z1 − zN −1)s0 + ê0, X1 = (z2 − z0)s1 + e1, . . . , 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 
0 00Real := XN−1 = (z0 − zN−2)sN−1 + eN −1; eN−1 ← χσ1 ; : (T, sk) . 

00bN−1 = zN −2NsN−1 + eN−1 + XN−1 · (N − 1)+ 

X0 · (N − 2) + · · · + XN −3; 

(KN−1, kN −1) = recMsg(bN −1); sk = H(kN−1); 

T = (z0, . . . , zN−1, X0, . . . , XN−1,KN −1). 

+ AdvGKE,OH 
Π 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

Since Pr[A succeeds] = 1 
2 

1(t, q) = Pr0[Query] · 1 + Pr0(Query) · , we2 
have 

AdvGKE,OH (t, q) ≤ Pr0[Query]. (1)Π 

In the remainder of the proof, we focus on bounding Pr0[Query]. 
PN −1

Experiment 1. In this experiment, X0 is replaced by X 0 = − Xi + ê0.0 i=1 
The remainder of the experiment is exactly the same as Experiment 0. The 
corresponding distribution of (T, sk) is as follows, denoted Dist1: 

⎫⎧ 
a ← U(Rq ); s0, s1, . . . , sN−1, e0, e1, . . . , eN−1 ← χσ1 ; 

z0 = as0 + e0, z1 = as1 + e1, . . . , zN−1 = asN −1 + eN −1; 
0 0 0 e0, e1, . . . , eN−1 ← χσ1 ; ê0 ← χσ2 

XN−1
0X 0 = − Xi + ê0, X1 = (z2 − z0)s1 + e1, . . . ,0 

i=1 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 
Dist1 := . 

0 00XN−1 = (z0 − zN−2)sN−1 + eN−1; eN −1 ← χσ1 ; : (T, sk) 
00bN−1 = zN−2NsN−1 + eN−1 + XN−1 · (N − 1)+ 

X0 · (N − 2) + · · · + XN−3; 

(KN−1, kN−1) = recMsg(bN−1); sk = H(kN−1); 

T = (z0, . . . , zN −1, X0, . . . , XN−1,KN−1). 

0 0 
1, . . . , e

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

Claim. Given a ← U(Rq), s0, s1, . . . , sN−1, e0, e1, . . . , eN −1, e ← χσ1 ,N −1PN −1 
ê0 ← χσ2 , X0 = (z1 − zN−1)s0 + ê0, X 0 = − Xi + ê0, where R√q, χσ1 , χσ2 ,0 i=1 
z1, zN−1, X1, . . . , XN−1 are defined as above, and the constraint 2N nλ3/2σ1

2 + 
(N − 1)σ1 ≤ βRényi is satisfied, we have 

r 
exp(2πn(βRényi/σ2)2)

Pr0[Query] ≤ Pr1[Query] · + 2−λ+1 . (2)
1 − 2−λ+1 

10 

Apon, Daniel; Dachman-Soled, Dana; Gong, Huijing; Katz, Jonathan. 
”Constant-Round Group Key Exchange from the Ring-LWE Assumption.” 

Paper presented at The Tenth International Conference on Post-Quantum Cryptography (PQCrypto 2019), Chongqing, China. May 8, 2019 -
May 10, 2019. 

SP-594



 

 

PN−1 PN−1 0Proof. Let Error = (siei+1 + siei−1) + ei. We begin by showing i=0 i=1 
that the absolute value of each coefficient of Error is bounded by βRényi with all 
but negligible probability. Then by adding a “bigger” error ê0 ← χσ2 , the small 
difference between distributions Error + χσ2 (corresponding to Experiment 0) 
and χσ2 (corresponding to Experiment 1) can be “washed” away by applying 
Theorem 2.1. 

For all coefficient indices j, note that |Errorj | = |( PN−1
(siei+1 + siei−1) + i=0 

0PN−1 
e )j |. Let boundλ denote the event that for all i and all coordinate indices i=1 i

0 00j, |(si)j | ≤ cσ1, |(ei)j | ≤ cσ1, |(ei)j | ≤ cσ1,|(e )j | ≤ cσ1, and |(ê0)j | ≤ cσ2,N −1q 
2λwhere c = . By replacing ρ with λ in Lemma A.1 and Lemma A.2 π log e 

and by a union bound, we have – conditioned on boundλ – that |Errorj | ≤ 
2N 
√ 
nλ3/2σ1

2 + (N − 1)σ1 for all j, with probability at least 1 − 2N · 2n2−2λ . 
Since, under the assumption that 4Nn ≤ 2λ, we have that Pr[boundλ] ≥ 1−2−λ , 
we conclude that 

Pr[|Errorj | ≤ βRényi, ∀j] ≥ 1 − 2−λ+1 . (3) 

For a fixed Error ∈ Rq , we denote by D1 the distribution of Error + χσ2 and note 
that D1, χσ2 are n-dimension distributions. p

Since σ2 = Ω(βRényi n/ log λ), assuming that for all j, |Errorj | ≤ βRényi, by 
Theorem 2.1, we have 

RD2(D1||χσ2 ) ≤ exp(2πn(βRényi/σ2)
2) = poly(λ). (4) 

Then it is straightforward to verify that the distribution of X0 in Experiment 0 
is ! 

N −1 N −1X X 0 as1s0 − asN−1s0 − (ei+1si + ei−1si) − ei + D1, 
i=0 i=1 

and the distribution of X0 
0 in Experiment 1 is 

! 
N−1 N−1X X 0 as1s0 − asN−1s0 − (ei+1si + ei−1si) − ei + χσ2 . 
i=0 i=1 

In addition, the remaining part of Dist1 is identical to Real. Therefore we may 
view Real in Experiment 0 as a function of a random variable sampled from D1 

and take Dist1 in Experiment 1 as a function of a random variable sampled from 
χσ2 . 

Recall that Query is the event that kN−1 is contained in the set of ran-
dom oracle queries issued by adversary A. We denote by Xbound the event that 
|Errorj | ≤ βRényi, ∀j. Note that computation of Errorj is available in both Exper-
iment 0 and Experiment 1. We denote by Pr0[Xbound] (resp. Pr1[Xbound]) the 
probability that event Xbound occurs in Experiment 0 (resp. Experiment 1 ) and 
define Pr0[Xbound], Pr1[Xbound] analogously. Let Real

0 (resp. Dist0 1) denote the 
random variable Real (resp. Dist1), conditioned on the event Xbound. Therefore, 
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we have 

Pr0[Query] = Pr0[Query|Xbound] · Pr0[Xbound] + Pr0[Query|Xbound] · Pr0[Xbound] 
≤ Pr0[Query|Xbound] + Pr0[Xbound] 

≤ Pr0[Query|Xbound] + 2−λ+1 

q
≤ Pr1[Query|Xbound] · RD2(Real

0||Dist10 ) + 2−λ+1 

p
≤ Pr1[Query|Xbound] · RD2(D1||χσ2 ) + 2−λ+1 

q
≤ Pr1[Query|Xbound] · exp(2πn(βRényi/σ2)2) + 2−λ+1 

s 
exp(2πn(βRényi/σ2)2)≤ Pr1[Query · + 2−λ+1 

Pr1[Xbound] 
r 

exp(2πn(βRényi/σ2)2)≤ Pr1[Query] · + 2−λ+1 ,
1 − 2−λ+1 

where the second and last inequalities follow from (3), the third inequality follows 
from Proposition 1 and the fifth inequality follows from (4). 

In Section B of the Appendix, we show that 
� � q · AdvRLWE Pr1[Query] ≤ N ,3(t1) + AdvKeyRec(t2) + ,n,q,χσ1 2λ 

which concludes the proof of Theorem 5.1. 

5.1 Parameter Constraints 

Beyond the parameter settings recommended for instantiating Ring-LWE with 
security parameter λ, parameters N, n, σ1, σ2, λ, ρ of the protocol above are also 
required to satisfy the following inequalities: 

√ N2 

(N2 + 2N) · nρ3/2σ1
2 + ( + 1)σ1 + (N − 2)σ2 ≤ βRec (Correctness) (5)

2 
2N 
√ 
nλ3/2σ1

2 + (N − 1)σ1 ≤ βRényi (Security) (6) 
p

σ2 = Ω(βRényi n/ log λ) (Security) (7) 

We comment that once the ring, the noise distributions, and the security param-
eters λ, ρ are fixed, the maximum number of parties is fixed. 
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A Correctness of the Group Key-Exchange Protocol 

Theorem 4.1. Given βRec as parameter of KeyRec protocol, N, n, ρ, σ1, σ2 as√ 
parameters of GKE protocol Π, (N2 +2N)· nρ3/2σ1

2 +( N
2 
+1)σ1 +(N −2)σ2 ≤2 

βRec is satisfied, if all players honestly execute the group key exchange protocol 
as described above, then each player derive the same key as input of H with 
probability 1 − 2 · 2−ρ . 

0 00Proof. Given si, ei, ei, e ← χσ1 , ê0 ← χσ2 for all i as specified in protocol Π,N−1 
we begin by introducing the following lemmas to analyze probabilities that each 

0 00coordinate of si, ei, ei, eN−1, ê0 are “short” for all i, and conditioned on the first 
event, siei are “short”. 

0 00Lemma A.1. Given si, ei, ei, eN−1, ê0 for all i as defined above, let bound denote 
the event that for all i and all coordinate indices j, |(si)j | ≤ cσ1, |(ei)j | ≤ cσ1,q
0 00 2ρ|(ei)j | ≤ cσ1,|(e )j | ≤ cσ1, and |(ê0)j | ≤ cσ2, where c = , we have N−1 π log e 

Pr[bound] ≥ 1 − 2−ρ . 

2
R∞ −tProof. Using the fact that complementary error function erfc(x) = √ e

2 
dt ≤

π x 
2 

e−x , we obtain 

∞
2 
Z ∞

− πx
2X 

σ2Pr[|v| ≥ cσ + 1; v ← DZq ,σ ] ≤ 2 DZq ,σ(x) ≤ e dx 
σ cσ x=bcσ+1e Z ∞ 

2 22 −t −c π = √ √ e dt ≤ e . 
ππ (cσ)σ 

Note that there are 3nN number of coordinates sampled from distribution 
DZq ,σ1 , and n number of coordinates sampled from distribution DZq ,σ2 in total. 

cAssume 3nN + n ≤ e
2π/2, since all the coordinates are sampled independently, 

we bound Pr[bound] as follow: 

�3nN 
Pr[bound] = 1 − Pr[|v| ≥ cσ1 + 1; v ← DZq ,σ1 ] � �n · 1 − Pr[|ê0| ≥ cσ2 + 1; ̂e0 ← DZq ,σ2 ] 

−c −c π/2 ≥ 1 − 2−ρ≥ 1 − (3nN + n)e 
2π ≥ 1 − e 

2

. 
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The last inequality follows as c =

Lemma A.2. Given si, ei, e0 00 
i, e

q
2ρ .π log e 

N−1, ê0 for all i as defined above, and bound as 
defined in Lemma A.1, let productsi,ej denote the event that, for all coefficient √ 
indices v, |(siej )v | ≤ nρ3/2σ1

2. we have 

Pr[productsi,ej |bound] ≥ 1 − 2n · 2−2ρ . 

denote the tth coefficient of si ∈ Rq, 

P

Proof. For t ∈ {0, . . . , n − 1}, Let (si)t 
n−1

(si)tX
i. (ej )t is defined analogously. Since we have Xn +1 as 

P
namely, si = t=0 

n−1
(si)u(ej )

∗ 
u=0 v−u,modulo of R, it is easy to see that (siej )v = cvXv, where cv = 

and (ej )∗ = (ej )v−u if v − u ≥ 0, (ej )∗ = −(ej )v−u+nv−u v−u q, otherwise. Thus, 
2ρconditioned on |(si)t| ≤ cσ1 and |(ej )t| ≤ cσ1 (for all i, j, t) where c = ,π log e 

by Hoeffding’s Inequality [20], we derive 

����� 

����� 

" �# �n−1

(si)u
X −2δ2 

(ej ) 
∗ 
v−uPr[|(siej )v| ≥ δ] = Pr ≥ δ ≤ 2 exp , 

n(2c2σ2)2 
1u=0 

as each product (si)u(ej )∗ in the sum is an independent random variable with v−u √ 
mean 0 in the range [−c2σ12, c2σ12]. By setting δ = nρ3/2σ1

2, we obtain 

√ 
Pr[|(suev)i| ≥ nρ3/2σ1

2] ≤ 2−2ρ+1 . (8) 

Finally, by Union Bound, 

√ 
Pr[productsi,ej |bound] = Pr[|(siej )v| ≤ nρ3/2σ1

2 , ∀v] ≥ 1 − 2n · 2−2ρ . (9) 

Now we begin analyzing the chance that not all parties agree on the same 
final key. The correctness of KeyRec guarantees that this group key exchange 
protocol has agreed session key among all parties ∀i, ki = kN−1, if ∀j, the jth 

coefficient of |bN −1 − bi| ≤ βRec. 
For better illustration, we first write X0, . . . , XN−1 in form of linear system 

as follows. X = [X0 X1 X2 · · · XN−1]
T 

⎡⎤⎡ 
s0e1 − s0eN−1 + e0⎤⎡ as0s1 01 0 0 0 . . . 0 −1 ⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

s1e2 − s1e0 + e0as1s2 

as2s3 

as3s4 
. . . 

asN −2sN−1 

⎢⎢⎢⎢⎢⎢⎢⎣ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

1−1 1 0 0 . . . 0 0 
0 −1 1 0 . . . 0 0 
0 0 −1 1 . . . 0 0 
. . . .. . . . . . .. . . . 

s2e3 − s2e1 + e0 2 
s3e4 − s3e2 + e0 3+= . 

. . . 
sN−2eN−3 − sN−2eN−3 + e0 N−20 0 0 0 . . . −1 1 
sN −1e0 − sN−1eN −2 + e0| {z

M
} asN−1s0 N −1| {z }

S
| {z

E 

(10) 

16 

⎤ 
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 
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We denote the matrices above by M , S, E from left to right and have the linear 
system as X = MS +E. By setting Bi = [i−1 i−2 · · · 0 N −1 N −2 · · · i] 
as a N-dimensional vector, we can then write bi as Bi ·X +N(asisi−1 +siei−1) = 
BiMS+BiE+N(asisi−1+siei−1), for i 6= N −1 and write bN−1 as BN−1MS+ 
BN−1E + N(asN−1sN−2 + sN−1eN−2)+ e00 . It is straightforward to see that, N −1

entries of MS and Nasisi−1 are eliminated through the process of computing 
bN−1 − bi. Thus we get 

00bN−1 − bi = (BN−1 − Bi) E + N(sN−1eN−2 − siei−1) + e 
⎞ 
⎟⎟⎠

⎛ 
⎜⎜⎝ 

N −1 

X 0 00(N − i − 1) · sj ej+1 − sj ej−1 + e + e= j N −1 

j∈Z∩[0,i−1] 
and j=N −1 

N−2X 
⎛
⎝ 

⎞
⎠0+ (−i − 1) sj ej+1 − sj ej−1 + e + N(sN−1eN−2 − siei−1)j 

j=i 

Observe that for an arbitrary i ∈ [N ], there are at most (N2 + 2N) terms in 
0 0form of suev, at most N2/2 terms in form of e where e ← χσ1 , at most N − 2w w 

0 0 00terms of e0, where e ← χσ2 , and one term in form of e in any coordinate 0 N −1 
of the sum above. Let productALL denote the event that for all the terms in form √ 
of suev observed above, each coefficient of such term is bounded by nρ3/2σ1

2 . 
By Union Bound and by assuming 2n(N2 + 2N) ≤ 2ρ, it is straightforward to 
see Pr[productALL|bound] ≤ (N2 + 2N) · 2n2−2ρ ≤ 2−ρ . 

Let bad be the event that not all parties agree on the same final key. Given √ 
the constraint (N2 +2N) · nρ3/2σ1

2 + ( N
2 
+ 1)σ1 + (N − 2)σ2 ≤ βRec satisfied,2 

we have 

Pr[bad] = Pr[bad|bound] · Pr[bound] + Pr[bad|bound] · Pr[bound] 
≤ Pr[productALL] · 1 + 1 · Pr[bound] ≤ 2 · 2−ρ , 

(11) 

(12) 

which completes the proof. 

B Concluding the Proof of Theorem 5.1 

Theorem 5.1 (Restated). 
satisfy the constraints that 2N

pIf the parameters in group key exchange protocol Π√ 
nλ3/2σ1

2+(N−1)σ1 ≤ βRényi, σ2 

and H is modeled as a classical random oracle, then for any algorithm A run-
= Ω(βRényi n/ log λ), 

ning in time t, making at most q queries to the random oracle, the maximum 
advantage of A in breaking GKE security is as follows: 

AdvGKE,OH (t, q) ≤ 2−λ+1 
Π vuut� 

�� 
2� exp 2πn (βRényi/σ2)

· AdvRLWE N n,q,χσ1 ,3
(t1) + AdvKeyRec(t2) + 

q
+ · ,

2λ 1 − 2−λ+1 

17 

Apon, Daniel; Dachman-Soled, Dana; Gong, Huijing; Katz, Jonathan. 
”Constant-Round Group Key Exchange from the Ring-LWE Assumption.” 

Paper presented at The Tenth International Conference on Post-Quantum Cryptography (PQCrypto 2019), Chongqing, China. May 8, 2019 -
May 10, 2019. 

SP-601



where t1 and t2 equal to t+O(N) ·tring and tring is the time to perform operations 
in Rq . 

Proof. (Continued) Recall that Experiment 0 is the real world experiment. We 
have that AdvGKE,OH (t, q) ≤ Pr0[Query] (see Equation 1), where Query is theΠ 
event that kN −1 is among the adversary A’s random oracle queries and Pri[Query] 
is the probability that event Query happens in Experiment i. 

In Experiment 1, we switched from X0 as sampled in the real world to X 0 = 0PN−1− Xi + ê0 and showed (see Equation 2) thati=1 

r 
exp(2πn(βRényi/σ2)2)

Pr0[Query] ≤ Pr1[Query] · + 2−λ+1 . 
1 − 2−λ+1 

Therefore, to prove the theorem, it remains to show that 
�� 

· AdvRLWEPr1[Query] ≤ N n,q,χσ1 ,3
(t1) + AdvKeyRec(t2) + 

q 
. 

2λ 

We do so by considering a sequence of experiments as follows: 

Experiment 2. This experiment proceeds exactly the same as Experiment 1, 
except that z0 is generated uniformly at random, instead of being generated as 
an Ring-LWE instance. The corresponding distribution is as follows, denoted 
Dist2: 

⎫⎧ 
a ← U(Rq ); s1, . . . , sN−1, e1, . . . , eN−1 ← χσ1 ; 

z0 ← U(Rq ), z1 = as1 + e1, . . . , zN −1 = asN−1 + eN−1; 
0 0 e1, . . . , eN−1 ← χσ1 ; ê0 ← χσ2 

XN−1
0X 0 = − Xi + ê0, X1 = (z2 − z0)s1 + e2, . . . ,0 

i=1 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 
Dist2 := . 

0 00XN−1 = (z0 − zN−2)sN−1 + eN−1; eN −1 ← χσ1 ; : (T, sk) 
00bN−1 = zN−2NsN−1 + eN−1 + XN−1 · (N − 1)+ 

X0 · (N − 2) + · · · + XN−3; 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(KN−1, kN−1) = recMsg(bN−1); sk = H(kN−1); 

T = (z0, . . . , zN −1, X0, . . . , XN−1,KN−1). 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

Bounding the difference of |Pr2[Query] − Pr1[Query]|: 
Given algorithm A running in time t attacking Π, let B be an algorithm 

running in time t1 that takes as input (a, z0), generates (T, sk) based on distri-
bution Dist0 which is identical to Dist1 except for (a, z0) given as input, runs1 
A as subroutine and outputs whatever A outputs. It is straightforward to see 
that if (a, z0) is sampled from the Ring-LWE distribution An,q,χσ1 

, then Dist0 

is identical to Dist1, and if (a, z0) is sampled from U(Rq 
2), Dist0 1 is identical to 

Dist2. Note that t1 is equal to t plus a minor overhead for the simulation of the 
security experiment for A. 

18 
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Therefore we conclude that the difference of algorithm A’s success prob-
ability in Experiment 1 and Experiment 2 is bounded by probability that B 
running in time t1 distinguishes An,q,χσ1 

from U(Rq) given one sample. Since 

AdvRLWE 
,3(t1) ≥ AdvRLWE 

,2(t1) ≥ AdvRLWE 
,1(t1), for simplicity, we haven,q,χσ1 n,q,χσ1 n,q,χσ1 

|Pr2[Query] − Pr1[Query]| ≤ AdvRLWE (13)n,q,χσ1 ,3
(t1). 

Recall that in the previous experiment, we switched z0 to be uniformly dis-
tributed in Rq. In next two experiments, we switch z1, X1 to be elements uni-
formly distributed in Rq. 

Experiment 3. the experiment proceeds exactly the same as Experiment 2, 
0except for setting z0 = z2 − r1, X1 = r1s1 + e1, where r1 is sampled from U(Rq ). 

The corresponding distribution is as follows, denoted as Dist3. 

Bounding the difference of |Pr3[Query] − Pr2[Query]|: Since r1 is sampled uni-
formly, z2 − r1 is also a uniformly distributed random value, then we claim that 
Experiment 3 is identical to Experiment 3 up to variable substitution, namely 

Pr3[Query] = Pr2[Query]. (14) 

⎫⎧
a ← U(Rq), r1 ← U(Rq); 

s1, . . . , sN−1, e1, . . . , eN−1 ← χσ1 ; z0 = z2 − r1, 

z1 = as1 + e1, . . . , zN −1 = asN−1 + eN−1; 

XN −1
0 0 e1, . . . , e ; ê0 ← χσ2 ; X

0 = − Xi + ê0,N −1 ← χσ1 0 
i=1 

0 0X1 = r1s1 + e1, X2 = (z3 − z1)s2 + e2, 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 
Dist3 := . 

0 . . . , XN−1 = (z0 − zN−2)sN−1 + eN−1; : (T, sk) 
00 eN−1 ← χσ1 ; 

00bN−1 = zN−2NsN−1 + eN−1 + XN−1 · (N − 1)+ 

X0 · (N − 2) + · · · + XN−3; 

(KN−1, kN−1) = recMsg(bN −1); sk = H(kN−1); 

T = (z0, . . . , zN−1, X0, . . . , XN−1,KN −1). 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

Experiment 4. This experiment proceeds exactly the same as Experiment 3, ex-
cept that z1, X1 are uniformly distributed in Rq. The corresponding distribution 
is as follows, denoted as Dist4. 
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⎫⎧ 
a, r1 ← U(Rq); s2, . . . , sN−1, e2, . . . , eN−1 ← χσ1 ; 

z0 = z2 − r1, z1 ← U(Rq), z2 = as2 + e2, . . . , 
0 0 zN−1 = asN−1 + eN −1; e2, . . . , eN−1 ← χσ1 ; 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

N−1

ê0 ← χσ2 ; X
0 = − Xi + ê0,0 

i=1 

X 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 
Dist4 := 0 .X1 ← U(Rq), X2 = (z3 − z1)s2 + e2, : (T, sk) 

0 00 . . . , XN −1 = (z0 − zN−2)sN −1 + eN −1; eN−1 ← χσ1 ; 
00bN−1 = zN−2NsN−1 + eN−1 + XN−1 · (N − 1)+ 

X0 · (N − 2) + · · · + XN−3; 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 
(KN−1, kN−1) = recMsg(bN−1); sk = H(kN−1); 

T = (z0, . . . , zN−1, X0, . . . , XN−1,KN−1). 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

Bounding the difference of |Pr4[Query] − Pr3[Query]|: 
Given an algorithm A running in time t attacking Π, let B be an algorithm 

running in time t1 that takes as input (a, z1), (r1, X1), generates (T, sk) based on 
distribution Dist0 3 which is identical to Dist3 except for (a, z1), (r1, X1) given as 
input. B runs A as a subroutine and outputs whatever A outputs. Note that t1 

is equal to t plus a minor overhead for the simulation of the security experiment 
for A. 

It is clear to see that if (a, z1) and (r1, X1) are sampled from the Ring-LWE 
distribution An,q,χσ1 

, then Dist0 is identical to Dist3. If (a, z1) and (r1, X1) are3 

sampled from U(R2), Dist0 3 is identical to Dist4.q 
Therefore we conclude that the difference of algorithm A successful proba-

bility in winning Experiment 4 and Experiment 3 is bounded by the advantage 
of adversary B running in time t1 in distinguishing An,q,χσ1 

from U(R2) givenq 
two samples. Thus, 

|Pr4[Query] − Pr3[Query]| ≤ AdvRLWE (15)n,q,χσ1 ,3
(t1). 

Experiment 5. This experiment proceeds exactly the same as Experiment 4, 
except that z0 is sampled directly from U(Rq). We leave the formal definition of 
Dist5 implicit for simplicity. 
Bounding the difference of |Pr5[Query] − Pr4[Query]|: It is easy to see that the 
corresponding distribution Dist5 is identical to Dist4 by substituting variable z0 

for z2 − r1. Thus, 

Pr5[Query] = Pr4[Query]. (16) 

In the case that N ≥ 3, we present the following sequence of experiments 
from Experiment 6 to Experiment 3N − 4. For i = 2, 3, . . . , N − 2, we define 
three experiments Experiment 3i, Experiment 3i + 1, Experiment 3i + 2. It is 
ensured that in the experiments prior to Experiment 3i, we already switched 
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zj , Xj for all 0 ≤ j ≤ i − 1. In Experiment 3i, Experiment 3i + 1 and Experiment 
3i+2, we replace zi and Xi by random elements uniformly distributed in Rq . Ex-
periment 3i, Experiment 3i+1, Experiment 3i+2 are formally defined as follows: 

Experiment 3i. The experiment proceeds exactly the same as Experiment 3i−1, 
0except for setting zi−1 = zi+1−ri, Xi = risi+e , where r1 is sampled from U(Rq ).i

The corresponding distribution is as follows, denoted Dist3i 

⎫⎧ 
a, ri ← U(Rq); si, . . . , sN−1, ei, . . . , eN−1 ← χσ1 ; 

z0, . . . , zi−2 ← U(Rq), zi−1 = zi+1 − ri, zi = asi + ei, 
0 0 . . . , zN−1 = asN−1 + eN−1; ei, . . . , eN −1 ← χσ1 ; 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

N−1

ê0 ← χσ2 ; X
0 = − Xi + ê0, X1, . . . , Xi−1 ← U(Rq ) : (T, sk)0 

i=1 

X 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 
Dist3i := 0 0 .Xi = risi + ei, Xi+1 = (zi+2 − zi)si+1 + ei+1, 

0 00 . . . , XN−1 = (z0 − zN−2)sN−1 + eN−1; eN −1 ← χσ1 ; 
00bN−1 = zN −2NsN−1 + eN−1 + XN −1 · (N − 1)+ 

X0 · (N − 2) + · · · + XN −3; 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 
(KN −1, kN −1) = recMsg(bN−1); sk = H(kN−1); 

T = (z0, . . . , zN−1, X0, . . . , XN−1,KN −1). 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

Experiment 3i +1. This experiment proceeds exactly the same as Experiment 
3i, except that zi, Xi are uniformly distributed in Rq . The corresponding distri-
bution is as follows, denoted Dist3i+1: 

⎫⎧ 
a, ri ← U(Rq); si+1, . . . , sN−1, ei+1, . . . , eN −1 ← χσ1 

z0, . . . , zi−2 ← U(Rq), zi−1 = zi+1 − ri, zi ← U(Rq), 

zi+1 = asi+1 + ei+1, . . . , zN−1 = asN −1 + eN−1; 
0 0 e1, . . . , eN−1 ← χσ1 ; ê0 ← χσ2 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 
XN−1

X 0 = − Xi + ê0, X1, . . . , Xi−1 ← U(Rq ), : (T, sk)0 
i=1 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 
Dist3i+1 := . 

0Xi ← U(Rq), Xi+1 = (zi+2 − zi)si+1 + ei+1, . . . , 
0 00XN−1 = (z0 − zN−2)sN−1 + eN−1; eN −1 ← χσ1 ; 

00bN−1 = zN −2NsN−1 + eN−1 + XN −1 · (N − 1)+ 

X0 · (N − 2) + · · · + XN−3; 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(KN −1, kN −1) = recMsg(bN−1); sk = H(kN−1); 

T = (z0, . . . , zN−1, X0, . . . , XN−1,KN−1). 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

Experiment 3i +2. This experiment proceeds exactly the same as Experiment 
3i+1, except that zi−1 is directly sampled from U(Rq). The corresponding distri-
bution is denoted as Dist3i+2. We leave the formal definition of Dist3i+2 implicit 
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for simplicity. 

Bounding the difference of |Pr3i[Query]−Pr3i−1[Query]|, |Pr3i+1[Query]−Pr3i[Query]|, 
and |Pr3i+2[Query] − Pr3i+1[Query]| follows exactly the same logic as bound-
ing the differences of |Pr3[Query] − Pr2[Query]|, |Pr4[Query] − Pr3[Query]|, and 
|Pr5[Query] − Pr4[Query]|, respectively. Then we have 

Pr3i[Query] = Pr3i−1[Query]; (17) 

|Pr3i+1[Query] − Pr3i[Query]| ≤ AdvRLWE 
,3(t1); (18)n,q,χσ1 

Pr3i+2[Query] = Pr3i+1[Query]; (19) 

Note that in Experiment 3N − 4, the last experiment of the experiment se-
quence above, we already switched all the zi, Xi up to zN−1, XN −1. We construct 
the next two experiments to switch zN−1, XN−1, bN−1. 
Experiment 3N −3. The experiment proceeds exactly the same as Experiment 

03N − 4, except that we let zN−2 = r2, XN −1 = r1sN−1 + eN −1, z0 = r1 + r2, 
where r1, r2 are uniformly distributed in Rq. The corresponding distribution is 
as follows, denoted Dist3N−3. 

Bounding the difference of |Pr3N −3[Query] − Pr3N−4[Query]|: 
Since r1, r2 is sampled uniformly, r1 + r2 is also uniformly distributed in Rq. 

Then we claim that Experiment 3N − 3 is identical to Experiment 3N − 4 up to 
variable substitution, written as 

Pr3N−3[Query] = Pr3N−4[Query]; (20) 

⎫⎧ 
a, r1, r2 ← U(Rq ), sN −1, eN−1 ← χσ1 ; z0 = r1 + r2, 

z1, . . . , zN−3 ← U(Rq), zN−2 = r2, 
0 zN −1 = asN−1 + eN−1; ê0 ← χσ2 ; eN −1 ← χσ1 ; 

⎪⎪⎪⎪⎪⎪⎪ 

XN−1

X 0 = − Xi + ê0, X1, . . . , XN−2 ← U(Rq),0 
i=1 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 
Dist3N −3 := . 

0 00XN−1 = r1sN−1 + eN−1; eN −1 ← χσ1 ; : (T, sk) 
00bN −1 = r2NsN −1 + eN−1 + XN−1 · (N − 1)+ 

X0 · (N − 2) + · · · + XN−3; 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(KN−1, kN−1) = recMsg(bN−1); sk = H(kN−1); 

T = (z0, . . . , zN−1, X0, . . . , XN −1,KN−1). 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

Experiment 3N − 2. This experiment proceeds exactly the same as Experi-
ment 3N − 3, except that zN−1, XN−1, bN −1 are generated from U(Rq). The 
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corresponding distribution is as follows, denoted Dist3N −2: 

a ← U(Rq ), z0, z1 . . . , zN−2 ← U(Rq), 

zN−1 ← U(Rq); ̂e0 ← χσ2 ; r1, r2 ← U(Rq) 

Dist3N−2 := . 
i=1 

bN−1 ← U(Rq); 

(KN−1, kN−1) = recMsg(bN−1); sk = H(kN−1); 

T = (z0, . . . , zN −1, X0, . . . , XN−1,KN−1). 

Bounding the difference of |Pr3N −2[Query] − Pr3N−3[Query]|: 
00Let brlwe = r2NsN−1 + eN−1, then bN−1 = brlwe + XN−1 · (N − 1) + X0 · (N − 

2) + · · · + XN−3. As r2 is sampled uniformly at random and N is invertible over 
Rq, r2N is uniformly distributed in Rq. 

Given an algorithm A running in time t attacking group key exchange pro-
tocol Π, let B be an algorithm that takes as input (a, zN −1), (r1, XN−1), and 
(r2N, brlwe), generates (T, sk) based on distribution Dist0 which is identical3N−3 
to Dist3N−3 except for (a, zN−1), (r1, XN−1), and (r2N, brlwe) given as input. 
B runs A as subroutine and outputs whatever A outputs. Note that running 
time t1 of B equals to t plus a minor overhead for the simulation of the security 
experiment for A. 

It is straightforward to see that if (a, zN−1), (r1, X1), and (r2N, brlwe) are 
sampled from the Ring-LWE distribution An,q,χσ1 

, then Dist0 is identical3N−3 

to Dist3N−3. If (a, zN −1), (r1, XN−1), and (r2N, brlwe) are sampled from U(R2),q 

then Dist0 3N−3 is identical to Dist3N −2, since when brlwe is sampled uniformly at 
random, brlwe + XN−1 · (N − 1) + X0 · (N − 2) + · · · + XN −3 is also uniformly 
distributed over Rq . 

Therefore we conclude that the difference of algorithm AGKE’s success proba-
bility in Experiment 3N - 2 and Experiment 3N - 3 is bounded by the advantage 
of adversary B running in time t1 in distinguishing Ring-LWE from U(Rq) given 
three samples. Thus, we conclude that 

|Pr3N−2[Query] − Pr3N−3[Query]| ≤ AdvRLWE (21)n,q,χσ1 ,3
(t1). 

Experiment 3N −1. This experiment proceeds exactly the same as Experiment 
3N − 2, except that kN−1 is directly sampled uniformly from {0, 1}λ. Note that 
the corresponding distribution is exactly the distribution Ideal. 

0 a ← U(Rq); z0, . . . , zN−1 ← U(Rq); e0 ← χσ1 ; 

. 
bN −1 ← U(Rq); (KN−1, kN−1) = recMsg(bN−1) : (T, sk) 

k0 N−1);N−1 ← {0, 1}λ; sk = H(k0 

T = (z0, . . . , zN−1, X0
0 , . . . , XN −1,KN−1); 

23 

Ideal := 

⎫
⎪ 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 

N−1

X 0 = − Xi + ê0, X1, . . . , XN−1 ← U(Rq) : (T, sk)0 

X 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

⎫⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 

XN−1

X 0 = − Xi + ê0, X1, . . . , XN−1 ← U(Rq)0 
i=1 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 
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Bounding the difference of |Pr3N −1[Query] − Pr3N−2[Query]|: 
Given transcript T, and bN−1 which is uniformly distributed, using a straight 

forward reduction, we obtain advantage of adversary B running in time t2 in 
distinguishing kN−1 computed by recMsg(bN−1) from a uniform bit string k0 N−1 
with length λ is at least |Pr3N−1[Query] − Pr3N−2[Query]|, namely, 

|Pr3N−1[Query] − Pr3N−2[Query]| ≤ AdvKeyRec(t2). (22) 

Note that t2 equals to the running time of adversary A attacking the protocol 
Π, plus a minor overhead for simulating experiment for A. 

Finally, since adversary attacking the GKE protocol Π makes at most q 
qqueries to the random oracle, Pr3N −1[Query] = 
2λ ∈ negl(λ). Combining Equa-

tions (13) - (22), we have 

q · AdvRLWE Pr1[Query] ≤ N ,3(t1) + AdvKeyRec(t2) + . (23)n,q,χσ1 2λ 

The theorem now follows immediately from Equations (1), (2), and (23). 
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Elimination of unpaired nuclear spins can result in low error rates for quantum computation; 

therefore, isotopically enriched 28Si is regarded as an ideal environment for quantum 
information processing devices. Using mass selected ion beam deposition technique, we in-situ 
enrich and deposit epitaxial 28Si achieving better than 99.99998 % 28Si isotope fractions [1]. 
To explore the electrical properties and optimize the growth conditions of in-situ enriched 28Si, 
we fabricate top gated Hall bar devices, and investigate the magnetotransport in this material at 
magnetic fields as high as 12 T and temperatures ranging from 10 K to 1.2 K. A schematic of 
the cross-sectional view and an optical micrograph of the fabricated device is shown in fig.1 (a) 
and (b), respectively. At a temperature 1.9 K , we measure maximum mobilities of 
approximately (1740 ± 2) cm2/(V ⋅ s)  and (6040 ± 3) cm2/(V ⋅ s)  at an electron density 
of ≈ 1.2 × 1012 cm−2 for devices fabricated on 28Si and natural Si, respectively. For magnetic 
fields 𝐵 > 2 T , both types of devices demonstrate well developed Shubnikov-de Haas 
oscillations on the longitudinal magnetoresistance (see fig2 and fig3). In contrast to the device 
on isotopically enriched 28Si epi-layer, the device on natural Si demonstrates spin-splitting for 
𝐵 > 3 T  (see fig2). Furthermore, relative to the device on nat:Si, the weak-localization is 
stronger for the device fabricated on isotopically enriched 28Si. Based on the 𝑇 dependence of 
the Shubnikov-de Haas oscillations and weak-localization, the dominant scattering mechanism 
in these devices appears to be background impurity scattering and/or interface roughness 
scattering. We believe that the relatively lower mobility and stronger weak-localization 
observed for the devices fabricated on 28Si may be due to the dilute adventitious C, N and O in 
deposited 28Si. 

  
  

[1] K. J. Dwyer, J. M. Pomeroy, D. S. Simons, K. L. Steffens, and J. W. Lau, Journal of Physics D: 
Applied Physics 47, 345105 (2014). 
  

Ramanayaka, Aruna; Tang, Ke; Hagmann, Joseph; Kim, Hyun; Richter, Curt; Pomeroy, Joshua. 
”Magnetotransport in highly enriched 28Si for quantum information processing devices.” 

Paper presented at 2018 Workshop on Innovative Nanoscale Devices and Systems (WINDS), Kohala Coast, HI, United States. November 25, 
2018 - November 30, 2018. 

SP-609



 
 

   
 

 

 

 

 

 

 

 

 

 

Fig.1: (a) Schematic representations of the gated Hall bar devices fabricated 

on 28Si and (b) An optical micrograph of a gated multi terminal Hall bar 

device fabricated on 28Si are shown. 
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Fig.2: Magnetoresistance 𝑅𝑥𝑥  (right-axis) and Hall resistance 𝑅𝑥𝑦  (left-

axis) measured for the device fabricated on natural Si substrate are shown. 

Note that the device on nat.Si and 28Si are fabricated on the same Si substrate. 

Therefore, both have the same processing history. 
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Fig.3: Magnetoresistance 𝑅𝑥𝑥  (right-axis) and Hall resistance 𝑅𝑥𝑦  (left-

axis) measured for the device fabricated on isotopically enriched 28Si epi-

layer are shown. 
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effectively and accurately. Hence, the corresponding coun-
termeasure has to be applied to the entire design instead of
specific sub-blocks responsible for power side-channel leakage
(PSC) vulnerability.

Apart from power side-channel attacks and their correspond-
ing countermeasures, another highly important topic in this do-
main is power side-channel leakage assessment. Several tech-
niques have been proposed in this domain including signal-
to-noise ratio (SNR) [7], Test Vector Leakage Assessment
(TVLA) methodology [8], success rate [9], and autonomous
side-channel vulnerability evaluator (AMASIVE) [10], [11].
However, these techniques suffer from the following major
limitations.
• They mostly focus on the post-silicon side-channel as-

sessment, which is too late and prohibitively expensive in
making any changes to the design to address the leakage
issue.

• Existing techniques typically require large amount of plain-
texts and power traces, hence need prohibitively large sim-
ulation time, i.e., these techniques are feasible for the post-
silicon stage rather than the pre-silicon stage.

• Some techniques, e.g., TVLA [8] and χ2-test [12] can only
provide a pass/fail test and cannot give quantitative measure
of PSC vulnerability which can lead to false positive results.

• Existing techniques mostly require a security analysts to be
manually involved in leakage assessment, which may not
be feasible due to cost and time-to-market constraints for
modern devices.
We summarize the evaluation time and accuracy of side-

channel leakage assessment as well as the flexibility to make
design changes at different pre-silicon design stages w.r.t.
the post-fabricated device level in Figure 1. In the pre-
silicon stage, as the leakage assessment accuracy increases,
the leakage evaluation time increases exponentially from RTL
to gate-level (GTL) to layout level. It can also be observed
that the flexibility in making design changes is reduced from
RTL to gate-level to layout level. On the other hand, when
observing the post-silicon stage, leakage assessment can be
performed efficiently and accurately, however, flexibility for
making design changes is very difficult (as in FPGA) if not
impossible (as in ASIC).

Our Contributions: We propose a framework named RTL-
PSC which can automatically assess PSC vulnerability at the
earliest pre-silicon design stage, i.e., RTL. This framework is
developed to be integrated into the traditional ASIC and FPGA
design flow. RTL-PSC provides distinctive capabilities to chip
designers and security analysts as listed below:
• Leakage assessment at early design stage. The RTL-

PSC framework is developed to automatically evaluate PSC
vulnerability of a design at higher levels of abstraction to
reduce time-to-market, cost of redesign, and the overall cost
of adding security to the design.

• Technology independent. The vulnerability analysis is per-
formed on RTL design to make the evaluation framework
fairly library independent.

       

   

2019 IEEE 37th VLSI Test Symposium (VTS) 

!

!

Abstract—Power side-channel attacks (SCAs) have become a 
major concern to the security community due to their non-
invasive feature, low-cost, and effectiveness in extracting secret 
information from hardware implementation of cryto algorithms. 
Therefore, it is imperative to evaluate if the hardware is 
vulnerable to SCAs during its design and validation stages. 
Currently, however, there is little known effort in evaluating the 
vulnerability of a hardware to SCAs at early design stage. In this 
paper, we propose, for the first t ime, an automated framework, 
named RTL-PSC, for power side-channel leakage assessment of 
hardware crypto designs at register-transfer level (RTL) with 
built-in evaluation metrics. RTL-PSC first estimates power profile 
of a hardware design using functional simulation at RTL. Then 
it utilizes the evaluation metrics, comprising of KL divergence 
metric and the success rate (SR) metric based on maximum 
likelihood estimation to perform power side-channel leakage 
(PSC) vulnerability assessment at RTL. We analyze Galois-
Field (GF) and Look-up Table (LUT) based AES designs using 
RTL-PSC and validate its effectiveness and accuracy through 
both gate-level simulation and FPGA results. RTL-PSC is also 
capable of identifying blocks∗ inside the design that contribute 
the most to the PSC vulnerability which can be used for efficient
countermeasure implementation.†

Index terms— Side-channel Attacks, Leakage Assessment, 
Vulnerability Evaluation, Register-Transfer Level.

I. INTRODUCTION

Power side-channel attacks (SCAs) exploit the weaknesses
in the hardware implementations of crypto algorithms to leak
sensitive information, e.g., the encryption key, irrespective of
the mathematical robustness of the algorithms. A number of
SCAs namely Simple Power Analysis [1], Differential Power
Analysis (DPA) [1], Correlation Power Analysis (CPA) [2],
Template Attacks [3], Mutual Information Analysis (MIA) [4],
and Partitioning Power Analysis (PPA) [5] have been proposed
and successfully demonstrated over the past two decades.
These attacks exploit the fact that the power consumption of a
cryptographic hardware depends on the data it processes and
the operation it performs [6].

To counter these attacks, a variety of countermeasures have
been proposed to make the crypto hardware resilient to SCAs.
The goal of these countermeasures is to reduce the depen-
dencies between the intermediate values of the cryptographic
algorithms and the power consumption of the cryptographic
devices. For example, hiding countermeasures attempt to break
the link between the processed data values and the power
consumption of the devices [6]. However, all of the SCA
countermeasures adversly affect the circuit area, thus making
them impractical to be applied to modern resource-constrained
designs. One major reason may come from the fact that the
evaluation methodology for side-channel leakage assessment
are not capable of identifying the source of vulnerabilities

∗‘design’ refers to top module as well as its constituting sub-modules, 
while a ‘block’ refers to a sub-module within the design.
†DISCLAIMER: This paper is not subject to copyright in the United 

States. Commercial products are identified in order to adequately specify 
certain procedures. In no case does such identification imply recommendation 
or endorsement by the National Institute of Standards and Technology, nor 
does it imply that the identified products are necessarily the best available for 
the purpose.
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Figure 1: Comparison of the leakage assessment at various
stages of the design process.
• Fine granularity evaluation. The RTL-PSC framework

identifies which block of a design contributes the most to
the vulnerability, i.e., pinpoints which block is leaking more
secret information. Countermeasures only need to be applied
for the vulnerable blocks/modules to reduce area overhead
significantly.

• Comprehensive analysis. RTL-PSC considers the relation
between blocks/modules of a design during vulnerability
analysis instead of analyzing blocks/modules of a design
independently.

• Fast power estimation. RTL-PSC estimates power leakage
distribution based on the number of transitions at RTL to
ensure the evaluation framework is fast.

• Generic framework. The RTL-PSC framework can be au-
tomatically applied to any cryptographic implementations at
RTL without any customization or designers’ involvement.

• Time, accuracy, and flexibility trade-off. RTL-PSC can
accurately and efficiently estimate PSC vulnerability at RTL.
RTL-PSC has an average evaluation time of 35mins and
its evaluation results closely matches with silicon results
obtained from FPGA. Also, RTL-PSC provides the hardware
designers with the most flexibility to address PSC vulnera-
bilities having the capability of working at RTL.
The rest of the paper is organized as follows: In Section II,

the RTL-PSC framework is presented. Section III presents the
RTL side-channel vulnerability evaluation metrics. Section IV
provides and analyzes in detail the results demonstrating the
performance of RTL-PSC and its respective metrics proposed
in this paper. Finally, concluding remarks are offered in
Section V.

II. RTL-PSC VULNERABILITY EVALUATION FRAMEWORK

Figure 2 outlines the side-channel vulnerability evaluation
framework. It includes two main parts, RTL Switching Ac-
tivity Interchange Format (SAIF) file generation shown in
the blue box and identification of vulnerable designs and
blocks shown in the purple box. Algorithm 1 describes the
identification technique for vulnerable designs and blocks.
Note that, here TC refers to the transition count, N refers to
the Gaussian distribution, f refers to the probability density
function (PDF), DKL refers to the KL divergence and ML
refers to the maximum likelihood. Specifically, in Step 1, a
group of simulation keys are specified. In Step 2, we utilize
Synopsys VCS to perform functional simulation of the RTL
design with the plaintexts and the selected keys as the inputs
(key selection process is described in Section III-A). In Step
3, once the simulation is complete, the SAIF file for the RTL
design is generated. After finishing Step 3, all SAIF files for
a group of keys and the applied plaintexts are generated (See
Algorithm 1, Lines 4-8). As its name indicates, the SAIF file
includes the switching activity information for each net and
register in the RTL design. Moreover, the SAIF file generated
based on the RTL design has the same hierarchy as the

Algorithm 1 Identifying Vulnerable Blocks
1: procedure IDENTIFYING VULNERABLE BLOCKS
2: Input: RTL design, P = {Plaintext},{Key0,Key1}
3: Output: SetVulnerable
4: for Key j ∈ {Key0,Key1} do
5: for Plaintexti ∈P do
6: SAIF

Key j
i ←VCS(Plaintexti,Key j)

7: end for
8: end for
9: for all Blocki ∈M do

10: TC0
Blocki

←{SAIFKey0
1 , . . . ,SAIFKey0

n }
11: TC1

Blocki
←{SAIFKey1

1 , . . . ,SAIFKey1
n }

12: f 0
i ←N (µTC0

blocki
,σ2

TC0
blocki

)

13: f 1
i ←N (µTC1

blocki
,σ2

TC1
blocki

)

14: KLi← DKL( f 0
i , f 1

i )
15: SRi←ML( f 0

i , f 1
i ,n Plaintexts)

16: if SRi > SRthreshold or KLi > KLnorm.th then
17: SetVulnerable← Blocki
18: end if
19: end for
20: end procedure

design itself, hence, in Step 4, the SAIF file for each module
in the design can be separated for localized vulnerability
analysis. Next, the evaluation metrics are applied for leakage
assessment. Specifically, in Step 5, the obtained switching
activity is exploited to estimate the power leakage distribution
for the design and each module within it (Lines 10-11 in
Algorithm 1). In Step 6, the Kullback-Leibler (KL) divergence
[13] and success rate (SR) based on power leakage distribution
are calculated for the design and each block (Lines 12-15 in
Algorithm 1). In Step 7, vulnerability analysis is performed for
the design and each block. In Step 8, the vulnerable design
is identified based on the analysis performed in the previous
step. Then the vulnerable blocks in the design that are leaking
information the most are identified for further processing.
Step 7 and Step 8 correspond to Lines 16-18 in Algorithm
1. Following this, the framework enters into Step 9, where
countermeasures only need to be applied to the vulnerable
block(s). Note that Step 9 is outside the scope in this paper.

III. EVALUATION METRICS

In order to reduce time-to-market and the overall cost of
adding security to the design, the RTL power side-channel
vulnerability evaluation metrics are proposed to perform a
design-time evaluation of PSC vulnerability. To be specific,
Kullback-Leibler (KL) divergence metric and success rate (SR)
metric based on maximum likelihood estimation are developed
and combined to evaluate vulnerability of a hardware im-
plementation. The first evaluation metric, i.e., KL divergence
metric, estimates statistical distance between two different
probability distributions, which is defined as follows [13]:

DKL(ki||k j) =
∫

fT |ki(t) log
fT |ki(t)
fT |k j(t)

dt (1)

Figure 2: RTL-PSC framework.
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where fT |ki(t) and fT |k j(t) are the probability density functions
of the switching activity given keys ki and k j, respectively.

For instance, if power leakage probability distributions
based on two different keys are distinguishable, KL divergence
between these two distributions is high, which provides indica-
tion on how vulnerable the implementation is. Hence, KL di-
vergence is suitable for the vulnerability comparison between
different implementations. However, the KL divergence value
may be difficult to interpret when performing vulnerability
analysis for just one implementation. To address this issue,
we introduce the second evaluation metric, named success
rate (SR)‡ metric based on maximum likelihood estimation.
The SR value represents the probability to reveal the correct
key and is suitable to evaluate vulnerability for only one
implementation. We derive the SR metric as follows: we
assume that the probability density function of the switching
activity T given a key K follows a Gaussian distribution, which
can be expressed as follows:

fT |K(t) =
1√

2πσk
e
− (t−µk)

2

2σ2
k (2)

where µk and σ2
k are the mean and variance of T , re-

spectively. The likelihood function is defined as L (k; t) =
1
n ∑

n
i=1 ln fT |K(ti). Based on the maximum likelihood estima-

tion, an adversary typically selects a guess key k̂ as follows:

k̂ = argmax
k∈K

L (k; t) = argmax
k∈K

1
n

n

∑
i=1

ln fT |K(ti) (3)

If the guess key (kg = k̂) is equal to the correct key (k∗), the
side-channel attack is successful. Thus, the success rate can
be defined as follows:

SR = Pr[kg = k∗] = Pr[L (k∗; t)> L (〈k̄∗〉; t)] (4)

where 〈k̄∗〉 denotes all wrong keys, i.e., the correct key k∗ is
excluded from {k1,k2, . . . ,knk−1}.

KL divergence is closely related to SR since the mathe-
matical expectation of L (k∗; t)−L (ki; t) in Equation (4) is
equal to KL divergence between T |k∗ and T |ki [14]. Hence,
SR increases accordingly as KL divergence increases. Due
to the relation between KL divergence and SR based on
maximum likelihood estimation, the combination of KL and
SR is proposed for leakage assessment.

A. Selection of a Key Pair
As shown in Algorithm 1, first, a key pair is specified, then

the probability distributions of the switching activity based on
that key pair can be estimated using Equation (2). The best
key pair among all possible pairs is expected to provide the
maximum KL divergence for vulnerability evaluation in the
worst-case scenario. However, it is impossible and impractical
to find the best key pair since the key space is huge, i.e.,

(2128

2

)
.

Alternatively, an appropriate key pair is able to be chosen,
which satisfies the following conditions:

1) Assuming that each set of plaintexts is randomly gener-
ated, each key consists of the same subkey, e.g., Key0 =
{subkey . . .subkey}= 0x151515 . . .15.

2) Hamming distance (HD) between two different subkeys
is maximum, i.e., subkey and subkey.

3) If DKL(Key0||Keyi) increases asymptotically as i in-
creases, i= 1, . . .n, Key0 and Keyn are the appropriate key
pair, where Keyi is defined as [subkey . . .subkey subkey︸ ︷︷ ︸

i times

].

‡This SR is the theoretical SR with infinite plaintexts and SRem in
Section IV-C represents the empirical SR based on actual SCA attacks with
n plaintexts.

These key pairs can be used for the post-silicon validation.
While it is difficult to measure the isolated leakage of each
block by a random key pair at the post-silicon stage, the
leakage of each block can be measured at the pre-silicon stage
through applying the key pairs satisfying the above conditions.
Moreover, the evaluation metrics would create the worst-case
scenario through applying the key pairs with the maximum
Hamming distance.

The selected keys applied to an AES RTL design are 16
pairs of keys starting from all 0s key until all Fs key. Each key
has 128-bit and Hamming-distance between Keyi and Keyi+1 is
eight, which is shown in Table I. Also, to take into account not
only the key’s impact on the power consumption, but also the
plaintext’s impact on power consumption, we use one thousand
random plaintexts with the selected key pairs. We use the AES
cipher operation itself for the generation of pseudo random
plaintext [15]. We use Plaintext0 as seed and then use each
ciphertext ( j) as the next plaintext ( j+1),§

Plaintext0 = 000...000
Plaintext j+1 = AES(Keyi,Plaintext j), j = 0,1, ...,999.

(5)

It can be noted that the key pair Key0 and Key16 in Table
I satisfies the above conditions. Furthermore, it can be seen
that Key0 would create a state similar as the reset state of
the design, hence, Key0 and Key16 would create the worst
case scenario. Therefore, this key pair is used for both the
evaluation and the validation metrics, which is shown in
Section IV.

Table I: Keys used in RTL-PSC framework.
Key0 0x0000 0000 0000 0000 0000 0000 0000 0000
Key1 0x0000 0000 0000 0000 0000 0000 0000 00FF

......
Key15 0x00FF FFFF FFFF FFFF FFFF FFFF FFFF FFFF
Key16 0xFFFF FFFF FFFF FFFF FFFF FFFF FFFF FFFF

B. Identification of Vulnerable Designs and Blocks

When the appropriate key pair is applied to a design, the
same subkey patterns will be propagated to the same blocks,
e.g., Sbox blocks in the AES design. The switching activity
of each block and the entire design is recorded into SAIF files
using VCS functional simulation, which corresponds to power
leakage at RTL. The higher the difference between two power
leakage distributions is, the higher impact the key has on the
power consumption of the design/blocks, the more susceptible
the design/blocks are to power analysis attack. Using the KL
divergence and SR metrics, the vulnerable design and blocks
within the design can be identified. If KL divergence or SR of
any design or block is greater than KLthreshold or SRthreshold ,
the design or the block is considered to be the vulnerable one
(Line 16 in Algorithm 1). SRthreshold is determined based on
the security constraint, e.g., 95% SR with n plaintexts, while
KLthreshold is determined based on the SRthreshold through the
relation between KL divergence and SR.

IV. RESULTS AND ANALYSIS

In this section, we perform side-channel vulnerability as-
sessment of two different implementations of AES algorithm
using RTL-PSC. First, we provide a brief description of the
two AES designs: AES Galois Field (GF) and AES Lookup
Table (LUT). Then we present the evaluation results generated
by RTL-PSC. We validate the accuracy of RTL-PSC evaluation
results using gate-level simulation and FPGA silicon results.

§This seed is the same as TVLA’s setup [8] and 1000 plaintexts are
enough to estimate SCA leakage based on our experiments.
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A. AES Benchmarks
RTL-PSC framework is applied to AES-GF [16] and AES-

LUT [17] encryption designs. Both are open-source designs.
In AES-GF design, the AES key expansion and AES round
operations occur in parallel. The AES-GF implementation
takes 10 clock cycles to encrypt each data block. In contrast,
the AES-LUT design first performs the key expansion and
stores the expanded key in the key registers. The key expansion
takes place once for each key. After the key expansion, the
round operation starts and takes 11 clock cycles to encrypt a
plaintext, precisely, one clock cycle for XORing a plaintext
and the key, and 10 clock cycles for 10 round operations.
Furthermore, the AES-GF architecture implements the AES
SubByte operation with Galois-field arithmetic, while the
AES-LUT architecture implements the AES SubByte opera-
tion with a lookup table.

The hierarchy of AES-GF and AES-LUT designs is as
follows. The AES-GF consists of five SubByte blocks and
four MixColumn blocks. Each SubByte block includes four
Sbox blocks, each of which includes a GFinvComp block. On
the other hand, the AES-LUT cipher consists of a SubWord
block, a SubByte block and four MixColumn blocks. SubWord
block performs the key expansion operation and therefore, is
not related with the plaintext and it is not considered as a
potential vulnerable block in the following analysis.

B. Analyzing Suitability of the Key Pairs
We first analyze that the key pairs selected for RTL-PSC

evaluation adheres the conditions described in Section III-A.
Figures 3(a) and 3(b) illustrate the leakage assessment results
at RTL. The switching activities of all blocks during 11 clock
cycles are calculated. In the AES-GF implementation, the
KL divergence of the design (i.e., AES GF ENC) and each
block increases asymptotically with increasing the Hamming
distance of the key pairs as shown in Table I. Similarly,
in the AES-LUT implementation, the KL divergence of the
design (i.e., AES LUT ENC) and each block also increases
asymptotically as the Hamming distance of the key pairs
increases. It can be observed that the specified key pair (key0 =
0x00 . . .00,key16 = 0xFF . . .FF) satisfies the key selection
conditions, hence is appropriate for RTL side-channel leakage
assessment.

C. RTL Evaluation Metrics
In order to determine if a RTL design is vulnerable, KL

divergence of the design per clock cycle is calculated. Figure
4(a) shows KL divergence from the second clock cycle to
the 11th clock cycle of both AES-GF and AES-LUT RTL
implementations, during which 10 round operations for an
encryption are performed. At the second clock cycle corre-
sponding to the first round operation, which is mostly exploited
by power analysis attack, KL divergence of AES-GF and
AES-LUT implementations are 0.47 and 0.28, respectively.
These values correspond to 95% SRem

¶ vulnerability level
(SRthreshold) with 25 plaintexts and 35 plaintexts, respectively,
as shown in Figure 4(b). Based on KL divergence metric, as
shown in Figure 4(a), KL divergence of AES-GF implemen-
tation at the second clock cycle (i.e., 0.47) is greater than that
of AES-LUT implementation (i.e., 0.28). Likewise, based on
SR metric, as shown in Figure 4(b), the DPA attack success
rate of AES-GF implementation is higher than that of AES-
LUT implementation with the same number of plaintexts.
Similarly, the number of plaintexts required for successful
DPA attack on AES-GF implementation is less than that on
AES-LUT implementation. Hence, compared with AES-LUT

¶The SRem represents the empirical SR based on actual SCA attacks with
n plaintexts.

implementation, AES-GF implementation is identified as the
more vulnerable design.

Vulnerable Block Identification: Once a RTL deign is
determined as a vulnerable one, the next step is to identify the
vulnerable blocks within the design that contribute to side-
channel leakage significantly. Side-channel vulnerability can
be evaluated in both time and spatial/modular domains. In
other words, the evaluation metrics based on the switching
activity of each block within the design are calculated at fine-
granularity scale so that vulnerable blocks can be identified
per clock cycle.

First, KL divergence in both time and spatial/modular
domains is normalized, i.e., KL divergence of each block
is divided by the maximum KL divergence of those blocks
(KLnorm.th = KLi/max(KLi)). Then, if the normalized KL
divergence of any block is greater than KLnorm.th = 0.5, that
block is identified as the vulnerable one and included into
the set of vulnerable blocks. Figure 5 shows KL divergence
of each block in both time and spatial/modular domains. The
identified vulnerable blocks (i.e., KL divergence greater than
KLnorm.th = 0.5) are denoted with blue bars. Specifically, in the
AES-GF design, GFinvComp blocks within Sbox0 and Sbox1
blocks are identified as the vulnerable ones; in the AES-LUT
design, SubByte blocks are identified as the vulnerable ones.
It should be noted that the threshold values (KLthreshold and
KLnorm.th) can be adjusted by the SR vulnerability level.

Evaluation Time: The evaluation time of RTL-PSC in-
cludes VCS functional simulation time of the RTL design as
well as the data processing time required for analyzing the
SAIF files. The evaluation time of RTL-PSC for AES-GF is
46.3 minutes and for AES-LUT is 24.03 minutes. If the same
experiments were performed at gate-level designs, it would
take around 31 hours. Therefore, our RTL-PSC is almost 42X
more efficient as compared to similar gate-level assessment.
The evaluation time at layout level is going to be even more
expensive (more than a month). RTL-PSC also provides the
flexibility to make design changes whereas, the post-silicon
assessment provides no flexibility. In the next subsection, we
will validate that RTL-PSC is not only efficient, but also
accurate using the post-silicon results.

D. Validation of RTL-PSC
The RTL-PSC results are validated through both gate-

level and FPGA implementations. We present that the PSC
vulnerability assessment results generated by RTL-PSC is
highly correlated to the assessment results retrieved from gate-
level and FPGA.

GTL Validation: For gate-level validation, we first synthe-
size the RTL codes of AES-GF and AES-LUT to gate-level
netlist using Synopsys Design Compiler [18] with Synopsys
standard cell library. Next we utilize VCS to perform func-
tional simulation of the netlist with the same plaintexts and
keys as used in RTL, and generate the corresponding SAIF
files. Then, we use Synopsys PrimeTime [18] as well as the
generated SAIF files to report the power consumption for the
entire design and each block inside the design. Finally, we
derive the gate-level KL divergence metric for the design and
each block using Equation 1.

We then calculate the Pearson correlation coefficient be-
tween the KL divergence of the RTL and GTL design/blocks
(shown in Column 2 of Table III and Table II). The high
correlation coefficient values (> 90%) indicate that the PSC
vulnerability assessment results generated by RTL-PSC at RTL
is almost as accurate as the assessment results retrieved from
GTL.

Next we validate the vulnerable block identification results
produced by RTL-PSC. Table II presents the correlation co-
efficient values between the KL divergence metric for each
block at RTL and gate-level. The KL metric for each block of
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(a) KL divergence comparison between blocks for RTL AES-GF
implementation

(b) KL divergence comparison between blocks for RTL AES-LUT
implementation

Figure 3: KL divergence comparison between blocks for RTL AES-GF and AES-LUT implementations.

(a) KL divergence per clock cycle for AES-GF and AES-LUT
implementations

(b) SRem corresponding to KL divergence (0.47 and 0.28) for AES-
GF and AES-LUT implementations

Figure 4: KL divergence and SRs for AES-GF and AES-LUT implementations.

(a) Normalized KL divergence for AES-GF implementation in both time and
spatial/modular domains

(b) Normalized KL divergence for AES-LUT implemen-
tation in both time and spatial/modular domains

Figure 5: Normalized KL divergence for vulnerable blocks within AES-GF and AES-LUT implementations (KLnorm.th = 0.5).

AES-GF and AES-LUT implementations at RTL has a high
correlation to that at gate-level indicating that our vulnerable
block identification technique at RTL is as accurate as gate-
level. Next we validate the RTL-PSC evaluation results w.r.t.
FPGA.

FPGA Validation: For FPGA silicon validation, we use
the SAKURA-G board [19] for AES implementations, which
contains two SPARTAN-6 FPGAs and is designed for research
and development on hardware security. Tektronix MDO3102
oscilloscope is used to measure the voltage drop between shunt
registers connected to the Vdd pin. The clock frequency of
the AES implementation is 24 MHz. The sampling rate and
bandwidth of the oscilloscope are 500 MS/s and 250 MHz,
respectively. Figure 6 shows the experimental setup for the
FPGA validation.

We first map the AES-GF and AES-LUT designs on an

FPGA and then, apply the same plaintexts and keys as used at
RTL, and measure the power consumption during encryption
operation. Following this, we derive the KL divergence metric
from the collected power traces. Then, we can calculate the
Pearson correlation coefficient between the KL divergence at
RTL and FPGA (as shown in Column 3 of Table III). The
high correlation coefficient values (> 80%) indicate that the
PSC vulnerability assessment results generated by RTL-PSC
at RTL is almost as accurate as FPGA assessment. In other
words, RTL-PSC can accurately analyze PSC vulnerability at
RTL.

Note that many implementation details, e.g., glitches caused
by the gate delay, clock gating, datapath gating, retiming,
clock and power network structure is not available at RTL
unlike gate-level and FPGA implementations. In spite of
these limitations, RTL-PSC is able to accurately identify PSC

! 

! 

He, Miao (Tony); Park, Jungmin; Nahiyan, Adib; Vassilev, Apostol; Jin, Yier; Tehranipoor, Mark. 
”RTL-PSC: Automated Power Side-Channel Leakage Assessment at Register-Transfer Level.” 

Paper presented at 2019 IEEE 37th VLSI Test Symposium (VTS), Monterey, CA, United States. April 23, 2019 - April 25, 2019. 

SP-615



Table II: Correlation coefficient between KL divergence of RTL and GTL blocks.
AES-GF Blocks, RTL vs. GTL AES-LUT Blocks, RTL vs. GTL

SubByte Sbox GFinvComp MixColumn SubByte MixColumn
99.11% 99.55% 99.64% 94.73% 99.71% 96.80%

Table III: Correlation coefficient between KL divergence at
RTL, GTL, and FPGA silicon level.

Benchmark RTL vs. GTL RTL vs. FPGA Silicon Level
AES-GF 99.57% 98.83%

AES-LUT 90.35% 80.80%

vulnerability which proves the efficacy of the framework.
Also, note that it is not feasible to perform vulnerable block

identification at FPGA. The reason is that, it is not feasible to
isolate the power traces associated to each block from the post-
silicon power measurements. Therefore, we could not validate
vulnerable block identification at FPGA.

Comparison with State-of-the-art: Veshchikov et al. [20]
presented a comprehensive survey of simulators for side-
channel analysis, e.g., PINPAS [21], SCARD [22], OSCAR
[23], etc. These simulators mostly support software crypto
algorithms implemented in microprocessors, not hardware
crypto modules. On the other hand, TVLA [8] and χ2-test
[12] can work with hardware crypto designs. However, these
techniques only provide a pass/fail test and do not provide the
quantitative amount of leakage. AMASIVE framework [10]
identifies the hypothesis function for HW/HD model to be used
for side-channel vulnerability assessment. The major limitation
is that it can only identify the hypothesis function and the
final vulnerability assessment still needs to be carried out on a
prototype device. In contrast, RTL-PSC can quantitatively and
accurately assess PSC leakage of hardware crypto modules in
RTL level in time efficient manner.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed an automatic evaluation frame-
work to perform a design-time evaluation of side-channel
attacks resistance for a cryptographic implementation at RTL.
Instead of measuring dynamic power, switching activity at
RTL is exploited by using VCS functional simulation to
estimate power profile to ensure the evaluation framework is
efficient, effective, and library independent. Once the power
estimation is complete, the KL divergence metric and SR
metric based on maximum likelihood estimation are combined
to identify the vulnerable design and blocks within the design.
Experimental results on AES-GF and AES-LUT implemen-
tations demonstrated that the methodology proposed in this
paper were able to perform leakage assessment and identify the
vulnerable design/blocks efficiently, effectively, and precisely.

In our future work, the proposed evaluation framework will
be applied to evaluate vulnerabilities of the DPA protected
designs, thus providing information in terms of scaling and
effectiveness for leakage assessment of protected ones. RTL-
PSC will be an important component of the recent academic
and industrial initiatives for developing CAD frameworks
which aim at automating the security vulnerability assessment
of hardware designs at design stages [24–28].

Figure 6: Experimental setup for FPGA validation.
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Soft MUD 

Implementing Manufacturer Usage Descriptions on OpenFlow SDN Switches 

 
Abstract -- A Manufacturer Usage Description (MUD) is a 
generalized network Access Control List that allows 
manufacturers to declare intended communication patterns for 
devices. Such devices are restricted to only communicate in the 
manner intended by the manufacturer, thus reducing their 
potential to launch Distributed Denial of Service attacks. We 
present a scalable implementation of the MUD standard on 
OpenFlow-enabled Software Defined Networking switches. 

Keywords- IOT; MUD; Network Access Control. 

I.  INTRODUCTION 

      Internet of Things (IOT) devices (henceforth called 
“devices”) are special purpose devices that have dedicated 
functions. Such devices typically have communication 
requirements that are known to the device manufacturer. For 
example, printer might have the following requirement: 
Allow access for the printer (LPT) port, local access on port 
80 (HTTP) and deny all other access. Thus, anyone can print 
to the printer, but local access would be required for the 
management interface which runs on port 80 as a web server. 
All other access would be in violation of the intended use of 
the device. The idea behind the Manufacturer Usage 
Description (MUD) [1] is to declare the intended 
communication pattern to the network infrastructure using a 
generalized network Access Control List (ACL) which is 
specified by the manufacturer, the integrator or the deployer 
of the device. These are realized as network access controls, 
by which the device can be constrained to the intended 
communication patterns.  
    MUD provides an effective defense against malicious 
agents taking control of the device and subsequently using it 
to launch attacks against the network infrastructure. It can 
also prevent compromised devices from attacking other 
devices on the network. Thus, MUD substantially reduces the 
threat surface on a device to those communications intended 
by the manufacturer.  
    Because the manufacturer cannot know deployment 
parameters of devices such as device IP addresses and IP 
addresses of device controllers, MUD defines class 

abstractions, using which, the MUD ACLs are defined.  For 
example, the manufacturer may state an intent that devices  
can only communicate with other devices on the local 
network, or may state an intent that devices may only 
communicate with other devices made by the same 
manufacturer, or that devices may communicate with other 
devices made by a specific manufacturer on a defined port, or 
that devices may communicate with specific internet hosts or 
combinations of the behaviors above. To enable such 
generality, ACLs are defined with placeholders known as 
classes. These place holders are associated with Media 
Access Control (MAC) or IP addresses when the ACL is 
deployed on the switch.  
    In brief, the system works as follows: A device is 
associated with a MUD URL. The MUD URL is a locator for 
the MUD ACL file. The MUD server fetches the MUD file 
for the device from the manufacturer site, verifies its 
signature and installs network access controls using whatever 
mechanism the network switches and firewalls provide. 
There are several mechanisms that may be available for 
enforcing access control; for example, iptables could be used 
or the switch may already support an implementation of 
network ACLs. 
    In this paper, we describe a scalable design and 
implementation of the MUD standard on OpenFlow 1.5 [2] 
capable Software Defined Network (SDN) switches. An 
OpenFlow switch supports flow rules that are logically 
arranged in one or more flow tables in the data plane. The 
switch connects to one or more controllers that can install 
flow rules in the switch either reactively, when a packet is 
seen at the controller, or proactively when the switch 
connects to the controller. Flow rules have a MATCH part 
and an ACTION part.  The MATCH part can match on 
different parts of the IP and TCP headers. The ACTION part 
forwards or drops the packet or sends it to the next table. As 
packets hit flow rules, metadata can be associated with the 
packet to provide a limited amount of state as packet 
processing proceeds from one table to the next. More details 
are found in [2].  
    In related work, Hamza et al. [3]  consider how MUD may 
be used with real-world devices to build an Intrusion 
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Detection System (IDS).  They present a simulation based on 
captured trace data. Details on how to organize flow tables to 
implement MUD are not presented in their work. The focus 
of our work is different; in our work, we describe how to 
implement MUD and demonstrate that it can be done in a 
scalable fashion.  
    The rest of this paper is organized as follows: In Section II 
we outline our design; Section III provides an analysis of our 
design; Section IV describes our implementation; Section V 
presents emulation results followed by Section VI which 
gives measurement on a commercially available home/small 
business router.   
    Note that certain commercial equipment, instruments, or 
materials are identified in this paper to foster understanding. 
Such identification does not imply recommendation or 
endorsement by the National Institute of Standards and 
Technology, nor does it imply that the materials or equipment 
identified are necessarily the best available for the purpose. 
 

II. DESIGN SKETCH 

    MUD Access Control Entries (ACEs) can be divided into 
two categories – those that define intent for communication 
between a device and a named host, and those that define 
intent for communication between a device and other classes 
of devices. The former kind presents no scalability challenges 
and can be easily implemented using MAC and destination 
IP address match rules. The main challenge with MUD arises 
when implementing ACEs that define intent for 
communication between classes of devices or between the 
device and hosts on the local network.  
    Figure 1 shows an example “same-manufacturer” ACE. 
This indicates the intent that the device may communicate 
with other devices made by the same manufacturer. 
 

 
 

Figure 1.  Example of a “same-manufacturer” ACE. 

    Similarly, an ACE can be set up that indicates that the 
device may communicate with other devices on the local 
network on a specific port. Such ACEs present scalability 
problems when naively implemented. For example, if the 
Same Manufacturer ACE were implemented as MAC to 
MAC flow rules, there can be 𝑂(𝑁ଶ) rules in the flow table 
(where N is the number of devices belonging to the 

manufacturer that are associated with the switch). This is 
unfeasible as an implementation strategy because switches 
may be limited in ternary content-addressable memory. 
Similarly, an explosion of rules will result if the Local 
Networks ACE were implemented in a single table using 
MAC address to destination IP match flow rules. We seek a 
solution that is memory scalable and operator friendly. We 
make the following assumptions: 
 

 Device Identification: Devices are identified using 
their MAC addresses on the local network and are 
dynamically associated with MUD URLs at run-
time. 

 Flexibility: MAC addresses of devices that will be 
managed at a switch are not known to the network 
administrator a priori.  

 Network Administration: The network 
administrator configures information about the 
network - such as the range of local addresses and 
the controller classes for the Domain Name System 
(DNS), Network Time Protocol (NTP) and 
Dynamic Host Configuration Protocol (DHCP) and 
device controller.   

 
    To achieve scalability and flexibility, ACEs are 
implemented using SDN flow rules in three flow tables. The 
source and destination MAC address are classified in the first 
two flow tables and metadata is associated with the packet. 
The third table implements the MUD ACEs with rules that 
stated in terms of the packet classification metadata that is 
assigned in the first two tables. 
    The flow pipeline is as shown in Figure 2, with the packet 
being finally sent to a table that implements L2Switch flow 
rules which is provided by another application.  

 
Figure 2.   Flow Pipeline structure 

Figure 3.  Source and destination metadata assignment. 

 
    The OpenFlow metadata field consists of 64 bits. We 
organize this as two 32-bit segments. Each 32-bit segment 
encodes a triple <manufacturer, model, local-networks flag 
(L) > as shown in Figure 3. The manufacturer and model are 
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determined from the MUD URL and the local-network flag 
is determined from Source / Destination IP address and 
network configuration.       
    The packet classification metadata rules are reactively 
inserted when packets arrive at the switch as follows: When 
the switch connects to the controller, the source and 
destination classification tables are initialized with low 
priority rules that unconditionally send IP packets up to the 
controller. This generates a PacketIn event at the controller 
which then inserts Source (or destination) MAC match rules 
that assign metadata to the packet and forward to the next 
table at a higher priority. Subsequent packets that match on 
the same MAC will have metadata associated with it and be 
forwarded to the next table without controller intervention. 
The next stage is to do the same for the destination MAC 
match rule. 
     The controller maintains a table associating MAC address 
with a MUD URI. This mapping is learned dynamically 
during DHCP processing, i.e., when the device sends out its 
own MUD URL when requesting an address (using the newly 
defined DHCP options 161) or it can be configured by the 
administrator for the device if DHCP support has not been 
implemented on the device. Each manufacturer (i.e., the 
“authority” portion of the MUD URL) and model (i.e., the 
entire MUD URL) is assigned a unique integer, which is 
placed in the metadata as shown in Figure 3. The controller 
also has knowledge of what constitutes a ”local network” 
(typically the local subnet) which is assigned a bit in the 
metadata. If a MAC address does not have a MUD URL 
associated with it (e.g., a laptop) then it is assigned an 
implementation reserved metadata classification of 
UNCLASSIFIED that cannot be assigned to any real MUD 
URL.The next table implements the MUD ACEs. Note that 
at this stage of the pipeline, metadata has already been 
associated with the packet. MUD rules are implemented as 
ACCEPT rules. That is, if the metadata assigned to a packet 
matches the match part of the mud rule, it is sent to the next 
table.  
    Default unconditional high priority rules are initially 
inserted that allow interaction of the device with the reserved 
ports for DHCP and NTP. These are inserted into the MUD 
rule table on switch connect with the controller. The DHCP 
match rule has a “send to controller” Action part so that the 
controller may extract the MUD URL from the DHCP request 
if it exists. This enables the controller to associate a MUD 
URL with the source MAC address based on the DHCP 
request. 
    After the MUD URL is associated with the device, the 
MUD profile is retrieved by the SDN controller and flow 
rules that implement the MUD ACEs are inserted into the 
MUD table in the following order: 
 

 High priority source (or destination) metadata and 
TCP Syn. flag match drop action rule to enforce 
TCP connection directionality. MUD ACEs can 
specify which end of a TCP connection is the 

initiator. For such MUD ACEs, we insert rules that 
drop packets where the connection is initiated from 
the wrong direction. 

 Lower priority Rules that match on source metadata 
and destination IP addresses for access to specific 
named hosts or classes of hosts (e.g. Controller or 
my-controller) as specified by the MUD ACEs. 

 Rules that match on source IP address and 
destination metadata for inbound packets to the IOT 
device as specified by the MUD ACEs. 

 Rules that match on source and destination metadata 
for allowing access to manufacturer or model or 
local network classes as specified by the MUD 
ACEs. 

 Lower priority Drop rule for packets that match on 
Source Model metadata but do not match on one of 
the rules above. 

 Lower priority Drop rule for packets that match on 
Destination Model metadata but do not match on 
one of the higher priority rules above. 

 Lower priority default UNCLASSIFIED packet 
pass through rule. The default MUD behavior 
allows all packets that are metadata tagged as 
UNCLASSIFIED to pass through the pipeline.  

Figure 4.  Detailed Flow Pipeline structure. The first two tables are 
classification tables which assign metadata. The third table is the MUD rules 
table. Drop rules are color coded Red. 

III. ANALYSIS 
 
    The scheme we have described above is dynamic and 
memory scalable with O(N) rules for N distinct MAC 
addresses at switch. By dividing the rules into packet 
classification rules and MUD rules which are dependent on 
the metadata assigned on the first two tables, MUD rules can 
be installed independently of packet classification. The 
devices may appear at the switch prior to the MUD rules 
being installed or vice versa. This allows for dynamic 
configuration i.e. the MUD ACL table can be changed 
dynamically at run time without needing to re-configure the 
rules in the first two tables that classify the packets and vice 
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versa. The packets may be initially marked as 
UNCLASSIFIED and later when they are associated with a 
MUD profile (using the DHCP or other mechanism outlined 
in the MUD specification), the appropriate metadata is 
assigned to them. 
    Because the MUD ACEs are expected to be relatively 
static and few, the flows in the MUD rule table have hard 
timeouts to match the cache timeout in the MUD file. This 
can be in the order of days. The packet classification flow 
rules have short (configurable) idle timeouts. This limits the 
size of the table and allows for dynamic adjustment of the 
table when MAC addresses appear and disappear at the 
switch. The shorter the idle timeout for the classification 
rules, the less time it takes for reconfiguration and the less 
time it takes to purge the table from unreferenced entries. 
However, the shorter the timeout, the more overhead by way 
of communication with the controller due to the increased 
number of PacketIn events at the controller. We present 
experimental results in section V. 
    Our scheme, as described thus far, requires that a packet 
must be processed at the controller and a rule installed before 
packet processing may proceed.  The initial rule in the MAC 
address classification stage that is installed when the switch 
connects, sends the packet to the controller but not to the next 
table.  Thus, a packet may not proceed in the pipeline before 
it can be classified. This may be necessary if strict ACL-
dictated behavior is required but there are some resultant 
performance consequences i.e., a disconnected or failed 
controller causes a switch failure because no packets from a 
newly arriving device can get through prior to the 
classification rule being installed.  
    To address this problem, we loosen up the interpretation of 
the ACE specification. We define a “relaxed” mode of 
operation where packets can proceed in the pipeline while 
classification flow rules are being installed. This may result 
in a few packets being allowed to proceed, in violation of the 
MUD ACEs with the condition that the system will become 
eventually compliant to the MUD ACEs. 
    To implement this behavior, the initial rule installed in the 
packet classification table with infinite timeout, allows the 
packet to proceed through the pipeline and delivers the packet 
to the controller simultaneously. If the controller is offline or 
fails during rule installation, the packet is sent to the next 
table with the initial rule and there is no disruption. When the 
controller comes online again, it will get a packet notification 
and install the appropriate rule – thus restoring MUD 
compliant behavior. Thus, the switch becomes resilient to 
controller failures, with the failure mode being to allow 
communication. 
    However, there is another source of potential disruption 
that must be addressed: Because the source and destination 
MAC addresses are classified using two tables, it is possible 
that the source MAC address classification rule exists in the 
table, while the destination MAC address classification rule 
has not yet been inserted into the next table.  If the MUD rules 
have been inserted already, this will result in dropped packets 

in the MUD rules table until the destination table is 
populated, because the fall through action for Source MAC -
classified packets that do not match a MUD ACE rule is to 
drop the packet.  
    We address this issue by defining reserved metadata 
classifications as follows: 
 

 UNCLASSIFIED: The MAC address does not 
belong to any known MUD URL. For example, if 
the packet is emitted with a source address 
belonging to a laptop, for which no MUD rules 
exist, then its source MAC address is 
UNCLASSIFIED. 

 UNKNOWN: The MAC address has been sent to 
the controller and is pending classification. The 
default rule that is installed when the switch 
connects to the controller sends the packet to the 
controller on IP match and stamps the packet with 
metadata of UNKNOWN. 

 
    The classification tables each have rules that send the 
packet up to the controller while setting the 
corresponding metadata (for source or destination MAC) 
to UNKNOWN and forwarding the packet to the next 
stage.  The MUD rules table has rules that permits 
packets that are UNKNOWN in source or destination 
MAC classification to proceed to the next stage. The 
scheme is as shown in Figure 5. 
 

 
Figure 5.  Temporary classifications label added  to prevent blocking of 
flow pipeline during configuration. 

    On PacketIn, the controller pushes flow rules to correctly 
classify the packet. Because these packet classification rules 
are pushed at a higher priority than the default send to 
controller rule in the classification tables, the metadata will 
change from UNKOWN to the actual classification 
determined by the controller when the flow rule is installed. 
In the meanwhile, the pipeline is not blocked.  
    This “eventually compliant” mode of operation avoids 
packet drops and provides controller failure resiliency; 
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however, there some limitations:  (1) A few packets that 
violate the MUD rules could get through prior to the 
classification rule being installed at the switch. This could 
result in a temporary violation of the ACEs. (2) TCP direction 
enforcement for short flows, which depends upon detection 
of TCP SYN flags and correct classification of MAC 
addresses, is not possible to enforce at the switch until a flow 
rule that classifies the packet is installed. We quantify these 
limitations in the next sections. 

IV. IMPLEMENTATION 

    Our implementation [4] uses the OpenDaylight (ODL) 
SDN controller [5]. The configuration information for the 
system, which includes the MUD file and ACLs file are 
presented as north-bound API, are generated using the ODL 
YANG tools.  The association between MUD URL and MAC 
can be configured directly or inferred by the controller by 
examining interactions between IOT devices and the DHCP 
server. For the performance measurement experiments, we 
directly configured the MAC to MUD URL association. 

V. EMULATION EXPERIMENTS 

    To measure scalability of the implementation, our 
experimental scenario on MiniNet [6] consisted of 100  
devices on one switch all belonging to the same manufacturer 
randomly exchanging messages. A device randomly picks 
another device and sends 10 pings, then sleeps randomly with 
an exponentially distributed average sleep time of 5 seconds. 
Our goal is to measure the memory scaling as the idle timeout 
of flow rules is altered. The following chart shows sum of the 
maximum number of rules in the source and destination 
classification tables for different values of the idle timeout.  
 
 

 
 
Figure 6.  Packet Classification tables  size variation with idle timeout. 
The MUD Rules table is a constant size and has infinite timeout. 

 
    In all cases, it is possible to implement the system with just 
a few rules in the classification table at the expense of an 
increasing number of PacketIn events processed at the 
controller. 
    To quantify the overhead involved with PacketIn 
processing under load, we measured the number of packets 

seen at the controller per burst of packets sent by varying the 
idle timeout settings for the packet classification rules. The 
results are shown in Figure 7. The maximum number of 
PacketIn events per burst of pings reaches a maximum of 
about 6 packets with the classification flow idle timeout set 
to 15 seconds – 6 packets are processed at the controller under 
these load conditions before the flow is pushed to the switch.  
The time it takes for the flow to appear at the switch is the 
window within which ACE violations can occur in the 
Relaxed ACL model and is hence significant. Measurements 
on an actual switch are presented next. 
 

 
 
Figure 7.  Maximum Number of packetIn events (observed at the 
controller) per burst of packets. 

VI. MEASUREMENTS ON AN OMNIA TURRIS ROUTER 

    To measure how well our implementation would perform 
on commercially available hardware that may be a part of a 
home or small business, we tested our implementation an 
Omnia Turris  [7]  router that supports OpenVSwitch [8].  
Raspberry Pi devices were used for load generation.  
    We installed a MUD Profile using the DHCP mechanism 
which allows the device to be accessed on port 80 from any 
machine on the local network. The device can access 
www.nist.gov on port 443. All other access is denied. The 
baseline performance of the router was measured.  Relaxed 
ACLs were used to install the flow rules. Then, using iPerf  
[9], we measured the bandwidth with the MUD rules installed 
under different scenarios. This gives an indication of the 
overhead involved with MUD rule processing. As previously 
described, relaxed ACLs give us some advantages i.e., 
resilience to controller failures and reduced latency for 
packets that do not violate ACLs. However, packets may get 
through in violation of an ACL until the time a packet 
classification rule is pushed to the switch and appears in the 
switch table as a flow. How many packets get through before 
further communication is blocked? We used iPerf to perform 
an experiment where the device initiates an outbound 
connection with a peer on the local network and sends 
packets to it.  As the “attempted bandwidth” is increased, 
more packets make it through the pipeline before being 
blocked, reaching a maximum of about 3 MB total leakage 
before the flow rules are applied as shown in Figure 8. 
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Figure 8.   Relaxed ACL TCP packet leakage before ACL application. 
This is the amount of data that gets through before iperf stops.   

    Thus, if devices are expected to communicate infrequently 
and in short bursts, it is better to use the strict ACL model. 
Otherwise, it is possible that the communication may 
complete before the MUD ACE flow rules intervene. 
    Finally, we measured the overhead of strict ACLs on 
connection establishment. We initiate a connection from a 
local network resident device to a server accepting 
connections on port 80 on the MUD-compliant IOT device 
and measure the overhead in TCP connection establishment 
with and without relaxed ACL support over 100 attempts.  
The results are summarized in Table 1. 

 
ACL Model Max Connection 

establishment time (s) 
Standard 

deviation (s) 
Relaxed  0.002 .0003 

Strict 2.0 .15 
 
    Table 1: Max TCP connection establishment time for strict and relaxed 
ACLs. 
 
    Significantly worse performance for strict ACL is caused 
by packets being dropped before flow rules are pushed. 
Dropping packets when the TCP connection is being 
established adversely impacts the connection establishment 
time. Note that this phenomenon only occurs when the rule is 
first installed because of the round trip to the controller before 
the installation of the rule. 

VII CONCLUSION 

 
    In this paper we presented the design and implementation 
of the MUD standard on OpenFlow switches, thereby 
demonstrating its implementation feasibility – even on 
limited memory devices. Our design is model driven, resilient 
to controller failure and allows for dynamic re-configuration. 
Our design uses 𝑂(𝑁) flow rules for N distinct MAC 
addresses seen at the switch.  

    An open question is how to set the idle timeout for the 
flows.  Our timeout policy for the experiments described in 
this paper was to set the timeout the same for all devices – 
which makes sense in this case given a homogenous 
communication pattern with equal probability that a 
randomly selected pair of MAC addresses will communicate. 
In general, the communication between devices and between 
devices and its controller or host is not likely to be uniform. 
To achieve best utilization of the switch flow table memory, 
the idle timeout should be set high for MAC addresses that 
have a high probability of being referenced and set low for 
MAC addresses that have a low probability of being 
referenced [10]. It would be useful to extend the MUD 
standard to provide hints for communication frequency and 
length of communication burst for different MUD ACEs so 
that the controller can use this information to optimize 
timeouts and pick the appropriate management strategy on 
the classification flow table.  
    Our future work includes setting timeouts adaptively and 
combining MUD with an IDS to develop a comprehensive 
enterprise security architecture. 
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INTRODUCTION 

Electrical scanning probe microscopes (eSPMs), such as the scanning Kelvin force microscope (SKFM), scanning 
capacitance microscope (SCM), or various scanning microwave microscopes (SMMs) are sensitive to the electric 
field between the sample and tip. Interpretation of measurements with these techniques can be confounded due to 
unknown tip shape and volume of interaction with the sample. Any two-terminal electrical measurement of electric 
field, capacitance, resistance, or inductance depends on the shape of the electrodes at each terminal. For simple two-
dimensional metal-insulator capacitors, C = ε0εiA/ti where C is capacitance, εo is the electric constant, εi the relative 
permittivity of the insulator, A is the device area, and ti is the insulator thickness. For two-dimensional resistors, R = 
ρL/A, where R is the resistance, ρ the material resistivity, and L the device length. Without knowing the device 
geometries, the material electrical properties (in these examples, εi and ρ) cannot be deduced regardless of how 
accurately the capacitance or resistance is measured. For complex electrode shapes varying in three dimensions, such 
as eSPMs, the accuracy of extracted material properties depends on having detailed information about the shape of 
the electrodes.  

Any eSPM measurement of a spatially varying electric field at the surface of a sample has a large uncertainty due 
to the unknown details of the tip shape near the surface. We have designed an electric field gradient reference sample 
to provide an unambiguous known reference sample of transitions in electric field over small distances. Since all 
dimensions and materials of the reference sample are known, the electric field at the surface can be calculated 
precisely. This will allow the sources of error in the measured signal to be determined as a function of tip shape and 
measurement conditions. The reference also functions as a method of calibrating SKFM to improve its accuracy and 
to make calibrated measurements on unknowns. 

 
E-GRAD REFERENCE MATERIAL DESIGN 

We designed and built a test structure of 30 interdigitated buried metal lines that when biased will produce a 
stepped electric field across its length, Figure 1. Each set of three lines is connected to a polysilicon voltage divider 
that reduces the potential by a factor of 0.382 per stage. If the initial set of lines is biased at 10 V, voltages of 10 V, 
3.820 V, 1.459 V, 552 mV, 213 mV, 81.3 mV, 31.1 mV, 11.9 mV, 4.53 mV, 1.73 mV, and 0.66 mV are produced 
down the structure. The interdigitated lines on the other side of the structure can be grounded, at a backing potential, 
or 180o out of phase with their opposing interdigitated lines. Structures with four line-to-spacing geometries were 
produced: 1.2 µm lines with 6.8 µm spacing, 3.2 µm lines with 4.8 µm spacing, 5.2 µm lines with 2.8 µm spacing, 
and 6.8 µm lines with 1.2 µm spacing. The lines are fabricated beneath an intermetal dielectric of approximately 1 µm 
thick. The region of the test structure with buried metal is covered by a metal cap that is exposed by the final bonding 
pad contact cut. This metal cap is removed post chip fabrication by etching. 

                                                 
1 Mathew Fu contributed to this research as part of the NIST Summer Undergraduate Research Fellowship (SURF) program. He is currently an 
undergraduate student at Cornell University. 
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The SKFM typically produces images of the contact potential difference (CPD) between the conducting tip and a 
metallic surface. Our test structure has buried metal lines covered by a thin insulating layer. In this case, a contact 
potential cannot be defined as the oxide surface does not have a defined work function like a metal. This test structure 
effects the SKFM in two ways:  through the geometrical capacitance between the metallic lines and metal tip which 
varies with probe height, z, and through the electrostatic force generated by the potential difference between the 
biased lines and the SKFM tip. The potential at the oxide surface from a voltage biased buried metal line will depend 
on the bias voltage, thickness of the insulating cover layer and its dielectric constant. When measured with SKFM 
this test structure will produce a force on the tip that is the product of the differential capacitance, dC/dz and the 
applied voltage, with the contact potential replaced by an effective CPD induced by the buried metal lines, Eqn. 1. 
Setting the amplitude, A, proportional to force F, we can separate the dC/dz component and the bias voltage 
component of the EFM response, Eqn. 2. 

 

         [1] 
 

         [2] 
 
Where G(ω) is the transfer function relating the force, F, and the resulting amplitude of oscillation, A. Detailed 

three dimensional simulations of the test structure are underway using COMSOL2 MultiPhysics. Simulation will yield 
the expected electric field at the test structure surface and the potential difference measured with various tip shapes. 

 
REMOTE BIAS ELECTROSTATIC FORCE MICROSCOPY 

Biased, subsurface structures can be imaged with SKFM or electrostatic force microscopy (EFM) [1-2]. We found 
that the detection depth can be substantially improved, using a technique that we have dubbed remote bias induced 
EFM (RB-EFM). In RB-EFM, a set of synchronized ac with phase φ plus dc signals are sent to the adjacent sets of 
buried metal lines, instead of the cantilevered tip. An external ultra-high frequency lock-in amplifier (LIA) (Zürich 
Instrument, Zürich, Switzerland) was used to provide the excitation signals. To avoid interference with the atomic 
force microscope (AFM), the excitation near the cantilever second resonance was used. The amplitude and phase of 
the cantilever oscillation induced by the remote bias was measured from the AFM’s position sensitive detector (PSD) 
signal fed back to the LIA as the input signal, using the frequency of the remote bias as the reference signal. One side 
of the interdigitated lines are biased in phase, while the other side is biased 180o out of phase. This measurement 
scheme forces the tip oscillation to flip 180o when scanned from one line to the next with an abrupt transition between 
the lines. Since for any line the adjacent lines are biased 180o out of phase, the structure itself provides an active 
shield, allowing the effect of the central line on the cantilever to be isolated. 

 
RESULTS 

We report initial RB-EFM results here, obtained for a single set of lines biased at a series of discrete voltages 
(-5 V to +2 V), Figure 2. Each curve is an average of around 10 scans. The measured signal is proportional to the 
amplitude of cantilever vibration. The signal is forced to a minimum at the mid-point between adjacent lines by the 
change in phase in the driving signal between adjacent lines. As the dc bias on the lines is increased from -5 V to 
+2 V, the amplitude steadily decreases. Beyond +2 V, the signal reaches a minimum and begins increasing again with 
further increases in the dc bias. This is due to the effective contact potential difference induced by the buried metal 
lines. The RB-EFM response from the lines on the far ends of the test structure do not have a line biased 180o out of 
phase on their far side, resulting in an enhanced response. Applying Eqn. 2, we can separate the dC/dz component 
(independent of dc bias), Fig. 3, and the effective CPD from the buried metal structures, Fig. 4. The dC/dz component 
is due only to the geometry of the metal lines and the SPM tip. The effective contact potential is inherently due to the 

                                                 
2 Certain commercial equipment, instruments, or materials are identified in this paper in order to adequately specify the experimental procedure.  
Such identification does not imply recommendation or endorsement by NIST, nor does it imply that the materials or equipment used are 
necessarily the best available for the purpose. 
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materials and any fixed charge of the buried structure. The applied dc bias affects the magnitude of the response. At 
the center of the line, the induced response scales linearly with the applied dc voltage. 

 
 
 
 
 
 
 
 
 
 

 
 

Figure 1:  Photo micrograph of the prototype E-Grad Reference Structure. The area surrounding the active area is covered with a 
ground metal layer, hiding the voltage divider resistors from view. 
 
Figure 2:  RB-EFM amplitude measured for a single set of interdigitated lines at dc bias voltages increasing from -5 V to +2 V in 
1 V steps. 
 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 3:  The geometrical component of the response (dC/dz), which depends on the tip to metal line capacitance only. Data 

is calculated by taking the slope of amplitude versus dc bias voltage at each tip position point from Fig. 2. 
 
Figure 4:  Effective contact potential difference at the test structure insulator surface due to the buried metal lines. Eight curves 

from each dc bias are plotted, approximately the same effective CPD is seen regardless of the dc bias. 
 

CONCLUSIONS AND ONGOING WORK 

We built and tested a candidate electric field gradient reference material. Preliminary measurements show that we 
can separate the geometrical effects due to dC/dz, the effects of the test structure materials and fixed charge as an 
effective contact potential, and the effects of applied dc bias voltages. Detailed measurements on the complete test 
structure with a variety of tips are underway. The width of the transition region will provide a measure of spatial 
resolution. By comparing the measured response for each tip to the expected electric field at the test structure surface, 
we can extract a figure of merit for a given tip geometry and measurement procedure. 
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A programmable dark-field detector for imaging
two-dimensional materials in the scanning electron

microscope
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ABSTRACT

Unit cell orientation information is encoded in electron diffraction patterns of crystalline materials. Traditional
transmission electron detectors implemented in the scanning electron microscope are highly symmetric and are
insensitive to in-plane unit cell orientation information. Herein we detail the implementation of a transmission
electron detector that utilizes a digital micromirror array to select anisotropic portions of a diffraction pattern
for imaging purposes. We demonstrate that this detector can be used to map the in-plane orientation of grains in
two-dimensional materials. The described detector has the potential to replace and/or supplement conventional
transmission electron detectors.

Keywords: digital micromirror device (DMD), scanning electron microscope (SEM), scanning transmission
electron microscopy (STEM), transmission electron detector

1. INTRODUCTION

The scanning electron microscope (SEM) is widely used for imaging the surfaces of materials over six orders of
magnitude in scale (10−3 m to 10−9 m).1 In an SEM, a focused electron beam (ca. 1 nm diameter on modern
field emission SEMs) is scanned across the surface of a bulk sample in a raster pattern. At each point on the
sample, the electron beam interacts with the sample and generates a signal that is measured to create an image.
By far, the most common signal measured to generate an image is known as the secondary electron (SE) signal,
comprised of low-energy inelastic electrons, emitted in the backscatter direction. Generally, these electrons
are collected over a large solid angle with an Everhart-Thornley detector2 and are relatively insensitive to the
sample crystallography. When applied to 2D materials, SE images are generally used for their topographic,1

work function,3 or material-dependent SE-yield4 contrast mechanisms.

For nanomaterials in an SEM, where the electron mean free path at 30 keV can be comparable to the material
thickness, most of the incident electrons undergo small-angle scattering events and transmit through the sample
(Figure 1a). This transmitted electron scattering distribution forms a diffraction pattern in the far-field, and
portions of it can be detected to create real-space images. Experimental diffraction patterns of amorphous and
crystalline materials are shown in Figure 1b. In the SEM, transmission electron detectors are usually axially
symmetric and integrate circular or annular regions of the diffraction pattern (e.g. Figure 1a). When the central
disk of the diffraction pattern is spatially integrated, the corresponding image is called a ‘bright field’ (BF)
image. Conversely, if some portion of the area outside the central disc is spatially integrated, the corresponding
image is called a ‘dark-field’ (DF) image. A common type of DF image is the annular dark-field (ADF) image.
While these imaging modes enable mass-thickness measurements,1 they generally do not contain interpretable
crystallographic information in an SEM for 2D materials.

To obtain image contrast based on crystallographic orientation of 2D materials, a non-axially symmetric
portion of the diffraction pattern needs to be integrated. As an example, we use the six-fold symmetric diffraction

*Contribution of NIST, an agency of the US government; not subject to copyright in the United States.
Further author information: (Send correspondence to B.W.C.)
B.W.C.: E-mail: benjamin.caplins@nist.gov
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Figure 1. (a) Schematic of a scanning transmission electron microscope. An electron gun emits electrons which are
focused onto a thin, electron-transparent sample. The transmitted electrons then strike an electron detector. (b) Example
electron scattering distributions (30 keV) incident on a transmission detector. The left image shows an axially symmetric
diffraction pattern from an amorphous material, while the right image shows an anisotropic diffraction pattern from a
crystalline material. The diffraction pattern on the right is from a single crystal region of monolayer graphene. (c) Two
types of detectors capable of discerning anisotropy in crystalline diffraction patterns. A physical mask may be used to
isolate a subset of the diffracted electrons, which are then summed on an integrating detector. Alternatively, the full
diffraction pattern may be imaged and saved for each beam position resulting in a four dimensional dataset, I(x, y, kx, ky)
(i.e., 4D-STEM).

pattern of graphene in Figure 1b. To generate orientation contrast, the imaging mask must collect the diffracted
electrons from a specific graphene orientation, while rejecting the diffracted electrons from other, rotated domains.

There are currently two methods to accomplish this goal. In the first method, a physical mask is placed over
a high-bandwidth integrating detector to select a subset of the scattered electrons (Figure 1c).5 Alternatively,
the active area of the detector is constructed to have a defined shape. This method has the benefit of being
simple to implement using high-bandwidth integrating electron detectors that can collect megapixel images in
just a few seconds. However, these integrating detectors cannot reconstruct the full diffraction pattern, meaning
that it is not always known what scattering conditions are being selected. An additional challenge is that it is
difficult to manipulate the orientation of a physical mask/detector inside a vacuum chamber.

In the second method referred to as 4D-STEM, the diffraction pattern is collected for each beam position
resulting in a four dimensional dataset, I(x, y, kx, ky). Either a pixelated direct electron detector6 (not com-
mercially available for SEMs at this time) or a scintillator/camera combination7 (Figure 1c) can be used to
collect this data. With the 4D dataset in hand, the in-plane crystallographic orientation can be deduced from
the diffraction patterns. Unfortunately, the 4D-STEM method suffers from the relatively slow readout rate of
cameras (≈ 103 frames per second) resulting in ≈ 103 seconds per scan. Furthermore, the large datasets are only
sparsely populated with information and are, at present, unwieldy to transfer and analyze.

Herein, a new transmission detector called the programmable scanning transmission electron microscope (p-
STEM) detector is described.8,9 This detector utilizes a digital micromirror device (DMD) to give direct access
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to the full electron diffraction pattern, with the additional capability to rapidly create targeted DF images, that
can emphasize the crystallographic orientation of the sample. In many ways, this detector is a modern realization
of a detector suggested by Cowley and Spence in 1979, which used tiny mirrors on actuators in place of a DMD.10

As a proof of principle, we use the p-STEM detector to map the in-plane orientation of a graphene sample and
generate diffraction contrast from multilayer graphene. To date, orientation mapping of graphene has not been
demonstrated with any other method in an SEM; this represents one of the most difficult samples to characterize
due to carbon’s low scattering cross section.11 To generate grain orientation maps of graphene, one could resort
to performing conventional DF transmission electron microscopy (TEM).12,13 Due to DMD technology, however,
we can perform this characterization in widely available and accessible SEMs.

2. DETECTOR CONSTRUCTION

A preliminary description of the detector’s basic optical design and construction was given previously,8 and a
followup manuscript described the incorporation of the detector into an SEM and showed proof-of-principle data
on several material samples.9 Here we provide a brief overview of the detector with an emphasis on describing the
light collection efficiency as it directly influences the overall detector quantum efficiency (DQE) of the p-STEM
detector.∗

Figure 2. Schematic of the programmable scanning transmission electron microscopy (p-STEM) detector. A focused
electron beam is scanned across a thin, electron transparent sample. The transmitted electrons strike a YAG:Ce crystal
(Crytur, t = 100µm , φ 12.7 mm, 50 nm Al top-coat, AR bottom-coat) which emits photons. These photons are imaged
out of the vacuum chamber through a window (Eksma Optics, 220-1203M+ARB625) and onto a DMD (Vialux, V-7000)
with an achromat pair (Thorlabs, AC254-100-A, AC254-150-A). The upper arm images the DMD surface to a CMOS
camera (IDS, UI-3252LE) positioned at the Scheimpflug image plane. The lower arm images (Thorlabs, MAP052550-A)
the DMD surface to a PMT (Hamamatsu, H10721-210) which is amplified (Stanford Research, SRS570) before being sent
into the auxiliary detector input of an SEM (Zeiss, GeminiSEM 300). The SEM, CMOS camera, and DMD are controlled
via software developed in-house.

∗Commercial instruments, equipment, or materials are identified only in order to adequately specify certain procedures.
In no case does such an identification imply recommendation or endorsement by NIST, nor does it imply that the products
identified are the best available for the purpose.
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2.1 Detector Hardware

The electron detector is constructed as shown in Figure 2 and can be separated into three parts: photon
generation, photon transport, and photon detection. Photons are generated when the transmitted electrons
strike a YAG:Ce scintillator crystal. Monte Carlo simulations (not shown) can provide insight into the photon
generation process.14 For example, simulations have shown that at a 30 keV beam energy, approximately 15 %
of incident electron kinetic energy is lost due to electrons backscattered out of the scintillator. The remaining
energy is deposited on the order of 1µm deep into the scintillator material, far from the aluminum coating which
might quench the excited Ce3+ ions. The conversion efficiency given for the YAG:Ce is 30 photons per keV
(λ = 547 nm) which gives a yield of 765 photons per electron which we assume are isotropically emitted.

While the photon generation step has a large intrinsic gain, the photon transport from the scintillator to the
detector has a significant loss. The dominant loss is due to the small solid angle collected by the imaging optics.
Only approximately 1 in 1000 photons is collected, which effectively cancels the gain of the electron generation
step. An electron transparent, optically reflective coating (50 nm of aluminum) on the top surface of the YAG:Ce
crystal enhances the photon collection efficiency, while the reflective losses in the optical system slightly degrade
the photon collection efficiency. In the final step, the photons are detected by a photomultiplier tube, which has
a low quantum efficiency (QE) at visible wavelengths. These steps and their relative gain/loss coefficients for
the detector configuration used here are given in Table 1.

Table 1. Steps in the photon generation, transport, and detection chain with calculated gain and loss coefficients. The
total efficiency is the product of all the coefficients.

step coefficient notes

deposition of energy into the scintillator 0.85 Loss due to electron backscattering estimated
from Monte Carlo simulation.14

energy to photon conversion 765 Assumes 30 photons (λ = 547 nm) generated
per 1 keV energy deposited with a 30 keV
electron beam. Value from manufacturer.15

increase in effective source intensity due to
reflective coating

1.9 Assumes a 90 % reflectance from 50 nm Al.16

fraction of solid angle collected 9.7× 10−4 Assumes the φ 22.9 mm clear aperture of a
f = 100 mm lens is the limiting aperture.
Includes the change in refractive index going
from YAG:Ce (n = 1.82) to air (n = 1).

reflective losses 0.9 Assumes 99 % transmission (reflectivity)
from the various glass (mirror) surfaces.
Lenses and vacuum window have
antireflective coatings.

loss from DMD 0.65 Includes DMD fill factor, reflectivity, window
transmission, and diffraction efficiency as
quoted by the DMD manufacturer.17

photomultiplier quantum efficiency (QE) 0.12 As quoted from PMT manufacturer.18

Combining the gain/loss coefficients, we calculate that for every electron that strikes the scintillator there
is a 8.4 % chance that it is detected, which gives a DQE of 0.078 assuming the detector has no noise sources
other than counting statistics.19 Table 1 suggests there are two main routes to improve detector efficiency –
the detector QE and the photon efficiency. First, the QE of the detector is 0.12, which leaves significant room
for improvement. For example, a GaAsP PMT achieves ca. 40 % QE at 550 nm,20 though for some dark-field
imaging applications the DQE could be degraded by the relatively high dark count rate of such detectors. Second,
and most important, the collection efficiency of the optics is poor – on the order of 0.1 %. To improve this, larger
numerical aperture lenses could be used, albeit at the expense of either increased aberration/distortion and/or
reduced field of view.
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Experimentally we estimated the probability of electron detection as 0.035 via a photon counting approach.
Briefly, at a very low electron beam current the beam current is measured with a Faraday cup. Under effectively
identical conditions, the photon count rate was also measured. For low DQEs, the ratio of the photon count
rate to electron beam current in electrons per second yields the average number of photons detected per electron
incident on the scintillator. The dominant source of error arises from the the difficulty in detecting a photon
event in the PMT signal. By adjusting the photon detection criteria within a reasonable range, we estimate an
uncertainty of at least to 20 % on the measured probability of electron detection.

The values in Table 1 result in an average photon yield approximately twice that of the photon counting
measurement, though this is not unexpected. The calculation assumes the literature/manufacturer values are
accurate for the scintillator conversion efficiency and PMT QE, but theses values are known to vary from batch
to batch, and the conditions under which they were determined are not specified. Additionally, the calculation
assumes the optical system is perfectly aligned, which is likely not the case due to the difficulty of aligning
an optical system with the physical constraints imposed by the vacuum chamber. In any case, the calculated
and measured detection probabilities are in qualitative agreement, suggesting that the limitations of the optical
assembly are understood. We note that we do not characterize the CMOS camera arm of the optical assembly,
because the integration times for diffraction patterns are generally many orders of magnitude longer than the
dwell times used for SEM image acquisition.

Finally, it is worth placing the DQE measurements/calculations in the context of an actual DF imaging
experiment in an SEM. The beam current on a field emission SEM is on the order of 300 pA which corresponds
to 2× 109 electrons per second. For monolayer graphene, a kinematic scattering calculation predicts ≈ 0.2 % of
the beam will scatter into the 2nd order diffraction spots. For a DF image based on the 2nd order diffraction
spots, the scattering efficiency, and the DQE, result in an electron detection rate of ca. 2.9 × 105 electrons
per second. This count-rate is notable for two reasons. First, the PMT selected for the p-STEM detector has
a dark count rate several orders of magnitude below this expected signal, and thus should not add additional
noise. Second, because of the high contrast intrinsic to DF images, a 1 megapixel DF image should be able to
be acquired on the order of minutes with a signal to noise in excess of the Rose criterion. In this manuscript,
integration times for single DF images were ≤ 120 s, in reasonable agreement with this estimate.

2.2 Detector Software

To utilize the p-STEM detector in an experiment, software was developed to control the SEM, the DMD, and the
two optical detectors (PMT and CMOS camera) simultaneously. Two main modes were developed. In ‘diffraction
mode’ the user can load an SEM micrograph into a graphical user interface (GUI) and select several regions
of the sample from which to collect diffraction patterns. In this mode, the program tilts all the micromirrors
towards the CMOS camera, positions the electron beam at the locations on the sample specified by the user, and
then collects and saves the diffraction patterns. These diffraction patterns are then corrected for optical imaging
distortions using an affine transform and presented to the user.

In ‘imaging mode’, the user loads in diffraction patterns from regions on their sample. Then using the GUI,
the user can create various digital masks to apply to the DMD which will serve as a digital ‘objective aperture’ to
collect bright and dark field images of the sample. The types of masks that are currently included in the GUI are
circular, annular, two dimensional lattices, user selected spots, and combinations thereof. More complex masks
can be generated via external scripts. Once the user has specified a diffraction mask, the mask is mapped to the
DMD image plane and applied to the DMD. The user can then collect images with the SEM software using the
output of the PMT as the signal source. Further details on the method of mapping the diffraction images and
masks to different image planes is given in a previous manuscript.9

3. APPLICATIONS OF THE DETECTOR TO GRAPHENE

3.1 Orientation Contrast in Monolayer Graphene

As a proof-of-principle we use graphene samples on a lacey carbon support (Ted Pella, 21710) to show orientation-
based contrast with the p-STEM detector. These films consist of continuous, mostly flat monolayer graphene
across the TEM grid with small patches of bilayers. Folds and wrinkles of the graphene are also present. Coating
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Figure 3. This figure shows how the p-STEM detector can yield orientation contrast from graphene samples that is
totally absent from conventional SEM imaging modes. All real-space images are from the same field-of-view. (a) A SE
image of a monolayer graphene sample. (b) An ADF image. Neither of these ‘conventional’ SEM imaging modes show
any measurable orientation contrast from the graphene – they only show debris on the graphene surface. (c,d) Diffraction
patterns from the two locations specified in (a). The two diffraction patterns are rotated 23◦ with respect to one another.
(e,f) DF images collected by masking the diffraction patterns as shown in (c,d).

the graphene films is a mixture of amorphous (polymer leftover from a transfer step) and crystalline (assumed
to be leftover salts from the etching and lift-off process) materials.

Figure 3 shows conventional SEM imaging modes in addition to diffraction contrast images made possible
by the p-STEM detector. Figure 3a is an SE image taken with a conventional Everhart-Thornley detector, and
Figure 3b is an ADF image taken with an annulus that is set to accept the signal from (transmitted) electrons
diffracted by the graphene lattice. Both images show similar features, though the ADF image has greater signal
to noise. The small dark patches are likely clean graphene, while the grey texture that coats the surface is
assigned as adsorbed organic – likely polymer residue.21 The small bright spots (≈ 10 nm) are crystalline debris.

Figure 3c-d show diffraction patterns collected in ‘diffraction mode’ at locations I and II as specified in Figure
3a. The diffraction patterns show two main features. First, they show the first three diffraction orders from
graphene as spots (the 3rd order is extremely weak as expected). The relative intensity of the 1st and 2nd order
diffraction spots was measured to be close to 1 and indicates that the graphene is monolayer thickness.22 The
two diffraction patterns show a 23◦ relative orientation. Second, low intensity diffuse rings are visible near the
1st and 2nd order diffraction spots. These rings are due to the amorphous debris coating the sample. Prolonged
exposure to the electron beam will increase these diffuse rings via electron-beam-induced sample contamination.

Figure 3e-f show DF images collected by creating two different DF masks that collect the diffraction spots
of each diffraction pattern in Figure 3c-d. In these images, there is a clear contrast between the left and right
sides of the field of view separated by a distinct interface. This interface is a grain boundary, and the spatial
resolution is limited only by that of the SEM image. We note that this interface is not visible in conventional
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Figure 4. This figure shows how the p-STEM detector can perform orientation mapping of graphene. (a) A DF mask
is designed to overlap with the 1st and 2nd order graphene diffraction spots over a finite angular range of the in-plane
orientation angle, φ. A series of 30 such masks are generated for φ ∈ {0◦, 2◦, 4◦...58◦} and a DF image is collected for
each mask. From this stack of images, an orientation map can be constructed and is displayed in (b). Here the lacey
carbon is colored black, and holes in the graphene sheet are colored white. Several grains with different orientation are
obvious in the field of view.

SEM imaging modes (BF, ADF, SE) regardless of the image processing steps taken. The data show that the
p-STEM detector is capable of obtaining image contrast not available with conventional SEM imaging modes.

Once this diffraction contrast is observed, it is relatively straightforward to develop an automated method for
mapping the orientation of graphene domains. Here, a series of digital masks is generated that has the symmetry
of the graphene diffraction pattern, but with each mask having a different in-plane orientation parameterized
by φ (Figure 4a). By generating a series of these masks that span the angular range φ ∈ [0◦, 60◦] and collecting
a DF image for each mask, we can determine the orientation of the graphene lattice at each pixel. Figure 4b
shows an orientation map with several grains of graphene visible. To obtain high quality orientation maps,
we performed rigid image registration to account for sample drift.23 Additionally, the data in Figure 4b was
filtered with a total variational denoising algorithm on each DF image prior to computing the orientation. Total
variation denosing significantly reduces the noise in piecewise constant images without smoothing the edges (i.e.
grain boundaries).24 In the present work, we used a first circular moment analysis of the image stack to obtain
the graphene orientation.25 More advanced peak finding or pattern matching methods26 would likely be more
accurate at an increased computational cost.

3.2 Orientation Contrast in Bilayer Graphene

In addition to mapping the orientation contrast in monolayer graphene films, this detector can be used to map
the orientation in bilayer films. Figure 5a shows a SE image of a graphene film. Diffraction patterns were
collected at location I and II as indicated and are shown in Figure 5b-c respectively. Location II shows only a
single orientation of graphene, while location I shows a two orientations of graphene. Three DF images were
collected corresponding to the masks shown. The DF image corresponding to the dotted blue mask in Figure 5b
represents a background image due to electrons scattered from the surface debris and lacey carbon. Figure 5e-f
correspond to the two DF masks that each collected the electrons scattered from a particular graphene lattice
orientation. The data show that there is an annular shaped island of graphene on top of a continuous graphene
sheet.

3.3 Moire Fringe Contrast in Multilayer Graphene

Multiple layers of graphene with nearly the same orientation will give rise to moire fringes/patterns in DF images.
If visible, these periodic signals give insight into the local stacking of graphene multilayers. Figure 6a shows a
diffraction pattern collected from a multilayer region of graphene. Three DF images were collected (Figure 6b-d)
using the three diffraction spots specified. In all three DF images, moire fringes are readily visible signifying
strain and/or misorientation between the layers.27
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Figure 5. This figure shows how the p-STEM detector can characterize the orientation of graphene bilayers. (a) A SE
image of a region of a graphene film supported on lacey carbon. (b,c) Diffraction patterns collected at the two locations
specified in (a). Location I shows two graphene diffraction patterns with a relative orientation of 30◦, while location
II only shows one of the two graphene orientations. (d,e,f) DF images collected by masking the diffraction patterns as
shown in (b,c). Since the DF mask used to collect (d) is not coincident with a graphene lattice, it serves as a background
image due to scattering from surface debris and the lacey carbon. Here the lacey carbon is colored red, the surface debris
is colored blue. In (e,f) graphene shows up as green due to the fact the the mask is capturing the electrons scattered
by the graphene lattice. These images show that while the conventional SE image is not sensitive to the layer number
and orientation of the graphene lattice, the DF images can easily discern the presence of a rotated bilayer island on a
contiguous graphene monolayer support.

Figure 6. This figure highlights that the DF imaging afforded by the p-STEM is sensitive to lattice strain. (a) A
diffraction pattern is collected from the field of view in (b,c,d). (b,c,d) DF images collected by masking a single 2nd
order graphene diffraction spot as specified in (a). Moire fringes are readily visible and contain information on the local
stacking of graphene multilayers.
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4. CONCLUSIONS

Traditional imaging modes in an SEM have limited sensitivity to the crystallographic orientation of 2D materials.
Herein, crystallographic contrast was not observed on monolayer graphene when using an Everhart Thornley
SE detector or a BF or ADF transmission electron detector. The basic problem is that orientational contrast
requires a non-axially symmetric detector capable of differentiating in-plane rotations. One method to construct
a detector sensitive to in-plane orientation uses a DMD in an image plane conjugate to the diffraction pattern to
serve as a programmable DF mask. By incorporating DMD technology into the p-STEM detector, we are able
to switch between ‘imaging’ and ‘diffraction’ modes without any macroscopic moving parts. This allows the user
to perform all DF masking operations digitally. We demonstrate that the p-STEM detector has the potential
to characterize grain orientation in 2D materials. We believe that DMD technology will enable the SEM to be
used to investigate phenomena that previously required the use of a TEM.

ACKNOWLEDGMENTS

We thank Ryan White (NIST) and Ann Chiaramonti Debay (NIST) for helpful microscopy related discussions,
and Callie Higgins (NIST) for discussions related to optics. This work was performed while B.W.C. held a Na-
tional Research Council Postdoctoral Associateship. The authors also thank the NIST Small Business Innovation
Research Program for supporting RadiaBeam Technologies’ detector development under Contract SB1341-14-
CN-0026.

REFERENCES

[1] Goldstein, J. I., Newbury, D. E., Echlin, P., Joy, D. C., Lyman, C. E., Lifshin, E., Sawyer, L., and Michael,
J. R., [Scanning Electron Microscopy and X-ray Microanalysis ], Springer US, Boston, MA (2003).

[2] Everhart, T. E. and Thornley, R. F. M., “Wide-band detector for micro-microampere low-energy electron
currents,” Journal of Scientific Instruments 37, 246–248 (jul 1960).

[3] Zhou, Y., Fox, D. S., Maguire, P., O’Connell, R., Masters, R., Rodenburg, C., Wu, H., Dapor, M., Chen,
Y., and Zhang, H., “Quantitative secondary electron imaging for work function extraction at atomic level
and layer identification of graphene,” Scientific Reports 6, 21045 (aug 2016).

[4] Yoo, Y., Degregorio, Z. P., and Johns, J. E., “Seed Crystal Homogeneity Controls Lateral and Vertical
Heteroepitaxy of Monolayer MoS2and WS2,” Journal of the American Chemical Society 137(45), 14281–
14287 (2015).

[5] Holm, J. and Keller, R. R., “Angularly-selective transmission imaging in a scanning electron microscope,”
Ultramicroscopy 167, 43–56 (aug 2016).

[6] Faruqi, A. and McMullan, G., “Direct imaging detectors for electron microscopy,” Nuclear Instruments
and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equip-
ment 878, 180–190 (jan 2018).

[7] Fundenberger, J. J., Bouzy, E., Goran, D., Guyon, J., Yuan, H., and Morawiec, A., “Orientation mapping
by transmission-SEM with an on-axis detector,” Ultramicroscopy 161, 17–22 (2016).

[8] Jacobson, B. T., Gavryushkin, D., Harrison, M., and Woods, K., “Angularly sensitive detector for trans-
mission Kikuchi diffraction in a scanning electron microscope,” Proceedings of SPIE of SPIE 9376(310),
93760K (2015).

[9] Caplins, B. W., Holm, J. D., and Keller, R. R., “Transmission imaging with a programmable detector in a
scanning electron microscope,” Ultramicroscopy 196, 40–48 (jan 2019).

[10] Cowley, J. and Spence, J., “Innovative imaging and microdiffraction in stem,” Ultramicroscopy 3, 433–438
(jan 1978).

[11] Reimer, L., [Scanning Electron Microscopy ], vol. 45 of Springer Series in Optical Sciences, Springer Berlin
Heidelberg, Berlin, Heidelberg (1998).

[12] Kim, K., Lee, Z., Regan, W., Kisielowski, C., Crommie, M. F., and Zettl, A., “Grain Boundary Mapping
in Polycrystalline Graphene,” ACS Nano 5, 2142–2146 (mar 2011).

Caplins, Benjamin; Holm, Jason; Keller, Robert. 
”A programmable dark-field detector for imaging two-dimensional materials in the scanning electron microscope.” 

Paper presented at SPIE Photonics West 2019, San Francisco, CA, United States. February 2, 2019 - February 7, 2019. 

SP-634



[13] Huang, P. Y., Ruiz-Vargas, C. S., van der Zande, A. M., Whitney, W. S., Levendorf, M. P., Kevek, J. W.,
Garg, S., Alden, J. S., Hustedt, C. J., Zhu, Y., Park, J., McEuen, P. L., and Muller, D. A., “Grains and
grain boundaries in single-layer graphene atomic patchwork quilts,” Nature 469, 389–392 (jan 2011).

[14] Demers, H., Poirier-Demers, N., Couture, A. R., Joly, D., Guilmain, M., De Jonge, N., and Drouin,
D., “Three-dimensional electron microscopy simulation with the CASINO Monte Carlo software,” Scan-
ning 33(3), 135–146 (2011).

[15] CRYTUR, “YAG:Ce Technical Parameters.”

[16] Hass, G. and Waylonis, J. E., “Optical Constants and Reflectance and Transmittance of Evaporated Alu-
minum in the Visible and Ultraviolet,” Journal of the Optical Society of America 51, 719 (jul 1961).

[17] Instruments, T., “DLP7000 Technical Documents.”

[18] Hamamatsu, “Photosensor module: H10721-210.”

[19] Browne, M. and Ward, J., “Detectors for stem, and the measurement of their detective quantum efficiency,”
Ultramicroscopy 7, 249–262 (jan 1982).

[20] Thorlabs, “PMT2101 - GaAsP Amplified PMT.”

[21] Dyck, O., Kim, S., Kalinin, S. V., and Jesse, S., “Mitigating e-beam-induced hydrocarbon deposition on
graphene for atomic-scale scanning transmission electron microscopy studies,” Journal of Vacuum Science
& Technology B, Nanotechnology and Microelectronics: Materials, Processing, Measurement, and Phenom-
ena 36, 011801 (jan 2018).

[22] Shevitski, B., Mecklenburg, M., Hubbard, W. A., White, E. R., Dawson, B., Lodge, M. S., Ishigami, M.,
and Regan, B. C., “Dark-field transmission electron microscopy and the Debye-Waller factor of graphene,”
Physical Review B 87, 045417 (jan 2013).

[23] Guizar-Sicairos, M., Thurman, S. T., and Fienup, J. R., “Efficient subpixel image registration algorithms,”
Optics Letters 33, 156 (jan 2008).

[24] Rudin, L. I., Osher, S., and Fatemi, E., “Nonlinear total variation based noise removal algorithms,” Physica
D: Nonlinear Phenomena 60, 259–268 (nov 1992).

[25] Mardia, K. V. and Jupp, P. E., eds., [Directional Statistics ], Wiley Series in Probability and Statistics, John
Wiley & Sons, Inc., Hoboken, NJ, USA (jan 1999).

[26] Chen, Y. H., Park, S. U., Wei, D., Newstadt, G., Jackson, M. A., Simmons, J. P., De Graef, M., and Hero,
A. O., “A Dictionary Approach to Electron Backscatter Diffraction Indexing,” Microscopy and Microanal-
ysis 21, 739–752 (jun 2015).

[27] Brown, L., Hovden, R., Huang, P., Wojcik, M., Muller, D. A., and Park, J., “Twinning and Twisting of
Tri- and Bilayer Graphene,” Nano Letters 12, 1609–1615 (mar 2012).

Caplins, Benjamin; Holm, Jason; Keller, Robert. 
”A programmable dark-field detector for imaging two-dimensional materials in the scanning electron microscope.” 

Paper presented at SPIE Photonics West 2019, San Francisco, CA, United States. February 2, 2019 - February 7, 2019. 

SP-635



A Phish Scale: Rating Human Phishing Message 
Detection Difficulty 

Michelle P. Steves  

National Institute of Standards and 
Technology 

michelle.steves@nist.gov 

Kristen K. Greene 
 National Institute of Standards and 

Technology 
kristen.greene@nist.gov 

Mary F. Theofanos  
National Institute of Standards and 

Technology 
mary.theofanos@nist.gov

Abstract—As organizations continue to invest in phishing 
awareness training programs, many Chief Information Security 
Officers (CISOs) are concerned when their training exercise click 
rates are high or variable, as they must justify training budgets to 
those who question the efficacy of training when click rates are not 
declining. We argue that click rates should be expected to vary 
based on the difficulty of the phishing email for a target audience. 
Past research has shown that when the premise of a phishing email 
aligns with a user’s work context, it is much more challenging for 
users to detect a phish. Given this, we propose a Phish Scale, so 
CISOs and phishing training implementers can easily rate the 
difficulty of their phishing exercises and help explain associated 
click rates. We based our scale on past research in phishing cues 
and user context, and applied it to previously published data and 
new data from organization-wide phishing exercises targeting 
approximately 5 000 employees. The Phish Scale performed well 
with the current phishing dataset, but future work is needed to 
validate it with a larger variety of phishing emails. The Phish Scale 
shows great promise as a tool to help frame data sharing on 
phishing exercise click rates across sectors.    

Keywords—phishing cues, embedded phishing awareness 
training, operational data, network security, phishing defenses, 
security defenses 

I. INTRODUCTION 
According to Cybersecurity Ventures’ 2017 Official Annual 

Cybercrime Report, it is estimated that cybercrime damages will 
cost the world $6 trillion annually by 2021 [5]. These cost 
projections are supported by historical cybercrime figures and 
recent year-over-year growth. Furthermore, there has been a 
notable increase in hacking activities sponsored by hostile 
nation states, as well as activities from organized crime 
syndicates. Finally, the cyber attack surface continues to grow, 
in large part due to an explosion of Internet of Things (IoT) 
devices. Humans are another particularly important component 
of the overall attack surface, as social engineering continues to 
be successful. In recognition of the importance of human 
behavior in cybersecurity, organizations are more widely 
investing in cybersecurity awareness programs for their 
computer users, and often on phishing training in particular. 
Embedded phishing awareness training is popular—and in some 
cases, mandated—in a wide variety of sectors, such as financial 
services, government, healthcare, and academia. In this type of 
training, simulated phishing emails are sent that mimic real-
world threats, in order to raise employee phishing awareness.  

Not surprisingly, many Chief Information Security Officers 
(CISOs) are concerned when their training exercise click rates 
are high. This is especially true for more mature or long-running 
awareness programs, as CISOs often expect lower and lower 
click rates to show the effectiveness of training. Further, the 
Return on Investment (ROI) for such training may be questioned 
if click rates are high or even variable. However, low click rates 
do not necessarily indicate training effectiveness and may 
instead mean the phishing emails used were: 1) too easy, 2) not 
contextually relevant for most staff, or 3) the phish was repeated 
or very similar to previous exercises. In fact, low click rates and 
training programs in general, can generate a false sense of 
security or complacency if considered in isolation. Phishing 
awareness training program click rates must be part of a more 
comprehensive, metrics-informed approach to effectively 
understand and combat phishing threats [15]. 

Past work [14] has shown that click rates will vary based on 
the contextual relevance of the phish, with highly contextually 
relevant phish resulting in extreme spikes in click rates—despite 
years of phishing awareness training. Furthermore, attackers 
continue to refine and vary phishing attack premises. Although 
“traditional” phishing emails are still quite successful, attackers 
are becoming more sophisticated and creative all the time. 
Additionally, there is a treasure trove of readily available 
information online that attackers can use to better tailor phish 
and capitalize on contextual relevance. While some information 
is willingly and openly shared by users on social media, much 
other information has been exposed through large-scale data 
breaches, such as the recent Facebook hack [29].  

While repetition is important for training phishing 
recognition and for conditioning reporting behavior, simple 
repetition of the same or very similar phishing emails does not 
represent the full spectrum of phishing threats observed in the 
real world. It is important to vary phishing exercises 
appropriately and challenge staff with contextually relevant 
phish of varying difficulty to provide training on new scams—
for which variable click rates should be expected. This should 
not be viewed as a negative effect but rather a positive outcome, 
as it means organizations are truly training their staff with phish 
that represent current real-world threats. But how exactly does 
one measure the difficulty of a given phishing email? While we 
can certainly measure click rates post-hoc and infer detection 
difficulty somewhat from those numbers, we would prefer an a 
priori method of difficulty determination. In discussions with 
CISOs at [17], [18], and others, we found that a method to 
determine phishing message difficulty would indeed be highly 
beneficial for those responsible for phishing training 
implementation. To meet this need, we propose a Phish Scale, 
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an easy way for CISOs and training implementers to 
characterize the difficulty of their phishing exercises and 
provide context for the associated metrics. This context is a 
missing element that training implementers need to improve the 
training benefit of their exercises and subsequent ROI. 

In this paper, we describe our exploratory effort to construct 
a preliminary conceptual version of the Phish Scale and its 
components. Further, we use the Phish Scale to determine the 
difficulty rating for each of seven real-world phishing training 
exercises that are described in detail. Then we observe if the 
Phish Scale difficulty rating for each exercise aligns with the 
exercise’s actual click rate. Finally, we discuss our observations, 
limitations of the effort to-date, as well as future work including 
refinement of its components and validation of the overall scale 
through a wider variety of phishing emails. 

II. BACKGROUND 
Technological and human-centered approaches are used in 

conjunction to combat email phishing. Technologically-focused 
approaches include mechanisms like filtering, firewalls, and 
blacklists, whereas human-centered approaches tend to focus on 
cybersecurity awareness training, and often on phishing 
specifically. Due in part to advances in Machine Learning (ML) 
and  Artificial Intelligence (AI), email filters in particular, are 
becoming ever more effective at blocking generic spam. This 
has meant that users now see fewer emails of this nature in their 
inboxes. Recent work has posited the existence of the 
“Prevalence Paradox” [34], suggesting that users may therefore 
be more vulnerable when such emails do get through, due to 
their reduced experience with potentially malicious emails. Yet 
other work [25] has shown that people often expand their 
concept of a given stimulus in response to a decrease in the 
prevalence of said stimulus, for example, seeing neutral faces as 
threatening when threatening faces became rare. Although the 
series of experiments by Levari et al. did not address phishing 
specifically, given the set of topics they investigated, it would 
certainly be plausible to expect their findings to hold in the 
phishing domain. We hope additional research on the effects of 
prevalence on phishing detection—for both humans and AI—
will reconcile different findings on prevalence. 

In addition to prevalence, there are numerous other factors 
that complicate human detection of phishing emails. There are 
several existing theories and models of phishing susceptibility 
that are highly relevant for the development of a Phish Scale. 
These theories and models directly address the types of email 
cues, tactics, and individual user characteristics that together 
help—at least partially—explain the relative ease or difficulty of 
human phishing detection.  

Protection Motivation Theory, or PMT [33] addressed user 
perceptions of threat and corresponding perceived threat 
management ability. PMT has largely been applied to security 
behavior in general, although Wang et al. [41] did apply PMT 
specifically to phishing threat perception. Much more recently 
than PMT, which was originally proposed in 1975, an Integrated 
Information Processing Model of Phishing Susceptibility, or 
IIPM, was proposed [38]. The IIPM proposed that users’ limited 
attentional resources for information processing are essentially 
hijacked when certain techniques like urgency are used to 
influence behavior, meaning that users rely on heuristic 
information processing (System I, [22]), rather than engaging in 

deeper, more systematic processing (System II, [22]). When this 
type of surface level information processing style is used it 
makes users more likely to overlook or ignore cues that might 
otherwise tip a user off as to the legitimacy of the email, such as 
an incorrect sender address. In 2016, Vishwanath et al. proposed 
the Suspicion, Cognition, and Automaticity Model, or SCAM, 
which posited that individual user characteristics cause 
variability in the use of heuristic processes for email evaluation 
[39].  

Recent work by Williams, Hinds, and Joinson [42] 
considered these three models (PMT, IIPM, and SCAM) within 
the work context of an international organization with sites in 
the UK, finding that the presence of authority cues increased the 
likelihood that users would click a suspicious email link [42]. In 
addition to the types of models or theories such as PMT, IIPM, 
SCAM, there is a large wealth of prior work investigating or 
describing the impact of particular email cues, such as inclusion 
of authority and urgency cues. Research on phishing cues is 
particularly relevant for development of a Phish Scale, as email 
users rely on cues to determine if a particular email message is 
a phish.  

Indeed, anti-phishing advice and training stress the 
characteristics of phishing messages that email users should 
look for; these are often called cues, indicators and hooks. The 
list of cues is long and varied, such as those contained in [26], 
[30]. Because there is no set pattern of which cues may be 
contained in any particular message, the task for users when 
determining if a message is a phish is harder than if the list were 
very short. Making the task even more difficult, prior work 
shows the alignment of the phish’s premise and user context 
affects which cues the user finds to be salient. Further, the same 
cue can be compelling for some users but suspicion generating 
for others—depending on the user’s context [14], [15].  

In the Greene et al. [14]  study, phishing exercise data were 
collected over 4.5 years in an ecologically valid workplace 
setting, with corresponding survey data for the final year. The 
study found that user context was extremely important in 
phishing susceptibility; the authors proposed that it was the lens 
through which users viewed and interpreted email cues. When a 
user’s work context was misaligned with the premise of the 
phishing email, they were more likely to attend to suspicious 
cues. For example, they have no invoicing responsibilities at 
work and the phishing email was purportedly an unpaid invoice. 
In contrast, when a user’s work context was well aligned with 
the phishing email premise, they were more likely to attend to 
compelling cues, and completely ignore or largely discount 
suspicious cues. In this case, if the user is directly responsible 
for paying invoices at work and the phishing email was 
purportedly an unpaid invoice. 

Greene et al. [14] emphasized the importance of phishing 
research in the workplace setting, as much prior phishing work 
was conducted in laboratories with artifical user contexts or 
university settings that can be quite different than the workplace. 
Williams et al. [42] also addressed this need for workplace data 
in their research. One of the few other studies situated in the 
workplace was conducted by Caputo et al. [4], but due to 
limitations was only able to suggest the possible importance of 
user context. We further contribute to the growing corpus of 
workplace-based phishing research, by applying our Phish Scale 
to three previously published workplace-based phishing 
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exercises in [14], as well as, reporting on and applying the Phish 
Scale to four new workplace-situated phishing exercises. Two 
of our new exercises have much larger sample sizes, with n’s of 
~5 000 for each exercise, compared to those previously reported 
in [14], with n’s of ~70 for each exercise.  

III. METHOD 
To assist those tasked with implementing phishing 

awareness training programs, it is important to consider the 
relative detection difficulty of training messages. Phishing 
messages, whether those intended for training or actual threats,  
can be more or less difficult for a given work group to detect as 
a phishing attempt. Understanding the detection difficulty helps 
phishing awareness training implementors in two primary ways: 
1) by providing context regarding training message click and 
reporting rates for a target audience, and 2) by providing a way 
to characterize actual phishing threats so the training 
implementor can reduce the organization’s security risk by 
tailoring training to the types of threats their organization is 
facing. To this end, we are attempting to develop a Phish 
Scale—to help practitioners rate training messages both to 
contextualize click rates for embedded phishing awareness 
training as well as tailor training efforts. We anticipate it will 
provide CISOs with another metric to help gauge the progress 
of their awareness programs over time and address risk. The 
scale is intended to categorize the detection difficulty of a 
phishing message with respect to a target audience. 

In the remainder of this section, we describe the Phish Scale 
and the operationalization of its components into a single 
framework. In the next section, we present data from seven 
workplace-situated phishing awareness training exercises to 
illustrate how to derive a phish difficulty rating using the Phish 
Scale. The data were gathered with appropriate human subjects 
approval at NIST. 

A. The Phish Scale 

To develop our Phish Scale, we began by considering the 
primary elements that CISOs and/or training implementors use 
when selecting and customizing phishing training exercises. 
These elements are scenario premise and message content. The 
scenario premise may pertain to a relatively new threat or an 
older threat that remains effective for a particular target 
audience. The message content is often customizable by the 
trainer and contains the cues that trainees might use to detect the 
training phish. For this exploratory effort, we root the Phish 
Scale in these two primary elements: the cues contained in the 
message and the premise alignment for the target audience. 

Other factors such as personality, phishing tactics 
knowledge, concern for security, concern for consequences, and 
the like certainly affect click rates, and ultimately we intend to 
consider incorporating additional factors such as these; we 
return to this topic in the future work section. However, for now, 
this effort starts with message cues and premise alignment as 
these elements undoubtedly play crucial roles in phishing 
detection by humans and, importantly, they can be categorized 
by training implementors for a given target audience. For this 
initial effort at characterizing detection difficulty, the Phish 
Scale components are: 

1) A rating system for observable characteristics of the 
phishing email itself, such as the number of cues, nature of the 
cues, repetition of cues, and so on. 

2) A rating system for alignment of the phishing email 
premise with respect to a target audience. 

Table I presents our exploratory, conceptual framework 
illustrating how detection difficulty rating is arrived at once the 
categories for number of cues and premise alignment are 
determined. In an attempt to keep the categorization relatively 
simple for training implementors, we used three categories for 
each component and assigned labels representing relative ranges 
for each. Next we discuss the operationalization of each 
component. In the following section, we walk through marrying 
the real-world phishing training exercise data with these 
conceptual categorizations and discuss our observations.  

TABLE I: THE PHISH SCALE 

Number of 
Cues 

Premise 
Alignment Detection Difficulty 

Few 
(more 
difficult) 

High Very difficult 

Medium Very difficult 

Low Moderately difficult  

Some 

High Very difficult 

Medium Moderately difficult 

Low Moderately to Least difficult 

Many 
(less 
difficult) 

High Moderately difficult 

Medium Moderately difficult 

Low Least difficult 

 

In the conceptual framework we acknowledge the stronger 
influence of premise alignment component over cues, as 
reported in [14]. This is reflected in the detection difficulty 
rating tending to be at the Very difficult or Moderately difficulty 
rating when the premise alignment is categorized as High or 
Medium. Additionally, there are more Very difficult detection 
difficulty rating assignments than Least difficult rating 
assignments in the entire conceptual Phish Scale framework. 
The detection difficulty rating for the combination of Some cues 
and Low premise alignment was given a range from Moderately 
to Least difficult rating, further reflecting our belief that even a 
Low premise alignment can have a disproportionate effect on 
increasing detection difficulty. While we expect all of the ratings 
to be informed with empricial data, this is especially true for this 
particular combination (low premise alignment and some cues). 
Finally, we purposefully did not label a category as Easy to 
detect or similar, as we expect that the premise of any phishing 
message will typically align for at least a few users and for them, 
detection is often not easy. 

Ultimately, we anticipate that each detection difficulty rating 
will equate to a range of click rates. For example, the phishing 
training messages that have a corresponding detection difficulty 
rating of least difficult may be expected to have a click rate of 
less than 10 %. We return to this topic in the discussion after we 
have examined the empirical data presented in the next section.  

B. Phishing message cues 

To incorporate the effect of phishing message cues in the 
scale, we decided to use the count of instances of those 
characteristics that are present in the message being rated. Our 
reasoning is that the fewer phishing cues present in a message, 
the more difficult it is to detect. Conversely, the more cues 
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present, the more opportunities for a user to notice a tip-off that 
generates suspicion. We realize the effect of any single cue or 
hook can differ from instance to instance and person to person. 
Indeed, we return to this topic in the discussion. Currently, there 
are three categories in the framework to describe the quantity of 
these characteristics: Few (fewer opportunities to detect), Some, 
and Many (more opportunities to detect).  

Before we can count cues, we needed to determine which 
phishing characteristics—the list of cues, indicators and 
hooks—are appropriate for inclusion in the framework. From 
[14] we see that a particular phishing characteristic may either 
be suspicion-generating (a tip-off) or compelling (a hook), 
depending on the user’s context. In keeping with prior literature, 
we use the term “cue.” However, we mean it in the broader sense 
of a phishing message characteristic. We require that each cue 
included in the framework be able to be tied to an objectively 
observable characteristic in a message.  

From the literature we considered the compendiums of 
phishing cues in [26] and [30]. We used the cues given in [26] 
as a starting point. Additionally, we modified the categories in 
an attempt to order the cues from those that are often suspicion-
generating, such as errors, to those that are typically compelling, 
such as common tactics, these tactics being commonly used 
because they continue to be compelling. This is a rough ordering 
of categories at best, but we felt it is better suited to counting 
cues than those given in [26] and [30]. The categories are: 
Error—relating to spelling and grammar errors and 
inconsistencies contained in the message;  Technical 
indicator—pertaining to email addresses, hyperlinks and 
attachments; Visual presentation indicator—relating to 
branding, logos, design and formatting; Language and 
content—such as a generic greeting and lack of signer details, 
use of time pressure and threatening language; and, Common 
tactic—use of humanitarian appeals, too good to be true offers, 
time-limited offers, poses as a friend, colleague, or authority 
figure, and so on. We wove in additional phishing characteristics 
from [14], [30], and others. 

Table II provides the list of cues we identified that are 
objectively present in phishing messages. The table in the 
Appendix A contains the same list of cues, but is expanded with 
a brief description of each, associated references, and the criteria 
we used when deciding if a particular cue was observably 
present in an individual message. To determine the cues count, 
use the criteria given in Appendix A for each cue, count how 
many instances for each and sum for a total.  

For this initial effort, we recognize this list is not exhaustive 
and will be expanded. Additionally, we anticipate some form of 
weighting will be useful to reflect cue saliency. Given the 
variability in cue saliency for individuals within a target 
population, this is a non-trivial exercise. These are refinements 
we expect will come with additional development of the scale.  

For the purpose of the Phish Scale, we did not include 
phishing message cues related to mismatches with the user’s 
world, such as an individual’s particular work responsibilities or 
an individual’s expectations, for example expecting an 
important phone call. Work responsibilities and general 
workplace expectations for the target audience are folded into 
the premise alignment component of the Phish Scale. 

TABLE II:  PHISHING MESSAGE CUES 

Cue Type Cue Name 

Error 
Spelling and grammar irregularities 

Inconsistency 

Technical indicator 

Attachment type 

Sender display name and email address 

URL hyperlinking 

Domain spoofing 

Visual presentation 
indicator 

No/minimal branding and logos 

Logo imitation or out-of-date branding/logos 

Unprofessional looking design or formatting 

Security indicators and icons 

Language and 
content 

Legal language/copyright info/disclaimers 

Distracting detail 

Requests for sensitive information 

Sense of urgency 

Threatening language 

Generic greeting 

Lack of signer details 

Common tactic 

Humanitarian appeals 

Too good to be true offers 

You’re special 

Limited time offer 

Mimics a work or business process 
Poses as friend, colleague, supervisor, authority 

figure 
 

C. Phishing premise alignment 

Incorporating premise alignment is a process of 
characterizing the pertinence of the email message premise for 
the target audience. It attempts to capture alignment with the 
following: work responsibilities and business practice 
plausibility for the target audience. For example, the 
organization’s current business practices and staff expectations 
reflecting the organization’s workplace culture. The premise 
alignment is expected to be determined by the training 
implementor—someone with knowledge of the target 
audience’s work responsibilities and expectations as a group.  

We use three categories to characterize the alignment: High, 
Medium, and Low. To determine premise alignment, the training 
implementer must understand and categorize the premise 
relevancy for portions of the target audience using the guidelines 
below. 

1) High alignment 

For high premise alignment, there should be a significant 
portion of the target audience for which the premise matches 
with work responsibilities, is highly plausible, and/or aligns 
strongly with an audience-relevant event. For example, if the 
recipient population is the finance department and the phishing 
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message has a premise of a late/missed payment, the overall 
alignment is high. 

2) Medium alignment 

Medium alignment is achieved with either case: a) when the 
premise has plausible but weak context alignment with a large 
portion of the target audience or b) when the premise has 
moderate context alignment with a small portion of the target 
audience. For example, if the recipient population mostly works 
in one physical location and the phishing message has a 
moderately pertinent premise for the few members of the 
recipient population who work in another physical location. 

3) Low alignment 

There is low alignment when the premise pertains to a topic 
that is not relevant or plausible to the target audience. For 
example, if the recipient population is the finance department 
and the phishing message premise pertains to a Call for Papers 
on biotech research or a similarly unrelated topic, the overall 
alignment is low.  

IV. APPLICATION OF THE PHISH SCALE 
In this section we present data from seven phishing training 

exercises and use the Phish Scale to determine the detection 
difficulty rating for each exercise. We followed the appropriate 
human subjects approval process for our institution. All the 
awareness training exercises were situated in a workplace 
environment. First, we provide a description of each exercise, its 
premise alignment rationale, and a brief description of the target 
audience size and available information with respect to the 
premise alignment. Then we gather the data in Table III, 
including the cue counts provided in Appendix B, and show the 
detection difficulty rating for each exercise side-by-side with the 
actual click rate.  

The first three phishing exercises (new voicemail, unpaid 
invoice, and order confirmation) were initially reported in 
Greene et al. [14]. Here we expand their descriptions to count 
the cues and categorize the premise alignment. The subsequent 
four phishing exercises (Gmail, weblogs, Valentine, and 
security token) represent new data.  

Note that although we assigned premise alignment category 
ratings to these exercises—rather than the training 
implementers—we did so with pertinent input from the training 
implementers.  

1) Phishing exercise descriptions 

a) New voicemail 

Message description: The new voicemail phish appeared to 
be from a fictitious CorpVM (corpvm@webaccess-alert.com). 
It appeared to be a system-generated email, with the subject line 
reading, “You have a new voicemail.” There was a large black 
and green banner at the top of the email with the text, “CorpVM” 
in white. There were no logos present in the email, however, 
there was a small black footer with “© 2015 CorpVM Inc.” in 
white. The body of the email began, “You have a new 
voicemail!” centered in bold text, followed by, “From: 
Unknown Caller, Received: 03/06/2016, Length: 00:52.” Below 
that text was a personalized [Firstname Lastname] line, followed 
by, “You are receiving this message because we were unable to 
deliver it voice message did not go through because the 

voicemail was unavailable at that moment. To listen to this 
message, please click here. You must have speakers enabled to 
listen to the message. * The reference number for this message 
is qvfl_cjl09-9107319601-2125579909-62. The length of 
transmission was approximately 52 seconds. The receiving 
machine’s ID: YJH35-TW410-F37JZL. Thank you.” Finally, 
the email closed with smaller text in italic that read, “This is a 
system-generated message from a send-only address. Please do 
not reply to this email.”  

Premise alignment: The alignment is categorized as Medium 
—the premise was plausible; around the same time as the 
exercise, a new business process for voicemail notification, not 
delivery, was being rolled out, although without much fanfare.  
Even though the premise was plausible, it had no or weak 
context alignment for most, although not all, of the target 
audience based on survey feedback reported in [14]. 

Target audience: One Operational Unit (OU) within NIST, 
handling financial matters (ordering and invoice reconciliation), 
administrative program support, and technical program support. 
n = 69 

b) Unpaid invoice 

Message description: The unpaid invoice phish appeared to 
be from a fictitious employee of the same institution as the email 
recipients, a fellow Federal employee named Jill Preston 
(jill.preston@nist.gov). The subject line was, “Unpaid invoice 
#4806.” The greeting was personalized with “Dear [Firstname 
Lastname].” The email body said, “Please see the attached 
invoice (.doc) and remit payment according to the terms listed 
at the bottom of the invoice. Let us know if you have any 
questions. We greatly appreciate your prompt attention to this 
matter!” The email simply closed with the name “Jill Preston.” 
There was no other contact information included below the 
name. Of note, there was a file extension mismatch between the 
way the attachment was referred to in the body of the email (as 
a .doc) and the way the attachment itself was labeled, it appeared 
to be a .zip, with the filename, “invoice_S-37644806.zip”. The 
unpaid invoice phish mimicked the Locky ransomware [32], a 
real-world threat current at that time. 

Premise alignment: The alignment is categorized as High—
the premise aligned extremely highly for roughly a third of the 
target audience and aligned somewhat for the remainder of the 
department. Additionally, the whole of the targeted OU was on 
alert for any unpaid invoices following a recent event 
surrounding a legitimate unpaid invoice. 

Target audience: One OU within NIST, handling financial 
matters (ordering and invoice reconciliation), administrative 
program support, and technical program support. n = 73 

c) Order confirmation 

Message description: The order confirmation phish 
appeared to be from, “Order Confirmation” (auto-
confirm@discontcomputers.com). Note the misspelling of 
“discount” in the email address. The subject line was 
personalized and said, “[Firstname Lastname]Your order has 
been processed,” with a space missing between the user’s last 
name and the word “Your.” At the top of the email was an image 
of several holiday packages, with the words, “Order 
Confirmation” in bold immediately below the holiday package 
image. There was no personalization in the body of the email, 
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nor was there a greeting of any type. The email body text said, 
“Thank you for ordering with us. Your order has been processed. 
We’ll send a confirmation e-mail when your item ships.” This 
was followed by the words, “Order Details” in orange with, 
“Order: #SGH-2548883-2619437” (the order number was in 
blue text). The next section of the email said, “Estimated 
Delivery Date: 12/02/2016” (the date was in green text), 
“Subtotal: $59.97,” “Estimated Tax: $4.05,” and “Order Total: 
$64.02” in bold. There was a large yellow button labeled with 
the text, “Manage order.” The button was followed by the text, 
“Thank you for your order. We hope you return soon for more 
amazing deals.” Near the bottom of the email was an image of a 
holiday snow globe and the text, “Need it in time for the 
holidays? Order before December 23 for free over-night 
shipping.” (“December 23” was in blue). Much smaller gray text 
below that said, “Unless otherwise stated, items sold are subject 
to sales tax in in accordance with local laws. For more 
information, please view tax information.” (“tax information” 
was in blue). Note the repeated word “in in,” a subtle mistake 
that is very difficult for users to notice, especially given the 
small gray font. Finally, at the very bottom of the email appeared 
three additional links, all in blue on a single line: “Return Policy 
| Privacy | Account.”  

Premise alignment: The alignment is categorized as Medium 
—the premise aligned for those who had purchasing authority in 
the OU and for those who had recently placed an order, a small 
subset of the whole OU. However, the training exercise took 
place in December, when many people make on-line purchases 
for the holidays. 

Target audience: One OU within NIST, handling financial 
matters (ordering and invoice reconciliation), administrative 
program support, and technical program support. n = 66 

d) Gmail 

Message description: The Gmail phish was a particularly 
clever spear phish. It targeted mid-level management using a 
spoofed upper management Gmail address, a tactic based on a 
real-world phish previously observed at NIST. It appeared to 
come from the personal Gmail account of NIST’s director 
(firstname.lastname1@gmail.com) and went to a list of 
laboratory managers. The subject line was, “Safety Awareness,” 
which is important given that NIST has a very strong emphasis 
on fostering a culture of safety. The email was personalized with 
the recipient’s first name. The body said, “Please make sure your 
groups are aware of this new requirement:” with a link following 
this text. The email was signed simply with the first name of the 
organization’s director.  

Premise alignment: The alignment is categorized as High—
the premise alignment is very strong given the larger 
organization’s substantial emphasis on workplace safety and 
that the message appeared to come from NIST’s director—a 
notable authority figure in this context. Alignment is further 
strengthened by the target department’s responsibility for the 
larger organization’s occupational health and safety.  

Target audience: One OU within NIST, handling financial 
matters (ordering and invoice reconciliation), administrative 
program support, and technical program support. n = 64 

 

 

e) Weblogs 

Message description: The weblogs phish was another spear 
phish. It appeared to come from a system administrator with the 
email address, notice@nist.gov. The subject line was, 
“Unauthorized Web Site Access.” There was no personalization. 
The body said, “*This is an automated email* Our regulators 
require we monitor and restrict certain website access due to 
content. The filter system flagged your computer as one that has 
viewed or logged into websites hosting restricted content. The 
system is not fool-proof and may incorrectly flag restricted 
content. The IT department does not investigate every web filter 
report, but disciplinary action may be taken.” In bold, it said, 
“Log into the filter system with your network credentials 
immediately and review your logs to see which websites 
triggered this alert.” This was followed by a link that was 
labeled, “Web Security Logs.” There was no contact 
information given, and the email closed with, “Do not reply to 
this email. This email was automatically generated to inform 
you of a violation of our security and content policies.”  

Premise alignment: The alignment is categorized as High—
the premise aligns with the fact that accessing inappropriate 
content is indeed a violation of the organization’s Rules of 
Conduct policy and can be grounds for dismissal for anyone at 
the organization. The premise capitalizes on the fact that many 
organizations, including NIST, scan log data routinely. The 
threat component coupled with the severity of the consequences 
increases the alignment. Of note, all new employees receive in-
person training regarding the organization’s Rules of Conduct 
and IT policies, where the disciplinary actions associated with 
inappropriate web content viewing are highly stressed. 

Target audience: One OU within NIST, handling financial 
matters (ordering and invoice reconciliation), administrative 
program support, and technical program support. n = 73 

f) Valentine 

Message description: The Valentine phish appeared to come 
from “eCard Delivery” with the email address, 
“do_not_reply@ecardalert.com.” The subject line said, “Happy 
Valentine’s Day! See who sent you an e-card…” There were 
three large red heart images at the top of the email. There was 
no personalization. The body of the email said, “A secret 
admirer wished you a Happy Valentine’s Day! Some of you may 
have heard about our employee greeting cards that can be used 
to acknowledge fellow employees. Click on the link below to 
view yours.” This was followed by a large link that said, “Your 
Card is Waiting,” and additional text that said, “If you are having 
trouble viewing the e-card please click here.” “Would you like 
to send an e-card? Visit our site. Making someone’s day, one e-
card at a time…” The email closed with, “This email may 
contain confidential and privileged information for the sole use 
of the intended recipient. If you are not the intended recipient, 
please contact the sender and delete all copies. Any review or 
distribution by others is strictly prohibited. Thank you.” The 
Valentine phish was sent January 22, 2018, prior to Valentine’s 
Day.  

Premise alignment: The alignment is categorized as Low—
the premise does not align with a business process but is more 
personal in nature. However, the message contains a sentence 
about using the service to acknowledge a fellow employee. So, 
while the premise does not align with a business practice, it does 
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play on the reader’s curiosity, aligning with the upcoming 
occasion of Valentine’s Day, of which most people are aware.  

Target audience: All staff at NIST with an email address 
were targeted, from the human resources department, to finance, 
to bench scientists, to administrative support and all levels of 
management. n = 4 977 

g) Security token 

Message description: The security token phish appeared to 
be from “Alerts” with the email address, 
“alerts@verifytoken.com.” The subject line was, “Verify Your 
Security Token Was Not Compromised.” The email was 
personalized using the format, “Lastname, Firstname, Middle 
Initial (Fed).” The body said, “Recently we have been made 
aware of a security breach in our security token product. Some 
of the tokens have been compromised and may need to be 
replaced. In order to find out if you [sic] token has been 
compromised, Validate Your Security Token Here.” (Note the 
“you token” instead of “your token” here.) The email was signed 
“Rivest Shamir Adleman, Director of Identity and Access 
Management.” The email closed with smaller text that said, 
“This email may contain confidential and privileged information 
for the sole use of the intended recipient. Any review or 
distribution by others is strictly prohibited. If you are not the 
intended recipient, please contact the sender and delete all 
copies. Thank you.” If someone clicked the “Validate Your 
Security Token Here” link, they were taken to a data entry 
webpage, with the URL “secure.verifytoken.com.” The top of 
the webpage said, Token Security with a red background, 
followed by “Attention!!! Recently the safety of some security 
tokens has been compromised. Enter your username and six-
digit number that is generated every 60 seconds by your security 
token and we will know if you will need a new token. Should 
you need a new token, you will be given contact information to 
request a new token, which will be shipped to you overnight.” 
This was followed by the text, “Account Login,” with fields 
labeled, “User ID” and “Password or Passcode.” There was a 
blue button labeled, “Login” and an “I’m not a robot” checkbox. 
At the bottom of the webpage was the text, “A passcode contains 
a PIN and a number from a security token.” 

Premise alignment: The alignment is categorized as Medium 
—the premise does not align at all for those personnel who do 
not have a security token (roughly 43 % of all staff at the 
organization). Further, the premise does not align for those staff 
who expect any token checking and replacement would be 
conducted via the organization rather than a third party—likely 
a significant portion of the remaining 57 % as the organization 
has a very strong posture regarding IT security.  

Target audience: All staff at NIST with an email address 
were targeted, from the human resources department, to finance, 
to bench scientists, to administrative support and all levels of 
management. n = 5 024 

2) Determining difficulty ratings 

a) Applying the Phish Scale 

As described previously, the difficulty rating for an 
individual phishing message is determined first by categorizing 
the number of objectively observed cues and the premise 
alignment. Then use the conceptual framework in Table I to 
select the difficulty rating associated with the categorized 

number of cues and premise alignment. In Table III the Phish 
Scale ratings are shown for each of the seven previously 
described phishing exercises, including the number of cues for 
each email (detail provided in Appendix B), the premise 
alignment (from the exercise description), the difficulty rating 
(from the conceptual framework in Table I), and the actual click 
rates for each exercise.  

The table in Appendix B contains the counts for each cue 
and a total count for each exercise. When counting cues in a 
given email message during analysis, it is important to note that 
these cue counts are based on our extremely careful scrutiny of 
the email messages; most email users are not going to notice or 
attend to all the available cues. 

Note that in order to calculate the difficulty rating, the 
number of cues must be further categorized into Few, Some, or 
Many, in order of decreasing difficulty. Although some cues are 
more salient than others, we anticipate this is a reasonable first 
approximation. In this initial version of the Phish Scale, we 
propose the associated ranges as follows: the category labeled 
Few is represented by 1 to 8 cues, the category labeled Some by 
9 to 14 cues, and the category labeled Many by 15 or more cues. 
These ranges are based on our existing dataset; at this stage of 
scale development, the click rates inform the categorization of 
the cue counts. We fully expect the cue count ranges may change 
with broader application of the Phish Scale to a larger variety of 
phishing emails. A larger corpus of phishing emails will be 
needed to validate the cue count ranges. 

It should be emphasized that the number of cues alone does 
not determine the detection difficulty for a target audience; it is 
only when considered in conjunction with the premise alignment 
that a detection difficulty rating can be computed.  

TABLE III.  PHISHING EXERCISE DATA 

Exercise Number 
of cues 

Premise 
alignment 

Difficulty 
rating 

Actual 
phishing 
click rate 

New 
voicemail    
(n = 69) 

11 
(Some) Medium Moderately 

difficult 
11.6 %  
(8/69) 

Unpaid 
invoice       
(n = 73 )         

8     
(Few) High Very 

difficult 
20.5 % 
(15/73) 

Order 
confirmation 
(n = 66) 

18 
(Many) Medium Moderately 

difficult 
9.1 %  
(6/66) 

Gmail         
(n = 64) 

7     
(Few) High Very 

difficult 
49.3 % 
(39/73) 

Weblogs    
(n = 73) 

14 
(Some) High Very 

difficult 
43.8 % 
(28/64) 

Valentine   
(n = 4 097) 

13 
(Some) Low 

Moderately/ 
Least 

difficult 
11.0 % 

(549/4 977) 

Security 
token          
(n = 5 024) 

12 
(Some) Medium Moderately 

difficult 
8.7 %  

(439/5 024) 

 
The security token phish was the only exercise with a data 

entry component—after clicking the link users were taken to a 
webpage requesting their credentials. We report the data entry 
rates here rather than in Table III. For the security token phish, 
24.4 % (107/439) of clickers entered data on the credential-
harvesting webpage. However, this is only 2.1 % (107/5 024) of 
the total number of employees who received the phishing email. 
Given that roughly 75 % of clickers did not enter data on the 
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webpage, it seems that additional suspicion was triggered on this 
page, likely due to being asked for credentials. This is certainly 
in line with the fact that mandatory yearly security awareness 
training at NIST in the past has focused heavily on not sharing 
credentials.  

b) Observations 

Through these seven phishing exercises, we applied our 
Phish Scale to a variety of phishing attack types. This includes 
link-based attacks (New voicemail, Order confirmation, Gmail, 
Weblogs, and Valentine), an attachment attack (Unpaid invoice, 
which mimicked the real-world Locky ransomware attack), and 
a data entry or credential-harvesting attack (Security token). 
Now that we have used the Phish Scale to determine the 
detection difficulty rating for seven phishing exercises, there are 
a few observations we can make.  

All of the exercises having a detection difficulty rating of 
Very difficult also have relatively high click rates (Unpaid 
invoice: 20.5 %, Gmail: 49.3 %, and Weblogs: 43.8 %). 
However, the Weblogs exercise has many more cues than the 
other two exercises, and at 14 cues, was at the extreme end of 
the Some cues range (9 to 14).  

All of the exercises having a detection difficulty rating of 
Moderately difficult have relatively lower click rates (New 
voicemail: 11.6 %, Order confirmation: 9.1 %, and Security 
token: 8.7 %). The Valentine exercise has the detection 
difficulty range Moderately difficult to Least difficult and has a 
click rate of 11.0 %. The Valentine and Security token exercises 
have relatively larger and more varied sample sizes than the 
other exercises which likely makes it more difficult to categorize 
the premise alignment. And finally, we do not have an exercise 
with a detection difficulty rating of Least difficult, calling 
attention to the need to apply the Phish Scale to additional 
exercises. 

c) Limitations 

This work is an early effort to characterize phishing message 
detection difficulty for email users situated in their normal email 
processing environments. As such, the authors acknowledge 
there are certainly limitations with this work at this time. 

Current notable limitations in this work include:  1) the list 
of cues is long but not exhaustive; 2) the uneven saliency of cues 
is not reflected; 3) categorizing premise alignment is not 
formulaic; 4) cue count ranges need to be informed by additional 
data; and, 5) additional data are needed for scale validation.  

The authors anticipate that each of these limitations will be 
addressed as the Phish Scale is developed further. 

V. DISCUSSION AND FUTURE DIRECTIONS 

A. Click rates alone are insufficient: Why phishing detection 
difficulty matters 

CISOs responsible for overseeing embedded phishing 
awareness training are often concerned when they observe click 
rates that are higher than expected. They are left wondering why 
click rates continue to be variable—possibly including large 
spikes—despite spending a significant amount of money and 
time training staff. CISOs must justify their cyber awareness 
training budgets and show a good ROI, lest their funding for 
such training be reduced. Unfortunately, if click rates continue 
to be high or variable, it is often—and we posit, incorrectly—

perceived as due to ineffective training. We argue that this 
perception is fundamentally incorrect and hope to begin 
dispelling this perception through our development of a Phish 
Scale. Furthermore, we argue against focusing solely on 
phishing exercise click rates, and instead strongly encourage the 
inclusion of reporting rates and reporting times as well; these 
metrics must be considered in conjunction, not in isolation, as 
early reporting can greatly improve mitigation efforts. Are 
reporting rates higher than click rates? Is time to first report 
sooner than time to first click?  

We hope to frame the discussion around high click rates in a 
way that makes sense to CISOs and argue that high click rates 
can indicate that users are being exposed to new, difficult, and 
contextually relevant phishing campaigns. We firmly believe 
difficult exercises actually improve user training effectiveness 
and awareness for real-world threats more than solely repeating 
the same or very similar, easier-to-detect phish. Click rates must 
be considered in conjunction with a deeper understanding of the 
phishing emails themselves and in light of reporting behavior as 
well. To this end, we have developed a Phish Scale to aid CISOs 
in better understanding and characterizing the detection 
difficulty of a given phishing exercise. Using operational data, 
the scale provides an indication of the difficulty email users in a 
target population will have detecting a particular phishing 
message. The Phish Scale addresses multiple components of 
phishing detection difficulty: cues, such as [26] and [30], and 
user context alignment [14]. Although our Phish Scale cue list is 
quite extensive, it is by no means exhaustive.  

We expect that the three detection difficulty ratings we 
identified, Very difficult, Moderately difficult, and Least 
difficult, may eventually equate to click rate ranges. In speaking 
with CISOs, we anticipate ranges roughly along these lines: the 
Very difficult category having click rates above 20 %, the 
Moderately difficult category having click rates in the 
approximately 9 to 20 % range, and the Least difficult category 
having click rates below 9 %. We plan to inform the actual 
ranges with additional empirical data; the seven exercises 
presented here are a start.  

It is early days for the Phish Scale, however, we believe the 
conceptual framework has promise when we consider the 
projected detection difficulty rating and the actual click rates for 
the seven exercises we examined. Additionally, we stress the 
Phish Scale components are still in development. We know all 
cues do not have equal salience. Finding an abbreviated method 
for CISOs to characterize premise alignment has proven difficult 
and elusive thus far. And finally, additional components such as 
severity of consequences and other factors may need to be 
considered sooner rather than later. 

Indeed, we already see indications that additional factors 
warrant investigation for inclusion. For example, in the Weblogs 
exercise, there are 14 cues (categorized as Some), but this is right 
on the cusp of the Many cues category—and a corresponding 
easier detection difficulty rating. However, the actual click rate 
is very high, 43.8 % indicating detection is indeed difficult. The 
severity of the consequences in this premise is also very high—
loss of job—suggesting its potentially strong influence. 

B. Differential cue salience: Not all cues are created equally  

Capturing the effect of phishing message cues is difficult, as 
not all cues are created equally. The saliency and effect of any 
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particular phishing cue varies, determining whether it is 
perceived as a suspicion indicator versus a compelling hook. 
This aspect of phishing message characteristics is important to 
note. Whether a cue is perceived as a phish indicator versus a 
hook depends on the user and the user’s context when 
processing the email. Well-known phishing indicators such as 
misspellings and grammar errors are often regarded by email 
users as suspicion-generating, and when noticed can lead to 
additional user scrutiny of the message for more phishing 
indicators. Another undisputed phishing characteristic is 
urgency. Its use is so common that it should be a red flag, 
however, urgency is legitimately common-place in today’s 
world, diluting its suspicion-generating signal strength. 
Additionally, urgency inhibits System 2 processing [22] making 
it more a hook enhancer than a red flag.  

C. Categorizing user context and premise alignment 

In this initial version of a Phish Scale, we have used the 
terms High, Medium, and Low to bucket premise alignment for 
a target audience into intuitive high-level categories with 
associated definitions. While this is sufficient for the beginning 
phase of scale development, we may seek to refine the 
characterization methods for these categorical variables in future 
work, by investigating contextual relevance measures and 
scales. “Contextual” is a part of existing scales in other domains 
such as, “A Contextual Measure of Achievement Motivation” 
[35] and “contextual performance” as a dimension of individual 
work performance [24]. How might such existing scales and 
measures be leveraged for use in the phishing domain? 
Additionally, how do we account for changes in context over 
time?  

Changes in contextual relevance may occur over quite long 
timescales, as someone slowly adds or changes job 
responsibilities over the years of their career, or very short 
timescales, as some event that day/week/month may trigger 
heightened contextual relevance. For example, Greene et al. [14] 
explained that users were concerned over a real-world vendor 
invoice that was unpaid, leading to temporarily heightened 
contextual relevance for the unpaid invoice phishing email. 
Daily events, such as expecting or missing a phone call, can 
temporarily heighten the contextual relevance of a “new 
voicemail” phishing email. Factors such as being busy, stressed, 
or rushed can also fluctuate widely during a work day. It is likely 
the case that there is a relatively fixed component of user 
context, in addition to a more time-sensitive, variable 
component. The current Phish Scale does not break down 
context and associated premise alignment into these 
subcomponents. It is unclear whether such a fine-grained 
distinction is indeed necessary at this point. 

Although it may be quite feasible to discern premise 
alignment with finer granularity than our existing categories, 
this may actually be superfluous for the intended audience of the 
Phish Scale. With our goal of developing a simple, easy to use 
Phish Scale for CISOs and those responsible for implementing 
and overseeing phishing awareness training programs, it is likely 
the case that High, Medium, and Low categories for premise 
alignment are sufficient. The important point we seek to 
emphasize with our Phish Scale is that a highly relevant context 
makes it extremely difficult for users to detect phishing emails. 
The greater the contextual relevance, the less likely a user is to 
notice, attend to, and think deeply about suspicious email cues. 

Daily stressors such as time pressure in general reduce the 
cognitive resources that users have available to dedicate to email 
processing. When cognitive resources are reduced, it makes it 
more likely that users will engage in faster, heuristic, System 1 
processing rather than thoughtful, slower, deeper System 2 
processing [22].  

A final point with respect to user context and premise 
alignment has to do with the size of the target audience: 
categorizing premise alignment becomes more difficult as the 
size of the target audience increases. With a larger target 
audience, there is typically a much greater variety of work 
responsibilities present and a wider variety of user contexts, 
which may or may not align with a phishing email premise.  

D. Comparing phishing data across sectors  

Although cross-exercise and cross-sector phishing 
comparisons are frequently made, and are indeed quite valuable, 
interpretation of such comparisons still pose significant 
challenges. In particular, when the level of phishing detection 
difficulty can vary so dramatically based on user context and 
premise alignment, it is in some sense a meaningless comparison 
without a basic understanding and assessment of: 1) 
characteristics of the phishing email itself and 2) characteristics 
of the target user population. More specifically, one must 
understand the premise and cues contained within a given phish 
in conjunction with the work context of the target user 
population. Toward this end, we believe our Phish Scale shows 
great promise as a tool to help frame data sharing on click rates 
and reporting rates across exercises, organizations, and sectors.  

As we refine and mature this tool with input from the larger 
usable security community, we hope to move the Phish Scale 
out of the research community and into operational use. For 
instance, we believe that beyond providing benefits to CISOs 
and phishing training implementers, our Phish Scale could also 
provide significant value to joint organizations responsible for 
sharing cyber threat intelligence data. For example, the Federal 
Bureau of Investigation (FBI), has an InfraGard program, a 
partnership between the FBI and the private sector dedicated to 
sharing information and intelligence [10]. There are other such 
collaborative programs as well, for example, the National 
Cyber-Forensics and Training Alliance (NCFTA) is a nonprofit 
partnership between private industry, government, and 
academia working together to disrupt cybercrime [27]. Phishing 
in particular, and social engineering in general, are active threats 
across all industry verticals. By providing a phishing difficulty 
rating framework, our Phish Scale can help facilitate 
collaboration using a common language surrounding human 
phishing threat detection. 

E. Future work  

We encourage other usable security researchers and 
practitioners to use our Phish Scale, apply it to a much wider 
variety of phishing emails, and test its predictions against both 
existing phishing training exercise data, and ultimately against 
real-world phishing emails as well. We plan to continue 
applying our Phish Scale to a larger corpus of additional emails 
for which we have click rate and premise alignment data, and 
plan to partner with external entities to do the same. 
Unfortunately, our access to concurrent reporting data is more 
limited. A notable challenge of conducting research with 
operational workplace data is that there is often a tradeoff 
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between experimental control and ecological validity. In this 
case, we had the benefit of extremely high ecological validity, 
as users were in their normal workplace settings with their 
normal tasks and email loads, but without the control necessary 
to capture reporting rates at the time of the phishing exercises. 
Nonetheless, the benefit of having new, in situ workplace data 
for ~ 5 000 employees offers an important contribution to the 
phishing literature and to the larger usable security community.  

Beyond applying and testing the current Phish Scale with 
additional data, we intend to explore new scale components as 
well. For instance, it appears the Phish Scale would benefit from 
incorporating a measure of perceived consequence severity. 
Greene et al. [14] found that clickers were concerned over 
consequences arising from not clicking, such as failing to be 
responsive to their job duties. In contrast, non-clickers were 
more concerned over consequences due to clicking, such as 
accidentally downloading malware. Additionally, concern over 
consequences varied depending on the premise of the phish. In 
the phishing exercises described in the current paper, it is likely 
that concern over consequences was much higher for the 
Weblogs exercise, with its implied consequence of disciplinary 
action, to include dismissal, and the Security token exercise, 
which could have been concerning for teleworkers, as a security 
token is needed to access the organization’s network from off 
campus. The current instantiation of the scale does not 
specifically address concern over consequences or the perceived 
relative severity of consequences. It may be possible that 
premise alignment alone is sufficient and already captures these 
effects for the Phish Scale’s intended purpose, but additional 
research on this would be beneficial. 

Additionally, we would like to investigate incorporating 
work on personality factors, and ultimately folding the various 
components of our Phish Scale into a lens model, an application 
of multiple regression often used in judgement and decision-
making research. This would build upon prior lens modeling 
work by Tamborello and Greene [36] and Molinaro and Bolton 
[26]. Additional modeling and simulation research could 
explore the predicted click rates and reporting rates for different 
combinations of cues, context alignment, personality types, and 
phishing premises. How do different combinations affect 
phishing susceptibility? For example, consider this 
combination: users scoring high on conscientiousness, with a 
financial work context, who receive a phishing email with an 
authoritarian/time-sensitive transfer of funds premise, and very 
few suspicious cues. What if everything were the same but the 
work context, is that difference alone sufficient for someone to 
catch this phish? While we believe that context may trump all, 
additional research is necessary to see in which scenarios this 
holds, as well as, how and when it may change. One could 
simulate—with a well-validated model—the large number of 
possible combinations, to determine where to focus research and 
training intervention efforts based on quantified predicted risk 
metrics, such as the likelihood of clicking versus reporting.  

F. Broader implications  

In this section, we move beyond discussion of immediate 
future plans for the Phish Scale and into a discussion of broader 
implications for our work. The Phish Scale—and indeed 
phishing in general—is part of a much larger research agenda 
that addresses a spectrum of usable security issues. For instance, 
understanding risk, including human risk, is a key component of 

any organization’s cybersecurity strategy, and risk management 
frameworks play an important role in helping maintain security 
and privacy [28]. Ultimately, we hope our Phish Scale can be 
used to help CISOs better understand and characterize their 
organization’s phishing risk, by essentially profiling the types of 
phishing premises their users are more or less susceptible to as 
well as the organization’s actual threats. Such data can be used 
to prioritize training efforts on more targeted interventions, and 
to prioritize investigative efforts for real-world suspected 
phishes. Targeted training interventions will likely need to move 
beyond embedded phishing exercises, especially for repeat 
clickers. In-person seminars, posters, informal lunch and learn 
sessions, and so on, are all part of a larger security awareness 
program. Additional interventions may include special email 
Graphical User Interface (GUI) elements or flagging, or perhaps 
more aggressive email filtering for certain users or groups based 
on their risks and job responsibilities.  

In addition to risk profiling and targeted training, future 
work is also needed to understand how new technological email 
security measures will impact phishing. In particular, 
government agencies are quickly moving toward email 
authentication by implementing protocols such as Domain-
based Message Authentication, Reporting, and Conformance 
(DMARC) and Domain Keys Identified Mail (DKIM) per the 
Department of Homeland Security (DHS) Binding Operational 
Directive 18-01 [6]. How will that affect the phishing space? On 
the other hand, pretexting is already gaining in popularity and 
will likely continue to do so, especially if new technological 
solutions prevent or threaten the success of certain more 
“traditional” phishing email scams. As advances in 
technological protections make some attacks less effective, or 
even one day obsolete, the attacks will not stop, but rather will 
transition and evolve in response. For instance, it seems likely 
that other out-of-band social engineering methods will continue 
to gain in popularity. Phishing is but one component of a much 
larger social engineering problem facing the cybersecurity field. 
Future work should examine how lessons learned in the phishing 
domain may inform other varieties of social engineering 
problems as well.  
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APPENDIX A 

 
The table below contains the list of operationalized cues, indicators and hooks we used to count the phishing message 

characteristics to obtain a rating of phishing detection difficulty. For each cue, the associated references and the criteria we used for 
counting are also provided. 

TABLE: OPERATIONALIZED CUES 

Cue Type Cue Name Description References Criteria for Counting 

Error 

Spelling and 
grammar 

irregularities 

Spelling or grammar errors, mismatched 
plurality and so on 

[2], [3], [8], [12], [13], 
[19], [20], [21], [31], [38],  

 [40], [43] 

Does the message contain spelling or 
grammar errors, including 

mismatched plurality? 

Inconsistency Inconsistent content within the email  [14] Are there inconsistencies contained in 
the email message? 

Technical 
indicator 

Attachment type The presence of file attachments, especially 
an executable [16] Is there a potentially dangerous 

attachment? 
Sender display 
name and email 

address 

Spoofed display names - hides the sender 
and reply-to email addresses 

[2], [8], [12], [21], [23],  
[38], [39], [40] 

Does a display name hide the real 
sender? 

URL hyperlinking 
URL hyperlinking hides the true URL 
behind text; the text can also look like 

another link 
[3], [8], [9], [12], [19], [21] Is there text that hides the true URL in 

a hyperlink? 

Domain spoofing Domain name used in email address and 
links looks similar to plausible [14], [37] 

Is a domain name used in addresses or 
links plausibly similar to a legitimate 

entity's domain? 

Visual 
presentation 
indicator 

No/minimal 
branding and logos No or minimal branding and logos  [2], [12], [13], [19], [21],  

[23], [37], [39] Is appropriate branding missing? 

Logo imitation or 
out-of-date 

branding/logos 
Spoof or imitation of logo/out-of-date logo [14] Do any branding elements appear to 

be an imitation or out-of-date? 

Unprofessional 
looking design or 

formatting 

Formatting and design elements that do not 
appear to have been professionally generated 

 [7], [11], [19], [21], [31],  
[37] 

Does the design and formatting violate 
any conventional professional 

practices? 

Security indicators 
and icons Security indicators and icons  [7], [19]  Are any inappropriate security 

indicators or icons present? 

Language and 
content 

Legal 
language/copyright 

info/disclaimers 

Any legal type language such as copyright 
information, disclaimers, tax implications [19]   

Does the message contain any legal 
type language such as copyright 

information, disclaimers, tax 
information? 

Distracting detail Distracting Detail [14]  
Does the message contain any detailed 

aspects that are not central to the 
content? 

Requests for 
sensitive 

information 

Requests for sensitive information, like a 
Social Security number or other identifying 

information 
[8], [12], [14]  

Does the message contain a request 
for any sensitive information, 

including personally identifying 
information or credentials? 

Sense of urgency Use of time pressure to try to get users to 
quickly comply with the request  

[1], [3], [8], [12], [21],  
 [23], [38]  

Does the message contain time 
pressure, including implied? 

Threatening 
language Use of threats such as legal ramifications [1], [3], [8], [21], [23],  

[38] 
Does the message contain a threat, 

including an implied threat? 

Generic greeting A generic greeting and an overall lack of 
personalization in the email 

[1], [3], [8], [9], [21], [31], 
[37] 

Does the message lack a greeting or 
lack personalization in the message? 

Lack of signer 
details 

Emails including few details about the 
sender, such as contact information [23]  Does the message lack detail about the 

sender, such as contact information? 
Common 
tactic 

Humanitarian 
appeals Appeals to help others in need  [21], [23] Does the message make an appeal to 

help others? 
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Too good to be 
true offers 

Contest winnings or other unlikely monetary 
and/or material offerings [13], [21], [31], [43] 

Does the message offer anything that 
is too good to be true, such having 

won a contest, lottery, free vacation 
and so on? 

You’re special Just for you offering… such as a valentine e-
card from a secret admirer   Does the message offer anything just 

for you? 

Limited time offer This offer won't last long…   Does the message offer anything for a 
limited time? 

Mimics a work or 
business process 

Mimics any plausible work process such as 
new voicemail, package delivery, order 

confirmation, notice of invoice, and so on 
  Does the message appear to be a work 

or business-related process? 

Poses as friend, 
colleague, 
supervisor, 

authority figure 

Email purporting to be from a friend, 
colleague, boss or other authority figure [42]  

Does the message appear to be from a 
friend, colleague, boss or other 

authority entity? 

 

 
APPENDIX B 

 

The table below contains the observed counts of each cue for each exercise we evaluated for this effort to-date. 

 

TABLE: EXERCISE CUE COUNTS 

  Exercise Cues Observed with Counts 

  11 8 18 7 14 13 12 

Cue Type Cue Name 
New 

Voicemail 
Unpaid 
Invoice 

Order 
Confirmation Gmail Weblogs Valentine Token 

Error 
Spelling and grammar 

irregularities 1 1 2       1 

Inconsistency   1         1 

Technical 
indicator 

Attachment type   1           
Sender display name and 

email address 1 1 1 1 1 1 1 

URL hyperlinking 1   6 1 1 3 1 

Domain spoofing 1 1 1 1 1 1 1 

Visual 
presentation 
indicator 

No/minimal branding and 
logos 1   1     1 1 

Logo imitation or out-of-
date branding/logos               

Unprofessional design or 
formatting 1          1   

Security indicators and 
icons               

Language and 
content 

Legal language/copyright 
info/disclaimers 1   1   1  1 1 

Distracting detail 2   2   1  1   
Requests for sensitive 

information         1    1 

Sense of urgency   1 1 1 1 1 1 

Threatening language         3     

Generic greeting     1 1 1 1 1 

Lack of signer details 1   1   1 1 1 

Common 
tactic 

Humanitarian appeals               

Too good to be true offers               
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You’re special           1   

Limited time offer               
Mimics a work or business 

process 1 1 1 1 1   1 

Poses as friend, colleague, 
supervisor, authority figure   1   1 1      
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Metrology Requirements for Next Generation of Semiconductor 
Devices  

 

George Orji  
Microsystems and Nanotechnology Division, Physical Measurement Laboratory, NIST, Gaithersburg MD 20899 

 
INTRODUCTION 

The first International Roadmap for Devices and Systems (IRDS)1 was published in 2018 and builds on the decades-long 
effort by the International Technology Roadmap Semiconductors (ITRS). The IRDS Metrology Chapter identifies emerging 
measurement challenges from devices, systems, and integration in the semiconductor industry and describes research and 
development pathways for meeting them, covering the next 15 years1. This includes, but is not limited to, measurement needs 
for extending CMOS, accelerating beyond CMOS technologies, novel communication devices, sensors and transducers, 
materials characterization and structure-function relationships. 
 

Although devices based on traditional CMOS architectures are expected to reach their physical limits in the next few years, 
the devices and materials involved are more complex and difficult to measure than ever before2. The nanoscale sizes mean that 
the same fundamental limitations that will affect device performance also affect available metrology methods3. In addition to 
nanoscale size and complex structure, next generation devices will incorporate new materials such as graphene and transition 
metal dichalcogenide films. Because of changes in materials properties, measurements of film thickness and other parameters 
will require considerably more information about the layer-dependent material properties. This could be challenging for 
existing metrology techniques. The presentation will outline some of the key materials and lithography metrology challenges 
and highlight promising new techniques in an era of not only increased complexity, but one where scaling is no longer the main 
industry driver. 

 
 

DEVICE AND LITHOGRAPHY OPTIONS 

With the proliferation of non-planar device architectures, a key challenge for metrologists has been to develop the techniques 
required to obtain full three-dimensional device structure information.  The introduction of gate all around (GAA) structures 
(lateral GAA and vertical GAA) and monolithic 3D structures4 would make this even more challenging. Some of the challenges 
of GAA include small target volumes, localized information, and low signal to noise ratios. In addition to the above issues, 
monolithic 3D has the problem of non-uniform sensitivities at different depths. This means that metrology solutions would 
need to have a large depth of focus or be transmissive. In addition, 3D stacked chips and 3D very large-scale integration (3D 
VLSI) are fully functional tiers, so destructive characterization would be prohibitively expensive. Table 1 lists some of the 
device and lithography metrology challenges. 

Beyond classical CMOS, most of the proposed device candidates, such as 1D-2D field effect transistors, lateral and vertical 
heterostructures, include the use of 2D materials (such as graphene and molybdenum disulfide), which are susceptible to beam 
damage.  In addition to complex device structures, specific lithography options have their own challenges; for example, extreme 
ultra-violet (EUV) lithography has problems with mask defectivity, line-edge roughness and stochastics. Nanoimprint 
lithography’s metrology challenges include defectivity, overlay, and template inspection. In addition to defect inspection, 
directed self-assembly has unique challenges with overlay and defectivity. 

 

 

 

 

 

Preprint 
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TABLE 1. Device structure and lithography metrology challenges 
 Lateral Gate All 

Around  
Vertical Gate All 

Around 
3DVLSI/ Monolithic 3D 

Patterning 193i, EUV 193i, EUV 193i, High NA, EUV+(DSA) 
Channel 
Material Ge, IIV(TFET) Ge, IIV(TFET) Ge, IIV(TFET) 

2D Materials 
Metrology 
Challenges 
(Select 
Examples) 

• Small target volumes. 
• Localized information 
• Low SNR.  
• Non-uniform 

sensitivities 
 

• Small target volumes. 
• Localized information 
• Low SNR.  
• Non-uniform 

sensitivities 
• Future metrology 

techniques may be 
destructive. 

• Different materials on multiple levels. 
• Low contrast materials 
• Small target volumes. 
• Localized information 
• Low SNR.  
• Non-uniform sensitivities at different depths. 
• Nonsystematic DSA overlay shift. 
• Potential beam damage. 
• Low image contrast 
• Reduced cross-scattering due to small sizes 
• Difficulty obtaining optical properties (n & k) 

DSA, directed self-assembly; TFET, tunnel field-effect transistor; SNR, signal-to-noise ratio; NA, numerical aperture 
 
 

 
FIGURE 1: Lithography metrology gaps and limits. Continuous improvement and combined use of multiple methods could 
extend the applicability of some of these techniques5-8. All values are in nanometers; color key refers to limits of measurement 
techniques; LLBSE, low loss back-scattered electrons; SAXS, small angle x-ray scattering, HV, high voltage;  Figure courtesy of 
B. Bunday9. 

 
POSSIBLE METROLOGY SOLUTIONS 

Progress has been made in addressing many of the challenges listed in Table 1, but there continues to be the need for an 
additional broad range of metrology solutions commensurate with the complexities of the problems5, 10. Figure 1 shows 
metrology capabilities and approximate size limit needs for a wide range of lithography applications.  The range of 
measurements needed to characterize different aspects of 3D features means that a wide variety of tools and instruments are 
required11. No single technique has the needed resolution, range, and low levels of uncertainty required to enable it to fully 
characterize these features.  

A metrology approach that is gaining wider application is hybrid metrology, which relies on the complimentary use of 
multiple instruments. Figure 2 shows a conceptual diagram of multiple instruments being used to characterize a device. Each 
technique shown (scanning electron microscopy2, 6, atomic force microscopy12, 13, critical dimension x-ray scattering14, 
scatterometry15, and transmission electron microscopy16, 17) provides a specific capability18 that the others do not have.  In 
addition to multiple instruments, hybrid metrology also includes the use of statistical and combinatory techniques19 that allow 
complementary analysis of the same features using the best measurement attributes of each technique. 

Other promising methods include the use of ptychography-based methods to enhance electron, optical and X-ray based 
methods. Electron ptychography techniques were recently demonstrated for imaging 2D materials without causing beam 
damage, achieving a resolution of 0.04 nm20. At a larger length scale, X-ray ptychography methods were recently used to image 
and reconstruct whole chips with a resolution of 14.6 nm over a 10 m range21. 
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Machine learning and other advanced analytics22 techniques are gaining wide application in metrology2. This goes beyond 
data analysis and classification, and extends to instrument and measurement process optimization, including hybrid and virtual 
metrology.  

 
 

 
FIGURE 2: Multi-Instrument evaluation of a 3D stacked chip. Increasingly, advanced data analytics plays an increasingly major 
role in synthesizing information from multiple instruments23-30  and process parameters. Figure courtesy of G. Orji and B. Barnes2. 
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ABSTRACT
Given modern society’s dependence on technological infrastruc-
ture vulnerable to cyber-attacks, the need to expedite cybersecurity
adoption is paramount. Cybersecurity advocates are a subset of
security professionals who promote, educate about, and motivate
adoption of security best practices and technologies as a major
component of their jobs. Successfully recruiting and retaining ad-
vocates is of utmost importance. Accomplishing this requires an
understanding of advocates’ motivations and incentives and how
these may differ from other cybersecurity professionals. As the first
study of its kind, we interviewed 28 cybersecurity advocates to
learn about their work motivations. Findings revealed several dri-
vers for cybersecurity advocacy work, most of which were intrinsic
motivators. Motivations included interest in the field, sense of duty,
self-efficacy, evidence of impact, comradery, and, to a lesser degree,
awards and monetary compensation. We leverage these insights
for recommendations on how to frame cybersecurity advocacy as a
profession that fuels these motivations and how to maintain this
across advocates’ careers.

CCS CONCEPTS
• Social and professional topics → Computing occupations;
• Security and privacy → Social aspects of security and privacy.

KEYWORDS
Cybersecurity; advocacy; motivations; recruitment; retention
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1 INTRODUCTION
Even with a rise in the frequency and severity of cyber-attacks,
people often fail to adequately implement security best practices
and technologies [28]. Given modern society’s dependence on tech-
nology, the need for implementing effective cybersecurity (“the
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activity or process, ability or capability, or state whereby informa-
tion and communications systems and the information contained
therein are protected from and/or defended against damage, unau-
thorized use or modification, or exploitation” [21]) is paramount.
A critical role in this adoption is the cybersecurity advocate who,
recognizing that technology alone cannot solve security problems,
is adept at addressing the interpersonal, societal, economic, and
organizational factors often impeding adoption.

Cybersecurity advocates are security professionals who promote,
educate about, and motivate adoption of security best practices
and technologies as a major component of their jobs. In addition
to technical knowledge of the security domain, this role requires
non-technical competencies, such as interpersonal skills, communi-
cation skills, and context awareness [16]. Advocates’ audiences are
diverse and may include home users, office workers, students, tech-
nical staff, developers, and executives. Examples of cybersecurity
advocates include security awareness professionals, secure devel-
opment champions, those who advocate for security frameworks,
and security consultants.

Due to the emphasis on technical skills within the cybersecu-
rity field [10] and an estimated worldwide cybersecurity workforce
shortfall of three million [17], there may be a dearth of professionals
possessing the mix of technical and non-technical skills required for
cybersecurity advocacy. Therefore, recruiting new advocates and
retaining those already in the role is of utmost importance. Accom-
plishing this requires an understanding of advocates’ motivations
and incentives and how these may differ from other cybersecurity
professionals.

To address this gap, we conducted interviews of 28 cybersecurity
advocates. This paper reports on a subset of results from our first-
of-its-kind investigation of cybersecurity advocates’ work practices.
Our previous papers focused on cybersecurity advocate skills and
characteristics [16] and how advocates overcome people’s negative
perceptions of security [15]. In this paper, we extrapolate implica-
tions for recruitment and retention by analyzing answers to the
following research questions from the broader study:

• What are the motivations of cybersecurity advocates?
• What is most rewarding about their advocacy jobs?

Our findings revealed a number of drivers for cybersecurity ad-
vocacy work, most of which were intrinsic motivators. Motivations
included interest in the field, sense of duty, self-efficacy, evidence
of impact, comradery, and, to a lesser degree, awards and mone-
tary compensation. In particular, sense of duty and evidence of
impact are intrinsically tied to advocates’ roles as change agents
and educators and their direct interactions with their audiences.
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We are the first to begin to discover and enumerate motivating
factors for cybersecurity professionals who serve as advocates. By
understanding these motives, we begin to form a picture of how to
attract and retain those who would be successful in the advocate
role. To that end, we discuss implications for framing cybersecurity
advocacy as a professional role fueled by these motivations and
how these incentives may be maintained across advocates’ careers.

2 RELATED WORK
We turn to past research on professional workmotivation to provide
context for our study. Work motivation is “a set of energetic forces
that originates both within as well as beyond an individual’s being,
to initiate work-related behavior, and to determine its form, direc-
tion, intensity and duration” [23]. Motivation is often described
in terms of being either intrinsic or extrinsic. Intrinsic motivators
arise from an individual’s feelings about a work activity and are
inherent within the work itself [1]. These motivators can include
interest, enjoyment, or feelings of accomplishment. Conversely,
people are extrinsically motivated when they do the work in order
to “obtain some goal that is apart from the work itself” [1]. Within
the workplace, extrinsic motivators may include recognitions and
monetary compensation.

While intrinsic and extrinsic motivators do interact, psycholo-
gists have found that intrinsic motivators most positively impact
employee performance, creativity, and job retention [13]. In fact,
offering excessive extrinsic rewards for work that is already in-
trinsically rewarding can be detrimental and lead to a decrease in
overall motivation [13].

Work motivations of technology professionals were first ex-
plored within information technology (IT) and information systems
(IS) fields. Based on Shein’s career anchors (factors that give stability
and direction to a person’s career) [24], Crepeau et al. [9] identi-
fied significant IS worker anchors that included identity, service,
and variety. Over 10 years later, Sumner and Yager [26] perhaps
captured the evolving landscape of IT work, finding that the most
compelling anchors for IT workers included organizational stability
and variety, while identity, competence, creativity, and autonomy
were viewed as less important.

Others explored motivation through lenses other than career
anchors. Thatcher et al. [27] revealed that intrinsic motivators
positively affected IT workers’ job attitudes and suggested that
further research is needed to identify nuances in motivation among
different job types. Lounsbury et al. [20] found that disposition to
teamwork and the motivation to achieve were positively related to
both job and career satisfaction. Blum [5] explored gender-specific
motivations for entering the computer science field, which is a
primary feeder discipline into cybersecurity. He found that for men,
computer science was seen as an interesting, fun discipline. Women,
however, viewed it more as a means to achieve a socially motivated
purpose.

Subsequent studies built upon this work to explore motivators
within the much newer cybersecurity field. Chai and Kim [7] and
Bashir et al. [4] identified security skill self-efficacy as a strong
motivator for attraction to cybersecurity careers. Grounded in a
literature survey, Dawson and Thomson [10] suggested that the
future cybersecurity workforce should include those with a love of

learning, a strong desire to work in teams, and sense of civic duty.
Our previous paper on advocate characteristics revealed service
orientation and an interest in incorporating diverse disciplines
within the work [16].

Others focused on retention. Burrell et al.’s [6] analysis of fo-
cus groups of government cybersecurity employees implied that
intrinsic motivators are more effective than extrinsic motivators
for retention and success in the public sector since government
institutions cannot compete with private-sector salaries. An indus-
try survey [18] revealed that over 60% of cybersecurity job seekers
desire to work in a job where they are empowered and can protect
data and people, while roughly half were motivated by salary.

While this literature provides valuable insight, it is unclear as to
whether these same motivations apply to cybersecurity advocates.
While their jobs possess similarities to those of other cybersecu-
rity and IT workers, advocates play a unique role. For example,
like their counterparts they must possess technical expertise, but
their main focus is not on technology administration or oversight.
They must be skilled in the art of influence, but are not technical
sales representatives or marketers. Our research discovers where
advocates’ motivations are similar and where they differ from those
performing other cybersecurity roles and how these distinctions
might influence advocate recruitment and retention techniques.

3 METHODOLOGY
We conducted semi-structured interviews of 28 cybersecurity pro-
fessionals who performed advocacy tasks as a significant compo-
nent of their jobs1. We followed a research approach inspired by
Grounded Theory in which data collection and analysis are con-
ducted concurrently, with analysis influencing decisions on future
data collection [8].

The study was approved by our institutional review board with
participants providing informed consent and receiving no compen-
sation. To protect confidentiality, data associated with a participant
were assigned a code (e.g., P16).

3.1 Recruitment and Participants
We initially recruited from researcher contacts and internet searches
those who self-identified as security advocates. We then considered
snowball recommendations that allowed interviewees to identify
other advocates. Our definitional boundary of the cybersecurity ad-
vocate role continued to evolve and guided subsequent recruitment
as interviews progressed. To ensure the representation of a broad
range of advocacy contexts, we purposefully selected individuals
who performed different types of advocacy (e.g., security awareness
training, security consultation) who worked in a variety of sectors,
and who served different types of audiences. This resulted in a
collection of information-rich cases [22].

To guide recruitment, we practiced theoretical sampling through-
out data collection [8]. We recruited participants four or five at a
time. The subsequent group of potential participants was then se-
lected to include those who might be able to provide additional or
different insights on areas of interest surfacing from the analysis
of the preceding set. For example, when several participants raised

1This section is summarized from the methodology sections of previous papers [15, 16]
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gender diversity concerns, we subsequently recruited additional
female participants.

Table 1 provides an overview of relevant participant demograph-
ics, with some roles generalized to preserve anonymity. Our study
sample consisted of 10 female and 18 male professionals with all
having at least five years of experience in the cybersecurity field,
and 22 having more than 10 years. Fourteen participants had at
least one non-technical degree (e.g., philosophy, communications,
business, and law), with 11 of those having no formal technical
degrees. Participants had worked within diverse sectors throughout
their careers, including government, private industry, education,
and non-profit organizations, with most having experience in more
than one sector. Ten participants advocated securitymainly external
to their organization, three were focused within their organizations,
and 15 advocated both internally and externally.

3.2 Data Collection
Interviews lasted on average 45 minutes and were audio recorded
and transcribed. Interview questions addressed work practices, pro-
fessionalmotivations, rewards and challenges, characteristics of suc-
cessful advocates, and advocacy techniques. The interview protocol
is included in Appendix A. All but one participant also completed
an online demographic survey that included career background
information.

The semi-structured nature of the interviews allowed for follow-
on questions and the elicitation of rich data. The interview struc-
ture was ordered enough to facilitate cross-participant comparison,
but open-ended enough to permit participants to raise themes we
had not imagined in advance. Interviews were conducted until we
reached theoretical saturation, the point at which no new ideas
emerged from the data during our concurrent analysis [8]. Since the
goal of qualitative research is rich, holistic contextual understand-
ing, and not predictive generalization, the attainment of theoretical
saturation indicated that we had reached an appropriate number of
interviews [8]. This number also well exceeded the recommended
minimum sample size of 12-20 for identifying themes in qualitative
interviews [14].

3.3 Analysis
Methods for data coding and analysis were informed by Grounded
Theory, which allows for an organic emergence of themes [8]. Each
author initially reviewed five interviews and conducted inductive,
open coding to label and discover meaning. We later met several
times to discuss concepts identified from the interviews and begin
to develop a codebook. The first author then used the codebook
to recode the initial five interviews to align, and then deductively
code the remaining interviews. As analysis progressed and addi-
tional concepts emerged, we made adjustments to the codebook.
We then evolved our analysis into axial coding (the recognition
of relationships among codes), captured emerging ideas within
analytic memos, and identified core concepts (selective coding) [8].

4 FINDINGS
In this section we report on motivations for cybersecurity advocates
asmentioned by study participants. Thesemotivators contributed to
a great passion for advocacy work, as expressed by 15 participants.

One participant commented that advocacy “became kind of calling
over the years for me” (P04). Another, from a non-profit, reflected
on her work: “I love it. It actually has a lot of the different gratifying
qualities I enjoy in a job” (P24).

No appreciable differences were observed among the various
demographic groups (e.g., gender, formal education). In this section,
we also provide participant counts to reflect frequency of concepts
mentioned during the interviews. However, because our analysis
was focused on identifying centrality of data codes to concepts, we
caution the reader against making inferences beyond frequency.

4.1 Personal Interest
The belief that cybersecurity is a challenging and an “intellectually
exciting” (P16) field was a motivator for 19 participants. A graphic
designer-turned-advocate commented that the security awareness
profession is “like a giant puzzle. And challenges are my thing. I like
being able to put effort into something that’s creative and interesting
and different” (P28).

Since the cybersecurity field is relatively young and quite dy-
namic, it offers opportunities for innovation, which appealed to
participants. One said, “I’m attracted to areas where there’s new
things to do,. . .where it’s not really established, where I get to solve a
new problem, and solve a new problem that matters” (P19). A security
awareness program director at a public university commented,

“It’s ever-evolving. . . I find it to be a challenge because threats
and vulnerabilities in all environments. . . are always there and
they’re always becoming more sophisticated. . . That’s what mo-
tivates me to stay in” (P14).

We also identified an interest in interdisciplinary work (7 par-
ticipants). The nature of advocates’ work is multi-faceted in that it
must consider challenges “at the people level, at the business level,
the strategic level” (P27). An advocate with a strong cybersecurity
background fell into security awareness when she became exposed
to the human aspects of security: “the power of human motivation
fascinates me. And I think if I wasn’t doing this, I’d probably be a
behavioral psychologist or something” (P21).

Another participant worked at the intersection of cybersecurity
and usability:

“I tend to have an interest in things that are interdisciplinary
and kind of at the border of different things. . . So, this combi-
nation of the technical and human factors interests me, and I
guess I seem to be good at it, so that encourages me to want to
do more” (P07).

4.2 Sense of Duty
Almost all participants (26) exhibited an acute sense of duty and
service. For example, a participant who works to influence public
policy stated, “I think we’re making the world a better place” (P06).

At the core of sense of duty was the perception of the impor-
tance of advocacy work. Although cybersecurity problems may
seem overwhelming, participants thought that potential personal,
economic, and national security consequences were too significant
for them not to act. As one participant said, the role of cybersecurity
is important “in our future economy and in the management of social
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Table 1: Participant Demographics

ID Gender Role Sector Education Audience
P01 M Security analyst G T,N B
P02 M Professor E,G,I T,N B
P03 F Computer scientist G,I T B
P04 M Security evangelist N ,G T B
P05 M Security researcher I ,G T B
P06 M Director N ,G,E,I N B
P07 F Senior technologist G,E,I T E
P08 M Security consultant I N E
P09 M Training director E,G N E
P10 M Instructor, consultant I ,E,G T E
P11 M Director N ,I N E
P12 M Security engineer I ,E,G T E
P13 M Security engineer I U I
P14 M Security awareness director E,G N B
P15 F Director N ,E,I N B
P16 M Computer scientist G,E,I T,N I
P17 M Researcher I T E
P18 M CIO E T B
P19 F Senior Architect I T I
P20 M Professor E,G T E
P21 F Company co-founder I ,G T E
P22 M Security researcher I , E T B
P23 F Security consultant I ,E N B
P24 F Director N N E
P25 F Deputy CIO G,I N B
P26 F CISO G,I T B
P27 M Director N ,I N B
P28 F Security awareness director I ,E N B

Sector (Current,Past): E=Education, G=Government, I=Industry, N=Non-profit; Education: T=Technical degree, N=Non-technical degree, U=unknown/not
reported; Audience: I=Internal to own organization, E=External to own organization, B=Both internal and external

issues like privacy and the way that we interact as social creatures
across society. Cybersecurity is central to all of that” (P04).

Several advocates saw the potential of poor cybersecurity re-
sulting in the loss of lives. One participant warned, “If we don’t get
computers right, people are going to starve. And right now, we’re not
doing a good job” (P16). Another advocate who leads a non-profit
discussed his group’s motivation:

“We had said we want to save lives through security research. It
was really wherever bits and bytes meet flesh. That could be cars,
medical devices, industrial control systems. But everyone’s so
focused on data and the confidentiality of data. . .We’re spending
nothing on our life and limb” (P11).

Precipitated by the importance of the work, participants had a
keen desire to help people navigate the dangers and complexities
of the cyber world. A usable security champion commented, “I like
making people’s lives easier” (P03). Another participant said ”There’s
huge difference between my job satisfaction level when I know what
I’m doing, day-in and day-out, is out there helping ultimately the
citizens and the general population” (P26).

All participants attempted to address the gap in security knowl-
edge by playing formal or informal educator roles. Fifteen served

as educators/mentors to future and current security professionals.
A veteran advocate stated:

“I’m really conscious of my role as an old guy in this, a pioneer,
someone who’s got a lot of history. And so there’s an excitement
to that, to feel that you’ve seen a lot of things happen, made a
lot of mistakes you get to convey to other people. . . So, feeling
responsible. I feel the role there. It feels like I’m supposed to be
doing this” (P04).

Other advocates educated less-technical audiences. For example,
one participant extended her advocacy responsibilities outside of
work:

“I actually spend a significant time ofmy personal life . . . educating
teachers and working with the old lady gang on my block to
get them to understand security so that they’re not in a posi-
tion where they have to deal with some criminal stealing their
information or stealing their hard-earned money” (P23).

Another discussed his upcoming talk to a local community group:
“I’m trying to tune the message. What should citizens care
about?. . . They’re all great people, but they’re not going learn
what I’ve learned. So what is it that I can tell them that will
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help them, to get their attention, to cause them to change be-
havior?. . . there’s a lot of great technologists in this business,
but based on technology, we’re not going to change people’s
behavior – well, only in niches. So, how do we put our work in
other people’s context” (P04)

4.3 Self-Efficacy
Self-efficacy, a belief in one’s own ability to accomplish a task or
exert control in specific situations [3], can be an important moti-
vator [4, 7]. A large part of self-efficacy is self-confidence that one
has the necessary knowledge and skillsets.

All participants exhibited self-confidence in their abilities to
effectively perform advocacy tasks. This confidence was gained
through years of experience and continuous learning. An advocate
reflected on how his involvement with operational and threat intel-
ligence organizations contributed to his effectiveness: “Those two
perspectives help me bring some unique value to the problem” (P05).

Other advocates expressed confidence in their non-technical
“soft” skills which were often deemed as more important than tech-
nical skills in advocacy work. For example, the ability to translate
technical topics into layman’s terms was noted as an important
competency by 24 participants. When giving presentations to non-
technical audiences, one participant commented, “I seem to have
the magic power to make these things make sense” (P08).

4.4 Evidence of Impact
Since the goal of cybersecurity advocacy is behavior change, evi-
dence that an advocate’s recommendations have been understood,
concurred with, and acted upon served as strong motivators for our
participants and contributed to self-efficacy (23 participants). One
participant said the most rewarding part of her job was “seeing the
impact, seeing some difference was made . . . however minor or modest”
(P19).

We must also note that, although most advocates focused on
successes, others were more forthcoming about challenges. When
asked about his professionalmotivation, one participant commented
on his frustrations:

“I’d love to say that it’s to help people fight the good fight and
make the world a better place. And it is certainly part of that,
but I have to say, it isn’t all that because, if it was, I would be
very discouraged. . .We as an industry [are making the same
mistakes] we’ve been making forever” (P10).

In the following subsections, we describe ways in which advo-
cates realized the impact of their work as categorized by the sources
providing evidence of impact.

4.4.1 Organizational Impact. Impacting organizations (mentioned
by 10 participants) can be especially challenging since organiza-
tional barriers to cybersecurity, such as security culture, can be
difficult to change. Therefore, a positive shift in attitude often pro-
vided hope of future behavior change. One participant commented:

“The impact isn’t always. . . an easy thing to quantify in this
field. So, I think a lot of times it’s when the organization starts
showing the passion, starts showing and are being responsive to

the ideas you’re trying to suggest. That can be very rewarding”
(P05).

Another advocate, who had spent a substantial amount of his
career conducting vulnerability assessments, talked about a feeling
of accomplishment coming with

“the knowledge that the people were really onboard and believed
what it was they were doing, believed that what we were telling
them was important, and had the right guidance and the right
authority to be able to move forward with it” (P01).

One participant spoke about how the effectiveness of a security
awareness program might be measured by incremental shifts in
security culture:

“It goes beyond just behavior, but more on the culture. So when
you’re talking to people, if they have a positive attitude about
cybersecurity, a positive attitude about the cybersecurity team,
if they feel like their behaviors have a positive impact, that’s
the first real big indicator that you’ve got a long-term win. Now
the problem you have is changing culture’s a three to ten year
process” (P09).

4.4.2 Individual Impact. Eleven participants talked about the sat-
isfaction of educating and making an impact on individuals. One
advocate said:

“I always get really excited when I can just tell people have
learned something. So when I see that little lightbulb come
on. . .when I get confirmation that something I’ve said makes a
difference, I get really excited” (P23).

A participant noted that, after giving a presentation,
“I definitely like interacting with people and people telling me,
‘Wow, I learned something. I can use this. I’m going to change
what I do, and this will help me.’ I find that rewarding” (P07).
Another commented that he feels energized
“when I’m working with an adult, and they have the ‘Eureka!’
moment. They’re struggling with understanding something, and
you kind of sit next to them, and then they get it and you can
see it in their eyes. Often a high-five moment happens” (P10).

4.4.3 Policy Influence. Five participants were able to influence
broad-reaching cybersecurity policies. One participant who had
worked in the government sector talked about how his organiza-
tion had “shaped the spending of hundreds of millions of dollars and
the behavior of thousands” (P04). P06’s non-profit successfully lob-
bied for a substantial paradigm shift in cybersecurity public policy
within the United States. P11 influenced medical device policy that
prevented serious vulnerabilities from claiming lives.

4.4.4 Transfer of Knowledge. A deeply satisfying aspect of the job
is the observation of the target audience taking the information they
had learned and transferring that to others, as was mentioned by
eight participants. A participant told a story about how an elderly
neighbor whom she had taught cybersecurity best practices taught
her son a lesson:

“Her son was buying a house, and she kept telling him, ‘Don’t
email that stuff. Don’t email your personal stuff.’ Well, probably
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about two weeks into purchasing the home, he realized that
his email had been completely compromised. . . She saved him
probably three million dollars because what happened is, in the
middle of setting up escrow, someone asked for a bank account
number. It wasn’t anyone from the real estate firm” (P23).

Three participants discussed their roles in helping good secu-
rity habits blur across the home/work divide. For example, one
participant remarked,

“if you can train them with their home life and help them
there, too, they can hopefully bring those behaviors to work and
bring that sense of awareness up. So a lot of the organizations
share those personal, consumer-focused resources with their
employees so they can keep their families safe at home, too”
(P24).

A security awareness program director provided another exam-
ple:

“We had a videotape. . .One of the presenters. . . had been kid-
napped. She had been social engineered by a man online. . .And
I know some of the people took their laptops home, logged in,
and made their kids watch that. So I think that’s great, too,
when the information that you’re giving at work, people are
sharing with friends and family, too” (P28).

4.4.5 Metrics. Nine participants viewed metrics as motivating evi-
dence that they were on the right path with their approaches. Met-
rics mentioned by participants included how many people accessed
publications and videos, the number of newsletter subscriptions,
attendance of security events, the growth of non-profit member-
ship, and statistics showing improvement in security behaviors. A
participant discussed the importance of metrics in showing success
of an organization’s security awareness program: “initially you may
have to measure success by some specific behaviors such as phishing,
exposing of sensitive data, use of ID badges and things like that” (P09).

Advocates monitored these metrics as one indicator of both the
reach of their message and effectiveness of a communication chan-
nel. For example, one participant noted that one of her talks had
been recorded and posted online and had “been viewed like two
million times. . . There’s a lot of bang for that buck” (P07). A partici-
pant whose organization produced cybersecurity implementation
resources said:

“We create specific things, sort of products to give away, ideas
and papers. So part of that is it comes with some natural mech-
anism now to calibrate feedback. How often is it downloaded,
how often is it referenced?. . . So we see lots of interest world-
wide. We can count how many tens of thousands of downloads
there have been” (P04).

4.4.6 Praise. Praise is an extrinsic motivator that, when sincere,
can significantly contribute to intrinsic motivation. Fourteen par-
ticipants felt valued after receiving positive feedback from their
audience. Some feedback was more formal, often obtained through
surveys. For example, a non-profit advocate commented:

“We have teams to reach out to adopters of our work, talk to
them, ask them questions through surveys, write down use cases

if they’re willing, that sort of thing . . . feedback is not an issue.
We get a lot of that. I’d say it’s overwhelming positive” (P04).
Informal feedback, such as face-to-face comments and email,

seemed to be most personally satisfying. A participant who advo-
cates to lawyers talked about one member of his audience saying, “
‘This is amazing! So many lawyers don’t understand this.’. . . it’s won-
derful to get those sorts of reactions” (P08). A security awareness
director at a university remarked:

“I’ll get stuff directly if I run an event of some kind, an aware-
ness event, whether it’s a conference or just a small brown bag
session. I will receive emails from attendees saying, ‘Hey, this
was extremely helpful. I was unaware of XYZ component of
data privacy. Or HIPAA [Health Insurance Portability and Ac-
countability Act] privacy.’ Whatever the topic might be. So the
feedback that I receive in many instances is informal feedback”
(P14).

4.5 Comradery
When asked about the rewards of their jobs, seven participants
discussed their enjoymentworkingwith others in the field.Whereas
this motivation is not unique from other professions, it highlights
the importance of a sense of belonging and collaboration in the
cybersecurity advocate role and runs counter to commonly-held
stereotypes of cybersecurity being a solitary profession [25].

A security course instructor and consultant commented, “most
of my very close friends are in this industry. I love to spend time
with them thinking good thoughts” (P10). A security evangelist at a
non-profit described the benefits of working with a large group of
volunteers to produce security guidance:

“It’s a business full of really bright people, lot of diverse, creative,
smart people of good will. . . So I love that part of it, the sort of
community, this collaboration. . . it’s something that’s personally
satisfying” (P04).
The interactions advocates have with others in the field are not

just personally satisfying but are a necessary component of the job.
Because of the distinctly dynamic nature of the cybersecurity field
in which major developments can occur on a daily basis, advocates
rely on a symbiotic relationship of receiving and contributing infor-
mation within their personal networks. For example, an advocate
who is active in a security awareness community commented, “not
only am I always giving to the community, I’m listening to the com-
munity. . . So, I always understand the latest and greatest risk from a
human side” (P09).

4.6 Awards and Monetary Compensation
Only five participants mentioned official recognitions or mone-
tary compensation as motivators. One participant, referencing her
team’s best website award, said, “I love it when my team is recog-
nized” (P26). Another was motivated by continued research funding:
“if they didn’t like what you were doing, and they didn’t think there
was value, they wouldn’t continue to fund you. And so, our funding’s
pretty stable” (P03).

When asked about the rewards of his work, one advocate first
mentioned the fun he has educating youth about cybersecurity and
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the gratitude of his clients. However, he was then quite frank when
he also included financial reward:

“As long as you’re not cheating people or doing something
dishonest, if you’re providing real value, the way people indicate
that you’re providing real value to them is by paying you. So the
more that they pay you, the more value you’re providing. . . So
I know that might sound crude, and maybe I should be more
noble,. . . but I always realize at the end of the day, I gotta make
payroll” (P10).

5 IMPLICATIONS
Our findings confirm many of the same motivations as IT and cy-
bersecurity professionals identified in the prior literature, such as
sense of duty/service, self-efficacy, working with others, and in-
terest, although sometimes to different degrees. We also similarly
found an emphasis on intrinsic motivations (e.g., personal interest
and sense of duty) inherent in the work of cybersecurity advocacy
and its immediate goal of enacting positive behavior change. How-
ever, even extrinsic motivators (e.g., praise and compensation) were
contributors to intrinsic motivation. For example, we observed that
most participants were not ego-driven, so praise was viewed in the
context of reinforcing self-efficacy and sense of duty.

Despite the similarities, we also recognize the uniqueness of the
cybersecurity advocate role versus traditional IT or cybersecurity
professionals, such as analysts, administrators, and system archi-
tects. To be effective, advocates must be more socially-oriented and
skilled in persuasion and communications then their non-advocate
colleagues [16]. They appear to be driven by a sense of duty and
evidence of real impact, and often have larger spheres of influence.
We therefore see the need for a more nuanced approach to feature
advocate motivators in recruitment and retention by 1) advertising
cybersecurity as a profession that has the potential to fuel these
motivations via an advocacy role, 2) increasing motivations by pro-
viding opportunities for traditional cybersecurity professionals to
progress into advocate positions, and 3) sustaining motivation for
current advocates by documenting impact and providing energizing
feedback.

5.1 Recruitment
When marketing cybersecurity positions having advocacy duties,
in addition to touting the work as interesting and challenging {sup-
ported by section 4.1}, there should be emphasis on the important
service to individuals and society {4.2}. For example, when recruit-
ing advocates for jobs in the public sector, salaries can seldom
compete with those in private industry, so appealing to motivators
like a sense of civic duty and national pride may be especially help-
ful in attracting qualified individuals [10]. Service orientation of the
work may also appeal to currently underrepresented populations
in the cybersecurity workforce who may perceive cybersecurity as
having no social benefit [25] or women who desire a career with a
socially motivated purpose [5].

The opportunity to work collaboratively with talented, diverse
people from multiple disciplines should also be highlighted {4.1}.
This emphasis may counter a lack of awareness of the breadth of
opportunities available in security careers [12] and belief that only

those with deep technical skills can be successful [11, 12]. The inter-
disciplinary framing might help attract individuals from other fields
who possess important non-technical skills and unique perspectives
and encourage a greater sense of self-efficacy {4.3}. Additionally,
an emphasis on the value of diversity may encourage participation
of women and minorities who otherwise may be deterred by the
stereotype of a white male, hacker-dominated workforce [2, 11].

5.2 Retention
Due to the dynamic nature of cybersecurity, organizational chal-
lenges, and human nature, the work of advocates can sometimes be
daunting and thankless, requiring perseverance and resilience. In
addition, individuals qualified for cybersecurity advocate positions
possess a valuable blend of skills [16, 19], so are in danger of being
recruited away by others. Therefore, special emphasis should be
placed on their retention.

To aid in retention, foster advocate motivation, and encourage
progression of current professionals into advocate roles, we propose
the following recommendations for employers.

(1) Learn to recognize those who are doing advocacy work
within the organization, even if in the background. Offer
sincere praise and feedback about their successes (even if
minor) and tout their mix of technical and non-technical
skill. Provide opportunities to assume more responsibility
for security promotion activities. {4.3, 4.4}

(2) Provide ample opportunity for advocates to receive direct
feedback from their audience (face-to-face especially) about
their efforts. Implement mechanisms to measure effective-
ness and value of advocacy approaches. {4.2, 4.4}

(3) Support advocates in trying innovative approaches. {4.1, 4.3}
(4) Encourage advocates to participate in collaborative and infor-

mation sharing opportunities with others working in related
areas. {4.1, 4.5}

(5) Clearly communicate to the workforce that advocates are
supported by leadership as important contributors in pro-
tecting people, systems, and information. {4.2, 4.3}

(6) Arm advocates with professional development and contin-
uous learning opportunities that can aid them in their jobs.
This learning should address the interdisciplinary nature of
cybersecurity and include organizational, social, and techni-
cal aspects of cybersecurity. {4.1}

(7) Be cautious with offering excessive extrinsic incentives as
these may interfere with intrinsic motivation. However, try
to promote and pay advocates commensurate with the value
they bring to the organization. If that is not possible, provide
advocates with clear feedback about the importance and
value of their work. {4.2, 4.4, 4.6}

6 LIMITATIONS
Our study is limited in that interviews are commonly subject to
self-report and social desirability bias in which participants may
adjust their answers to appear more acceptable to the interviewer.
These biases may have particularly been a factor when so few par-
ticipants mentioned monetary compensation as a motivator. In
addition, although an interview protocol was used to ensure con-
sistency across several predetermined topics, the semi-structured
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interviews allowed for exploration of ideas that may not have been
discussed equally in all interviews. Bias and consistency concerns
were primarily mitigated by the diversity of our sample and con-
stant comparison method of our analysis.

As the first to look at cybersecurity advocacy, we are discovering
variables of interest that can be validated in future studies. For
example, follow up efforts are underway to observe cybersecurity
advocacy in practice within organizations.

7 CONCLUSION
Cybersecurity advocates serve as important enablers to security
adoption. Our study is the first purposeful effort to learn about their
workmotivations. Most critically, we suggest ways to leverage these
motivations in cybersecurity advocate recruitment and retention
efforts to better position the cybersecurity workforce to meet the
challenges of the future.

DISCLAIMER
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A INTERVIEW PROTOCOL

Items in bold are those most relevant to the theme of motivations
discussed in this paper.

(1) Can you tell me about what you do in your job?
(2) How did you come to do this type of work?
(3) What motivates you to do this work?
(4) What do you think is the importance of your role in

promoting security?
(5) How is your work is valued by others?
(a) What kind of feedback do you get?
(b) Can you talk about any times when you felt that

your work wasn’t appreciated?
(6) What do you think are qualities or characteristics of people

who are successful in promoting security?
(7) Have you had experiences with or know of security advo-

cates who you don’t think were particularly effective? What
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was it about them or what did they did or did not do that
contributed to their ineffectiveness?

(8) Through what means do you promote security? For example,
conferences, invited talks, blogs, social media, articles, client
visits, face-to-face meetings, phone, email.

(a) Which of those means do you think are the most effective?
Why?

(9) What are your thoughts about whether or not you are reach-
ing the right population of people and organizations?

(a) What is preventing you from reaching the right people?
(b) What do you wish you could do to reach the right popula-

tion?

(10) How do you keep up with the latest in security?
(11) What do you find most rewarding about your work?
(12) What do you find most challenging or frustrating, if

anything, about your role as a security advocate?
(13) What do you think are the biggest obstacles individuals and

organizations face with respect to implementing security
measures and technologies?

(14) What do you see as your role in helping organizations over-
come these obstacles?

(15) Is there anything else you’d like to add with respect to what
we’ve talked about today?
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INTRODUCTION 

Low-cost, high-throughput and nondestructive metrology of truly three-dimensional (3-D) targets for process 
control/monitoring is a critically needed enabling technology for high-volume manufacturing (HVM) of nano/micro 
technologies in multiple areas 1,2. A survey of the typically used metrology tools indicates the lack of a tool that truly 
satisfies the HVM metrology needs of 3-D targets, such as high aspect ratio (HAR) targets and through silicon vias 
(TSVs). TSVs are a key component to enable 3-D stacked integrated circuits (3DS-IC), which themselves are key to 
extended scaling of integrated circuits and enabling heterogeneous integration 1. Hence it is crucial to find suitable 
metrology solutions for truly 3-D targets such as HAR targets.  

 
To be used in high volume manufacturing, a metrology tool must – in addition to providing statistically significant 

results 2 – be fast (high-throughput), low-cost, inline capable, automated, robust, easy to use, non-contact and non-
destructive.    The requirements for satisfactory measurement sensitivity and resolution have been identified in the 
International Technology Roadmap for Semiconductors (ITRS) and International Roadmap for Devices and Systems 
(IRDS) 2017 Edition: Metrology. All currently available tools have certain advantages and disadvantages. It is difficult 
to find a metrology tool that satisfies all the above-mentioned requirements, especially for metrology of 3-D/HAR 
targets.  Here we show that through-focus scanning optical microscopy (TSOM) 3,4 could supplement currently 
available metrology tools in filling this gap for 3-D shape metrology. However, there is still room to improve optical 
tools 5. 

 
THROUGH-FOCUS SCANNING OPTICAL MICROSCOPY (TSOM)  

TSOM is a method that collects and preserves the entire through-focus optical intensity information in 3-D space 
using a conventional optical microscope. Developments in image acquisition techniques have significantly reduced 
the acquisition time for a set of through focus images to be as fast as a single conventional microscope image, making 
TSOM suitable for HVM 6. A vertical cross-section extracted from this 3D data results in a TSOM image. D-TSOM 
images are generated by taking a pixel-by-pixel difference between two TSOM images obtained using two different 
targets.  D-TSOM images expose small (down to sub-nanometer) differences hidden in nominally identical targets. 
The color patterns of D-TSOM images are usually distinct for different types of parameter changes and serve as a 
“fingerprint” for different types of parameter variations, but remain qualitatively similar for different magnitude 
changes in the same parameter. However, the magnitude of the optical content of D-TSOM images is proportional to 
the magnitude of the dimensional differences. The Optical Intensity Range (OIR, the difference between the maximum 
and the minimum optical intensity, multiplied by 100), provides a quantitative estimate of the difference between two 
images.  The utility of D-TSOM is that the color pattern of the D-TSOM image is an indicator of the difference in 3D 
shape, while the magnitude of the OIR scales with the dimensional difference between the two targets.  
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DEMONSTRATION OF TSOM FOR PROCESS MONITORING  

Application for High Aspect Ratio (HAR) Trenches  

As a demonstration of the application of TSOM to HAR structures, trench targets in SiO2 layer on a 300 mm Si 
substrate with nominally 100 nm CD and 1100 nm depth were studied 7. A mosaic of D-TSOM images obtained (with 
central die as a reference target) for the entire wafer is presented in Fig. 1(a). From this, four major types of D-TSOM 
image patterns (Fig. 1(b)) can be identified with their corresponding FIB cross-sectional profile differences as shown 
in Fig. 1(c). Considering the information available in Figs. 1(b) and (c) as a library, a simple process monitoring 
procedure can be proposed as shown in Fig. 2, based on the following selected rules: If the OIR of the D-TSOM image 
is more than 12, reject the target, as the dimensional differences are more than the tolerable limits. On the lower side, 
if the OIR of the D-TSOM image is less than 7, accept the target as the dimensional differences are within the 
acceptable level.  If the OIR value is in between 7 and 12, accept the production target if the profiles are symmetric 
(T1 and T3) and reject if the profiles are asymmetric (T2 and T4). 

 
 

FIGURE 1.  (a) A mosaic of the D-TSOM images obtained by subtracting the TSOM image of the central reference target from 
the TSOM images of the targets in the other dies (with color scale bar set to automatic). (b) Four major types (T1, T2, T3 and T4) 
of D-TSOM image color patterns are identified. (c) Schematic cross-sectional profile differences corresponding to (b) obtained 
from FIB cross-sectional analysis. Nominal pitch = 1,000 nm.  Illumination wavelength = 520 nm, numerical apertures (NA) = 
0.75, illumination NA (INA) = 0.25. 

 

FIGURE 2.  (Left) Proposed TSOM-based automated 3-D-shape process control method. The selected test production targets in 
column 1 are considered to have unknown 3-D-shape profile (column 2).  Comparing the correlation coefficients of the D-TSOM 
images of the test targets with the library provides the best match (green boxes) from which the possible 3-D shape difference type 
can be inferred (column 8). Based on the type of 3-D shape difference and the magnitude of the dimensional difference (OIR), the 
process control decision of accept/reject status can be made. (Right) Dies marked by an X are rejected after applying the automated 
TSOM-based process control criteria. The rest of the dies are deemed acceptable. 
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Application for Through Silicon Vias (TSVs) 

The premise of the TSOM approach is that the use of conventional optical microscopy components, as opposed to 
infrared reflectometry, may provide a cost-effective method for TSV metrology, especially for process control. In the 
example we present here, dimensional differences between three TSVs from three dies are evaluated by comparing 
the TSVs, pairwise, using D-TSOM images. The comparison can be evaluated numerically (OIR) and can also be 
displayed graphically. Figure 3 shows experimental D-TSOM data for TSVs with a nominal diameter and depth of 1 
μm and 20 μm, respectively. The bar graphics above the image plots indicate which two TSVs are being compared in 
each plot; the values of the OIR indicate the overall magnitude of the dimensional differences between the TSVs being 
compared; and the colors indicate the spatial distribution of dimensional differences between each pair of TSVs. The 
similarity of the two differential images on the right indicates a similar pattern of dimensional differences between the 
pairs of TSVs compared. The OIR value of the image at the right is the highest, indicating the largest magnitude 
dimensional difference, while the lowest OIR value of the left image indicates the smallest difference. If a library of 
differential TSOM images corresponding to known dimensional differences were available, the actual dimensional 
differences corresponding to these image patterns could be evaluated. 

 
FIGURE 3.  D-TSOM images representing the pairwise differences between TSOM images of three TSVs in three different 

dies. 
 

Here we have briefly presented potential applications of TSOM for dimensional metrology of deep structures such 
as HAR targets and TSVs using a reference library. TSOM is a nondestructive, low-cost, and high-throughput 3-D 
shape process monitoring method that uses a conventional optical microscope. TSOM could fill a gap by satisfying 
the HVM metrology needs of not only HAR targets and TSVs, but also other types of truly 3-D targets for which 3-D 
shape process control/monitoring is needed, complementing other widely used metrology tools.  
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Abstract— Switching variability in polycrystalline compliance-
free HfO2-based 1R RRAM is evaluated employing ultra-fast low 
voltage pulse approach. Changes in filament conductivity are 
linked to the variations of energy consumed in a switching 
process. This study indicates that variability is reduced 
(suppressed) in more resistive filaments.   

Index Terms-- Neuromorphic computing, RRAM. 

I. INTRODUCTION 
Mobile neuromorphic computing (NC) systems introduce 

specific requirements to RRAM cells to be used as 
microelectronic "synapses". Sufficiently high stability and low 
variability of the memory states for the reliable gradual memory 
update is required in analog applications to implement adaptive 
synaptic changes. Formation and switching of the conductive 
filament in the metal oxides involves an atomic-level 
rearrangement that is a stochastic process resulting in high 
device-to-device and cycling variability [1]. Such stochasticity 
can be expected to reduce when redox processes are limited by 
a tighter control over the duration of the forming/switching 
operations and the oxide region where they take place. In this 
respect, the ultra-short pulse technique [2], which corresponds 
to actual circuitry operation frequencies, is an enabling tool to 
evaluate RRAM characteristics under use conditions. In this 
study, we focus on identifying operational factors, which can 
affect switching variability in hafnia-based filamental RRAM 
devices.  

II. MEASUREMENTS SETUP  
RRAM devices are formed by crossbar 50x50 nm MIM 

capacitors fabricated with an ALD polycrystalline 5nm HfO2 
film, overlaying oxygen scavenging Ti layer and TiN 
electrodes. Figure 1 show a setup, which delivers sufficiently 
short voltage pulses limiting energy dissipation and related 
redox processes that determines resistance of the formed 
filament and removes the need for a current compliance control.  

The energy dissipated in the RRAM cell during forming can 
be calculated as: 

𝐸𝐸 = ∫ 𝑉𝑉(𝑡𝑡)𝐼𝐼(𝑡𝑡)𝑑𝑑𝑡𝑡𝑡𝑡0+𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑡𝑡0

  (1) 

where V(t) is the voltage pulse, I(t) is the current through the 
RRAM cell during the pulse. The distribution of the post-
forming resistance values at a given pulse width (Fig. 2) is 
driven by the variation of these forming energies, Eq. (1), 
caused by device-to-device variability of initial (pre-forming) 
precursor conductive paths, rather than variability of the 
forming process itself. By tuning the pulse amplitude, state 
resistance can be gradually, via multiple pulses, changed to the 
desirable level, Fig. 3. Cyclic switching between two resistance 
states was performed by employing a feedback system allowing 
to stop and flip the polarity of the programming pulse when the 
desired conductance state of the memory cell is reached. While 
LRS shows tight distribution over switching cycles, the HRS 
fluctuates. However, the frequency and amplitudes of large 
HRS fluctuation remain limited (up to Rmax) during continuous 
switching (Fig. 4). It implies that these fluctuations are not 
associated with permanent structural changes, and observed 
resistance variations reflect random reversible processes (their 
origin will be discussed elsewhere). 

 

Figure 1.   Short pulse RRAM switching setup. Example of measured 
voltage and current signal during RRAM forming extracted from oscilloscope 

measurements. 

III. VARIABILITY AND ENERGY DISSIPATION  
To understand the variability drivers, we compare cycle-to-

cycle conductance variations, along with the corresponding 
distributions of switching energies. Due to extremely low 
parasitic capacitance in this crossbar architecture, it was 
possible to directly measure switching current down to ns 
pulses and extract switching energies, Eq. (1). In the samples 
that drift, device D - Fig. 5a, and in those that are stable, device 
S - Fig. 5b, switching characteristics (nominally identical 
devices D and S were formed targeting different post-forming 
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resistance. The more conductive device D exhibits higher 
cycling variability of both filament conductance (Fig. 5) and 
switching energy (Fig. 6). 

 

Figure 2.  (a) Device-to-device distribution of the post-forming Imax vs. pulse 
durations. (b) Imax vs. energy consumed during forming pulse, EForm. Above a 
certain critical energy value, the filament conductance increases at a much 

higher rate as indicated by the line slopes.  

 

Figure 3.  Resistance switching can be performed in analog regimes using 
multiple pulses (|Vmax| and |Vmin| < 1V) 

Since larger switching energy is consumed when the device 
is in a lower resistance state (higher current), variation in LRS 
conductance in the device D directly reflects on the variation 
of switching energy and, thus, they strongly correlate. The 
device with higher resistance, device S, demonstrates 
significantly tighter distributions of switching energies and 
conductance values in both HRS and LRS. 

 

Figure 4.   Endurance: LRS and HRS resistances vs. a number of switching 
cycles (in logscale). HRS resistance fluctuations are bounded, maximum 

variation of resistance, Rsat, is observed approximately every 10000 cycles, 
fluctuations frequencies are constant throughout the entire switching cycle. 

Conductivity values in 103 SET/ReSET cycles of the 
devices D and S are plotted vs. SET/ReSET energies 

consumed in each of these cycles (calculated using Eq. 1) in 
Fig. 7. The same starting conductance states may lead to 
different conductivities after switching, as illustrated by an 
example of the ReSET switching data in Figs. 7,8. Higher 
starting LRS conductivities are associated with higher resulted 
HRS conductivities and switching energies (Fig. 8). It can be 
seen, however, that the variation of switching energy alone 
cannot account for the conductivity distribution at any given 
switching energy value. Indeed, the energy is determined by 
the contributions from both conductive states participating in 
interstate switching, when the voltage and duration of the 
switching pulses are hold constant, Eq. 1. In the ReSET 
process, LRS dominates: a current in this state determines the 
maximum consumed switching energies. In SET, a smaller 
portion of the overall switching time is associated with LRS, 
resulting in smaller SET energies in Fig. 7. Thus, the switching 
direction (SET or ReSET) also affects the outcome.  

 

Figure 5.  LRS and HRS conductance in (a) device D with drifting switching 
characteristics and (b) device S with stable switching characteristics. 

 

Figure 6.  Energy consumed in each SET and ReSET switching event in (a) 
device D and (b) device S.  

To identify the variability drivers, we start with the factors 
responsible for switching. Conductivity changes, that is 
differences between pre- and post- switching values: ΔgLRS = 
gLRS - gHRS (SET) and ΔgHRS = |gHRS - gLRS| (ReSET), are plotted 
vs. energies associated with the corresponding switching 
processes in Fig. 9. A much wider range of conductance 
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changes in device D can be linked not only to differences in 
switching energies, as expected in the case of varying 
resistance values (in Fig. 6), but also to the resistances of the 
starting states, from which the switching processes originate 
(large Δg spread-outs at each energy value). 

 

Figure 7.   Cycle-to-cycle distributions of conductivity in LRS and HRS 
states vs. energy consumed in transitions (SET and ReSET, accordingly) to 

these states for the device D. Five groups of ReSET transitions (not 
consecutive) from different LRS are color-marked. After ReSETs the initially 

tight LRS distributions in each group transform into rather wide HRS 
distributions (marked by the same colors). 

 

Figure 8.  (a) Switching energy in the ReSET processes and (b) 
conductivity in HRS in switching cycles marked by colored symbols in Fig. 7.  

Bars show the standards deviation of measured data.  

To outline the role of the starting state, ΔgLRS and ΔgHRS 
data of the device D in Fig. 7 are plotted vs. conductivity of the 
starting (pre- switching) states, from which each switching 
took place (Figs. 10, 12). In SET, consumed energy ESwitch is 
primarily determined by the final switching state since the LRS 
conductance dominates – therefore, larger starting resistance 
(larger gHRS) should result in smaller ΔgLRS for a fixed ESwitch – 
in agreement with the data in Fig. 10. At the same time, ΔgLRS 
exhibits strong energy dependency as indicated by a larger 
slope of the energy gradient (normal to the equal-energy 

regions marked by the parallel darts lines) in Fig. 10. The 
trends of resulted LRS conductance and switching energy 
ESwitch correlate, Fig. 11. In SET process, the effect of variation 
of conductance of starting state, gHRS, is weaker than the effect 
of the switching energies, as seen in ΔgLRS dependency on the 
slope of the dart line in Fig. 10. 

 
Figure 9.  Distributions of the relative conductance changes, ΔgLRS = gLRS -

gHRS (SET) and ΔgHRS = |gHRS -gLRS| (ReSET), vs corresponding switching 
energies for each cycle in D and S devices. Y-axis corresponds to the 

conductancies resulted from SET and ReSET switching, while x-axis contains 
values of energies released during switching. 

 
Figure 10.  Conductivity changes in HRS to LRS switching (device D), ∆ gLRS, 

vs. starting gHRS values. Symbols of the same color and type (along each 
individual dart line) identify switching operations occurred with same 

energy. 

 

Figure 11.  Post-switching LRS conductance vs. energy for switching from 
the same HRS state as marked by the vertical dash-dot line in Fig. 10. 
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Figure 12.   Conductivity changes in Reset switching, ΔgHRS = |gHRS -gLRS| 
vs. starting LRS conductance values. Symbols of the same color (along each 

individual dart line) identify switching operations occurred with same 
energy. 

 
Figure 13.  Correlated effect of repeated pulses. Relative increase of 

RRAM conductance, ∆gHRS vs. time delay, ∆t, between  
2 sequential set pulses (see inset) when ∆t ≤ 2ns. 

In ReSET, an opposite trend is expected: since switching 
energy ESwitch is dominated by LRS, larger starting gLRS should 
lead to larger ΔgHRS, as indeed is observed in Fig. 12. Thus, 
HRS resistance is primarily determined by the starting LRS 
value: consequently, lower starting resistance leads to greater 
switching window. The corresponding energy gradient is 
smaller than that of the starting resistances (as indicated by 
arrows in Fig. 12). In ReSET, resistance change is driven by 
the switching energy, which is controlled by LRS – higher gLRS 
results in higher gHRS. In SET, initial the beginning of the 
switching process, resistance change is driven by the 
consumed HRS energy, which then increases along with the 
increase of gLRS, resulting in a weaker Set energy 
dependency/distribution, as seen in Fig. 7.  

We speculate that LRS variability results in variations of the 
consumed energy (ESwitch) and temperature in the vicinity of 
the filament (depends on LRS current) during switching that 
strongly affects redox processes [4], and, in turn, may cause 
Reset cycling instability.  

To assess the effect of temperature on switching, we studied 
how RRAM resistance is modulated by the timing between two 
sequential programming pulses (Fig. 13). Reducing the time 

interval between pulses below 2 ns results in significant 
amplification of their effect on resistance. It’s consistent with 
theoretical expectations that, by increasing local temperature 
around the conductive path [1], the first pulse magnifies the 
structural changes induced by the subsequent pulse. The 
filament resistance in hafnia-based RRAM can be gradually 
and linearly changed depending on polarity of programming 
pulse, Fig 14 (the corresponding switching energy was 
estimated to be in sub pJ range, Fig. 15), that is an essential 
feature of an artificial synapse. 

 

 

Figure 14.  Semi-linear increase and decrease of the RRAM conductance 
under continuous SET (0.75 V) and RESET (1.25 V) pulses. Program pulse 
width is 100 ps. Square marks on the conductance traces correspond to 

averaged values of the RRAM conductance after each pulse. 

 

Figure 15.  Upper limit estimate of the energy consumed in each  SET pulse 
operation  in Fig. 14. 

IV. CONCLUSION  
This study indicates that RRAM evaluation should be done 

under the frequencies and voltages conditions close to intended 
circuitry applications. In the sub-ns operation time range, 
hafnia-based devices demonstrate compliance-free forming 
and ultra-low energy switching.  

Correlation between switching variability and energy 
consumed during switching process points to the effect of 
random structural changes in a certain (likely minor) region of 
the conductive filament. Higher filament resistance leads to 
lower dissipated energy: resulted lower temperature slows 
redox kinetic that is expected to suppress variability. Such 
property of hafnia-based devices facilitates their use in large 
scale neuromorphic cross-bar architectures. 

0 2 4 6 8 10

0.00

0.01

0.02

0.03

E
S

E
T
 (

p
J
)

  consecutive pulses 

Veksler, Dmitry; Bersuker, Gennadi; Bushmaker, A; Shrestha, Pragya; Cheung, Kin; Campbell, Jason. 
”Switching variability factors in compliance-free metal oxide RRAM.” 

Paper presented at 2019 International Reliability Physics Symposium, Monterey, CA, United States. March 31, 2019 - April 4, 2019. 

SP-669



 
References: 

1. G. Bersuker, D. Gilmer, D. Veksler “Metal oxide resistive random-access 
memory (RRAM) technology” Advances in Non-volatile Memory and 
Storage Technology, Elsevier (2019). 

2. P. R. Shrestha, D. Nminibapiel, J. H. Kim, J. P. Campbell, K. P. Cheung, S. 
Deora, G. Bersuker, and H. Baumgart, Energy control paradigm for 
compliance-free reliable operation of RRAM, in proc. 2014 IEEE 
International Reliability Physics Symposium, MY.10.1-MY.10.4 (2014) 

3. D. M. Nminibapiel, D. Veksler, P. R. Shrestha, Ji-H. Kim, J. P. Campbell. 
J. T. Ryan, H. Baumgart, and K. P. Cheung, "Characteristics of Resistive 
Memory Read Fluctuations in Endurance Cycling," in IEEE Electron 
Device Letters, 38, pp. 326-329 (2017). 

4. G. Bersuker, D. Veksler, D. M, Nminibapiel, P. R Shrestha, J. P Campbell, 
J. T. Ryan, H. Baumgart, M. S. Mason, K. P. Cheung, Journal of Comp. 
Electronics, 16, 1085-1094 (2017). 

 

 

Veksler, Dmitry; Bersuker, Gennadi; Bushmaker, A; Shrestha, Pragya; Cheung, Kin; Campbell, Jason. 
”Switching variability factors in compliance-free metal oxide RRAM.” 

Paper presented at 2019 International Reliability Physics Symposium, Monterey, CA, United States. March 31, 2019 - April 4, 2019. 

SP-670



 

1 
 

Sources of Errors in Structured Light 3D Scanners 
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1 INTRODUCTION 
The Dimensional Metrology Group (DMG) at the National Institute of Standards and 

Technology (NIST) has been involved in the development of documentary standards for a variety 
of 3D metrology instruments such as coordinate measuring machines (CMMs), laser trackers and 
terrestrial laser scanners (TLSs). As a US National Metrology Institute (NMI), NIST develops 
procedures to evaluate dimensional metrology instruments in an unbiased and objective manner. 
Lately, several of DMG's industry partners have shown interest in Structured Light (SL) scanners 
and have expressed the need to characterize the instrument performance.  

Structured light scanners are portable short-range 3D imaging systems that use patterns of 
projected images or light patterns to measure an object. These scanners have very few or no 
moving components and capture millions of points on surfaces of an object in their field of view. 
SL scanners build on classical photogrammetry techniques and project encoded images on an 
object, which add texture to the object and simplify the correspondence problem, i.e., 
corresponding points in the projected and the captured images. The precision and accuracy of 
measurements from SL scanners can be appropriate for certain industrial applications such as 
reverse engineering, quality control, and biometrics. These scanners also have faster data 
acquisition rates and are relatively inexpensive compared to the large stationary CMMs. This 
makes them suitable for applications that do not need the low uncertainties typical of CMMs or 
those that require in situ measurements.  

SL scanners have been commercially available for over a decade and some commercial 
scanners are evaluated using one of two German guidelines – VDI/VDE* 2634 parts 2 and/or 3 
[1,2]. Several other research groups and NMIs have developed physical artifacts that are agnostic 
to instrument construction and are purpose driven. The use of such guidelines and artifacts is not 
well understood for instruments which have a variety of sensor configurations, projected patterns, 
sensor/work volumes, point densities, triangulation angles and targets of varying size & form. It is 
also not clear if these guidelines/artifacts are sensitive to all the sources of errors that are present 
in these systems. The two VDI/VDE 2634 guidelines for evaluating the performance of the SL 
scanners use artifacts of known mechanical and optical characteristics, but the real-world usage of 
these scanners may involve objects of varying characteristics. The end user may not be able to 
make informed decisions if an instrument is specified based on these guidelines/standards but is 
used for an application that deviates from the test conditions. This can cause an enormous financial 
burden for organizations that intend to invest in the technology, but do not have appropriate 
standards to aid in selecting an instrument that meets their needs.  

In this context, this paper will describe the ongoing activities at NIST to study various 
sources of errors in SL scanners with an objective of characterizing their performance. The paper 
will first give some background information on the principle of operation of SL scanners, the state-
of-the-art of documentary standards/artifacts and describe some scanners available to the authors. 
The paper will then discuss the various sources of errors in SL scanners that influence their 

                                                 
* German: Verein Deutscher Ingenieure/Verband der Elektrotechnik (English: Association of German 
Engineers/Association of Electrical Engineering) 
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measurements and describe a few experiments that were performed to understand some of these 
errors.  

2 PRINCIPLE OF OPERATION 

 Structured light scanners are systems that acquire 3D coordinates of points on surfaces of 
an object using the principle of triangulation. These scanners project a pattern of light on an object, 
capture the distorted patterns from the object using a camera and calculate the 3D coordinates. The 
principle of triangulation used to calculate the depth of the projected points on the object is based 
on the knowledge of the distance between the pattern projector and the camera and the angle 
between them with respect to a location on the object.  

To explain the principle of operation of an SL scanner, we will first explain the principle 
of a laser line scanner, which also uses the principle of triangulation. A laser line scanner has a 
laser line emitter that projects a plane of light on to an object, and a camera that captures the 
distorted image of the line corresponding to the object’s contour (see Figure 1). To obtain a 
complete 3D scan, such a scanner needs the object to move relative to the laser line. For example, 
the object can be mounted on a linear or rotary stage and moved relative to the scanner or an opto-
mechanical system may be used to sweep the laser line over the object to obtain a 3D scan. 

A structured light scanner uses the 
same principle, but instead of a laser line 
emitter, it uses a projector to illuminate the 
object (see  Figure 2). The purpose of the 
projector is to "paint" the object with a known 
pattern that can be easily captured using a 
camera. However, to detect these patterns 
from the image, common edge/line detection 
algorithms are not enough. Any illumination 
change will result in loss of data or detection 
of lines at a wrong location. To address this 
issue, a structured light scanner uses a 
projector to display lines in several patterns or 
colors (structured light) to "paint" the object. 
There are several coding techniques for reducing the error of detecting the lines from the captured 
images. This is possible because modern projectors are capable of projecting 1920 lines for a high-

 
Figure 1: Illustration of a laser line scanner [3] 

 
Figure 2: Illustration of an SL scanner that 

uses a plane-line intersection 
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definition (HD) projector and 3840 lines for a 4K projector, where the number of lines correspond 
to the projector's columns in pixels.  

The purpose of a coded light pattern/image is to easily differentiate between two lines in 
the distorted image as captured by the camera. For example, the first column of the projected image 
could be red, and the next column could be yellow and so on. And, like a laser line scanner, the 
triangulation principle is used to recover the depth information.  

While discussing structured light scanners, it is important to mention one other widely used 
technique – photogrammetry, and specifically stereophotogrammetry, which also uses the 
triangulation principle. Photogrammetry based instruments are considered passive vision imaging 
systems that rely on the distinct features in the scene to obtain the correspondence between the 
images in two or more cameras or multiple images from the same camera from multiple positions. 
When such features do not exist, the instrument fails to perform the triangulation adequately. For 
example, measuring the form of the painted exterior of an automobile with a slight dent will be 
challenging using photogrammetry [4]. On the other hand, structured light scanners are considered 
active vision scanners and use known image patterns to achieve correspondence between the 
projected image and the captured image.   

3 STATE-OF-THE-ART OF PERFORMANCE EVALUATION STANDARDS 

Common specifications and/or common procedures to evaluate scanners will help the end 
users and decision makers in choosing the right scanner for their application. Scanners may be 
evaluated in many ways, one of which is to develop a set of procedures that use artifacts of 
common geometry such as planes, spheres and cones. Another way is to develop specific reference 
artifacts with complex geometry and corresponding procedures that encompass the application 
requirements. Whichever method is used to characterize a scanner, it should be acceptable to both 
users and manufacturers of SL scanners. The next sub-sections will discuss some of the existing 
methods to characterize optical 3D scanners such as SL scanners.  
3.1 Reference artifacts 

The National Research Council of Canada (NRC) and the National Physical Laboratory of 
United Kingdom (NPL) are the NMIs of their respective countries and have been working for 
several years on developing artifacts [5,6,7] shown in Figure 3 and Figure 4 for short-range optical 
3D scanners. Though the use of these artifacts has not been adopted yet by any documentary 

 
Figure 3: NRC artifact [6] 

 
Figure 4: NPL artifact [7] 

Rachakonda, Prem; Muralikrishnan, Balasubramanian; Sawyer, Daniel. 
”Sources of Errors in Structured Light 3D Scanners.” 

Paper presented at SPIE Defense and Commercial Sensing 2019, Baltimore, MD, United States. April 14, 2019 - April 18, 2019. 

SP-673



 

4 
 

standard, they provide a way for end-users to characterize their instrument. Many organizations 
also develop task specific artifacts and/or procedures to address their internal needs.   
3.2 Documentary standards 

As of the writing of this paper, there are no international documentary standards for SL 
scanners. There are two German guidelines† that are used to evaluate some SL scanners, namely 
the VDI/VDE 2634 Parts 2 and 3. These two guidelines were written as an extension of the 
International Standards Organization (ISO) 10360 standards for CMMs, instruments whose 
operating principles are much different than those of SL scanners [6]. In 2018, the ISO Technical 
Committee (TC) 213 initiated standards development work on a Part 13 to the ISO 10360 series 
that addresses the evaluation of SL scanners. Thus far, this part includes some of the procedures 
of the VDI/VDE 2634 guidelines, along with more exhaustive testing on the number of points and 
point filtering criteria. Since this document is still under development, its discussion is out of the 
scope of this paper.   

                                                 
† Though guidelines are informative, these documents are considered as de facto standards by the practitioners. There 
exists a VDI/VDE 2634 Part 1, but it is not applicable to imaging systems based on area scanning, like SL scanners.  

Table 1: Comparison of the two VDI/VDE 2634 guidelines 

  VDI-VDE 2634 Part 2 (2012) VDI-VDE 2634 Part 3 (2008) 

Multiple views No Yes 

Filtering of points Limited specification on point rejection 

  Probing errors 

Artifact Sphere Sphere 

Sphere diameter* 0.02L0 to 0.2L0 0.02LS to 0.2LS 

Positions 10 >=3 

Scans/position 1 >=5 

Quality parameter Error in sphere form Error in sphere form 

  Error in sphere diameter Error in sphere diameter 

  Sphere spacing errors 

Artifact Like a dumbbell Like a dumbbell 

Sphere diameter* 0.02L0 to 0.2L0 0.02LS to 0.2LS 

Dumbbell length* >=0.3L0 Varies 

Positions 7 7 

Scans/position 1 1 

Quality parameter Error in sphere-sphere distance Error in sphere-sphere distance 

  Flatness measurement error Length measurement error 

Artifact Flat plate Ball bar/ball plate/gage blocks 

Artifact width Minimum 50 mm N/A 

Artifact length* Minimum 0.5*L0 0.02LS to 0.2LS 

Positions >=6 7 

Scans/position 1 1 

Quality parameter Flatness measurement error Error in artifact length 

* A dumbbell can be replaced by two spheres separated by a rigid mount.  
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The two VDI/VDE guidelines mentioned here use simple geometries such as spheres in 
multiple positions and orientations to evaluate optical scanners. One of the major differences 
between the two VDI/VDE guidelines is that Part 2 is applicable for scanners that produce area 
scans based on a single view and Part 3 is applicable for scanners using multiple views that extends 
the measurement volume. Table 1 provides a more detailed comparison of the two guidelines. In 
this table, LS is the length of sensor measuring volume diagonal and L0 is the body/spatial diagonal 
of the measuring volume, both of which are specified by the manufacturer.   

There are several areas where these two guidelines are not adequate for choosing SL scanners 
today. These two guidelines do not address all the scanner configurations that are currently 
available, nor provide all the parameters that describe the performance of a scanner. Below are 
some of the issues in these two guidelines that could be improved. 
a) The VDI/VDE guidelines do not recommend any tests to determine the scanner's resolution in 

the X, Y, Z axes for a user to determine the minimum size of a feature that can be measured 
by the scanner. Some scanners offer a theoretical lateral resolution (X, Y) based on the camera 
sensor's pixels and the field of view, which does not indicate the smallest feature that can be 
distinguished. 

b) VDI/VDE 2634 Part 3 does not require the calculation of the flatness measurement error, 
whereas it is required by Part 2.  

c) Accuracy values of these instruments vary based on the location of the artifact and/or distance 
of the artifact from the scanner. A single accuracy value may not be adequate for the end user.  

d) Recommended artifact geometries are either flat or convex (spheres). The performance of some 
of these scanners was found to be different for concave surfaces, especially when scanning 
deep, dark and/or shiny features.  

e) The guidelines are unclear for merged 3D scans obtained using different scanner settings to 
capture the surface without any relative displacement between the scanner and the object. Such 
scans are typically needed when the object is dark and/or shiny and are obtained by merging 
scans at various exposure, gain or aperture settings.  

f) The guidelines are also not clear when the scanner uses multiple cameras and generates scan 
data by merging the scans from multiple cameras.  

g) Both the VDI/VDE guidelines do not have a specification on the number of points to consider. 
Point densities affect the error in calculating the quality parameters.   

h) Both the VDI/VDE guidelines have criteria for rejecting a certain percentage of points, but do 
not have a prescribed method to reject those points.  

4 STRUCTURED LIGHT SCANNERS 

There are several configurations of structured light scanners that are commercially available, 
and a discussion of the various scanners and their features is beyond the scope of this paper. 
Some of these scanners are priced from $100 to $200K, with various hardware & software 
options and performance characteristics. The price of the instruments may not correlate well 
with their performance, but it is important to note that the same principle is used in products 
for various applications at various price ranges. SL scanners may use different coding patterns, 
hardware, filters and proprietary algorithms. DMG procured three commercial structured light 
scanners to study their construction and performance. 
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Table 2: Types of scanners used by DMG 

Name SK SE SA SC 
Application  Gaming Hobby Industrial Experimental 
# of cameras 1 1 2 1 
Camera Resolution 0.3MP 1.3MP 8MP 2MP 
Projector type LED pattern  LED lamp LED lamp Metal halide lamp 
Light color Infrared White Blue Multi-color 
Light pattern Pseudo random 

binary dots 
Hybrid Gray/bina

ry code 
Gray code 

Projector resolution N/A <2 MP 28MP 2 MP 
Single scan volume ≈ 2 m3 ≈ 1.73 m3 ≈ 0.11 m3 ≈ 2 m3 
Stated accuracy NA <0.050 mm 0.032 mm N/A 

 
There are also several implementations of structured light scanners in open literature 

including open source software. DMG researchers built an SL scanner (scanner SC) based on the 
design and software described by Taubin et al [8] that uses a plane-line intersection as illustrated 
in Figure 2. Some of the specifications of these four scanners are given in Table 2 and the scanner 
SC will be described next.  

 
4.1 Custom-built 3D scanner 

The purpose of building a 3D structured 
light scanner was to enable the authors to 
modify all the parameters that affect the 
instrument performance – a capability that was 
limited by commercial instruments. Even 
though commercial scanners resulted in higher 
quality scans than this custom scanner, the 
ability to modify the instrument parameters is 
very useful in understanding the instrument 
error sources.  

The hardware for the custom-built SL 
scanner includes a commercial off-the-shelf 
projector (Optoma HD 143X), a webcam 
(Microsoft LifeCam Studio) both of which have a resolution of 1920 pixels × 1080 pixels and 
shown in Figure 5a. The software was a pre-compiled binary of the C++ code developed by Taubin 
et al [8]. This scanner uses a series of temporal gray code patterns as shown in Figure 6. The 
software also has a projector-camera calibration routine and a scanning routine that generates 3D 
point cloud data. Figure 6 and Figure 7 show a picture of the artifacts being scanned and the 3D 
data respectively using the webcam.  

After this initial build, the webcam was replaced by a digital single lens reflex (DSLR) 
camera (Canon T1i, shown in Figure 5b) to improve the performance of the scanner. A third-party 
commercial software was used to convert the DSLR to a UVC (USB video class) compatible 
camera. This additional software enabled a simpler software integration, instead of modifying the 
C++ code that only worked with UVC webcams. The DSLR camera provided a way to control the 
camera parameters much more easily than what a consumer grade webcam would allow. It also 
allowed the usage of a higher resolution images, larger sensor size and higher quality lenses 

 
Figure 5: Custom-built SLS 
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resulting in images with higher signal-to-noise ratios. It should be noted that higher camera pixel 
resolution is different from the resolving power of the lens, i.e., its ability to differentiate two lines 
as separate.  

5 PARAMETERS THAT AFFECT SCANNER PERFORMANCE (ERROR 
SOURCES) 

Measurements obtained by structured light scanners are affected by several parameters. 
These parameters are the sources of errors in these scanners. In commercial instruments, many of 
the error sources are addressed using higher quality hardware, optics, rigid mounting, and 
hardware/software filters. Error sources can be categorized as caused by   a) scanner construction, 
b) target construction, c) environment, d) operating modes/settings and e) data acquisition and 
post-processing. These error sources are described in detail in the following sub-sections.  
5.1 Errors due to scanner construction 
5.1.1 Calibration (intrinsic and extrinsic) and distortion parameters 

SL scanners need to be calibrated before they can be used for measurement. This 
calibration process typically uses an artifact with a grid of known 2D patterns and will result in 
the calculation of calibration parameters. The methods used in performing calibration are described 
next. 

a) Camera calibration 

Camera calibration has been studied extensively [9,10,11,12] and is well understood in the 
field of computer vision. It is described in this paper in brief because the parameters that affect 
camera calibration also affect the structured light scanner calibration. Cameras used for SL 
scanners are calibrated based on a general projective camera model [11] and it is a generalized 
model of a pinhole camera. It requires the determination of five intrinsic parameters and six 
extrinsic parameters of a camera.  

The calibration process based on this model is valid only for undistorted images, as a 
pinhole camera does not use any lens. So, the first step in this calibration process is to generate an 
undistorted image by minimizing the radial and tangential distortions due to the camera lens 
illustrated in Figure 9 and Figure 10 respectively. This involves the calculation of typically three 
parameters (k1, k2, k3) for radial distortion and two parameters (p1, p2) for tangential distortion‡.  

 

                                                 
‡ The calibration routine described in this paper, MATLAB and the open source computer vision library (OpenCV) 
use different notations for the matrices and the distortion parameters. The parameters described here are per OpenCV. 

 
Figure 6: The first nine sequences of the gray 

code pattern used by the custom-built SLS 

 
Figure 7: 3D scan of three spheres scanned 

using a custom-built SLS 
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The relationship between the 2D image 
points captured by the camera and the 3D world 
points is given by equation 1. Here X represents 
the world coordinates of a point [X, Y, Z,1] T, x 

represents the undistorted image coordinates [u, 

v,1] T, R is a 3×3 rotation matrix, t is a 3×1 
translation matrix and K represents a 3×3 
intrinsic matrix of a camera. The rotation and 
translation matrices represent the relationship 
between the origin of the world points (typically 
set arbitrarily on the calibration artifact) and the 
camera's origin as shown in Figure 8. 

The camera's intrinsic matrix K is given 
by equation 2, which is composed of five 
intrinsic parameters. These are, the focal lengths 
fx, fy, the optical center or principal point in two 
orthogonal directions cx, cy and axis skew s.  

𝑥 = 𝐾[𝑅 𝑡]𝑋.  1 

The skew coefficient (s) is to account for any non-orthogonality in the image axes (non-
rectangular pixels). Typically, a pinhole camera model doesn't have this issue of skew but can be 
a result of certain digital conversion operations. The two focal lengths fx, fy are to account for 
rectangular pixels and are calculated from the physical focal length (F) in mm and the size of pixels 
mx, my respectively in the units of pixels/mm [11]. That is, fx = F×mx and fy = F×my. 

𝐾 =  [
𝑓𝑥 𝑠 𝑐𝑥

0 𝑓𝑦 𝑐𝑦

0 0 1

]. 

 

 

 2 

 
Figure 8: Pinhole camera model 

 
Figure 9: Effects of radial distortions 

 
Figure 10: Effects of tangential distortion 
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The extrinsic camera parameters have six degrees of freedom that describe the position of 
the camera in the “world” (three translations and three rotations) and the intrinsic parameters K 
has five degrees of freedom, a total of 11 degrees of freedom. Equation 1 describes the 
correspondence between 3D world points 𝑋 and 2D pixel locations of an undistorted image 𝑥, 
which can also be written as equation 3: 

𝑥 = 𝑃𝑋,  3 

where 𝑃 = 𝐾[𝑅 𝑡] and is called the “camera matrix”.  For a general projective camera, the camera 
matrix P is given by equation 4, where 𝑝34 is always equal to 1. Therefore, P has 11 degrees of 
freedom and a matrix rank of 3[11].  

𝑃 =  [

𝑝11 𝑝12 𝑝13

𝑝21 𝑝22 𝑝23

𝑝31 𝑝32 𝑝33

   

𝑝14

𝑝24

𝑝34

]. 

 

  

4 

b) Camera-projector calibration 
There are many commercial and open source software that can achieve a single or stereo 

camera calibration, however there are only a handful of research efforts that describe the 
calibration of a camera and a projector [13,14,15]. These research efforts throw light on the ways 
a scanner manufacturer may approach the process of calibrating an instrument. We briefly describe 
one such method to perform a camera-projector calibration.  

The primary reason to perform the camera-projector/scanner calibration is to reduce the 
average reprojection error. Reprojection error is defined as the average of the distance between 
points projected to the camera's image plane using the camera parameters (intrinsic, extrinsic and 
distortion) and the points captured by the camera. It is the correction needed to obtain a near-
perfect correspondence between the projected and the captured images [9]. This reprojection error 
convolves all the intrinsic, extrinsic, radial, and tangential distortion parameters of both the 
projector and the camera. Lower reprojection errors indicate a better estimate of the camera 
parameters. Once calibrated, the intrinsic parameters are typically constant for an SL scanner. This 
assumes that the projector's focus and magnification settings are constant, and the camera's settings 
for focal length and aperture are constant. The camera's settings can be maintained constant by 
disabling any automatic settings and enabling a manual mode. 

The extrinsic parameters of an SL scanner can change if the relative position or orientation 
between the camera and the projector is changed due to intentional or accidental mechanical 
movement. To simplify the calculations in our implementation, once the SL scanner was 
calibrated, the “world” origin was arbitrarily set to either the camera's origin or the projector's 
origin. In this case, the rotation and translation parameters then referred to those between the 
camera and the projector. The extrinsic parameters between the camera and the projector can be 
maintained constant by using rigid mounting apparatus for both the camera and the projector. If 
these conditions are not met, the system must be recalibrated before every scan.  

The custom-built SL scanner (SC) uses a calibration routine [14] and needs at least three 
sets of data, with each dataset consisting of multiple images of the grid plate in different positions 
that are used for camera calibration first and then the scanner calibration. More positions will lower 
the reprojection error. To understand the sources that dominate the reprojection error, 14 
calibration datasets were obtained and three datasets at a time were processed using scanner SC's 
calibration routine. The reprojection errors of the camera, projector, and the scanner (stereo) are 
shown in Figure 11a.  It may be observed that the stereo component dominates the camera or the 
projector reprojection error. Both the camera and projector reprojection errors have low mean 
values and low variability compared to the stereo reprojection errors.  When the same process was 
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repeated, now using 13 datasets at a 
time, the stereo calibration error 
reduced considerably and is shown 
in Figure 11b.  

The intrinsic parameters 
from the calibration are given in 
Table 3. The units of fx, fy, cx, cy, s 
and the reprojection error (eR) are 
pixels and k1, k2, k3, p1, p2 are the 
radial and tangential distortion 
parameters that are dimensionless. 
Only 75 dataset combinations of the 
possible 364 (14C3) were considered 
to calculate the statistics for Table 
3a and the calibration routine failed 
to calculate the parameters for one 
of the 14 possible combinations in 
Table 3b. From both Table 3 and 
Figure 11, it is evident that using 
more calibration datasets is 
beneficial in lowering the bias and 
variation in the reprojection errors, but also that the projector's intrinsic parameters have higher 
bias and variation than that of the camera. This is to be expected since the projector’s optics are 
typically of lower quality than that of a camera.   

The reprojection error affects the measurements such as sphere-to-sphere distance etc. A 
reprojection error less than 0.1 pixel is considered acceptable in practice, however, obtaining a 
correlation between the reprojection error and error in measuring an artifact (say a dumbbell) is 
not trivial. This is because, larger reprojection errors distort the 3D point cloud data to such an 

extent that the scan of a sphere does not appear to be a sphere. However, the distance (dCP) between 
the camera and the projector of the custom-built scanner (SC) was calculated from the translation 
component of the extrinsic parameters (stereo). This distance (dCP), correlated well with the 
reprojection error (eR) in multiple calibration routines and the correlation coefficient was 0.85. 

Table 3: One standard deviation values of the intrinsic, 

extrinsic and distortion parameters of the custom-built 

scanner 

 
a) Calibration using 3 

datasets at a time 

 
b) Calibration using 13 

datasets at a time 

 
a) Three datasets at a time 

 
b) 13 datasets at a time 

Figure 11: Reprojection errors of the camera, projector, and stereo 
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5.1.2 Calibration artifact 

The calibration artifact recommended by many software suites is a pattern of images on a 
flat plate. These patterns could be anything that can be easily detected by the image processing 
software and are typically 2D checkerboard patterns or circular patterns. These patterns can be 
easily printed on a paper using a laser printer and adhered to a rigid plate. However, most software 
assume that the grid pattern is uniform, and that the flatness of the pattern is zero. If the flatness is 
large, or if the laser printer has a scaling/skew error, it will increase the reprojection error. Figure 
12 shows an example of the reprojection errors calculated by MATLAB using a calibration pattern 
printed on a laser printer.  

5.1.3 Camera and projector resolution 

In an ideal scanner, a single coded line projected by a projector is imaged by a camera and 
the line's image is exactly one pixel wide. Alternatively, the projected line in the structured pattern 
itself may be intentionally wider. However, when the pixel resolution of the projector and camera 
vary, it might result in redundant points. These points are typically away from the object's surface 
along the line joining the camera and the pattern's projection location on the object.  

 
a) One of the 13 processed 

checkerboard images 

 
b) Mean reprojection error 

in each image 

 
c) A plot of reprojection 

errors in 13 images 
Figure 12: An example of reprojection errors calculated using MATLAB 

   
a. 3D scan data of a sphere b. cropped data c. side view of cropped data 

Figure 13: Close-up view of the 3D points obtained using a custom-built SLS 
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To explain this effect, let us assume that a single line projected by a projector is captured 
by a camera as a distorted line that is 10 pixels wide. If the method of calculation of the 3D point 
involves a plane-point intersection, it will result in 10 points for a single coded line from the 
projector. These points must be filtered to get an accurate representation of the object. Figure 13 
shows this issue using data obtained from a 100 mm diameter sphere at 0.67 m from scanner SC. 
Figure 13c shows the side view of the data in Figure 13b which appear to be penetrating the sphere 
surface. The missing points in Figure 13c could be a result of the lack of enough intensity of the 
pattern in the captured image. The points in Figure 13c were fit to a plane and the one standard 
deviation (1σ) value of the residuals was 5.8 nm – a negligible value. This indicates that these 
points are indeed redundant and may be filtered out.  
5.1.4 Camera and projector's depth of field 

Commercial DSLR cameras 
have variable apertures that enable a 
user to set the working distance and 
the depth of field (DOF), which is the 
distance between the nearest and the 
furthest part of an image that appears 
to be sharp. Knowledge of DOF is 
necessary to determine the scanning 
volume of an SL scanner. Larger 
DOF ensures that the images of the 
patterns captured are sharp resulting 
in lower noise. Figure 14 shows the 
variation of the DOF with varying 
aperture diameter for one DSLR 
camera.  

Projectors on the other hand 
have a very narrow DOF that cannot be adjusted, which limits the ability of the projector to project 
patterns with sufficient sharpness on the objects. Commercial projectors are designed to output the 
maximum amount of light without any hinderance and therefore do not have any aperture control 
and consequently have limited DOF.  

The projector used for scanner SC has a narrow DOF of ≈ 50 mm that was measured by 
visual observation of projected image sharpness, whereas the artifacts measured using the scanner 
are of 100 mm in diameter, placed at distances over 100 mm from one another. There are several 
methods to enhance the DOF of such projectors in open literature. One such method is described 
by Iwai et al [16], that uses an electrical focus tunable lens (FTL) in front of projector's objective 
to increase its DOF. However, it is not clear if any of the commercial scanners are using any 
specific methods to enhance the DOF of projectors. 

 

 
Figure 14: DOF variation with aperture diameter 
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5.1.5 Triangulation angle/configuration 

Since the principle of an SL scanner is based on 
triangulation, the measurements are affected by the angle θ 
between the camera, the object and the projector (illustrated in 
Figure 15). The measurement is also affected by the distance 
between the camera and the projector, b, and the distance between 
the camera and the object, d. The relationship between the 
parameters in this setup is given by equation 5 [17].  When θ ≈ 0°, 
α + β ≈ 180° and b ≈ 0. This will result in large errors due to 
uncertainty in calculating the depth d.  When θ ≈ 90°, the camera 
may not capture any useful image of the pattern and can be 
impractical when measuring deep features or holes. A typical 
arrangement involves keeping the angle θ ≈ 30°. 

𝑑 = 𝑏 (
sin (𝛼)

sin (𝛼 + 𝛽)
) 

 

5 

5.1.6 Coding techniques 

Geng [17] details a variety of techniques to code 
the light patterns, which include temporal (multi-
shot/sequential) and spatial (single-shot) techniques. 
Multi-shot techniques are useful when the object being 
scanned is stationary, and results in more accurate 
measurements than single-shot techniques.  Coding 
techniques affect the performance of the scanner [18] 
and each of these techniques have their specific 
applications, advantages, and disadvantages. Many 
scanners do not offer a way to change the light pattern 
coding and scanners are optimized for certain kinds of 
applications such as industrial metrology, gaming or 
dentistry. 
5.1.7 Wavelength/Color of light for monochromatic 

coding patterns 

Some of the latest commercial structured light 
scanners use a blue light source. Some manufacturers 
claim that this type of light source reduces errors due to 
ambient lighting and reduces reflections due to short wavelength. Blue light is useful for some 
applications like scanning skin and teeth for dental applications [19]. While using blue light, the 
hardware and software allow the scanner to filter out ambient light and obtain higher quality scans.  
It is, however, not well understood if blue light scanners offer any significant advantage over white, 
or any other color lighting for most other applications.   
5.1.8 "Rainbow effect" in projectors 

Certain digital light processing (DLP) projectors use a mechanical color wheel to generate 
sequential color. Such a color wheel can interfere with the coding techniques described earlier due 
to a visible color artifact known as the "rainbow effect"[20]. Coupled with the camera's exposure 

 
Figure 15: Configuration 
of an SL scanner 

 
Figure 16: Various structured light 

coding patterns [17] 
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time variation, the rainbow effect can result in measurement errors. The mechanism to rotate the 
disc may also cause the projector to vibrate and can cause errors in measurements.  
5.1.9 Lamp temperature 

Many projectors use halogen or metal halide lamps as their light source and their operating 
temperatures can be anywhere from 35 °C to 300 °C and can cause the scanner components to 
thermally move with respect to each other. Most instruments have a warm-up period that addresses 
this issue. The projector's lamp is a major heat source that can also affect the mounting apparatus 
and thereby affect the calibration parameters of the scanner. Some scanners offer projectors with 
LED light sources which operate at lower temperatures that mitigate this issue.  
5.2 Errors due to target/artifact shape and optical/mechanical properties 

The VDI/VDE 2634 guidelines recommend the use of spheres and flat plates that have 
diffusely scattering surfaces. These kinds of targets are known to offer near-lambertian surfaces 
that provide data with low noise. However, such surfaces may not always be found in practical 
applications. Most optical scanners perform poorly with shiny and/or dark surfaces. Scanning 
concave surfaces also is challenging for scanners with large triangulation angles. 
5.3 Errors due to environment 
5.3.1 Ambient lighting 

Ambient lighting is one of the major sources of error that can affect the quality of the data. 
The reconstruction algorithm of the SL scanner relies on observing the pattern in the captured 
image which may be coded based on light intensity from the projector. For example, consider a 
binary code used to digitally paint an object with a line numbered '23' whose binary representation 
is '10111'. If a speckle of light from the environment alters the intensity of light and saturates the 
image captured by the camera, it will result in an image that is coded '11111' which in decimal is 
'31'. This will cause an error in calculation of the depth using triangulation. However, in practice, 
it is typical to use intensity thresholding to exclude pixels that do not fall between certain preset 
intensities, which will result in missing points in 3D data. We also observed that some scanner 
manufacturers compensate for ambient lighting that mitigates this issue. 
5.3.2 Ambient Temperature 

Ambient temperature variation is an important source of error in many dimensional 
measurements. If the instrument is calibrated at one temperature and is used to measure an object 
at a different temperature, the measurement may be erroneous due to the lack of mechanical 
stability within the temperature range.  
5.3.3 Other environmental factors 

Factors such as humidity, fingerprints, smudges, and dust can result in the optics getting 
fogged up and/or dirty resulting in measurement errors.  
5.4 Errors due to mode of operation 

SL scanners have several controllable parameters that are designed to generate a scan that 
is optimal for the target. The level of control to acquire scans varies with the instrument type and 
manufacturer. Parameters such as exposure time, gain, aperture diameter and exposure bracketing 
can result in datasets that have varying levels of noise. Not all scanner manufacturers offer a way 
to control these parameters, leading to the inability of an end user to compare scanners.  
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5.5 Errors due to data acquisition and post processing 
Errors in characterizing 

SL scanners can also occur due to 
the way the scanner acquires data 
and the methods used to process 
the acquired data. Some of these 
issues are described in the 
following sub-sections.  
5.5.1 Data acquisition and/or 

digitization 

Data obtained from SL 
scanners is typically noisy and 
some data filtering must be 
performed to exclude data that 
does not represent the object. Software provided by the scanner manufacturers typically use 
proprietary methods to perform some level of filtering. Figure 17 shows a scan of a flat aluminum 
plate and a sphere, both of which have bead-blasted and diffused surfaces. It was observed that the 
data density over the surface varies. The data density is higher along the edges and at locations 
that have slightly higher reflectivity than the rest of the surface. Processing datasets that have non-
uniform point density results in errors while calculating quality of parameters such as plane 
flatness, sphere diameter and form errors. It is also not clear whether these datasets were natively 
generated as a polygonal mesh or as 3D point cloud data.  
5.5.2 Post-processing 

Care must be taken while 
applying data filters in post-
processing, as rejection of valid 
points or inclusion of invalid points 
will indirectly affect the performance 
results of the instrument. Structured 
light scanners produce varying point 
densities in the scanner work volume 
based on the location and orientation 
of the object surface. Two kinds of 
tests were performed that will show 
the effect of point cloud processing on scanner errors.  

The first test was conducted by scanning two spheres, 15 times, at two distances from 
scanner SA as shown in Figure 18. Scan data of Sphere#1 had an average of 1465 points and 
Sphere#2 had an average of 13546 points. The average error in radius for Sphere#1 was 1.1 µm 
and that for Sphere#2 was 0.3 µm. Both the spheres were very similar in construction but resulted 
in different values for the error in radius. This was due to the varying point density and/or the 
location of the sphere in the scanner work volume.  

 
a) Flat plane 

 
b) Sphere 

Figure 17: Scan of near-lambertian surfaces showing 

varying data density 

 
Figure 18: Scan data of two spheres at two different 

distances from the scanner 
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A second test was conducted by scanning a square flat plane of 150 mm width at 10 
different angles, and five repeat scans were obtained at each angle. This data was fit to a plane and 
root-mean-square (RMS) value of the 
residuals was obtained and shown in 
Figure 19. This resulted in lower 
RMS noise of its residuals and the 
number of points scanned were 
lowered when the angle of rotation 
exceeded 15° to the scanner's XY 
plane. It should be noted here that the 
scanner's coordinate system was 
centered at the instrument work 
volume, the Z axis was away from 
the scanner in the horizontal plane 
and the XY plane is oriented 
vertically and not parallel to either 
the camera's image plane or the 
projector's sensor plane.  

6 SUMMARY & FUTURE 
WORK 

Structured light scanners are increasingly being used in many industrial applications. 
Several organizations are procuring these scanners based on limited understanding of their 
performance and a lack of adequate standards. Some guidance is provided by the VDI/VDE 2634 
guidelines, but these guidelines need to be extended to encompass various kinds of SL scanners 
that are currently available.  

DMG at NIST has started to explore these scanners by first understanding the sources of 
errors in the scanners and their effect on dimensional measurements. There are several error 
sources described in this paper that extend beyond the mathematical model of the scanner. The 
effect of each of these sources of errors on the quality parameters described in VDI/VDE 2634 
guidelines is not well understood. Future activities are planned to identify the quality factors that 
are sensitive to these error sources and develop test procedures based on such information. The 
authors also plan to work with the ISO and other U.S. standards development organizations to 
develop new and fair performance evaluation tests that will improve commerce.  

7 DISCLAIMER 

Commercial equipment and materials may be identified to specify certain procedures. In 
no case does such identification imply recommendation or endorsement by the NIST, nor does it 
imply that the materials or equipment identified are necessarily the best available for the purpose.  
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Figure 19: Noise and number of points on a flat plane 
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The grain structure and orientation of polycrystalline two-dimensional (2D) materials modulates their 

thermal, mechanical, and electrical properties.  Thus, to rationally control the properties of 2D materials, 

the as-synthesized grain structure of the 2D materials must be routinely and reliably measured.  

Although different methods can be used to spatially map the grain structure/orientation of 2D materials, 

electron diffraction methods are generally regarded as the ‘ground truth’ because they can resolve these 

characteristics on the nanometer length scale.   

 

In this contribution, a four-dimensional (real-space and k-space) scanning transmission electron 

microscopy method for use in the scanning electron microscope (4D STEM-in-SEM) is described. This 

technique can map the structure/orientation of 2D materials on a wide range of length scales (10-2 m - 

10-9 m).  Briefly, a 30 keV focused electron beam is incident on the electron transparent 2D material.  

The electrons that transmit through the sample propagate in a field-free region and strike a phosphor 

screen forming a diffraction pattern. This (optical) diffraction pattern is then imaged onto a CCD 

camera.  A home-built scan generator is used to raster the electron beam across the sample and trigger 

the storage of diffraction pattern images [1].  The low energy of the electron beam yields significant 

diffraction contrast while creating minimal knock-on damage [2]. 

 

Once collected, the output of a 4D STEM-in-SEM experiment can be regarded as a ‘big’ dataset which 

cannot be exhaustively inspected by humans – e.g., a single real-space scan (512 × 512) generates 

~250000 diffraction patterns.  We have developed a workflow based on a Fourier-space representation 

of the diffraction data to rapidly inspect 4D STEM-in-SEM data and extract information such as 

crystallographic orientation and identify distinct regions of the material (such as different thicknesses 

and interlayer rotations).  A typical workflow for data inspection is as follows.  First, since no de-scan 

coils exist in an SEM, the center of each diffraction pattern is located and de-scanned digitally.  This 

step is particularly important for large fields-of-view.  The diffraction pattern is then resampled to a 

polar grid, and the Fourier transform is applied to the angular coordinate.  The transformed data can be 

visualized by creating colorized image of the amplitude and phase of the Fourier-space data.  Since it 

can be reasonably assumed that the diffraction patterns of a 2D material are based on structures that 

have in-plane symmetry, we can initially restrict our inspection to just a few low-index Fourier 

components.  These synthetic images allow a practical visualization of the 4D STEM-in-SEM dataset 

with minimal processing power and user time and can indicate what region/structures are present in the 

sample. Then a cross-correlation-based pattern matching approach can give higher quality orientation 

information.  This Fourier representation may be a useful dimensionality reduction method when 

machine learning is used for further analysis. 

 

Figure 1 shows examples of this Fourier based analysis applied to a graphene oxide sample.  An image 

of the phase of a six-fold Fourier component is used to visualize the grain orientation, and the amplitude 

image to visualize multilayer structures.  Figure 2 shows the technique applied to monolayer graphene.  

Inspection of the two-fold Fourier components unexpectedly reveals texture on the micrometer length 
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scale that was assigned as polymer residue from a wet-transfer step.  Furthermore, the analysis showed 

that the polymer was oriented with respect to the graphene lattice [3].  The workflow described here 

leverages the symmetry of 2D materials and the efficiency of the FFT and may be particularly helpful 

when the S/N and processing power is not available/necessary to perform a more detailed analysis [4]. 
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Figure 1.  a) Secondary electron image of a mostly monolayer graphene oxide film on lacey carbon. b) 

A single diffraction pattern from a 4D STEM-in-SEM dataset. c) Diffraction pattern resampled to polar 

coordinates. d) Absolute value of the FFT (across φ) of the polar data. e) Colorized map of the phase of 

the circled Fourier component.  f) Colorized map of the amplitudes of the circled Fourier components; 

distinct bilayer regions indicated with arrows. 

 

 
Figure 2.  a) Secondary electron image of a supported monolayer graphene film. b) Colorized map of 

the phase of a six-fold Fourier component – i.e., graphene orientation. c) Zoomed-in orientation map 

derived using a cross-correlation approach.  d) Colorized map of the phase of a two-fold Fourier 

component showing the texture of a polymer residue. e) Orientation map using a cross-correlation 

approach. f) The difference between the diffraction patterns in two polymer domains; the arrows 

indicate the polymer diffraction.  g) The data in (e) modulo 60°, on the same colormap as (c), 

highlighting the orientation relationship. 
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ABSTRACT
In this paper, we report on the applicability of combinatorial se-
quence testing methods to the problem of fingerprinting browsers
based on their behavior during a TLS handshake. We created an
appropriate abstract model of the TLS handshake protocol and used
it to map browser behavior to a feature vector and use them to
derive a distinguisher. Using combinatorial methods, we created
test sets consisting of TLS server-side messages as sequences that
are sent to the client as server responses during the TLS handshake.
Further, we evaluate our approach with a case study showing that
combinatorial properties have an impact on browsers’ behavior.
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1 INTRODUCTION
The security and threat landscape of the computer systems of to-
day can be viewed from a macroscopic and a microscopic point
of view. Both views are essential, independent and influence each
other. In this work, we focus on fingerprinting Internet browsers by
analyzing their behavior when they are processing non-standard
response messages from a server during a TLS handshake. These
non-standard messages are derived using combinatorial methods
and no other means than the resulting behavior are used in the
fingerprinting approach. Browsers, a type of end-user software
which is paramount, constitute the central piece of software by
which computing power and the Internet are consumed on a vari-
ety of mobile and classic devices. A lot of effort is spent to annotate
vulnerabilities found not only with the specific software where
the vulnerability was discovered, but to also determine all other
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software that is also affected. In a defensive position, these efforts
usually lead to security advisories where users are then asked to
update the affected software to a version for which this vulnera-
bility has been resolved. From an offensive or penetration testing
position, a list of pairs consisting of a software-vulnerability combi-
nation provides the means for planning concrete penetration tests
on systems. A prerequisite to this step is, however, that sufficient
knowledge is available about the target system so that a detailed
software version-vulnerabilities list can be used effectively. In such
a hypothetical scenario, the process likely begins with a reconnais-
sance phase to determine the exact versions of the software that is
running on the target system. To this end, in this paper, we employ
a combinatorial sequence testing technique in a black-box testing
approach tailored to fingerprint software in use. Specifically, we
assume the role of a classical web server where users of that service
want to connect with a secure connection (HTTP over TLS 1.2 [4]).
Our idea is that by responding with certain TLS handshake mes-
sages (on some connection attempts), the resulting error messages
(if any are sent) can be used to uniquely identify the used browser.
After a successful fingerprinting of the browser, the next attack
steps can be planned with the precise knowledge of the browser
version in use on the target (i.e., exploits specifically developed for
this target). We would like to note that it is possible to create a
database of browser behavior depending on TLS sequences inde-
pendent from any specific target and most importantly, in advance,
and that it can be continuously updated to have it available for later
usage.

Over the last couple of years, there has been a trend to offer more
and more content over HTTPS, for a variety of reasons. Apart from
the previously described use case, browser fingerprinting might be
used in a variety of scenarios, like identifying users or obtaining
information about the type and version of a browser in order to
deliver suitable malware.

Our approach maps the behavior of browsers to feature vectors,
upon which we base our classification. The resulting analysis on
the obtained partitions of all considered browsers can be regarded
as a way to quantify and reason about the similarities in observed
browser behavior.

The goal of this work is to investigate the applicability of com-
binatorial methods to generate artifacts upon which the behavior of
browsers will be evaluated and recorded to be used as underlying
means to build a fingerprinting approach based on it. Specifically,
the research question for this work reads as follows:
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RQ: Can the behavior observed from test sets created by sequence
covering arrays containing TLS server-side messages be used
to fingerprint browsers?

The methods proposed in this paper can be used independently
or in conjunction with existing methods and techniques for browser
fingerprinting. Moreover, the research objective of this paper is
not to increase the efficiency or to address specific limitations of
existing approaches, but to evaluate the applicability of a new ap-
proach based on combinatorial methods to the problem of browser
fingerprinting and as a result to extend the tools and techniques
available in general in the field of fingerprinting.

Wewould like to note that some properties reported by a browser
to a server (for example, its user agent string) are inherently not
trustworthy (since they can be set easily arbitrarily), whereas the
methods proposed in this paper is solely based on the observed
behavior of browsers (i.e., the message-exchange occurring during a
TLS handshake attempt). We expect it to be more difficult to defend
against this type of fingerprinting or to fake the behavior on errors
to imitate the error-behavior of another browser, as mitigation
strategies would have to operate on the level of the underlying TLS
implementation.

Contribution. In particular, this paper makes the following con-
tributions:

• Proposes certain combinatorial sequences as test cases for
fingerprinting browser behavior;

• Presents experimental results of a case study demonstrating
our approach;

This paper is structured as follows. In Section 2 we discuss related
work. We present our approach to fingerprinting of browsers using
combinatorial methods in Section 3 and describe our developed
testing framework in Section 4. In Section 5 we describe the setup
of our case study and analyze the obtained results in Section 6. Last,
Section 8 concludes the paper.

2 RELATEDWORK
Approaches for browser fingerprinting often rely on properties
exposed by the browser about itself and the underlying operating
system. The authors of [5] followed this approach, and in [16] this
methodologywas strengthened by additionally considering browser
plug-ins. In [1], the authors focused on fingerprinting scripts.

Another line of research uses not only properties, but also ca-
pabilities of browsers for developing fingerprinting approaches. A
fingerprinting technique based on the onscreen dimension of font
glyphs was presented in [7]. The rendering of 3D scenes together
with text rendering in a web page on an HTML5 <canvas> element
was used in [12] to base a fingerprinting method upon it. Other
browser capabilities have also been used to create fingerprinting
approaches [22].

In [13], the underlying JavaScript engine was used to devise a
fingerprinting approach. The correlation between feature combina-
tions and identification accuracy has been considered in [20].

In [17], the authors used planning with combinatorial methods
for providing test cases for testing different TLS implementations.

3 COMBINATORIAL METHODS FOR
FINGERPRINTING

In this section, we detail how combinatorial methods arising in
the field of discrete mathematics in conjunction with an abstract
modelling methodology can be used to create test sequences that
enable fingerprinting of browsers. First, we describe the combina-
torial structures employed in this paper, and then we present our
modelling methodology and how the constructed sequences can
be used for testing. While combinatorial methods have been used
in the past in the context of combinatorial security testing [18], in
this paper combinatorial methods are used for the first time as the
underlying means to create a fingerprinting approach.

3.1 Sequence Covering Arrays
Sequence covering arrays (SCAs) [9],[2] are matrices designed to
test software behavior that depends on the order of events, by
ensuring that any t events will occur in every possible t-way order
(allowing interleaving events among each subset of t events). A
sequence covering array, SCA (N , S, t) , is defined as anN ×S matrix
where entries are from a finite set S of s symbols, such that every
t-way permutation of symbols from S occurs in at least one row and
each row is a permutation of the s symbols [9]. The t symbols in
the permutation are not required to be adjacent. That is, for every t-
way arrangement of symbols x1,x2, . . . ,xt , the regular expression
. ∗ x1. ∗ x2 · · · . ∗ xt .∗ matches at least one row in the array.

For example, with six events, a,b, c,d, e, f , one subset of three
events is {a, c, e}, which can be arranged in six possible permuta-
tions. There are1

(6
3
)
= 20 sets of three events, and each can be

arranged in 3! = 6 orders. Using only 10 tests, it is possible to
include all 3-way orders of these six events, as shown in Table 1.
It can be shown that, for a given value of t , the number of tests
required to cover all t-way orders grows with log S . For the case
where t = 2,N = 2 for all values of S , i.e., testing 2-way sequences
never requires more than two tests, regardless of the number of
events.

Sequence covering arrays have been used in a variety of testing
applications, including industrial control systems [3], web applica-
tions [10], cryptographic hash functions [11], and laptop utilities
[9]. They can be constructed using a simple greedy algorithm ap-
proach [9], although search and logic based strategies have been
used as well [6],[8]. Greedy algorithms are generally faster, while
other approaches may produce slightly smaller test arrays. To our
knowledge, they have not been used for device fingerprinting or
other applications outside of conventional software testing.

SCA generation. We implemented the algorithm given in [9] in
the Python 2 programming language [15]. It takes as input the
number of events n and the desired interaction strength t and
returns a SCA for the specified configuration over the alphabet
{0, . . . ,n− 1}. The algorithm follows a greedy strategy, where after
empty initialization of the test sequence set, in each iteration, a
number of test sequences are created randomly, individually scored
by the number of previously uncovered t-way sequences they cover,
and then the highest scoring test sequence is added to the test set

1For two nonnegative integers n and k with k ≤ n we denote with
(n
k
)
the binomial

coefficient. For a positive integer i we denote with i ! the factorial of i .
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Table 1: All 3-event sequences of 6 events.

Test Sequence

1 a b c d e f
2 f e d c b a
3 d e f a b c
4 c b a f e d
5 b f a d c e
6 e c d a f b
7 a e f c b d
8 d b c f e a
9 c e a d b f
10 f b d a e c

Table 2: Number of tests for generated SCAs.

n t #tests

2 2 2
3 2 2
3 3 6
4 2 2
4 3 8
4 4 24
5 2 2
5 3 10
5 4 28
5 5 120
6 2 2
6 3 10
6 4 36
6 5 156
6 6 720

until all required t-way sequences are covered. The sizes of the
SCAs that this program generated are given in Table 2.

SCA verification. Test sequences used in this work were verified
for coverage using the Combinatorial Sequence Coverage Measure-
ment (CSCM) tool [23],[24]. CSCM was designed to allow testers to
evaluate the sequence coverage of test sets that have not necessarily
been generated to cover sequences. Event sequence testing has long
been known to be important in fields such as communication proto-
cols, and many methods exist to generate sequences that cover the
state transition graphs for protocol testing. Many consumer-level
applications, particularly for web sites and smartphone apps, also
have the potential for complex interactions that are difficult to test
fully. CSCM allows testers to determine the extent to which t-way
sequences are covered in a test set, and to supplement existing tests
as needed to enhance test thoroughness.

3.2 Application to fingerprinting
Now, we explain how to use SCAs in the context of browser fin-
gerprinting. First, we briefly summarize some facts about the TLS

protocol, which is used to establish a secure connection between
two parties.

Transport Layer Security. The transport layer security protocol
(TLS) can be used by browsers to establish a secure connection
with a web server. The setup of this secure channel is achieved via
the exchange of a sequence of messages, where the two parties
negotiate some parameter values for later use. This procedure is
encoded in the handshake protocol within the TLS specification,
and both client and server should follow it. We regard all TLS
messages that are specified for the server as a set of six abstract
events E, consisting of:

E = {ServerHello,Certificate,ECDHEServerKeyExchange, (1a)
ServerHelloDone,ChangeCipherSpec, Finished}. (1b)

If we use the ordering derived from the message exchange in the
TLS specification, then the following mapping of TLS events to
numbers is canonical:

(0) ServerHello
(1) Certificate
(2) ECDHEServerKeyExchange
(3) ServerHelloDone
(4) ChangeCipherSpec
(5) Finished

We denote finite, nonempty sequence over the alphabet E is as-
cending order between angle brackets, for example ⟨0, 3, 5⟩.

Combinatorial Sequence Model and derived test cases. Given a
nonempty subset of cardinality κ of abstract TLS events2 of the set
E, it is possible to construct a SCA for any strength t ∈ {1, . . . ,κ}.
For later evaluation purposes, for any ∅ , E ⊆ E of cardinality3 κ
we created and stored the image of E under the symmetric group
of κ elements in the database. In other words, for any nonempty
subset of sequences, we created all of its permutations and stored
them in the database in the Sequence table and we denote the
corresponding set of all test sequences with S. It follows that we
have in total

6∑
i=1

(
6
i

)
· i! = 1956 (2)

test sequences in the database.
Since we store, for any nonempty subset E of E, all of its permu-

tations in the database, it follows that we can find any SCA defined
over the elements of E in the database (i.e., fetching exactly those
rows from the database which correspond to the rows of the SCA).

For later use, we also fix an enumeration of the set S, that is we
fix a bijection4 from the set {1, . . . , |S|} −→ S.

Given a SCA, we refer to a sequence as a test sequence (i.e., row
in the array) and to the array in its entirety as a test set. Such an
abstract test sequence can now be translated into a concrete TLS
message that will be sent to the client over the network by instan-
tiating its values with default values taken from TLS attacker. We

2It would also be possible to consider not only subsets, but also sub-multisets, i.e.,
by allowing at least one event to appear strictly more than once in the considered
selection. We leave this as future work.
3For a set S , we denote its cardinality with |S |.
4We obtained such an enumeration from the sequence identifiers in the database.
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would like to emphasize that while we are considering permuta-
tions of subsets of the set E, the concrete message values are taken
from TLS attacker5.

4 TESTING FRAMEWORK
In this section, we describe our testing setup of our automated
framework. It is composed of several components and their general
interactions are depicted in Figure 1. The frameworks’ test execu-
tion component uses TLS attacker [19] for sending and receiving
of TLS messages of clients (i.e., browsers). TLS test sequences are
taken from a specified list, created using combinatorial methods.
Subsequently, the logging component of the framework stores an-
notated results for each browser in a dedicated relational database.
In other words, for any given browser, the framework executes the
following steps:

(1) TLS attacker is started as a server and given as input the
XML translation of a test sequence from a set test.

(2) The browser is instrumented to connect via HTTPS to a
specific local url of TLS attacker.

(3) The framework (i.e., the server side in this connection at-
tempt) will respond according to the encoded messages of
the test sequence given in XML format.

(4) The exchange of TLS messages between the client (browser)
and server will continue as long as possible until all mes-
sages from the test case have been sent from the server. The
complete message exchange is recorded.

(5) The recorded message exchange is annotated and stored in
a relational database.

Next, we describe each component in detail.

Test cases. In our experiments we considered all possible injective
ordered sequences S over the alphabet E of length one to six. This
means that, in particular, the set S has as a subset all t-SCAs for
all t ∈ {1, 2, 3, 4, 5, 6}. In Section 6, during the evaluation, we will
make use of this fact and compare the distinguishing capabilities
of various subsets of S, in particular those of SCAs for different
event selections and different strengths. Due to the size advantage
of SCAs compared to the set of all permutations of some fixed set
of elements, it is clear that while for our initial experiments we
were able to work the complete set S, in future extension steps of
an existing analysis database it would be more desirable to follow
a test set augmentation strategy based on higher strength of SCAs
instead of adding all permutations.

Test execution. The test execution component uses TLS attacker6
[19], which is an open source framework that allows the creation
of custom TLS message flows, both from a client and server side.
Since we want to fingerprint clients (i.e., browsers), we use TLS
attacker in the server role. For each abstract test sequence, an XML
encoded TLS handshake sequence is created, which is one of the
input formats of TLS attacker. If available, we start the browsers
in headless mode. The browsers connect to a locally running TLS
attacker. A self-signed root certificate was created and added to the
list of trusted certificates for each browser and the certificate that
is sent by TLS attacker was signed with the private key of the root
5We leave their additional manipulation as future work.
6Release v2.6.

certificate (no intermediate certificate). Also, the certificate sent by
our server has a V3-Extension called subjectaltname. This was
necessary since Google Chrome uses this extension to validate the
certificate and otherwise it would not accept it.

During the handshake, the framework will reply with exactly the
messages in the order specified in the current test sequence with the
concrete message values, except for the certificate, instantiated to
default values provided by TLS attacker7. The ciphersuite was fixed
to TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA, as all tested browsers
considered it secure.

The browser process is terminated as soon as the stream (from
TLS attacker) is closed and all the results are stored. This is the
same process for both headless and not headless.

Logging and database. While instrumenting TLS attacker, we
parse its comprehensive output. This output includes detailed infor-
mation about sent and received TLS messages. It also outputs TLS
alert messages and prints out exceptions that happened during
execution (stored in the field ExceptionHandshake), for example
if the browser closed the socket or if TLS attacker failed to parse a
received message. The tests also send an HTTPS-response to the
browser, so it is possible to record exceptions that happened af-
ter the handshake (stored in the field ExceptionPostHandshake),
when data should be sent over the now secure channel. We added
this information to make it possible to have more data in the feature
vectors used as distinguishers (e.g., no exception is thrown during
the handshake, but the socket is closed as soon as TLS attacker tries
to send data).

This logging information, together with the tested client (i.e.,
browser) is then stored in a SQLite database [14]. Moreover, the
database also contains tables with

• the list of browsers, their paths and command line options
for how to start them, respectively;

• the set of TLS events E;
• a workflow skeleton that is populated with the saved TLS
messages;

• the list of all considered test sequences S.
We give some examples for results obtained in Table 3, as they

are stored in the database.

Walk through example. We illustrate our approach and the test
case execution with an example. Consider a five event selection out
of the set E where the event Certificate is omitted, i.e. we choose
the following sequence

⟨ServerHello, Finished, ServerHelloDone, (3a)
ChangeCipherSpec,ECDHEServerKeyExchange⟩ (3b)

= ⟨0, 5, 3, 4, 2⟩ (3c)

built from these events. The corresponding XML encoded sequence
is depicted in Listing 1.

1 <?xml v e r s i o n = " 1 . 0 " encod ing= "UTF−8 " s t a nd a l on e = "
yes " ?>

2 <workf lowTrace >
3 <Rece ive >
4 <expec tedMessages >

7https://github.com/RUB-NDS/TLS-Attacker/blob/master/TLS-Core/src/main/
resources/default_config.xml
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Figure 1: Overview of the fingerprinting process.

Table 3: Excerpt from the Results table.

ID ReceivedMsgs1 ReceivedMsgs2 AlertMessage ExceptionHandshake ExceptionPostHandshake br_id Seq_id

6 CLIENT_HELLO AlertMessage UNEXPECTED_MESSAGE 1 2

761 CLIENT_HELLO AlertMessage UNEXPECTED_MESSAGE java.net.SocketException: Connection reset by peer: socket write error 1 153

3881 CLIENT_HELLO java.net.SocketException: Connection reset by peer:
socket write error

java.net.SocketException: Connection reset by peer: socket write error 1 777

3882 CLIENT_HELLO java.net.SocketException: Software caused connection abort: socket write error 2 777

3883 CLIENT_HELLO AlertMessage UNEXPECTED_MESSAGE java.net.SocketException: Software caused connection abort: socket write error 3 777

3884 CLIENT_HELLO java.net.SocketException: Software caused connection abort: socket write error 4 777

3885 CLIENT_HELLO AlertMessage UNEXPECTED_MESSAGE java.net.SocketException: Software caused connection abort: socket write error 5 777

5 < C l i e n tH e l l o / >
6 </ expec tedMessages >
7 </ Rece ive >
8 <Send >
9 <messages >
10 < S e r v e rHe l l o / >
11 < F i n i s h e d / >
12 <Serve rHe l loDone / >
13 <ChangeCipherSpec / >
14 </ messages >
15 </ Send >
16 <Rece ive >
17 <expec tedMessages >
18 <ECDHClientKeyExchange / >
19 <ChangeCipherSpec / >
20 < F i n i s h e d / >
21 </ expec tedMessages >
22 </ Rece ive >
23 <Send >
24 <messages >
25 <ECDHEServerKeyExchange / >
26 </ messages >
27 </ Send >
28 <Send >
29 <messages >

30 <HttpsResponse >
31 </ HttpsResponse >
32 </messages >
33 </ Send >
34 </ workf lowTrace >

Listing 1: TLS 1.2 altered handshake workflow.

For this example, we consider the case of testing the behavior of
the browser Firefox. It is started in headless mode pointing to a
local resource from the execution framework using the following
command:
C:\Program Files\Mozilla Firefox\firefox.exe

-headless -url https://localhost:5555

Upon execution, this test sequence led to the following exchange
of TLS messages:

(1) ClientHello sent from Firefox.
(2) The framework sends the following messages:

⟨ServerHello, Finished, ServerHelloDone, (4a)
ChangeCipherSpec⟩ (4b)

(3) The client (Firefox in this case) responds and the response is
identified by the execution framework as a TLS alert mes-
sage of type UNEXPECTED_MESSAGE. Furthermore, we obtain
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from TLS attacker an exception of type
java.net.SocketException: Connection reset by peer:
socket write error.

(4) Finally, an annotated version of the above test execution
result is stored in the database.

5 CASE STUDY
In this section, we describe in detail the sequences used as test sets
and the tested browsers and their version.

The objective of this case study is to provide initial experimental
results about the capabilities of the executed methods for finger-
printing browsers. To this end, we ran the tests on a prevalent
operating system for major browser vendors.

Test sets. As already mentioned in Section 3.2, our automated
approach made it possible to work with the complete set S con-
taining all permutations for all nonempty subset selections of TLS
messages.

Independently, we used the generated SCAs (see Section 3.1)
to obtain for every compatible selection of events a list of test se-
quence IDs. These IDs were used to obtain a subset of rows from the
Sequence table in the database corresponding to the instantiated
abstract SCA with the TLS messages selection.

Since we can find these SCAs as subsets of S, by executing all
test sequences of S against all browsers, we have also tested all
SCAs of interest.

Browsers. In total, we tested five browsers for a case study, con-
sisting of the following:

(1) Mozilla Firefox, version 64.0.0.6914;
(2) Opera, version 57.0.3098.106;
(3) Google Chrome, version 71.0.3578.98;
(4) Microsoft Internet Explorer, version 11.0.17134.1;
(5) Microsoft Edge, version 11.00.17134.471.

Framework setup. All experiments were performed on Windows
10 Pro, 64-bit Build 17134.472 Version 1803 running inside a virtual
machine created with VMware Workstation 12 Pro 12.5.9 build-
7535481. During the testing, all browsers connected to a locally
running instance of TLS attacker.

6 EVALUATION
In this section, we present our results from running the experiments
described in Section 5 and the theoretical criteria upon which we
base our analysis. We explain how we instantiate feature vectors
for abstract analysis in Section 6.1 and subsequently remark on how
we compare them in Section 6.2. Afterwards, we elaborate on the
results obtained in Section 6.3. The evaluation was performed with
a program written in Perl v5.24.1 [21], which queried the results
database and carried out the necessary steps for the analysis of our
results.

Results show that the methods presented in this paper are effec-
tive for distinguishing between browser classes. That is, a very large
number of the SCA tests were able to determine the browser type as
belonging to one of the three categories: {Firefox}, {Google Chrome,
Opera}, {Microsoft Internet Explorer,Microsoft Edge}.

6.1 Feature vector definition
For given browser and nonempty set of test sequences S ⊆ S, we
define a feature vector as follows:

• For each s ∈ S , let rs be the result of executing test sequence s
against the given browser (queried from the results database),
stored as an array of strings. Note that the length of this array
is uniform for all browsers and all test sequences in the set
S.

• Let fv denote an array of length |S |, where each entry is
a reference to the array rs , in ascending order according
to the chosen enumeration of the set S. The result can be
interpreted as a two-dimensional array where the the first
position of a two-dimensional index pair corresponds to the
enumeration identifier of a test sequence and the second
position to a column in the Result table schema.

• We define the array fv as feature vector for the given browser
and set S of sequences.

We exemplify our definition of feature vectors with an example.
Consider the browser Mozilla Firefox together with the following
set of S ⊆ S of test sequences:

S = {⟨Certificate⟩, ⟨Finished,ChangeCipherSpec, ServerHello⟩}
(5)

The result of these two test sequences executed against Firefox
(which has browser_id equal to one) are depicted in Table 3, where

• the sequence ⟨Certificate⟩ has Sequence_id equal to two
and the corresponding result is stored in the Result table
with ID equal to six.

• the sequence ⟨Finished,ChangeCipherSpec, ServerHello⟩ has
Sequence_id equal to 153 and the corresponding result is
stored in the Result table with ID equal to 761.

The resulting feature vector fv has length two. The first entry points
to an array of strings with the respective values shown in Table 3
for ID equal to six8:

("CLIENT_HELLO"|"AlertMessage"|"UNEXPECTED_MESSAGE"|""|"")
(6)

The second entry points to an array of strings with the respective
values shown in Table 3 for ID equal to 7619:

("CLIENT_HELLO"|"AlertMessage"|"UNEXPECTED_MESSAGE"|""| (7a)
"java.net.SocketException: (7b)

Connection reset by peer: socket write error") (7c)

6.2 Classification of feature vectors
Since we are interested in finding nonempty subsets of the set S
where we can observe different behavior of the tested browsers, we
now give a precise definition of how the term different behavior is
to be understood in this paper. Suppose we are given a nonempty
subset S ⊆ S and two different browsers, then we say that they

8The characters ( and ) denote the start and end of the array, respectively; the double
high quotes delimit strings; and the character | is used as array element separator.
9See Footnote 8.
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exhibit different behavior with respect to S , if and only if, their
respective feature vectors differ10.

For five browsers, there are ten possible pairwise comparisons
between their behaviors (i.e., pairwise comparisons between their
respective feature vectors). We use these pairwise comparisons to
define an equivalence relation on the set of all browsers. For fixed
nonempty set S ⊆ S, two browsers are equivalent, if and only
if, they exhibit the same behavior. In other words, two browsers
are members of the same equivalence class, if and only if, they
exhibit the same behavior for the set S . Due to our interest in
fingerprinting browsers according to their behavior using test cases
created with combinatorial methods, we are especially interested
in analyzing the resulting partitions for different nonempty sets of
test sequences.

6.3 Analysis of results
Firstly, wemake some general observations on our results in Section
6.3.1. Then, we proceed with our analysis for groups of sequences
of the same length for lengths from 1 up to 6 in Section 6.3.2 until
Section 6.3.7. For i ∈ {1, 2, 3, 4, 5, 6} we denote with Si the subset
of S consisting of exactly those sequences of length i . Note that in
the case of n = t , the notions of the image of a set of cardinality n
under the full permutation group and a SCA of strength n result in
the same set of sequences.

6.3.1 General observations. For each individual test sequence in
the set S, we have seen at least the following pairwise equalities
between behavior of two specific selections of two browsers:

• The browsers Microsoft Internet Explorer and Microsoft
Edge exhibit the same behavior.

• The browsers Google Chrome and Opera exhibit the same
behavior.

It follows that:
• Both of these selections of two browsers will have the same
behavior for any nonempty subset of the set S.

• For both of these selections of two browsers, for any non-
empty set of test sequences, the resulting partition will have
at most three classes.

• The approach for fingerprinting presented in this paper is
currently not able to distinguish browsers within these two
browser pairs.

• The result that those two browser-pair selections always
exhibit the same behavior is not surprising, since they in-
ternally use closely related libraries for handling TLS hand-
shakes.

It is possible to make the above statements more precise, which
we state in the form of an explicit description of the appearing
partitions. For each test sequence, the number of equivalence classes
in the corresponding partition is an element of the set

C = {1, 2, 3}, (8)

and for each number in the set C there is at least one test sequence
where the partition corresponding to this sequence (i.e., singleton

10Equality of feature vectors is to be understood as canonical equality between two-
dimensional arrays with the same dimensions; i.e., in each position equality for the
respective strings holds.

of test sequence selection) has exactly this number of equivalence
classes.

For each number in the set C, we give now a more detailed
description for the occurring partitions.

• Number of equivalence classes equal to one: All browsers
have the same behavior and the corresponding partitions
are equal. This partition occurs seven times.

• Number of equivalence classes equal to two: There are two
different partitions:
– One partition consisting of the two classes:
(1) {Firefox,Google Chrome,Opera},
(2) {Microsoft Internet Explorer,Microsoft Edge}
occurring 22 times.

– The other partition consisting of the two classes:
(1) {Firefox},
(2) {Microsoft Internet Explorer,Microsoft Edge,

Google Chrome,Opera},
occurring only once.

• Number of equivalence classes equal to three: We denote
this unique class as P3 and the classes for the respective
partitions are equal to:

(1) {Firefox},
(2) {Google Chrome,Opera},
(3) {Microsoft Internet Explorer,Microsoft Edge}.
This case occurs 1926 times.

After this analysis of all possible singletons of test sequence
selections, next we analyze test sets for the same length and of
cardinality at least two, in particular SCAs for different strengths.

6.3.2 Sequences of length 1. There are six selections of one event.

⟨ServerHello⟩: In this case, the resulting partition contains only
one class with five elements, i.e., all browsers behave the same way.

⟨Certificate⟩, ⟨ECDHEServerKeyExchange⟩, ⟨ServerHelloDone⟩,
⟨ChangeCipherSpec⟩, ⟨Finished⟩: All of these cases resulted in the
same partition of the set of all browsers, which has the following
structure:

• Class I: {Microsoft Internet Explorer,Microsoft Edge}
• Class II: {Firefox,Google Chrome,Opera}

In the case of singleton selections of test sequences of length
one, the concepts of test sequence, SCA of strength one and image
under the full permutation group all coincide. We conclude that
different singleton selections (i.e., different selections of one event),
have different differentiation capabilities.

6.3.3 Sequences of length 2. For all subset selections of cardinal-
ity two, for our generated SCAs of strength two, the result is the
partition P3.

6.3.4 Sequences of length 3. For all subset selections of cardinality
three, for all our generated SCAs of strengths t ∈ {2, 3}, the result
is the partition P3.

6.3.5 Sequences of length 4. For all subset selections of cardinality
four, for all our generated SCAs of strength t ∈ {2, 3, 4}, the result
is the partition P3.
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6.3.6 Sequences of length 5. For all subset selections of cardinality
five, for all our generated SCAs of strength t ∈ {2, 3, 4, 5}, the result
is the partition P3.

6.3.7 Sequences of length 6. For all subset selections of cardinality
six, for all our generated SCAs of strength t ∈ {2, 3, 4, 5, 6}, the
result is the partition P3.

6.4 Interpretation of results
An analysis of the results in the previous evaluation shows that
testing with the selection of only one test sequence of only one
event leads to the weakest results in terms of differentiation. It is
interesting to note that for some selections of only individual test
sequences consisting of at least two events, the resulting partition
is equal to P3. This case even occurs for about 98% of all individual
event sequence selections. When considering test sequence selec-
tions of cardinality at least two, the resulting partition is also always
equal to P3 and the best distinguishing capabilities obtained in this
paper are reached. In particular, whenever there are at least two
events appearing in the test sequence and a SCA is chosen as test
set, then the best possible partition P3 is obtained.

Based on these results, we can answer the research question re-
garding the applicability of combinatorial methods to the problem
of fingerprinting browsers in the affirmative.

7 THREATS TO VALIDITY
In this section, we comment on possible threats to validity of this
work. It is clear that the performed case study is limited, since it only
contains five browsers all running on Windows 10 Pro. Another
threat stems from the fact that we relied on TLS attacker to act as
the server side when the clients (i.e., browsers) attempted the TLS
handshake. Likewise, although the goal of the paper is to investigate
the applicability of combinatorial methods for fingerprinting, it is
clear that a comparison of the proposed methods in this paper
with existing approaches for browser fingerprinting would help to
properly classify and position this work into the existing literature
and methodologies for browser fingerprinting. We plan to conduct
such a comparison in future work.

8 CONCLUSION AND FUTUREWORK
In this paper, we used combinatorial methods to create finite non-
empty sequences of TLS messages to be used as the underlying
means for a method of browser fingerprinting. An experimental
evaluation shows that test sets of TLS sequences where the defined
order of events compared to the specification is changed, lead to
differentiation capabilities.

However, our results also showcase that a refined modelling is
needed to strengthen the approach. This model development could
be done in parallel to the extension of our set of tested browsers.
As briefly mentioned before, the additional manipulation of TLS
message contents and the extension to also consider multi-sets of
events are directions for future research. Finally, any difference
in observed behavior could be analyzed from the point of view
of conformance testing, linking browser fingerprinting to prob-
lems in the field of conformance testing like undefined behavior or
conformance quantification.
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ABSTRACT

Undetected patterning defects on semiconductor wafers can have severe consequences, both financially and
technologically. Industry is challenged to find reliable and easy-to-implement methods for defect detection. In
this paper we present robust machine learning techniques that can be applied to classify defect images. We
demonstrate the basic principles of an algorithm that uses a convolutional neural network and discuss how
such networks can be improved not only in their architecture but also tailored to the specific challenges of
defect inspection through more specialized performance metrics. These advances may lead to more cost-efficient
measurements by adjusting the decision threshold to minimize the number of wrong defect detections.

Keywords: electromagnetic simulation, sensitivity and uncertainty evaluation, through-focus three-dimensional
field

1. INTRODUCTION

The challenges of optical defect inspection with decreasing feature dimensions, increasing layout complexity, and
increasing materials variation have led recently to explorations of viable wavelengths shorter than 193 nm, a deep
ultraviolet (DUV) wavelength. Experimental prototyping and calculations have been reported in the vacuum
ultraviolet (VUV) [1]. Additional simulations have been perfomed by our group for wavelengths in the DUV,
VUV, and extreme ultraviolet (EUV)[2, 3]. Note that the optical scattering from defects in layouts patterned
using uniaxial lithography is enhanced due to form birefringence [4] if the pitch p� λ, the inspection wavelength.
Whenever wavelengths are considered where p ≤ λ, such simulations yield form-dependent high-spatial frequency
scattering; a forthcoming manuscript will explore the implications and limits of this form-dependent scattering.

The semiconductor metrology literature is just beginning to reflect the growing need for data driven ap-
proaches such as machine learning (ML). Examples thus far include the measurement of critical dimensions [5],
and inspection of defects in through-silicon vias [6], EUV masks [7], and patterned defects [8] as well as wafer
mapping of patterned defects [9]. Growth in these areas should not be surprising, given the prominence of ML
based research for process control in such diverse fields as wood [10], fabric inspection [11], hard-disk drive manu-
facturing [12, 13], and more general image recognition tasks [14–16]. Given the severe impacts, both financial and
technological, that undetected defects on wafers can cause, it is worth investigating how the defect metrologist’s
toolbox can be extended using ML techniques and how the challenge of patterned defect inspection may differ
from more general pattern recognition tasks.

In this paper, using the results of a simulation study that employs realistic wafer design, we present how
an algorithm that is using a convolutional neural network can be a reliable tool for defect detection. Panels
(a-d) of Fig. 1 show a schematic representation of the simulation domain for a defect-free and defect-containing
layout, respectively. The layout is based on publically available information about recent manufacturing pro-
cesses [17]. For simplicity, the details of the simulation geometry including materials constants and geometry
files to reproduce the results here have been deposited elsewhere [18]. In the following we use images based
on electromagnetic simulations for an inspection wavelength of λ = 157 nm using our in-house implementation
[19, 20] of a finite-difference time-domain [21] (FDTD) model. In this work, we assume a normal angle of inci-
dence and a polarization that is orthogonal to the direction of the defect, i.e., polarization along the x-axis in
Fig. 1. To account for the measurement (shot) noise, we apply Poisson noise [22] to the raw images based on a
photon density of 10 nm−2.

∗mark.henn@nist.gov
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Figure 1. Schematic representation of a) ideal layout, b) defect-containing layout with an intrusion, and c-d) dimensions
of unit cell.

In contrast to papers previously published by our group that based the defect detection on intensity thresh-
olding [23], mean difference intensity [24], signal-to-noise ratio (SNR) [2, 3] or linear classification algorithms [8]
for differential images or even differential volumes [25–27], we use the wavelet-based compressed raw images as
an input to our algorithms. We use the compressed images in order to reduce the data size and the corresponding
memory requirements without losing important details of the images. Stated differently, our prior publications
made heavy use of defect-containing and defect-free images that could be subtracted from one another, but in this
work we do not utilize difference images or intensity histograms thus more realistically addressing this challenging
problem. Here, we present the basic principles of convolutional neural networks, demonstrating methodologies
to improve upon an example from the literature [28] to illustrate specifically the several algorithmic design
considerations available - and required - for applying ML to defect metrology.

2. DEFECT DETECTION USING CONVOLUTIONAL NEURAL NETWORKS

2.1 Basics of Machine Learning

Many defect detection algorithms can be understood as optimization problems, in which we start with a set of
labeled data of size N , in our case images x(i) ∈ R27×24 and corresponding labels y(i) ∈ {0, 1}, i = 1, . . . , N
that are either 0 (if the image shows a defect) or 1 (if it does not). Based on this set we want to construct a
multi-parameter prediction function, f(θ, {y(i)}, {x(i)}) that shall be used to classify images that do not belong
to the original set of labeled data. The values of the parameters θ of this prediction function are determined
by optimization. Based on an adequate function L that can be used to measure the quality of the prediction,
usually a function measuring the difference between the ground-truth label and the predicted label, also called
a loss-function, we seek to minimize

L
[
y(j) − f(θ, {y(i

′
)}, {x(i

′
)})
]
, j ∈ A, i′ ∈ {1, 2, . . . , N} \ A (1)

as a function of the parameter vector θ. Note that the set A here is supposed to be a subset of the index set
{1, 2, . . . , N}. This is also referred to as ”learning the parameters” or ”training the model”. Once we are done
training a model we can evaluate its classification success rate (CSR) or accuracy as the rate of successfully
classified images, by applying it to data we have not used to train, yet know the ground-truth of.

Several notable machine learning textbooks highlight the many issues that can arise during training, e.g. Ref.
[29]. It should be clear however, that the model used for prediction can in principle be arbitrarily complex. One
way to reduce the complexity is to constrain the possible models to a specific class that can be parametrized by
a reasonable number of variables.

2.2 Convolutional Neural Networks

The most popular of such models for image classification are convolutional neural networks (CNNs) [30], which
are based on the neuroscientific theory from Ref. [31], in which the authors suggest that local features in an
area called the receptive field are detected in early visual layers of the visual cortex and are then progressively
combined to create more complex patterns in a hierarchical manner. In the computational implementation of
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these networks the local features then form the basis upon which we classify the images into defect and non-defect
cases.

In many aspects a CNN is a black box from a metrologist’s perspective, i.e., the exact way of how it determines
which image presents a defect is not easy to understand. However, each of the basic building blocks allows for a
intuitive interpretation of how it acts and extracts abstract features on an individual image. The fundamental
building blocks of a CNN are i) convolution layers, ii) pooling layers, and iii) fully connected layers, each having
a different task in the classification.

The basic layout of a convolution layer is presented in Fig. 2. Each filter or kernel is convoluted with the
input volume consisting of d channels and as a result produces a so-called feature map that ideally corresponds
to activations that detect specific features of the different classes of images. The user must specify the number
of kernels p, their dimension n,m, and the applied stride ∆s, i.e., the movement of the kernels, when setting up
the CNN. The number of floated parameters in this layer then is (n ·m · d) · p+ p, with the additional p variables
accounting for the biases on each filter.

The second important layers are pooling layers that provide a form of non-linear down-sampling. They
partition the input volume into rectangles, and for each of those rectangles output a value that depends on the
values of the entries in those rectangles, usually the maximum. For the pooling layers, the user must specify the
size of the rectangles, the applied stride and the method of pooling.

Figure 2. Shematic representation of convolution of an image with a kernel, parameters to be specified are the number of
kernels p, their sizes n,m, and the stride ∆s.

We finally can apply a layer that is fully connected to the previous layer, such that each of its neurons is
an affine transformation of the activations of the previous layer, which is obtained by flattening the different
activation maps into a single column vector of size nf . Once we determine the size d of this fully connected
layer, we add d · nf + d variables to the CNN.

Each of the feature maps obtained by applying any of the above mentioned layer types are to be treated with
nonlinear activation functions intended to make our model more flexible. In addition there are multiple ways
to increase the performance of the classification algorithm, such as dropout layers and batch normalization, see
Refs. [32, 33] for details.

2.3 A Base Model

Utilizing an example from the literature allows a closer look at how such models may be improved. The basic
model architecture that we want to use for defect detection is taken from [28], which for simplicity we name
the “Base” model. Here, the CNN was trained on a database of photometric stereo images of metal surface
defects, i.e., rail defects. Each stereo image consisted of 16 × 16 pixels and nc = 2 channels. The trained CNN
outperformed the previous algorithms that used a model-based approach to detect the defects, even without
applying regularization, yielding a CSR of around 0.91. The basic layout of the CNN can be seen in Fig. 3
below, the corresponding layer parameters can be found in Tab. 1.

Henn, Mark Alexander; Zhou, Hui; Silver, Richard; Barnes, Bryan. 
”Applications of machine learning at the limits of form-dependent scattering for defect metrology.” 

Paper presented at ADVANCED LITHOGRAPHY 2019: TECHNOLOGIES FOR LITHOGRAPHY R&D, DEVICES, TOOLS, FABRICATION, 
AND SERVICES, San Jose, CA, United States. February 24, 2019 - February 28, 2019. 

SP-702



Figure 3. Basic network architecture from [28].

Table 1. Parameters of the Base CNN, comprised of convolutional layers (CL), pooling layers (PL) and the fully con-
nected layer (FCL). The number of total trainable parameters is 6386 (additional parameters are due to applied batch
normalization and the final classification).

1st CL 1st PL 2nd CL 2nd PL FCL
#Filters 6 N/A 12 N/A N/A

(Pool,Filter) Size 5× 5 2×2 5×5 2×2 12
Strides 1 2 1 2 N/A

#Parameters 156 0 1812 0 4332

3. OPTIMIZATION FOR DEFECT METROLOGY

3.1 Optimizing the CNN architecture

We based our CNN design on the previous example, with the difference of using two fully connected layers. In
order to determine the optimal design, we float several parameters of the CNN in a total of 108 ways, such as
the filter sizes at the two convolutional layers k1, k2 ∈ {4, 5, 6}, and the number of neurons in the first fully
connected layer after the flattened layer d1 ∈ {6, 12, 24, 48}. For each value of d1 we choose three values for the
number of neurons in the second fully connected layer d2 ∈ {0, d14 , d12 }, with d2 = 0 implying that we remove the
second fully connected layer, see Fig. 4.

Figure 4. Schematic of modified CNN and the corresponding floated parameters.

We run 30 independent trainings for each of the 108 parameter combinations, each with a fixed learning rate.
The resulting CSRs for the different parameter combinations are presented as a boxplot in Fig. 5. One can
identify two types of behavior in the plot. Some of the boxplots - that show the 25th percentile, the median,
and the 75th percentile - for the CSRs are very tightly centered around the median value, while others spread
out more. If one takes a closer look at the parameter combinations that correspond to those tightly centered one
finds that they represent models that do not employ a second fully connected layer, i.e., models that have fewer
floated parameters if compared to the spread out ones. The reason for this lies in the fact that training models
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Figure 5. Box plot of classification success rates for different parameter combinations indexed by i. Red dotted lines
represent (from top to bottom) the 75th percentile, the median, and 25th percentile of the CSRs for the base model.

that have more parameters can lead to two problems and hence lower CSRs. First, a failed optimization in the
sense that due to the immense number of floated parameters we have not found the optimal combination yet,
and second overfitting of the model, which means that the model is too flexible and therefore performs perfect
on the training data but is not capable of generalizing to previously unseen data [34]. It is also interesting to see
that we find a combination of parameters that leads to a model that performs better on the data that the Base
model, namely by setting k1 = 5, k2 = 5, d1 = 48 and d2 = 0, corresponding to i = 55 in Fig. 5. Given that the
Base model was motivated by finding defects on images that measured 16 × 16 pixels it is not surprising that
the optimal model in our case with images that consist of 27 × 24 pixels would need more neurons in the first
fully connected layer in order to operate successfully.

3.2 Optimizing Performance Measures

Due to the sigmoid function that we put at the end of our CNN, the classification is performed by assigning
a number ŷp ∈ [0, 1] to each image. Given our nomenclature, this number reflects the probability that the
image shows a non defect structure. The final classification involves a decision threshold τ that is usually set
to 0.5, i.e., any image with ŷp < 0.5 will be classified as a defect image. It is obvious that the value of τ has
a strong influence on the CSR, and furthermore on other performance measures that might be more useful in
semiconductor metrology, such as precision and recall, based on the following definitions, with y denoting the
ground-truth label and ŷ denoting the predicted label.

True positive (TP): y = ŷ = 0, True negative (TN): y = ŷ = 1

False positive (FP): y = 1, ŷ = 0, False negative (FN): y = 0, ŷ = 1

Precision: π = TP
(TP+FP) , Recall: ρ = TP

(TP+FN) , Accuracy: CSR = TP+TN
(TP+TN+FP+FN)

Too high a value for τ might lead to too cautious an inspection and hence an increase in recall, and a loss
in precision. Too small a value for τ might cause too strict a definition of a defect and hence an increase in
precision, with almost no recall. Figure 6 presents the effect of different choices for τ on the accuracy, precision,
and recall for three different models and also presents the resulting histograms of the ŷp of the validation set.
Even though the CSR for all three models is around 0.91, they behave quite differently. The first model is very
uncertain about the class of the images and outputs several values of ŷp that are close to 0.5, hence the precision,
recall and CSR are very sensitive towards changes in the decision threshold τ . The second model yields a better
approximation of the bimodal distribution of the labels, however it is not perfect and still shows a significant
sensitivity towards changes of τ . The third model’s performance is very good as it manages to more accurately
reproduce the strictly bimodal distribution of the class labels.
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Figure 6. Effect of τ on CSR, π and ρ for three different CNNs. top: k1 = k2 = 4, d1 = 12, d2 = 0, i = 1, middle: the Base
model k1 = k2 = 5, d1 = 12, d2 = 0, i = 49, bottom: k1 = k2 = 6, d1 = 48, d2 = 24, i = 105. The CSR does not reveal the
nature of the ŷp distributions.

4. RESULTS AND CONCLUSION

In this work we have presented an approach to defect detection based on convolutional neural networks. We
based our research on a previously used CNN that had been designed to detect defects in steel rails. Even though
the tasks are quite different, we could achieve a CSR around 0.91 with this model. The intrinsically stochastic
nature of the training of the network however makes it hard to evaluate the CNNs’ performance based on one
realization alone, we therefore varied several of the model parameters and trained the corresponding models
multiple times. It turned out that some parameter combinations led to a more stable performance, i.e., the
obtained CSRs varied less if compared to the Base model. However, the combinations tested failed to yield a
CSR that improved upon the median CSR of the Base model.

CSR is a straightforward metric to evaluate the performance of a classification algorithm, but its inherent
design should not discriminate between the relative impact of false positives and false negatives. This general
metric may be inappropriate from a metrologists’ perspective, since there can be an intrinsic economic cost to
false positives that is different from the costs for false negatives that is usually not accounted for in traditional
machine learning. We have presented a simple method for adjusting the model to allow one to tune their own
threshold of desired FPs and FNs. This simplistic approach can be improved upon either by including cost
within the layers or including cost within the loss function itself [35, 36].

It should be noted that the optimization steps were performed using training data from a single defect, a
very simplified approach chosen to illustrate our methodology. In practical applications defects can have several
shapes and optical scattering signatures. The findings presented above should however be easily extendable to
a wider range of defects. Our current research is addressing the question how our model could be extended or
adapted to unseen defect types, a problem also referred to as transfer learning [37].
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ABSTRACT 

Polyethyleneimine (PEI) functionalized AuNPs (Au-PEIs) 

have potential use as positively charged gold nanoparticles 

(AuNPs) for nano-medicinal applications, due to their 

cationic surfaces that promote cellular uptake and gene 

transfection.1-6 Au-PEIs can be prepared by one of two 

methods: (1) ligand modification (exchange or co-

attachment) of AuNPs and PEI, or (2) reduction of AuIII ions 

in the presence of PEI. Herein, the ligand exchanged Au-

PEIs (Au-PEI[LE]s) and the materials by reduction (Au-

PEI[Red]s) were prepared from citrate-stabilized AuNPs 

(10 nm, nominal) and HAuCl4, respectively. We 

demonstrate differentiated product formation via each 

synthetic route and their discriminated physico-chemical 

properties by systematic examination. The physico-

chemical properties and the conjugation mechanisms of Au-

PEI[LE] and Au-PEI[Red] were characterized by 

orthogonal analyses system. Furthermore, the colloidal 

stabilities of all produced Au-PEIs were investigated under 

various physiologically relevant conditions and shown that 

the consequential fates ‒ property and colloidal stability ‒ 

of Au-PEIs were dependent on born pathways significantly. 

We found that some of Au-PEIs showed outstanding 

colloidal stability in certain circumstances which is very 

critical to be a drug carrier in nanomedicine.  

Keywords: gold nanoparticles, polyethyleneimine, PEI, 

gold PEI conjugates, positively charged, synthesis, 

characterization, stability 

1 INTRODUCTION 

Polyethyleneimine (PEI) coated gold nanoparticles 

(AuNPs), hereafter Au-PEIs, have been studied due to 

several biologically relevant features, including interaction 

with anionic polyelectrolytes7 and biological entities (cell 

surface),8  cellular uptake,9-11,  gene delivery/transfection,1-

6, 12 hydrophilicity, and proton scavenging (pH tolerance).6, 

8 In general, Au-PEIs can be prepared by  ligand exchange 

of surface modified AuNPs  by PEI chains (Au-PEI[LE]), 

and  reduction method started from HAuCl4 in the presence 

 The identification of any commercial product or trade name does not imply endorsement or recommendation by the National Institute of Standards and 

Technology. 

of PEI (Au-PEI[Red]). Despite the breadth of the 

aforementioned work, it is still unclear how the specific 

properties of PEI and the methods utilized to conjugate it to 

AuNPs impact the final product size and stability (which 

presumably impact performance). Furthermore, knowledge 

regarding the stability of Au-PEIs under physiologically 

relevant conditions is critically important for biological 

applications, yet this has not generally been reported in prior 

studies. Colloidal stability can dramatically impact the 

findings for bio-relevant research, where performance can 

be impacted by one distinct population within a 

polydisperse material, agglomeration/aggregation effects, 

or surface modifications.13 Here in, we explored a range of 

synthetic routes by systematic examination of variables, 

including reaction condition, the molar mass/backbone 

structure of PEIs, and molar mass ratio (PEI:Au). Au-PEI 

products were evaluated by a variety of approaches to 

evaluate the impact of synthetic route on physico-chemical 

properties. Orthogonal analytical methods were utilized 

including dynamic light scattering (DLS), ultraviolet-

visible (UV-Vis) spectroscopy, transmission electron 

microscope (TEM), and attenuated total reflectance FT-IR 

(ATR-FTIR) measurements. Additionally, the colloidal 

stability for each produced Au-PEIs was investigated under 

physiologically relevant conditions including shelf-life (at 

least 6 months period), temperature variation, wide range of 

pH values, and behaviors in biological level media. We 

demonstrated that some of Au-PEIs showed remarkable 

colloidal stability which is a key requirement for drug 

carrier candidates in nanomedicine. In closing, comparing 

physico-chemical properties of Au-PEI produced between 

different synthetic approaches can provide the 

nanomedicine community useful information for better 

design of nano-vector development. 

2 EXPERIMENTS 

2.1 Materials and Instruments 

GoldIII chloride hydrate (HAuCl4•3H2O, ACS reagent) 

was purchased from Sigma-Aldrich (St. Louis, MO). 

Branched 2 kDa PEI (PEI2kB, 50 % mass fraction in water) 
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and 25 kDa PEI (PEI25kB) were obtained from Sigma-

Aldrich (St. Louis, MO). 10 kDa branched PEI (PEI10kB) 

and 25 kDa linear PEI (PEI25kL) were obtained from 

Polysciences Inc. (Warrington, PA). Other specific reagents 

used in this study are identified in the references.14, 15 All 

chemicals were used without further purification. Deionized 

water (18.2 M·cm) was produced by an Aqua Solutions 

(Jasper, GA) Type I biological grade water purification 

system. Details regarding other instruments (DLS, UV-Vis, 

TEM, and ATR-FTIR) and methodology are also provided 

in references.14, 15 The uncertainty of size and zeta potential 

represent the mean and one standard deviation of at least 

three measurements. 

2.2 Preparation of Au-PEIs 

General method for Au-PEI[LE]s 

One mL of each PEI solution (1.0 w.% in DI water) was 

added dropwise to 10 mL of citrate-stabilized gold colloid 

suspension, which was then stirred at room temperature for 

5 h and purified using centrifugal filtration (Amicon Ultra, 

Millipore; regenerated cellulose membrane, MWCO = 100 

kDa). The filtrate was removed and re-diluted with DI water 

to the starting concentration, and then purified Au-PEIs 

were passed through a 0.2 µm nylon filter to remove any 

large impurities such as dust. It is important to note that the 

purification step was not applied to Au-PEI2kB and Au-

PEI25kL due to their rapid aggregation during the 

conjugation process.  

General method for Au-PEI[Red]s 

One ml of each PEI solution (PEI25kL; 1.0 w.%, branched 

PEIs; 10 w.% in DI water) was added to a 10 mL of 2.5 

mmol/L of aqueous HAuCl4 solution in a borosilicate glass 

vial covered with a cap (EPA vials, Thermo Scientific, 

Waltham, MA) at room temperature and heated up to 80 °C 

using a magnetic hot plate with stirring. In these 

experiments, the temperature was increased from room 

temperature at a rate of about 5 °C/min. After reaching 

80 °C, the reaction mixture was stirred for 1.5 h, then cooled 

down (removal from hotplate) to the ambient temperature. 

Resulting products were purified by dialysis (molecular 

weight cut off 100 kDa) against DI water for 2 days.  

3 RESULTS AND DISCUSSIONS 

3.1 Synthesis and Characterization 

When preparing Au-PEI[LE]s, PEI stocks are 

introduced to the citrate AuNP suspension, yielding a slight 

color change (ruby red to purplish red) after reaction, 

indicative of the ligand exchange from citrate to PEI. 

However, in case of linear PEI (PEI25kL), the reaction 

mixture was precipitated within 5 min during the reaction 

(aggregation). The final product by reduction method 

yielded a ruby red suspension of Au-PEI[Red]s when using 

branched PEIs. In contrast, employing linear PEI yielded a 

cloudy pale red violet color suspension. The physico-

chemical properties of Au-PEIs were determined by 

orthogonal measurement techniques including DLS (z-

average hydrodynamic diameter (DH), zeta potential (ZP)), 

TEM (DTEM), and UV-Vis (surface plasmon resonance 

(SPR) band). Representative data of each Au-PEIs were 

presented in Table 1. 

Table 1. Fundamental properties of Au-PEIs 

Au-PEIs DH
a  

(nm) 

DTEM
b 

(nm) 

SPRc 

(nm) 

ZPd  

(mV) 

Citrate AuNPs 12.1 ± 0.1 8.3 ± 1.3 518 -37.1 ± 1.4 

Au-PEI2kB[LE] 21.8 ± 0.7 8.3 ± 0.8 524 +24.6 ± 3.0 

Au-PEI10kB[LE] 62.9 ± 0.3 8.4 ± 0.7 530 +25.8 ± 0.7 

Au-PEI25kB[LE] 78.8 ± 0.6 8.4 ± 0.9 534 +29.4 ± 1.3 

Au-PEI25kL[LE] N/Ae N/Ae N/Ae N/Ae 

Au-PEI2kB[Red] 21.5 ± 0.5 11.3 ± 2.0 522 +12.7 ± 1.4 

Au-PEI10kB[Red] 22.0 ± 0.3 8.1 ± 2.6 523 +21.2 ± 1.2 

Au-PEI25kB[Red] 22.2 ± 0.4 8.6 ± 2.3 524 +22.5 ± 1.7 

Au-PEI25kL[Red] 88.2 ± 0.7 30.3 ± 7.0 545 +40.0 ± 0.4 

a: DH obtained by DLS, b: Au core size obtained by TEM; 

more than 150 particles were measured for each Au-PEIs 

and size reported is the population mean with one standard 

deviation about the mean., c: surface plasmon resonance 

band by UV-Vis measurements, d: zeta potential by DLS, 

and e: not available due to the precipitation during the 

reaction. 

As shown in Table 1, DH and SPR bands (by UV-Vis) 

of the Au-PEI[LE]s showed significant changes when 

compared to the starting citrate AuNP, increasing in value 

with the molar mass of associated PEIs (branched), while 

the core sizes (DTEM) were almost identical regardless of 

PEIs. On the other hand, synthesizing Au-PEI[Red]s using 

branched PEI yield nearly identical values of DH, DTEM, and 

SPR for each Au-PEIs. These results clearly demonstrate 

that the application of different synthetic pathways result in 

Au-PEIs with varying properties. ZPs of Au-PEIs indicate 

the successful creation of positively charged AuNPs in 

comparison of negative surface of citrate AuNPs.  

3.2 Reaction mechanism of Au-PEIs 

ATR-FTIR studies have been conducted to determine 

if the synthetic mechanism of Au-PEI[LE]s follows a direct 

ligand exchange or layer by layer (L-b-L) process. To 

examine the interaction between PEI and citrate moiety on 

AuNPs, we conducted flow cell experiments with ATR-

FTIR (Figure 1).15 The ATR-FTIR spectra for the addition 

of PEI2kB to the citrate-stabilized AuNP film is shown in 

spectrum (i). The spectrum after the addition of three 1 mL 

aliquots of 1.0 % mass fraction solution of PEI over a 

similar mixing time for the general method is shown in 

spectrum (iii).  

Absorbance has been normalized and spectra offset on 
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the vertical axis for ease of viewing. The data clearly shows 

the loss of each characteristic citrate vibrational mode after 

the addition of the PEI2kB. Although the amount of citrate 

remaining was not quantitatively determined, the resulting 

spectrum for the Au-PEI2kB film after flushing and drying 

Figure 1. In-situ (in the flow cell) ATR-FTIR spectra for (i) 

citrate-stabilized AuNPs, (ii) loss spectrum after the 

addition of PEI2kB in the flow cell, (iii) dried and washed 

product after PEI2kB addition, and reference spectrum of 

(iv) dried Au-PEI2kB conjugate (separate batch, purified)

and (v) dried PEI2kB (only) for comparison.

exhibits predominantly bands associated with PEI. The 

removal of citrate is further supported by the comparison of 

the dried film after rinsing (spectrum iii) and the purified 

separate batch sample (spectrum iv) that exhibit very similar 

signatures with predominantly PEI vibrations. These serial 

results obtained in situ support the replacement of citrate 

moieties by PEI chains. Consequently, the ATR spectra 

provide evidence that conjugation is principally 

accomplished by a ligand exchange reaction rather than an 

electrostatic-induced L-b-L process between negative 

surface (citrate) and positively charged ligand (PEI).  

Scheme 1. Illustrative presentation of synthetic process of 

Au-PEIs depends on preparation route; a) by ligand 

exchange, and b) reduction method. 

Based on the results as described above, we proposed 

the synthetic mechanisms of Au-PEIs in Scheme 1. Panel A 

illustrates the ligand exchange process that citrate moieties 

are replaced with PEI chains on gold core surface and panel 

B demonstrates reduction process of AuIII ions with PEIs 

and formation of the final Au0 nanoparticles.   

3.3 Stability study 

Colloidal stability is an important issue for any 

application of AuNPs. We evaluated the stability of the Au-

PEIs over a range of relevant conditions utilizing previously 

established protocols16 and compared those of as functions 

of molar mass of PEI and synthetic pathways in both. For 

the study of long-term stability, Au-PEIs aged for 6 months 

under ambient laboratory conditions yielded a size 

distribution and SPR band (Figure 2).   

Figure 2. Shelf-life test of Au-PEI[LE]s; (upper) DLS size 

distributions for the initial product (black line) and after 

aging (red line), (bottom) UV-Vis absorbance showing SPR 

band for the initial product (black line) and after aging (red 

line). Error bars represent standard deviation. 

The aged samples of Au-PEI10kB and -25kB yielded 

nearly identical DLS mean size and size distributions 

compared with the initial, freshly prepared and purified 

products (Figure 2, top). In contrast, those for Au-PEI2kB 

significantly increased within one month, indicating 

reduced colloidal stability compared with the higher molar 

mass PEIs. The associated SPR band intensities and peak 

positions (Figure 2, bottom) provide a more sensitive probe 

to changes in the near field environment of the AuNPs.15 

Notably, the degree of long-term stability and PEI molar 

mass dependency were very similarly observed in Au-

PEI[Red]s (data omitted).  

For biological application, stability in physiological 

media is critical. Based on a previous study,14 citrate-

stabilized AuNPs showed immediate instability in 

phosphate buffered saline (PBS), otherwise Au-PEIs 

exhibited improved stability in PBS over 48 h period 
relevant to cell exposure assays (Figure 3). In the long-term 

stability study, molar mass of PEI impacts the colloidal 

stability of Au-PEIs15 as shown in figure 2. Figure 3 
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demonstrates how significant it is against physiological 

environment. Furthermore, the effect of synthetic pathways 

to the physico-chemical properties of resulted Au-PEIs was 

clearly observed by this study. The overall stability of Au-

PEI[Red]s exhibited significant improvements compared to 

those of Au-PEI[LE]s. Based on these results, we select Au-

PEI25kB[Red]s, as the most stable Au-PEI, and conducted  

Figure 3. Stability of Au-PEIs in PBS over time, as 

monitored by UV-Vis: (Top) Au-PEI[LE]s, and (Bottom) 

Au-PEI[Red]s; PEI2kB, -10kB, and -25kB, from left to 

right in both panels. 

further colloidal stability tests. Over a wide range of pH 

values (pH 1.5 ~ 12), Au-PEI25kB[Red]s showed 

remarkable stability over 12 h (data omitted). Overall, the 

resistance against acid destabilization is greatly improved 

relative to citrate AuNPs and all of the remaining Au-PEI 

synthetic conditions. Thermal stability of Au-

PEI25kB[Red]s was evaluated by UV-Vis from (20 to 

60) °C, a relevant temperature range for most biological

assays. The constancy of the SPR band (from UV-Vis

spectra, data omitted) confirm that the Au-PEI25kB[Red]s

are stable with respect to temperature variations over the

tested range.

4 CONCLUSION 

The positively charged gold nanoparticles, Au-PEIs 

were prepared via two different pathways; 1) ligand 

modification, and 2) reduction process. In summary, we 

demonstrated that each synthetic process resulted in 

differentiated product formation and their physico-chemical 

properties, by systematic examination considering reaction 

condition and the dependency of relative molar 

mass/backbone structure of PEIs. The physico-chemical 

properties and the conjugation mechanisms of Au-PEI[LE] 

and Au-PEI[Red] were characterized by an orthogonal 

analyses system including DLS, UV-Vis, TEM, and ATR-

FTIR measurements. Furthermore, the colloidal stabilities 

of all produced Au-PEIs were investigated under various 

physiologically relevant conditions. We found that the 

consequential fates of Au-PEIs were significantly 

dependent on born pathways. Notably, Au-PEI25kB[Red]s 

showed the most remarkable stability in such circumstances, 

which is very critical to be applied in nanomedicine and 

nanobiotechnology. We are currently working on this 

material for advanced studies including hybridization with 

biological entities to be gene transfection tools.  
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Abstract 
With the increasing diversity and complexity of media 

forensics techniques, the evaluation of state-of-the-art 
detectors are impeded by lacking the metadata and 
manipulation history ground-truth. This paper presents a 
novel image/video manipulation Journaling Tool (JT) that 
automatically or semi-automatically helps a media 
manipulator record, or journal, the steps, methods, and 
tools used to manipulate media into a modified form. JT is 
a unified framework using a directed acyclic graph 
representation to support: recording the manipulation 
history (journal); automating the collection of operation-
specific localization masks identifying the set of 
manipulated pixels; integrating annotations and metadata 
collection; and execution of automated manipulation tools 
to extend existing journals or automatically build new 
journals.  

Using JT to support the 2017 and 2018 Media Forensics 
Challenge (MFC) evaluations, a large collection of image 
manipulations was assembled that included a variety of 
different manipulation operations across image, video, and 
audio. To date, the MFC’s media manipulation team has 
collected more than 4500 human-manipulated image 
journals containing over 100,000 images, more than 400 
manipulated video journals containing over 4,000 videos, 
and generated thousands of extended journals and 
hundreds of auto-manipulated journals.  

This paper discusses the JT’s design philosophy and 
requirements, localization mask production, automated 
journal construction tools, and evaluation data derivation 
from journals for performance evaluation of media 
forensics applications. JT enriches the metadata collection, 
provides consistent and detailed annotations, and builds 
scalable automation tools to produce manipulated media, 
which enables the research community to better understand 
the problem domain and the algorithm models. 

1. Introduction 
Media forensics is the science and practice of 

determining the authenticity and establishing the integrity 
of an audio and visual media asset [1][2][3][4][5][6][7][8] 
for a variety of use cases such as litigation, fraud 
investigation, etc. For computer researchers, media 
forensics is an interdisciplinary approach to detect and 
identify digital media alterations using forensic techniques 
based on computer vision, machine learning, media 

imaging, statistics, etc. to identify evidence (or indicators) 
supporting or refuting the authenticity of a media asset.  

Existing media manipulation detection technologies 
forensically analyze media content for indicators using a 
variety of information sources and techniques such as the 
Exchangeable Image File Format (EXIF) header, camera 
Photo Response Non Uniformity (PRNU) model, 
manipulation operation (e.g. splice, copy-clone) detection, 
compression anomalies, and physics-based and semantic-
based consistency approaches. Before the JT, there was no 
manipulation annotation tool capable of capturing a 
historical record of the manipulation and related metadata 
to enable the evaluation of a wide variety of technologies 
and specific aspects of technologies from a single journal. 
1.1. Background  

DARPA’s Media Forensics (MediFor) program [9] 
brings together world-class researchers to develop 
technologies for the automated integrity assessment of a 
media in an end-to-end platform. The primary objective for 
the MediFor data collection and evaluation team is to create 
benchmark datasets that advance current technologies and 
drive technological developments by understanding the key 
factors of this domain. The data collection and media 
manipulation team provides various kinds of data, 
metadata, and annotations supporting the program 
evaluations, while the evaluation team designs the data 
collection requirements, validates the quality of the 
collected data, and assembles the evaluation datasets. 
1.2. Related work  

The media forensics and anti-forensics techniques are 
developing quickly in recent years, but the evaluation and 
analysis of state-of-the-art manipulation detectors are 
impeded by the diversity and complexity of the 
technologies and the limitations of existing datasets, which 
include but are not limited to: (i) lack of rich metadata 
(annotations) essential to systematic evaluations and 
analysis; (ii) missing structured representation of 
manipulation history reconstruction; (iii) insufficient detail 
to generate diverse evaluation metadata and ground-truth 
(e.g. image format, manipulation semantic meaning, 
camera information, and manipulated image masks) for 
specific detectors given the same manipulated media 
(image or video). For a summary of existing media 
forensics datasets, please refer to Section 2 in [10] for 
details. 

The ultimate goal of the MediFor program is to gain a 
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deep understanding of the performance of different 
technologies based on the properties of the media, their 
manipulations, and their relationships with each other. In 
order to meet this goal, the program requires a large amount 
of highly diverse imagery with ground-truth labels and 
metadata covering an enormous spectrum of media itself, 
and manipulation types from the diverse image editing 
software and tools.  

A thorough understanding of algorithm performance 
requires analysis of multiple factors that go into the 
production of manipulated imagery. These factors include 
the steps to produce the manipulation, software used for the 
manipulation, parameters provided to the software during 
the manipulation, and anti-forensics to disguise the 
manipulation. A complete assessment of state-of-the-art 
detectors using factor analysis with detail metadata 
annotations provides vital information for further 
advancement of current technologies. However, data 
collection, manipulation, and annotation are all labor 
intensive. In our initial manipulation and annotation study, 
the time used to perform the manipulation (splice, clone, or 
remove) is nearly the same as the time used to annotate the 
metadata. Our objective is to develop a tool to assist 
manipulators annotate data efficiently and effectively.  

Computer vision researchers have developed many tools 
to help them collect the research data and label ground-
truth, such as Photostuff [11], LabelMe [12], VATIC 
(Video Annotation Tool from Irvine California) [13] for the 
VIRAT dataset, Computer Vision Annotation Tool 
(CVAT) [14], VGG Image Annotator [15], Scalabel [16] 
and BeaverDam [17] for UC Berkeley’s DeepDrive project, 
Polygon-RNN++ [18], and Microsoft Visual Object 
Tagging Tool (VoTT) [19]. Google recently announced 
their new ‘Google Cloud Video Intelligence API’ [20], 
which uses machine learning and the cloud to automatically 
analyze and annotate video content. VideoTagger [21] is 
another annotation tool for biological study.  

Different tools are designed for different applications in 
different research domains. The existing annotation tools 
are not suitable for media forensic annotation for several 
reasons.  (1) Most existing tools label data using annotators’ 
basic knowledge, such as labeling an object class or 
segment an object out given an image. But in media 
forensics, given an image, the annotator may not know for 
sure if it was manipulated, or which pixels were changed. 
Such information cannot be easily recovered after the 
manipulation was done (see Section 4.2 for explanation and 
example). Therefore, annotation tools that document after 
the media has already been processed are not suitable for 
media forensic annotation. (2) Existing annotation tools do 
not document a thorough trace of manipulation steps. In-
depth traces are needed because: Different manipulation 
software may implement the same function differently and 
leave different unique and detectable artifacts; The 
sequences of manipulations are not necessarily 

interchangeable; Anti-forensics applied during the 
manipulation obfuscates detection indicators; detection 
algorithms target specific types of manipulations and 
residual artifacts including light changes (artificial 
sources), semantic discrepancies (e.g. the Eiffel Tower in 
New York City), and compression effects on distributions 
within the Fourier domain. (3) The evaluation ground-truth 
data differs from historical data provided by some media 
editing programs, such as Adobe Photoshop or GIMP’s 
history log files, layers, or other event recording scripts in 
the following aspects: The data required by evaluation 
differs greatly from that of software logs; The log file is an 
incomplete representation of all manipulation steps. It 
misses key data items and does not delineate backtracked 
or undone work; some evaluation sensitive data is not 
recoverable from log files or software image files; The log 
file is loose structure presentation, not suited for media 
forensic evaluation purposes; Log and script files detail 
software specific operation names not representative of all 
possible operations across the growing set of manipulation 
software and algorithms. Thus, these software suites do not 
sufficiently generalize manipulation algorithms necessary 
for evaluation factorization.  

In this paper, we present an extensive three-year design 
and development project to create a novel media 
manipulation journaling tool that automatically or semi-
automatically can collect, generate, and annotate the data 
and detailed manipulation metadata. JT uses a graph 
representation to support: i) recording the manipulation 
history; ii) integrating data collection, annotation, and its 
metadata collection, and iii) generating automated media 
manipulations using batch processes with pre-established 
manipulation sequences.   

2. Evaluation data collection requirements 
In addition to the labor intensity of media manipulation 

and metadata collection and labeling, JT is designed to 
support a diverse array of evaluation tasks, such as 
manipulation detection, localization (providing the 
localized manipulated region of the media), and 
manipulation history graph reconstruction.  

Each task requires a wide variety of data and metadata to 
support performance evaluation and analysis using a multi-
factor analysis approach. The primary requirements for 
image manipulation detection and localization task are: 
Manipulation history including intermediate images, 
manipulation software, operations, and its metadata; 
Origination data including camera, lens, environment, 
collection time, location etc. Semantic annotation and 
meaning to capture the purpose of a manipulation or series 
of manipulations designed to achieve a specific goal. 
Annotations include data identifying subject matter and 
setting of media. Semantic metadata includes events, 
weather, seasons, and intended effects of manipulation such 
as adding shadow or lighting inconsistency; Re-
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compression including camera emulation as well as 
simulated and real-world social media images given 
specific procedures (e.g. Facebook image upload or 
download) to create realistic testing data for applications; 
Dynamically generated reference ground-truth mask for 
manipulated region. 

3. Journaling Tool  
The Journaling Tool is a unified framework for data and 

metadata collection, annotation, and generation of 
automated manipulations designed according to data 
collection requirements. The intent of journaling is to 
capture a detailed history graph for each media manipulated 
project that results in a set of one or more final manipulated 
media files. The data collection process requires media 
manipulators to capture the detailed steps of manipulations 
during the manipulation process. In order to reduce the 
burden on manipulators, automation is built into the capture 
process to record incremental changes via mask generation 
and change analysis.  

We designed a data collection approach to represent the 
media manipulation history with a Directed Acyclic Graph 
(DAG) to store manipulation history and metadata with the 
aim to maximize both human and machine intelligence 
effectively to perform multiple types of data collection and 
annotations. The data and metadata are collected in a 
hierarchical structure with three levels including a journal 
level, link level (a serial of operations for a given 
manipulated image), and node (image) level. Graph 
analysis algorithms support applying transformation rules 
to realign every image in the path from the original image 
to the final manipulated image, and back. The realignment 
provides a mapping of the original manipulation’s 
downstream effect to the final media. The DAG structure 
supports reference mask generation based on different 
evaluation criteria.  

The JT framework supports data collection and 
annotation throughout all stages of the manipulation 
process. Before manipulation begins, task design and media 
information are collected. During manipulation, details of 
each operation are captured.  And upon completion post-
processing produces target masks aligning operation 
changes to the final media product.  This framework forms 
a comprehensive collective product we call a ‘project’. 
During the manipulation process, details of each 
manipulation operation is captured that would otherwise be 
lost after manipulation is completed; Upon completion, 
post-processing produces target masks aligning operation 
changes to the final media products. 
3.1. Manipulation history representation using DAG 

In a DAG produced by JT, a node represents a media file 
instance such as an image, video, or audio file. An edge, 
referred to as a link in this paper, represents an operation 
that altered the source node’s media to produce the 
destination node’s media. In the general sense, the link 

represents a function that consumes the source and 
produces the destination. All metadata associated with the 
function is maintained with the link, including additional 
parameters, semantic information and change analysis. 
However, it is more accurate to generalize the link as a 
dependency between source and destination, such that the 
destination depends directly on the state of the source.  The 
DAG forms a dependency tree, and, by nature of its 
construction, records the sequence of operations used to 
produce manipulated media from non-manipulated media.  

 

  
Base node image                   Final node image 

Figure 1: An example of a human journal (All images, graphs, and 
charts are original works created under contract on the MediFor Program [9]).   
Figure 1 shows an example of a human manipulated 

journal. There are four types of nodes: base, donor, final 
and intermediate. A base node represents the primary media 
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(original) being altered whereas the donor represents media 
contributing the alteration of the base. Base and donor 
nodes do not have predecessors. Base nodes represent non-
manipulated, “high-provenance”, media that is camera 
original without any processing after capture. Donor nodes 
are images with un-specified provenance. Final nodes do 
not have successors; each final node represents a final 
product of a sequence of manipulations. All other interim 
nodes document the state of the media produced by a single 
manipulation.  

Links form the dependencies between each manipulation 
state of the media.  There are two kinds of links: operation 
and donor. An operation link represents an operation 
performed on a source node media file to produce a 
manipulated result. A donor link represents the donation of 
one media to the alteration of another, such as a ‘paste’ type 
operation would require. Although the donor is 
conceptually a parameter to the ‘paste’ operation, the link 
forms the necessary dependency. 

The tool enables manipulators to record intermediate 
states of the media during the manipulation process, 
recording the incremental changes from each state to the 
next. Steps may be grouped to align to a semantic purpose, 
such as steganography.  

Incremental changes include differences measured for 
each pixel, variations over time (video and audio), metadata 
alterations, and data in support of realignment of a 
manipulation mask to the final media including affine 
transform reconstruction. For example, filling a region 
within an image prior to a resize is portrayed as the 
proportionate region in the resized image. 

A basic manipulation unit performs one cohesive 
function on the media.  The operation is recorded with the 
name and version of the software used to perform the 
operation, and the parameters used in the operation. Upon 
completion of the operation, a mask is generated to record 
the specific changes made by the operation. This serves to 
identify the affected data of the operation and validate the 
operation, identifying accidental side effects. Operations 
are grouped into categories for ease of identification by 
manipulators. Paste-Splice operations involve the donation 
of pixels from another image. To facilitate easy recognition 
of the donated pixels, manipulators perform a select-region 
operation, applying an alpha-channel to only select donated 
pixels, prior to paste. 

Journals are organized into patterns. These patterns set 
standards to avoid easily detectable side-effects.  For 
example, images are first converted to a lossless RGB 
format such as Portable Network Graphics (PNG), 
manipulated, and then converted back to the desired media 
type, often applying anti-forensic operations such as re-
applying specific camera quantization tables and EXIF 
alterations, cleansing telltale signs of manipulation. 
3.2. Masks  

Given a manipulated test media, its reference ground 

truth mask for the manipulation localization task is needed 
in the evaluation. The reference mask is an image where 
each pixel indicates whether the associated pixel in the test 
media has been manipulated or not. If the media was 
manipulated by a series of manipulations, then the reference 
mask is a composite mask which aggregates all 
manipulations’ masks along the path from a base image to 
the given test media in the final node. The composite mask 
has the same dimension with the test image and is 
represented in JPEG2000 format. Each channel of the 
JPEG2000 represents a manipulation operation mask 
aligned with the test image. The reference mask is aligned 
to the test media for uniformity over all operations 
including seam carving and cropping, for which the mask 
describes pixels removed.  

In order to obtain the reference mask, up to four types of 
link level masks are generated: (i) Input Mask: provided by 
the manipulator as metadata, the mask is composed of the 
alpha channel of the portion of the image changed or 
selected, depending on the operation. The input mask is 
interpreted based on the operation. For Paste Clone 
operations, the input mask reflects the selected cloned 
pixels. For seam carving, the input mask reflects the 
protected pixels, which the manipulator does not want to 
change. In this case, the relative position and intensity of 
each pixel does not change with respect to other pixels 
identified in the mask. 

(ii) Difference Mask: indicates the differences between 
the before and after manipulation operation. It was 
generated by capturing pixels changed during the 
manipulation. For the Crop operation, the difference mask 
reflects the change in the cropped pixels, which is expected 
to be none.  For seam carving, the difference mask reflects 
the removed seams. Since full reconstruction of removed 
seams along two dimensions is difficult, the JT is equipped 
with a seam carving algorithm that records the specific 
seams. 

(iii) Task Mask: a task-specific mask identifies the 
affected pixels of a final test image for a given link 
operation (not all link operations contribute to a task-
specific mask). Global operations, such as blur and 
transforms, are excluded from task-specific masks. The 
construction of the task-specific mask includes application 
of all subsequent transforms to a link’s difference mask up 
to the final image node including, but not limited to: Resize, 
Rotate, Warp, Affine, Crop, Flip, Cut/Remove/Carve, and 
Content Aware Scale operations. In the case of seam 
carving where the removed seams are determined, the task 
mask represents those pixels neighboring removed pixels 
along seams. 

(iv) Donor Mask: A task specific mask that identifies the 
donated pixels from a non-manipulated donor image. As 
transformations may occur prior to donation, the base 
image donor mask is constructed by applying antecedent 
transforms to the donor link’s difference mask. 
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The difference mask for a donor link reflects the set of 
pixels from the donor image pasted into an image. During 
the paste operation, the pasted image may be cropped, 
rotated and resized. Thus, the donor mask may not 
necessarily reflect the selected region prior to paste splice.  
Often the selected region from donor pixels does not 
represent exact pixels donated in a paste splice.  In these 
cases, SIFT/RANSAC operation is used to determine a 
perspective transformation applied to the paste splice mask 
to produce an accurate donor mask. 
3.3. JT Algorithms  

JT combines human and machine intelligence to 
optimize the collection process. Several automatic 
algorithms have been developed to reduce the need for 
human annotation. Link level mask analysis: each 
operation triggers operation specific analysis. All 
operations are concluded with structure similarity, peak 
signal to noise ratio and categorizations of size of change 
(small, medium, large). Transforms include 
SIFT/RANSAC computations to construct a perspective 
transformation matrix. Resize records the size change.  
Crop records both the size change and the location of the 
upper left pixel of the cropped area from the source image. 
Automatic single operation mask generation: for example, 
local operation mask (e.g. Fill), splice paste mask, splice 
donor mask, and seam carving mask. Automatic target 
mask generation: Mask generation based on the specified 
subtask. Automatic metadata generation: journal level 
metadata (e.g. link count, journal complexity) and image 
level metadata (e.g. manipulation unit count, image 
complexity, manipulation summary, manipulation size). 
3.4. BatchJT, AutoJT, and ExtendedJT 

Evaluating specific capabilities of each detector and 
supporting the training of machine learning based detectors 
requires a good distribution and a variety of factors.   
Capturing detail-rich on-the-fly manipulation data adds 
additional burden to the manipulator, impeding the speed of 
producing manipulated media products.  

The JT embodies three core components to automate 
manipulations either from start to finish or by extension of 
human manipulated products to quickly expand the breadth 
of a dataset. The first is a pipeline-based batch tool 
(BatchJT) to automate the creation of journals in 
accordance to a graph specification. The second is an 
automatic graph specification generating tool (AutoJT) that 
generates permutations of graph specifications for 
production of many controlled variations of journals.  The 
third is the extended journaling tool (ExtendedJT) to 
automate the extension of a manipulation graph producing 
additional branches of manipulations off selected nodes 
with a set of scripted operations. 

Figure 2 shows an example of an AutoJT journal 
(randomly generated graph). AutoJT can mimic human-
based journals to produce a large number of diverse 

manipulation data to support statistical analysis using a 
wide range of manipulation types with different parameter 
values.  

 
Figure 2: An example of an AutoJT journal graph 

 
Figure 3: An example of an ExtendedJT journal graph. 
Figure 3 shows an example of an ExtendedJT journal 

graph that extended a human-generated journal with four 
operations for each intermediate node (Facebook 
laundering and anti-forensics) with two different 
parameters, and saved in PNG format. 

Through automation, permutation over the factor 
characteristics provide wider coverage of variability, such 
as evaluating crop detectors, where images are cropped 
with varying sizes and positions. 

Furthermore, as many media transforms may be 
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automated, an automation framework assisted by DAG 
specifications can direct manipulation plugins, sequenced 
together in controlled combinations to produce both the 
manipulated media and the accompanying DAGs in large 
batches. 
3.5. JT key features  

The JT generalizes mostly commonly used manipulation 
operations (for image, video, and audio), aligned to 
categories for consistent meaning across both manipulation 
and detection points of view. 

The data and metadata collected by JT is classified into 
the following categories: (i) Media and supporting 
metadata, camera model, location, time, etc. (ii) 
Annotations providing semantics of individual or a 
sequence of manipulations; (iii) Time-of-recording 
manipulation masks and associated analysis data. 

Metadata is organized and collected into three levels:  
link level, final node level, journal level. Link level captures 
the specific operations and change analysis of the affected 
medium. Final nodes capture summary information of all 
operations applied to a media leading to its final state. 
Journal properties capture the overall intent of the journal 
including semantics and complexity. 

JT has the following major functions: 
• Collect manipulation history data into a DAG;  
• Generate link level evaluation masks given different types 

of manipulation operations; 
• Generate the final image composite evaluation mask;  
• Automatically generate manipulation journals given the 

manipulation operations and DAG graph with resources 
(the base image, manipulation operation and its 
parameters, etc.); 

• Auto-Extension of existing journals; 
• GAN [22] image and video journaling with GAN tools; 
• Automatic video temporal frame-drops journaling for 

frame drop operation;   
• A notification system to integrate with task management 

services such as project management type services and 
email systems; 

• Validation components for quality control; 
• Integrated manipulation detection tools for manipulators 

to assess the quality and detectability of their 
manipulations; 

• A rich plugin architecture for adding operations, media 
readers (e.g. raw formats), validation rules, manipulation 
detection tools and remote notification systems. 

3.6. JT advantages  
As human manipulation on images and videos is costly 

and time consuming, where possible, JT reduces the burden 
of annotation without compromising the fidelity of the 
historical data. JT is a unified framework that guides the 
journaling process to ensure consistent and quality journals 
through employing the following seven concepts: (i)
 Concise operation definitions for all manipulation 
operations along with required parameters and allowed 

responses. (ii) Validation rules to capture mistakes in the 
journaling process (e.g. resize during a format change). (iii) 
Quality assessment tools to ensure that donor and target 
masks can be aligned to donor and final image nodes, 
respectively, given the recorded transforms. (iv) 
Application of anti-forensics along with effectiveness 
measures to support a quantitative measure of manipulation 
detection difficulty.  (v) ExtendedJT to quickly expand the 
test dataset, which uses all intermediate images generated 
and collected to serve as probes for different evaluation 
tasks. For example, one journal may contain more than 50 
intermediate images associated with one final manipulated 
image representing the sequence of operations including 
blur, splice in-painting, and other transforms. Those 
intermediate images serve for evaluation on specific 
operations and the combination of those operations (e.g. 
splice followed by remove). (vi) Facilitate reuse and 
expansion of journals through extensions applied to 
intermediate node as required by the evaluation and/or 
training tasks. (vii) Automatically generate journals with a 
designed graph structure.  

JT is publicly available as an open source package 
maintained on github (https://github.com/PAR-
Government/media-journaling-tool). It is implemented in 
Python and has a detailed user guide. 

4. Evaluation  
4.1.  Dataset generation tool: TestMaker  

Given all the resources that the data collection team 
collected, manipulated, and annotated, the next step is to 
build the evaluation datasets for the task evaluations. 
(Please refer to [10] for all task definitions.) TestMaker is a 
tool to generate the evaluation test datasets with reference 
ground-truth data defined in [22] and used for evaluation 
scoring packages, MediScore, (https://github.com/ 
usnistgov/MediScore). At the same time, TestMaker also 
validates journals (quality control) and metadata produced 
by JT and construct evaluation dataset. We will describe 
TestMaker in details in another document.  

One of the evaluation requirements is called “selective 
scoring”; that is, to select a subset of data defined by a query 
condition (target manipulations) from the whole test pool to 
score a system. For the example, in Figure 1, if one would 
like to evaluate the performance of a Copy-Move detection 
system on copy-clone only images, the final image is 
selected as the test image, and the reference ground-truth 
region for evaluation is only the umbrella region. 
4.2. Preliminary experiment on mask collection  

As discussed in Section 1.2, post annotation of 
manipulated media does not capture sufficient detail to 
meet the needs of the evaluation program. Figure 4 
demonstrates why it is important to collect and verify the 
mask during the manipulation process and also why most 
post-annotation image editing software could not provide 
the correct mask used for the evaluation. The first row is the 
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original image (from the base node), the donor image (from 
the donor node) with a yellow ball, and the final 
manipulated image which pastes (or splices) the yellow ball 
into the first image (from the final node).  

 

 

 
Figure 4: Mask collected during manipulation vs. 

generated after manipulation (post-annotation). 
Notice that the imaging conditions of the base and donor 

images are very similar. The manipulator cut a polygon 
region from the donor image with the ball and directly 
pasted it to the base image. The modified pixel region 
should be the polygon region as shown in the first image of 
the second row. After the manipulation is done, there are 
three images: the base, donor, and final manipulated 
images. Using the images, one could perform post 
annotation to generate the mask of the manipulated region 
by calculating the difference of the base and manipulated 
images, which is the second mask of the second row with a 
half ball in it. This manipulation mask reflects neither the 
manipulated region nor its boundaries as detected using 
traditional detection algorithms (three algorithms in Amped 
Authenticate Software) as shown in the third row shows 
that the detection results for both region-based approach 
(ADJPEG) or boundary-based approach (ELA) are 
consistent with the mask collected during the manipulation, 
and are not consistent with the mask generated by post 
annotation. The locally enlarged ELA algorithm result 
shows the manipulation boundary with a red border, but the 
post-calculated mask cannot reflect this and so should not 
be used as ground-truth in the evaluation. Furthermore, 
such information is not captured in any image editing 
software and their history logs, such as Adobe Photoshop 
PSD files and logs. JT is designed to collect the evaluation 
ground-truth as required by the evaluation tasks. 

4.3. Reference ground-truth masks for selective scoring  
For test construction, the JT aligns manipulation masks 

to the evaluation media. Given a test image, the evaluation 
task masks for each manipulation are condensed into 
JPEG2000 containers in which each link mask is a bit plane. 
JPEG2000 is an image coding system that offers an 
extremely high level of scalability and accessibility. The 
standard supports precisions as high as 38 bits/sample. In 
our design, JPEG2000 was adopted to record distinct 
manipulations at any level for each test image, with each bit 
representing a distinct manipulation (represented by a 
distinct color in reference mask). The metadata associated 
with the container describes the bit plane used for each 
manipulation. A manipulation mask may also be associated 
with more than one-bit plane if the mask traverses through 
different transforms for two or more final manipulated 
media. For example, a paste splice mask may be followed 
by a seam carve in one evaluation media and a warp in 
another.  

  
(a) Evaluation on all operations: MCC = 0.541 

  
(b) Selective scoring on clone only: MCC = 0.713 

  
(c) Selective scoring on splice only: MCC = 0 

Figure 5: JPEG2000 mask for selective scoring evaluation 
In the journal shown in Figure 1, the top beach image is 

the nonmanipulated base image. JT generated two local 
masks for the splice of the polar bear and the clone of the 
umbrella with their own bit plane value, expressed in the 
two individually colored masks in the left image of Figure 
5 (a). A system output mask is shown in the right image. If 
the evaluation task is to detect all manipulated pixels 
regardless of manipulation type, then the ground-truth 
covers every manipulated region (all colors as shown in 
Figure 5 (a)). The Matthew Correlation Coefficient (MCC) 
of the system output mask is 0.541. If the evaluation task is 
to selectively evaluate only the clone detection system, then 
only the “clone” operation’s mask should be used (the black 
region in the left of Figure 5 (b)) as ground-truth mask for 
the evaluation. The MCC of the same system output of the 
selective scoring on clone is 0.713. If the evaluation task is 
to selectively evaluate only the splice detection systems, 
then only “splice” operation’s mask should be used (the 
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black region in the left of Figure 5 (c)) and the selective 
scoring result on splice is 0. 
4.4. Manipulation history graph 

JT provides the accurate ground truth phylogeny graph 
for the evaluation of provenance building systems—those 
systems retrieve related images with respect to a given 
query image from a world dataset and construct a 
phylogeny graph. The world data set is composed of 
random images downloaded from internet and the images 
from the journals. To measure the accuracy of the system 
output, it is compared to the reference ground-truth 
phylogeny graph derived from the JT journal graph. Figure 
6 shows an example of the evaluation results for the history 
graph generation system. The green boxed images are 
correctly retrieved nodes, green links are correctly 
identified links, red boxed images are incorrectly retrieved 
nodes, grey boxed images are non-retrieved nodes, and grey 
links are missing links.    

 
Figure 6: The evaluation result of a phylogeny graph 

produced by a provenance building system 
4.5. Evaluation dataset summary    

Table 1: A summary of released MediFor datasets 
Image Dataset Test Image # (K) Journal # Date 
2017 Dev.  3.5 394 04/2017 
2017 EvalPart 1 4 406 06/2017 
2018 Dev1 5.6 178 12/2017 
2018 Dev2 38 432 01/2018 
2018 EvalPart1 17 758 03/2018 

 

Video Dataset Test Video #  Journal # Date 
2017 Dev.  214 23 04/2017 
2017 EvalPart 1 360 47 06/2017 
2018 Dev1 116 8 12/2017 
2018 Dev2 231 36 01/2018 
2018 EvalPart1 1036 114 03/2018 
With JT, we have generated over 4500 human 

manipulated image journals and 400 video journals with 
different image and video editing programs with over 100 
manipulation operations in diverse groups.  

Using the manipulated image and video journals, we 

have generated several major evaluation datasets in the past 
two years. Table 1 summarizes released datasets. About 
68K test images and 2K test videos with 2100 image 
journals and 200 video journals are available to the public. 
The table shows the public released dataset (one third of all 
evaluation data). We also have the corresponding 
sequestered datasets for sequester evaluation. 

The metadata collected within a journal supports multi-
dimensional system evaluation analysis.  We can evaluate 
and analyze system performances by comparing across (1) 
different parameters for compression, image quality, resize, 
format, and image normalization (2) different manipulation 
types including splice, clone, remove and Content Aware 
Fill; (3) different manipulation software and algorithms 
including commercial off-the-shelf software, GAN, social 
media, etc. (4) different content type and presentations 
including faces, people, landscape, objects with different 
sizes, etc. (5) different manipulators with different skill 
levels and sets (6) different orders of manipulations and (7) 
different scanner, camera models, monitor, and printer 
medium, when considering recaptured media. 

5. Discussion and future work 
We are continuing to collect data and journals to support 

evaluations in future years. The design philosophy could be 
applied to other research domains. The JT packages are able 
to be adapted to other applications and purposes such as 
machine learning training data generation. We hope our JT 
framework will spur innovation in data collection and 
enable data-driven machine learning approaches applied to 
computer vision applications. 
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ABSTRACT
The economic and convenience benefits of interconnectivity drive
the current explosive growth in networked systems. However, as
recent catastrophic contagious failures in numerous large-scale
networked infrastructures have demonstrated, interconnectivity is
also inherently associated with various risks, including the risk of
undesirable contagions. This paper reports on a work-in-progress
on network formation subject to Susceptible-Infected-Susceptible
(SIS) contagion risk mitigation. As opposed to existing research,
we concentrate on network growth. Using a generalized form of
preferential attachment, we consider evolving networks where
each incoming node to the network combines a preference for
connecting to high degree nodes with an aversion for contagion risk.
Our initial simulation results indicate that contagion risk aversion
significantly alters the topology and contagion propagation for an
emerging network. We also discuss the computational aspects of
our simulation and our future plans to extend this model.
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1 INTRODUCTION
The economic and convenience benefits of interconnectivity drive
the current explosive emergence and growth of networked systems.
However, interconnectivity is inherently associated with various
risks, including the risk of an undesirable contagion [5]. Network
formation by strategic agents/nodes is affected by numerous com-
peting incentives, including the incentives to directly connect to
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the “central" nodes and also to reduce risks of undesirable conta-
gions. The effect of these two competing incentives on the network
evolving by rewiring has been investigated in recent papers on
adaptive and active networks [4, 8]. However, due to economic or
contractual constraints, e.g., in the physical or financial networked
infrastructure, breaking old and establishing new links may be dif-
ficult. In such cases, the effect of competing incentives on network
growth plays a primary role in understanding of the structure and
function of the emerging networked systems.

While in our future work we plan to investigate effect of com-
peting incentives on networks simultaneously evolving by growing
and rewiring, in this short paper we concentrate on growing net-
works subjected to an undesirable Susceptible-Infected-Susceptible
(SIS) infection. We model multiple competing incentives by utility
function and assume that network growth follows logit response
dynamics [1]. This model describes bounded rational agents who
attempt to maximize their utility with controlled level of rationality.
This approach overcomes interrelated limitations of oversimplifica-
tion and intractability of the game-theoretic approaches [6]. The
tractability of this approach is due to the fact that logit response
dynamics take the form of generalized preferential attachment [7],
which allows one to leverage an extensive body of results on pref-
erential attachment models for growing networks. Note that the
same is true for rewriting models for networks of fixed size.

This paper is organized as follows. Section 2 proposes a model
for network formation by contagion averse agents. Section 3 de-
scribes the simulation setup and computational challenges. Section
4 discusses the initial simulation results. Finally, Section 5 briefly
summarizes and outlines directions for future research.

2 MODEL AND PROBLEM STATEMENT
Consider a growing network, where nodes arriving at discrete
moments t = 1, 2, ... make decisions to connect to an existing node
i with degree d in order to attempt to maximize the utility function

ud (δi ) = (1 − hδi ) lnφd , (1)

where δi = 1 if the node i is infected and δi = 0 otherwise, and
where φd ≥ 1 is an increasing function of d = 1, 2, .... The param-
eter h ≥ 0 characterizes the trade-off between the incentives for
connectivity and for contagion risk avoidance. If h > 1, then the
decision of an arriving node to connect to an existing infected node
of degree d results in not only the loss of the utility of connectivity,
but also in an additional loss (h−1) lnφd . Thus connecting to a high
degree node has a high-risk but also a high-potential for reward to
the arriving node.

Following the conventional approach, we model bounded ratio-
nality by assuming that an arriving node immediately develops a

Cloteaux, Brian; Marbukh, Vladimir. 
”SIS Contagion Avoidance on a Network Growing by Preferential Attachment.” 

Paper presented at 2nd Joint International Workshop on Graph Data Management Experiences & Systems (GRADES) and Network Data 
Analytics (NDA) 2019, Amsterdam, Netherlands. June 30, 2019 - June 30, 2019. 

SP-721



fixed numberm ≥ 1 of connections to a subset ofm existing nodes.
All the nodes in this subset are selected independently from each
other using logit probabilities [1]

дi ∼ exp[T−1udi (δi )], (2)

where di is the degree of i , and the “temperature" T > 0 character-
izes the agents’ rationality. A valueT → 0 corresponds to complete
rationality, while a value T → ∞ corresponds to complete random-
ness. For the utility (1), the logit probabilities are:

дi ∼
(
φdi

) 1−hδi
T . (3)

Further in the paper we consider a specific function, φd = dγ ,
where γ > 0, when attachment probabilities (3) take the following
form:

дi ∼ d
(1−hδi )α
i , (4)

where α = γ/T . Since we are interested in the effect of infection
averseness on network formation, we contrast two extreme cases:
the case of infection risk indifference for the agents/nodes (h = 0),
and the case of a very high infection risk aversion (h ≫ 1).

From Krapivsky, Redner, and Leyvraz [7], if h = 0 then the
resulting structure of a growing network depends on whether the
parameter α is smaller than, greater than, or equal to unity. If
α < 1, this mechanism results in a stretched exponential node
degree distribution while when α > 1, then one “central node”
is connected to nearly every other node in the network. When
α > 2, this “winner takes all” phenomenon is so extreme that the
number of connections between “non-central” nodes is finite even
in an infinite network. Finally, if α = 1, then a power-law node
degree distribution, Nd ∼ d−ν , emerges. In this case, the parameter
ν , where 2 < ν < ∞, controls the finer details of attachment
probability.

A fundamental and still to a large degree open question is why
numerous existing networked infrastructures are characterized by
power law node degree distribution. In the context of the above
generalized preferential attachment mechanism, the question is
identifying additional mechanisms responsible for the tuning pa-
rameter ν , ensuring the specific value of the preference parameter
α = 1. We suggest that one of such mechanisms may be contagion
risk avoidance by systemic risk averse strategic agents. Indeed,
node infection probability among other things depends on node
degree, and thus contagion risk avoidance affects the attachment
probability.

We simulate network growing by generalized preferential attach-
ment and subjected to SIS infection. Once node n becomes infected,
it spreads infection to each of its neighboring nodes j at fixed rate
λ > 0 . Node recovery time is distributed exponentially with the
same recovery rate µ for all nodes. We define the effective infection
rate ρ as the ratio between the infection and recovery rates,

ρ
def
=

λ

µ
. (5)

Alós-Ferrer and Netzer [1] showed that an SIS model is infection
free if and only if

ρ ≤
1
Γ
, (6)

where Γ is the Perron-Frobenius (P-F) eigenvalue of the adjacency
matrixA =

(
Xi j

)N
i, j=1, where Xi j = 1 if nodes i and j are connected

by an edge, and Xi j = 0 otherwise. Thus, the value ρ = 1/Γ defines
the threshold boundary for the infection-free region.

Ferreira, Castellano, and Pastor-Satorras [2] showed that an SIS
contagion results in higher infection probabilities for higher degree
nodes, at least in a case of random uncorrelated network. Thus, one
may expect that SIS contagion aversion of strategic agents forming
network growing by generalized preferential attachment suppresses
the “winner takes all" phenomenon for α > 1. Our goal in this
paper is to confirm and quantify this conjecture by simulations.

3 SIMULATION SETUP AND CHALLENGES
In order to examine the effects of SIS contagion aversion, we sim-
ulate the growth of a number of networks across varying values
of α and ρ. For our simulations, we fix the recovery rate at µ = 0.1
and vary the infection rate λ by varying ρ.

We examine two cases: one where we avoid connecting to any
node that is currently infected, in other words, preferential attach-
ment with infection avoidance (IA) (where the value h ≫ 1 for
equation (4)). For the second case, we ignore the infection state of
a node when choosing where to connect (h = 0 for equation (4)).
This case is simple generalized preferential attachment (GPA).

In constructing the graphs used in our simulations, in each case
we began with a path graph of 5 nodes. Nodes were then sequen-
tially added to the graph using the generalized form of preferential
attachment. In our simulations, we fixed the number of attached
edges tom = 5. The associated α for each simulation run is reflected
in the attachment weights ω for selecting edges as a new node is
introduced.

The probability that an introduced node forms an edge with an
existing node i is proportional to its weight ωi . The weight ωi for
the node i is given by

ωi =

{
dαi for pure preferential attachment (GPA)
(1 − δi ) · dαi for infection avoidance (IA).

(7)

In order to attach them edges of a new node, we selectm unique
nodes using these weights to define the probability distribution.

Between adding new nodes, we allow the SIS infection to reach
a steady-state. In order to try to avoid correlation between infected
nodes when we add new nodes, we allow the infection to run for
20 rounds after each node addition. Our analysis indicated that this
value allowed the infection to reach a steady state before adding a
new node.

For simulation runs where the value of ρ falls into the infection-
free zone of (6), we risk the infection dying out after each SIS
infection round. In order to prevent our infection avoidance sim-
ulations from degenerating into the simple case of preferential
attachment, we maintain the infection state of the previous round.
If at any time step the infection dies out of the network, we then
simply backtrack to the last time step and rerun the simulation step
to assure that the infection continues.

Each data point in our simulations is the average of 100 samples
for a 100 node networks with the given α and ρ. Our simulation
code is written in C++ using GSL [3] for the numerical computation
library.
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(a) Without infection avoidance (GPA) (b) With infection avoidance (IA)

Figure 1: This figure shows the average portion of infected nodes across a number of α and ρ values.

4 INITIAL SIMULATION RESULTS
Localization of the principal eigenvector controls the spread of
infection in a network [9, 10]. A network with some level of local-
ization tends to maintain an infection over a subset of the nodes.
Networks created using GPA show localization for their hub nodes.
We are interested in whether IA networks also show localization,
and how IA affects the spread of infection in these networks.

As expected, infection avoidance has a profound effect on the
topology and infection sustainability for an evolving network. In
Figure 1, we see the how infection is dampened when using in-
fection avoidance. The intensity of the average infection is shown
from 0 % to 30 % of the nodes for the ranges of α and ρ. Figure
1a shows simulation results while using general preferential at-
tachment for growing the networks, while Figure 1b shows the
results for networks grown using infection avoidance. The blue
lines represents the boundary of the infection-free region given
by ρ = 1/Γ. Each point in this line is computed by averaging the
values for 1/Γ across all networks grown with a given α .

In comparing the upper right hand corners of the two graphs, the
percentage of infected nodes in the resulting networks significantly
decreases when using infection avoidance. We are also interested
in the effect on the infection-free region, between using and not
using infection avoidance growth. In comparing the two figures,
we see that the threshold boundaries are raised in networks grown
using infection avoidance. We note that the strongest effect on the
resulting graphs occurs for α when 1 ≤ α ≤ 2.5. In the region
α > 2.5, localization begins to affect both regimes leveling out the
threshold boundary. For the region α ≤ 2.5, infection avoidance
slows the descent of the threshold boundary.

Since localization for the eigenvector of Γ depends on the maxi-
mum degree in a network, we plotted how the maximum degree
is affected in Figure 2. In this figure, we show the ratio between
the average of the maximum degrees from GPA networks over the
IA networks. This ratio shows that in GPA graphs, the maximum
degree grows much faster than in IA graphs when α ≥ 1. We also
see that the strongest dependency for the maximum degree ratio

Figure 2: Ratio of maximum degrees between the GPA and
IA graphs.

is on the value of α with a smaller effect from the value of ρ. Put
together, these two figures imply that IA network growth limits
contagion spread by limiting the amount of localization that occurs.

To test this idea we further examine the amount of localization
that arises in IA networks by computing the inverse participation
ratio (IPR) [9, 10]

IPR(Γ) =
∑
i
f4i (Γ), (8)

where f(Γ) represents the eigenvector associated with the eigen-
value Γ. The IPR for a set of networks is usually studied as a function
of the size of a network n by fitting it to a power-law distribution,

IPR(Γ) ∼ n−ψ . (9)

Examining the slopeψ for a family of graphs helps us to under-
stand the amount of localization occurring in these graphs. If the
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Figure 3: Slope ψ of inverse participation ratio between IA
(blue surface) and GPA (orange surface) graphs.

Figure 4: Slope ψ of the inverse participation ratio between
IA andGPA graphs. Here the values α = 2 and ρ = 1 are fixed.

slope ψ converges to 1, then no localization is occurring for the
networks, else if the slope converges to value less than 1, then some
localization occurs over a subset of the nodes.

In Figure 3, we see the that slopeψ is much higher for IA graphs
than for GPA graphs. This figure shows that less localization is
occurring in the IA graphs over all values of α and ρ. In Figure 4,
we see a stronger indication that IA graphs do not show localization
as they grow. Here we see that the valueψ → 1, implying that IA
graphs do not demonstrate localization as the networks grow. Since
ψ ≈ .6 the GPA graphs do show some degree of localization.

5 CONCLUSION AND FUTURE RESEARCH
This paper reports on work-in-progress on the effect of SIS infec-
tion avoidance on a network growing by preferential attachment
[8]. Our simulation-based investigation characterizes competing

effects of the preferential attachment parameter α quantifying the
propensity of an incoming node to connect to a high degree existing
node on the one hand and effective SIS infection rate ρ on the other
hand. Our initial simulation results suggest a possible explanation
of the consistency of the structure of observed real networks with
preferential attachment model.

The problem is that while typically observed networks are char-
acterized by a power law node degree distribution, the preferential
attachment model produces this node degree distribution only for
the specific “preferential attachment parameter" α = 1. For the ex-
ample of SIS infection avoidance, we suggest a possible explanation
for this phenomenon: even when the parameter α , 1, prefer-
ence for connectivity to high degree nodes combined with other
incentives produces preferential attachment model with “effective
preferential attachment parameter”, αef f ≈ 1 . Indeed, infection
avoidance counteracts the incentive to connect to a high degree
node since high degree nodes are more likely to be infected.

Currently we are attempting to verify our conjecture that for
α > 1, infection avoidance keeps the network on the verge of eigen-
vector localization regime [9]. This conjecture may have important
practical implications for infection propagation and mitigation on
real networks since eigenvector localization implies persistent infec-
tion presence in network [10]. Our future plans include enhancing
our model by allowing (a) connectivity decisions based not only
on the current infected/non-infected node status, but also on the
perceived likelihood of being infected, (b) rewiring of the already
existing connections, (c) node investments in the infection risk
mitigation, and (d) other types of contagion, e.g., threshold-based
contagion.
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Abstract. Code reusing is a common practice in software development due to its 
various benefits. Such a practice, however, may also cause large scale security is-
sues since one vulnerability may appear in many different software due to cloned 
code fragments. The well known concept of relying on software diversity for se-
curity may also be compromised since seemingly different software may in fact 
share vulnerable code fragments. Although there exist efforts on detecting cloned 
code fragments, there lack solutions for formally characterizing their specific im-
pact on security. In this paper, we revisit the concept of software diversity from 
a security viewpoint. Specifically, we define the novel concept of common attack 
surface to model the relative degree to which a pair of software may be sharing 
potentially vulnerable code fragments. To implement the concept, we develop an 
automated tool, CASFinder, in order to efficiently identify common attack surface 
between any given pair of software with minimum human intervention. Finally, 
we conduct experiments by applying our tool to real world open source software 
applications. Our results demonstrate many seemingly unrelated software appli-
cations indeed share significant common attack surface. 

1 Introduction 

Code reusing is a common practice in today’s software industry due to the fact that it 
may significantly accelerate the development process [6, 9]. However, such a practice 
also has the potential of leading to large scale security issues because a vulnerability 
may be shared by many different software applications due to the shared libraries or 
code fragments. A well known example is the Heartbleed vulnerability in OpenSSL, 
which caused widespread panic on the internet since the vulnerable library was shared 
by many popular Web browsers, including Apache and Nginx [10]. In addition to shared 
libraries, the reusing of existing code fragments may also lead to similar vulnerabili-
ties shared by different software applications. Unlike libraries, such reused codes are 
typically not traced by any official documentation, which makes it more difficult to un-
derstand their security impact. Finally, this phenomenon may also compromise the well 
known concept of relying on software diversity for security, since seemingly unrelated 
software applications made by different vendors may in fact share common weaknesses. 

� This work was completed when the author was a Ph.D. student at Concordia University. 
�� This work was completed when the author was a M.Sc. student at Concordia University. 
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The issue of identifying and characterizing the security impact of shared code frag-
ments has received little attention (a more detailed review of the related work will be 
given in Section 6). Most existing vulnerability detection tools focus on identifying vul-
nerabilities for a specific software application based on static and/or dynamic analysis, 
with no indication whether different software may be sharing similar vulnerabilities 
due to common libraries or reused codes [11]. On the other hand, existing efforts on 
software clone detection mostly focus on identifying reused code fragments based on 
either the textual similarity or functional similarity, with no indication of the security 
impact [40]. Clearly, there exists a gap between the two, i.e., how can we leverage exist-
ing efforts on software clone detection to characterize the likelihood that given software 
applications may share similar vulnerabilities? 

In this paper, we address the above issue through defining the novel concept of com-
mon attack surface and developing an automated tool, CASFinder, to calculate the com-
mon attack surface of given software applications. Specifically, we first extend the well 
known attack surface concept to model the relative degree to which a pair of software 
may be sharing potentially vulnerable code fragments. Such a formal model enables the 
quantification of software diversity from the security point of view, and its results may 
be used as inputs to higher level diversity methods (e.g., network diversity [47] and 
moving target defense [19]). Second, we develop CASFinder which is an automated 
tool that takes the source code of two software applications as the input and outputs 
their common attack surface result in an XML file or to a database. Third, we conduct 
experiments by applying our tool to a large number of real world open source software 
applications belonging to seven different categories from Github. More than 80,000 
combinations of software applications are analyzed, and our results demonstrate many 
seemingly unrelated software applications indeed share a significant level of common 
attack surface. In summary, the contribution of this paper is threefold. 

– First, to the best of our knowledge, this is the first effort on formally modeling 
the security impact of reused code fragments. The common attack surface model 
may serve as a foundation and provide quantitative inputs to higher level security-
through-diversity methods. 

– Second, the CASFinder tool makes it feasible to evaluate the common attack surface 
between open source software applications, which may have many practical use 
cases, e.g., providing useful references for security practitioners to choose the right 
combinations of software applications in order to maximize the overall software 
diversity in their networks, and reusing the knowledge about existing vulnerabilities 
in one software to potentially identify similar ones in other software. 

– Third, our experimental results prove the possibility of similar vulnerabilities shared 
by seemingly unrelated software applications made by different vendors. We be-
lieve such a finding may help attract more interest to re-examining the concept of 
software diversity and its security implication. 

The remainder of this paper is organized as follows. Section 2 provides a motivating 
example and background information. Section 3 defines the common attack surface 
model. Section 4 designs and implements the CASFinder tool. Section 5 evaluates the 
tool through experiments using real open source software. Section 6 reviews related 
work and Section 7 concludes the paper and provides future directions. 
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2 PRELIMINARIES 

In this section, we first present a motivating example in Section 2.1 and then provide 
background knowledge and highlight the challenge in Section 2.2. 

2.1 Motivating Example 

As an example, consider an enterprise network with Web servers running either the 
Apache HTTP server (Apache) or the Nginx HTTP server (Nginx), as well as a Cyrus 
IMAP server (Cyrus). Assume all three software applications are of the vulnerable ver-
sions that are affected by the Heartbleed vulnerability. This vulnerability has report-
edly affected an estimated 24-55% of popular websites and gave attackers accesses to 
sensitive memory blocks on the affected servers, which potentially contain encryption 
keys, usernames, passwords, etc. [10]). The vulnerability is discovered inside the pop-
ular OpenSSL library, which is an extension of many Web and email server software 
applications for supporting the https connections. 

Specifically, Figure 1 demonstrates how this vulnerability functions in relation to 
the three software applications in our example. Those software simply hand the encryp-
tion tasks to the OpenSSL extension, and the vulnerability appears when the software 
make external calls to the OpenSSL extension. In establishing the SSL connections, 
the API invocation SSL CTX new(method) is a function for establishing SSL content, 
SSL new() is for creating SSL sessions, and SSL connect() for launching SSL hand-
shakes. To exploit the Heartbleed vulnerability, attackers would craft a heartbeat request 
with a special length and send it to the servers. This request would causes different soft-
ware applications to invoke the same library function memcpy() without any boundary 
check enabling attackers to extract sensitive memory blocks from the servers. 

The fact that this vulnerability exists inside the OpenSSL extension shared by all 
three software means an attacker can compromise those different software in a similar 
manner. This phenomenon is certainly not limited to this particular vulnerability. In this 
example, since both the Apache and Nginx projects are Web servers developed in C 
language, their similar functionality implies there is a high chance that the developers 
of both projects would not only import the same libraries, but also reuse the same or 
similar code fragments. In addition, as will be shown through our experimental results, 
code reusing also exists among software applications with very different functionalities. 
On the other hand, not all server software that use SSL connections are affected by this 
vulnerability, e.g., Microsoft IIS and Jetty are both immune to the vulnerability [10]. 

Clearly, there exists a need for identifying the software applications which may 
share such a common vulnerability, and for characterizing the level of such sharing 
since some software may share more than one such vulnerability. Such a desirable ca-
pability may have many practical use cases. For instance, it may allow similar software 
patches or fixes to be developed and applied to different software applications in order 
to mitigate a common vulnerability, which may significantly reduce the time and effort 
needed for developing such patches and fixes. This capability may also allow adminis-
trators to better judge the amount of software diversity in their networks, and to choose 
the right combinations of software applications (e.g., Apache and IIS w.r.t. this particu-
lar vulnerability) to increase the diversity. Finally, this capability would lead to a more 
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SSL_engine_init.c 
... 
ctx = SSL_CTX_new(method); 
... 
mod_ssl.c 
/* Create a new SSL connection with the configured server 
SSL context and 

* attach this to the socket... 
if (!(ssl = SSL_new(mctx->ssl_ctx))) { ... 

ssl_engine_io.c 
... 
if ((n = SSL_connect(filter_ctx->pssl)) <= 0) { ... 
... 
SSL_do_handshake(ssl); 
... 

ngx_event_openssl.c 
... 
ngx_int_t  ngx_ssl_create(ngx_ssl_t *ssl, ngx_uint_t protocols, 
void *data) 
{  ssl->ctx = SSL_CTX_new(SSLv23_method()); 
... 
ngx_int_t  ngx_ssl_create_connection(ngx_ssl_t *ssl, 
ngx_connection_t *c, ngx_uint_t flags) 
{  ngx_ssl_connection_t  *sc;
    sc = ngx_pcalloc(c->pool, sizeof(ngx_ssl_connection_t)); 
... 

sc->buffer = ((flags & NGX_SSL_BUFFER) != 0); 
sc->connection = SSL_new(ssl->ctx); 

... 
ngx_int_t ngx_ssl_handshake(ngx_connection_t *c) 
{  ... 

ngx_ssl_clear_error(c->log);
    n = SSL_do_handshake(c->ssl->connection); 

... 
ctx=SSL_CTX_new(method); 
// Create SSL content 
... 
SSL=SSL_new(ctx); 
// create SSL session 

... 
SSL_connect(SSL); 
// Launch SSL handshake 

... 

Heartbeat Request 
123 

Request Length = 30,000 bytes 
Actual Length = 3 bytes 

Heartbeat response 
123 

<...>mycertificatepassphrase<.. 
.>username&password,etc 
Response Length = 

30,000bytes 

tls.c 
... 
#if (OPENSSL_VERSION_NUMBER >= 
0x10100000L) 

s_ctx = 
SSL_CTX_new(TLS_server_method()); 
#else 

s_ctx = 
SSL_CTX_new(SSLv23_server_method()); 
... 
tls_conn = (SSL *) SSL_new(s_ctx); 
... 
if ((sts = SSL_connect(tls_conn)) <= 0) { 
... 

Cyrus 

https://www.nginxsite.com 

Fig. 1. An Example of the Heartbleed Vulnerability 

refined approach to moving target defense (MTD) [12] since it could potentially allow 
us to quantify the amount of software diversity that is achieved by switching between 
different software resources under a MTD mechanism. 

2.2 Background 

We take two steps towards measuring the potential impact of cloned codes on secu-
rity. The first step is to find similar code fragments in different software applications. 
The second step is to characterize the security impact of such code fragments. We first 
review some of the background concepts related to each step. 

First, to detect similar code fragments between software, most clone detection meth-
ods are based on either the textual similarity or the functional similarity, and existing 
tools are mostly based on text, token, tree, graph, or metrics [40, 41]. Among the exist-
ing tools, we have chosen CCFinder [22], a language-based source code clone detection 
tool, to find cloned code fragments within given software. As one of the leading token-
based detection tools, CCFinder has received the Clone Award in 2002, and it supports 
multiple languages, including C, C++, Java, and COBOL. CCFinder first divides the 
given source code into tokens using a lexical analyzer. It then normalizes some of those 
tokens by replacing identifiers, constants and other basic tokens with generic tokens 
representing their language role. Finally, it uses a suffix-tree based sub-string matching 
algorithm to find common subsequences corresponding to clone pairs and classes [22]. 
A key advantage of such a token-based tool is that it can tolerate minor code changes, 
such as formatting, spacing and renaming, in the reused code. 

However, the result from clone detection tools, including CCFinder, only reveals 
similar code fragments between source codes, without indicating any security impact. 
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The primary challenge is therefore to model and quantify the potential impact of clone 
detection on security in terms of leading to potential vulnerabilities. To this end, a 
promising solution is to apply the attack surface concept [35], which is a well known 
software security metric that measures the degree of software security exposure. The 
measurement is taken as counts along three dimensions, the entry and exit points (i.e., 
methods calling I/O functions), channels (e.g., TCP and UDP), and untrusted data items 
(e.g., registry entries or configuration files), and the counting results are then aggregated 
through weighted summation. Attack surface measures the intrinsic properties of a soft-
ware application, e.g., how many times does each method invoke I/O functions (which 
provides an estimate of security risks such as buffer overflow), regardless of external 
factors such as the discovery of the vulnerability or the existence of exploit code. There-
fore, attack surface can potentially cover both known and unknown vulnerabilities. 

Therefore, we will combine clone detection (i.e., CCFinder) with attack surface 
to quantify the likelihood that cloned code fragments may lead to potentially similar 
vulnerabilities shared between different software applications. For simplicity, we will 
focus on entry and exit points in this paper, and will consider channels and untrusted 
data items in our future work. We also note that, since it is not guaranteed that every 
entry or exist point will map to a vulnerability, the attack surface concept is only in-
tended as an estimation of the relative abundance of vulnerabilities in software [35]. 
Consequently, our model and tool also inherit this limitation, and the results will only 
indicate the potential, instead of the actual existence, of common vulnerabilities. 

Combining the result of clone detection with the attack surface concept is not a 
straightforward task. We discuss a key challenge in the following. In Figure 2, function 
handle response() and function quicksand mime() are both entry points since they call 
I/O functions fseek() and ftell (from the standard C library). A naive application of the 
attack surface concept here would indicate each function count as one entry point and 
hence both have the same security implication. However, such a coarse-grained applica-
tion ignores the exact number of I/O function calls (i.e., three calls in handle response() 
and two in quicksand mime()) whose difference may be significant in practice. In our 
model, we will take a more refined approach to address such issues. 

1 fseek(fp, 0, SEEK END); 
2 size = ftell(fp); 
3 fseek(fp, 0, SEEK SET); 
4 snprintf(fsize, 32, ”Content−Length: %d\r\n\r\n”, size); 

1 long fsize = ftell(f); 
2 fseek(f, 0, SEEK SET); 
3 free(decoded mime); 

Fig. 2. Examples of Entry Points: /Simple-Webserverche/server.c handle response() (Top) and 
/quicksand lite/libqs.c quicksand mime() (Bottom) 
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3 The Model of Common Attack Surface 

In this section, we model the security implication of cloned code fragments between 
software applications through two novel security metrics, namely, the conditional com-
mon attack surface (ccas) and the probabilistic common attack surface (pcas). Those 
two metrics are designed for different use cases as follows. 

– The conditional common attack surface (ccas) is designed to be asymmetric for 
use cases in which one software is of particular interest and evaluated against all 
other software. For example, suppose a company has developed a new Web server 
application and wants to understand any similarity between their product and other 
existing Web servers such as Apache and Nginx. In such a case, the key is to rank 
those other software applications based on the relative percentage of shared attack 
surface, and the developer can apply the metric ccas for this purpose. 

– Second, in a different scenario, suppose an administrator wants to understand the 
level of software diversity between all the software applications inside the same 
network. In such a case, both software in comparison are considered equally im-
portant, so the symmetric metric pcas would be more suitable, which will yield a 
unique measurement of shared attack surface between any pair of software. The 
following details the ccas and pcas metrics. 

3.1 Conditional Common Attack Surface (CCAS) Metric 

We first consider clone segments between two software applications identified using 
CCFinder [22] through an example. 

Example 1. Figure 3 demonstrates clone segments between a Web server application 
SimpleWebserver and an ssh application SSHBen. In the figure, the Clone id is a unique 
number labelling a group of related clones inside both software applications. For in-
stance, the code segments inside the solid line blocks indicate the clone segments with 
the same Clone id 28, and the dashed line blocks are for Clone id 78. Note that the same 
code may appear under different clone ids, e.g., line 146 and 147 in Simple-Webserver 
appear under both clone ids. Also note that, for Clone id 78, the matching between the 
two clone segments is inexact [22] since strcat does not exist in SSHBen. 

From the above example, it is clear that the clone segments belonging to the same 
Clone id are not identical between the two software applications. Therefore, the attack 
surface would be asymmetric as well. First, we define the Common Attack Surface as 
the collection of I/O function calls inside the clone segments as follows. 

Defnition 1 (Common Attack Surface). Given two software applications A and B, 
the common attack surface of A w.r.t. B (or that of B w.r.t. A) under the Clone id i 
is defined as the multi-set (which preserves duplicates) of I/O function calls that exist 
inside the clone segments of A under the Clone id i, denoted as casi(A|B) (or casi(B|A)). 

Example 2. To follow our example, we have 

– cas28(SimpleWebserver|SSHBen) = strcat, strcat, fopen∗, 
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/SSHBen/ssh/client.c client_copy() 

Simple-Webserver/server.c  
handle_response() 

Clone id = 28 
144 get_time_string(curr_time); 
145 strcat(response, curr_time);( p ) 
146 strcat(response, "\nContent-Type: 

text/html\r\n"); 
147 fp = fopen(page, "r"); 
148 fseek(fp, 0, SEEK_END); 
149 size = ftell(fp); 

131 strcat(user_name,"\t"); 
132 strcat(user_name,data1); 
133 strcat(user_name,"\n"); 
134 fp=fopen("pass.txt","a"); 

Clone id = 78 
95 send(sd,fname,sizeof(fname),0); 
96 fp=fopen(fname,"rb"); 
97 fseek(fp,0L,SEEK_END); 
98 m=ftell(fp); 

158 {recv(connected,fname,sizeof(fname),0); 
159 fp=fopen(fname,"rb"); 
160 fseek(fp, 0L, SEEK_END); 
161 m = ftell(fp); 

169 send(sd,fname,sizeof(fname),0); 
170 fp=fopen(fname,"rb"); 
171 fseek(fp,0L,SEEK_END); 
172 m=ftell(fp); 

279 {recv(connected,fname,sizeof(fname),0); 
280 fp=fopen(fname,"rb"); 
281 fseek(fp, 0L, SEEK_END); 
282 m = ftell(fp); 

/SSHBen/ssh/server.c build_header() 

/SSHBen/ssh/client.c client_recv_udp_msg() 

/SSHBen/ssh/server.c sendfiletosocket() 

/SSHBen/ssh/server.c scheduler() 

Fig. 3. An Example of Cloned Segments 

– cas28(SSHBen|SimpleWebserver) = strcat, strcat, strcat, fopen∗, 
– cas78(SimpleWebserver|SSHBen) = fopen, fseek, ftell∗, and 
– cas78(SSHBen|SimpleWebserver) = fopen, fseek, ftell, fopen, fseek, ftell, 
fopen, fseek, ftell, fopen, fseek, ftell∗. 

Since the attack surface concept is based on the number of entry and exist points 
(i.e., methods invoking I/O functions), we follow the similar approach to calculate the 
size of common attack surface by counting the number of I/O function calls across 
different Clone ids, with those appearing under different Clone ids counted only once. 
We demonstrate this through an example. 

Example 3. For Clone id 78, this gives three for Simple-Webserver and 12 for SSHBen. 
As to Clone id 28, we have three for Simple-Webserver and four for SSHBen. Note that 
fopen is considered under both Clone ids for Simple-Webserver, and hence we should 
count it only once. Based on those discussions, we can calculate the total number of I/O 
function calls for both Clone ids as five for Simple-Webserver and 16 for SSHBen. 

Finally, we define the Conditional Common Attack Surface as the ratio between the 
size of the common attack surface of a software application (w.r.t. to another software) 
and the size of its entire attack surface (i.e., the total number of I/O function calls inside 
that software). This ratio indicates the degree to which the software shares with others 
similar I/O function calls (entry/exit points). 

Defnition 2 (Conditional Common Attack Surface). Given two software applica-
tions A and B with totally n clone segments, and ASA and ASB as the total number of 
I/O function calls inside A and B, respectively, the conditional common attack surface 
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�

of A w.r.t B (or that of B w.r.t. A), denoted as ccas(A|B) (or ccas(B|A)), is defined as: 

�n | i=1 cas(A | B) | 
ccas(A | B) =  

ASA 

�n | i=1 cas(B | A) | 
ccas(B | A) =  

ASB 

Example 4. The attack surface (i.e., the total number of I/O function calls) of Simple-
Webserver and SSHBen are 16 and 182, respectively. We thus have ccas(SSHBen | 

5 SimpleW ebserver) = = 0.3125 and ccas(SimpleW ebserver | SSHBen)= 16 
16 = 0.029. The results show that SSHBen contains about 31% shared attack surface, 182 

whereas SimpleWebserver contains only 2.9%. By comparing a software application 
to many others, the developer of that application may gain useful insights from such 
results in terms of vulnerability discovery and security patch management. 

3.2 Probabilistic Common Attack Surface Metric 

The conditional common attack surface metric ccas is designed for evaluating one soft-
ware application against others. We now take a different approach of defining a sym-
metric probabilistic common attack surface metric for two software applications. Such 
a metric can be used to estimate the amount of effort that a potential attacker may reuse 
while attempting to compromise both software applications. The nature of such a use 
case implies the metric should be symmetric. 

We apply Jaccard index for this purpose, which is commonly defined as J(A, B) =  
A∩B and used for analyzing the similarity and diversity between the two sets. To apply A∪B 
this metric in our case, we need to define both the intersection and union of the attack 
surface of two software applications. The common attack surface defined in previous 
section (Definition 1) can be considered as the intersection, but such a definition is not 
sufficient here since it is asymmetric in nature. Instead, we will define the intersection 
between the attack surface of two software applications using the standard multi-set 
intersection operation [42], which is described below. 

Defnition 3 (Intersection of Multi-Sets [42]). Given two multi-sets A = A, f∗ (where 
f is the multiplicity function such that for any a ∈ A, f(a) gives the number of occur-
rences of a in the multiset) and B = A, g∗, then their intersection, denoted as A∩B, is 
the multi-set A, s∗, where for all a ∈ A: 

s(a) =  min(f(a), g(a)). 

Example 5. Assume U ={a,a,a,b} and V = {a,a,b,b}, if we apply the multi-set operation 
as defined above, we have U∩V = {a,a,b}. 

The union of the attack surface between two software applications can be defined 
as ASA ∪ ASB = ASA + ASB − cas(B | A) ∩ cas(A | B). With both the union 
and intersection operations defined, we can now define the probabilistic common attack 
surface metric as follows. 
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Defnition 4 (Probabilistic Common Attack Surface Metric). Given two software 
applications A and B, with their attack surface ASA and ASB and the common attack 
surface cas(B|A) and cas(A|B), respectively, the probabilistic common attack surface of 
A and B is defined as: 

| cas(B | A) ∩ cas(A | B) | 
pcas(A.B) =  | ASA ∪ ASB | 

Example 6. The size of attack surface in Simple-Webserver and SSHBen is 16 and 
182, respectively. From our previous discussions, we have cas(SSHBen | Simple-
Webserver)∩cas(SimpleW ebserver | SSHBen) = strcat, strcat, fopen, fseek, 

5 ftell∗ whose size is 5, and hence pcas(SSHBen.SimpleW ebserver) =  = 16+182−5 
2.6%. Intuitively, this result indicates that, among all the I/O function calls, about 2.6% 
are shared between the two software applications. Such a result, when applied to all 
pairs of software applications inside a network, may allow administrators to estimate 
the degree of software diversity in the network from a security point of view. 

4 Design and Implementation 

To automate the evaluation of common attack surface between software applications, 
we design and implement a tool, CASFinder. Figure 4 depicts the architecture of CAS-
Finder, which consists of three main components, the clone detection module, the 
source code labeling module, and the visualization module. The following describes 
those modules in more details. 

Direct I/O 

Token to Line Number 

Binary to Token 

Clone Detection 

Binary Result 

Final Result DB 
Final Result 

Fig. 4. The Architecture 

– The Clone Detection Module As mentioned earlier, we choose CCFinder [22] as the 
basis of our clone detection module. The following details challenges and solutions 
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for applying CCFinder. First, since our tool is developed and operated under Linux, 
we apply only the back end of CCFinder. One challenge is that, since the default 
Linux version of CCFinder is designed to work on Ubuntu 9, the newer versions 
of many libraries are no longer valid for CCFinder. Therefore, several libraries 
need to be installed separately, e.g., libboost-dev and libicu-dev, which will depend 
on the specific version of the Linux system and can be determined based on the 
warnings and errors produced by CCFinder. Second, various parameters can be 
fine tuned in CCFinder to customize its execution mode [21]. In particular, the 
most important parameters include b, the minimum length of the detected code 
clones, and t, the minimum number of types of tokens involved. We have chosen 
b = 20 and t = 8 based on experiences obtained through extensive experiments. In 
addition, parameter w is used to determine whether CCFinder will perform inner-
file clone detection whose results contain clones between different parts of the same 
software application, which is not our focus, and therefore w is set to be f-w-g+ to 
focus on inter-file clones. Finally, the default output of the CCFinder is stored in a 
binary file with .ccfd extension. Since we do not install any front end of CCFinder, 
we apply the command ./$PATH/ccfx -p name.ccfd to translate the .ccfd file into 
a human-readable version. The resultant file contains only the token information, 
which cannot be directly mapped back to the source code files. Therefore, we have 
developed a script, post-prettyprint.pl [37], to convert the token information into 
corresponding line numbers in the source code. 

– The Source Code Labeling Module As mentioned above, the converted output of 
CCFinder provides only the file name and line number of the clone segments, 
without information needed for mapping them back to the original source code. 
For the purpose of generating traceable output with source code fragments, a map-
ping between the line number of the clone segments and the source code needs to 
be established. This second module is designed for this purpose by automatically 
retrieving a clone code segment from the source code according to the result of 
CCFinder. 

– The Visualization and CAS Calculation Module The visualization module gener-
ates the results of clone segments. The results include clone ID, file path, func-
tion name, clone segment, start line number, and end line number. The visualized 
output is organized as an XML tree with labels. The label contents contains the 
source clone segments from CCFinder outputs. Label funcname reveals the func-
tion names corresponding to the clone segments, and label io contains the common 
I/O functions. To calculate the common attack surface, we first need to identify the 
I/O functions. In our experiments, we have obtained the list of I/O functions from 
the GNU C library [39] (glibc), which is the GNU project’s implementation of C 
standard library, as the database for examining the entry/exit points. In total, 256 
I/O functions are stored in our database, e.g., function memcpy() or strcpy, which 
could take user inputs as the source, and copy them directly to the memory block 
pointed to by the destination. Such functions have caused many serious security 
flaws including CVE-2014-0160 (i.e., the Heartbleed bug [7]). The final result of 
common attack surface is calculated based on the I/O functions shared among all 
software applications, and can be stored either in a file or into the database. 
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5 Experiments 

This section presents experimental results on applying our tool CASFinder to real world 
open source software. 

5.1 Dataset 

To study the common attack surface among real world software applications, we need 
a large amount of open-source software to apply our tool. For this purpose, we have de-
veloped a script to automatically parse the download links at the open-source software 
hosts. Our research shows that GitHub [14] provides the customized API for users to 
search open-source software applications with customized requirements and to down-
load them automatically. The results are presented in json code, which contains the 
download link of each application together with other information. In our experiments, 
we have set the parameter language to C programs, and use parameters q, sort, and 
order to specify the query conditions and to customize the sequence of results. We have 
developed the script to parse the json format output from the GitHub automatically 
and to store the information of the software download link, authors, publish time, size, 
and other descriptions into our local database. All the download links for each soft-
ware application are stored separately. Since Github has a limitation with respect to the 
maximum requests in a certain amount of time, we design the process to sleep for cer-
tain time after each query. Our experimental environment is a virtual machine running 
Ubuntu 14.04, with the Intel core i3-4150 CPU and 8.0GB of RAM. We have applied 
our tool to totally 293 different software applications belonging to seven categories. 
The software applications belong to several categories as follows: 32 in Databases, 62 
in Web servers, 25 in ssh servers, 79 in FTP servers, 41 in TFTP servers, 6 in IMAP � � 

293 servers, and 48 in firewalls. Those amount to totally = 42778 pairs of software 2 
applications tested using our tool in the experiments. 

5.2 Cross-Category Common Attack Surface 

In this section, we apply the two proposed common attack surface metrics to totally 
42,778 pairs of real world software. The first set of experiments reveal the existence of 
common attack surface between different categories of software applications. To con-
vert the results to a comparable scale, we have normalized the absolute value of com-
mon attack surface reported by CASFinder by the size of the software. Figure 5 shows 
the existence of common attack surface across seven categories. The percentages on top 
of the bars inside each figure indicate the level of common attack surface between the 
category mentioned in the title of the figure and all the seven categories. We can observe 
that common attack surface exists in all of the category combinations. For example, the 
DB category has the highest level of common attack surface inside its own category 
(between different software inside that category), 27.9%, and it also shares more than 
9% common attack surface with any other category. 

In summary, the results across all categories are shown in the heat map in Table 1 
where a darker color indicates a larger CAS value between the pair of categories. A 
visible diagonal with the darkest color in the heat map indicates the expected trend that 
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Fig. 5. Common Attack Surface across Categories 

different software in the same category yield the highest level of common attack surface, 
most likely due to their similar functionality, except for SSH. In fact, the category SSH 
has the lowest level of common attack surface within its category. The reason is that the 
SSH category only contains 25 software applications, which is not sufficiently large to 
produce any reliable trend. Due to similar reasons, we have omitted the results from the 
IMAP category in the heat-map. 

FTP FireWall DB WebServer SSH TFTP 
FTP 

FireWall 

DB 

WebServer 

SSH 

TFTP 

18.2 13.8 13.7 17.9 12.8 15.3 

47.1 67.6 42.2 61.8 31.7 51.7 

14.4 13.9 38.4 18.8 12.8 14.1 

32.2 35.6 28.6 56.9 24.4 56.3 

13.9 15.0 12.5 13.8 11.8 13.7 

19.8 25.5 16.5 22.4 19.6 32.6 

Table 1. HeatMap for Common Attack Surface in Different Categories 

After understanding the general existence of common attack surface among the 
seven categories of software applications, we aim to study more specific trends in our 
second sets of experiments. The left chart in Figure 6 shows the accumulated number 
of pairs of software applications in the absolute value of common attack surface. The 
figure depicts only the results with a nonzero value, which include totally 9,852 pairs 
(which amounts to about 1/8 of the total number of pairs). We can observe that the accu-
mulated number of pairs of software applications increases quickly before the value of 
common attack surface reaches about 12 and afterwards the accumulation flattens out. 
About 20% of software share common clone segments, and 56% of the clone segments 
contain at least one common attack surface. The right chart in Figure 6 depicts the rela-
tionship between common attack surface and sizes of the software. We use the absolute 
values of common attack surface in this experiment. For the sizes, we use the normal-
ized combined sizes log1000(A

B )/1000 when software A is compared with software B. 
We can observe that, with increasing sizes of the software, the value of common attack 
surface generally increases. This is as expected since the number of I/O functions would 
be roughly proportional to the size of the software. 
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(a) (b) 

Fig. 6. CAS in Accumulated Software Application Pairs(a), CAS Trend vs Size(b) 

The left chart in Figure 7 compares the average number of I/O functions and the 
average common attack surface over several years. The blue bars indicate the average 
number of I/O functions used in the software applications tested in our experiments 
based on the publishing year. The average number of I/O functions per software appli-
cation does not have a simple trend and is used as a baseline for comparison. We can 
observe a clear downward trend in the average value of common attack surface over 
time, with software published around 2010 having a much higher value of common at-
tack surface compared with more recent years, regardless of the number of average I/O 
functions. We believe this trend shows that code reusing plays a major role in common 
attack surface, since the trend can be easily explained by the backward nature of code 
reusing (i.e., programmers can only reuse older code). The right chart in Figure 7 ex-
plores the trend of the probabilistic common attack surface metric versus the size. The 
value of the probabilistic common attack surface metric decreases since the increase 
of the number of I/O functions in software applications is faster than the increase of 
common attack surface. 

(a) (b) 

Fig. 7. CAS Trend in Years(a) and The Probabilistic CAS Metric(b) 

In fact, those results match the results of existing vulnerability discovery models, 
which generally show that larger software applications typically have more vulnera-
bilities but a lower probability for having vulnerabilities per unit of software size. For 
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example, Google Chrome (with the number of lines at 14,137,145 [1]) has 1,453 vul-
nerabilities over nine years [8], while Apache (with the number of lines at 1,800,402) 
has 815 over 19 years. However, the probability of having one vulnerability per unit of 
software size per year is 1.15   10−3% for Chrome and 2.4   10−3% for Apache (i.e., 
the larger Chrome has less vulnerabilities per unit of software size). 

5.3 Common Attack Surface in the Same Category 

We study the trend of common attack surface between software within the same cate-
gory in this section. Figure 8 depicts the common attack surface for different sizes of 
software in the category WebServer and FTP, respectively, represented in both scattered 
and trending results. The orange scattered points and the dotted line indicate the result 
and the red dotted line is the same trend borrowed from Figure 6for comparison. We 
can observe that the trend of common attack surface in both categories increase with 
the size, which follows a similar trend as the cross category result. However, the trend 
of WebServer increases faster than the cross-category trend, which matches the results 
shown in Table 1. On the other hand, the trend in the FTP category grows slightly slower 
than the cross category trend, which can be explained by the fact that FTP shares a large 
amount of common attack surface with WebServer and TFTP. 

(a) (b) 

Fig. 8. Size Trend in Same Category, WebServer (a) and FTP (b) 

The left chart in Figure 9 depicts the trend of common attack surface over time 
in the same category. Each blue bar represents the average number of I/O functions 
in the years in the same category of the experiments. The red line shows the average 
number of common attack surface in those years. Compared to Figure 7, the common 
attack surface in the same category has higher values, which also match the previous 
observations. The right chart in Figure 9 reveals the trend of the probabilistic common 
attack surface metric versus the size in the same category, which shows a similar trend 
as the cross category result, although the trend within the same category starts from a 
higher value around 0.20 (in contrast, the cross-category metric starts from 0.06). 
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(a) (b) 

Fig. 9. Common Attack Surface Over Time and vs Size 

6 Related Work 

There exist extensive research on clone code detection although many of these tools 
are mainly for research purposes [41]. One of the popular tools in text-based clone 
detection is the Dup [2]; if two lines of code are identical after removing all whites-
paces and comments, they are assigned as clone codes; the longest line matches are 
the output, but the minimum length of the reported code can be customized accord-
ing to different needs. Another well-known approach [20] is applying the fingerprint 
in order to identify the redundancy on a substring of the source code. The fingerprint-
ing calculation uses KARP-Rabins string matching approach [24, 25] to calculate the 
length of all n substrings. Ducasse developed [9] duploc which was designed to be a 
parsing free, language-independent tool which first reads the source file and sequences 
of the lines, then removes all comments and whitespace to create a set of condensed 
lines; afterward, a comparison is made based on the hash result, where scatter-plots in-
dicate the visualization of a cloned result. Token-based clone detection is also one of 
the widely applied methods. One of the representative tools in token-based detection is 
CCFinder [22], which is applied in our work. Bakers Dup [2, 3] implements a similar 
approach as CCFinder. The detection process begins by tokenizing the source code, 
then using a suffix-tree algorithm to compare tokens. Unlike CCFinder, Dup does not 
apply transformation, but rather consistently renames the identifier. Raimar Falke [29] 
develops a tool called iclones [15], which uses suffix-trees to find clones in abstract syn-
tax trees, which can operate in linear time and space. CP-Miner [31] as a well-designed 
token-based clone detector, uses frequent subsequence mining algorithms to detect to-
kenized segments. RTF [5] is a token-based clone detector that uses string algorithms 
for efficient detection; rather than using the more common suffix-tree, it utilizes more 
memory-efficient suffix array. 

One of the leading tools using AST-based algorithm is the CloneDR developed by 
Baxter [6] which can detect exact and near-miss clone through applying hashing and 
dynamic algorithm. The ccdiml [38] developed by Bauhaus is similar to the CloneDR 
in the way of dealing with hash and code sequences, but instead of using AST, it ap-
plies IML algorithm in the comparing process. David and Nicholas [13] develop a tool 
named Sim which uses a standard lexical analyzer to generate a parsing-tree of two 
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given software applications. The code similarity is determined by applying the maxi-
mum common subsequence and dynamic programming. One of the leading PDG-based 
tools is PDG-DUP presented by Komondoor and Horwit [26] and Komondoor and Hor-
witz’s PDG-DUP [26] is another leading PDG-based detection tool, which identifies 
clones together and keeping the semantics of the source code to reflect software. As to 
metric-based clone detection, in [36] Mayrand uses the tool Darix to generate the metric 
and the clone identification is based on four values, which are name, layout, expression 
and control flow [36]. Kontogiannis [27] uses Markov models to compute the dissimi-
larity of the code by applying the abstract pattern matching. Five widely used metrics 
are applied in a direct comparison in [28]. There are also some other approaches that 
using hybrid clone detections. In [29], the authors apply the suffix trees to find clones 
in AST; this approach can find clones in linear time and space. 

The concept of attack surface is originally proposed for specific software, e.g., Win-
dows, and requires domain-specific expertise to formulate and implement [16]. Later 
on, the concept is generalized using formal models and becomes applicable to all soft-
ware [34]. Furthermore, it is refined and applied to large scale software, and its calcula-
tion can be assisted by automatically generated call graphs [33, 32]. Attack surface has 
attracted significant attentions over the years. It is used as a metric to evaluate Android’s 
message-passing system [23], in kernel tailing [30], and also serves as a foundation in 
Moving Target Defense, which basically aims to change the attack surface over time so 
to make attackers’ job harder [18, 17]. The study on automating the calculation of attack 
surface is another interesting domain, e.g., COPES uses static analysis from bytecode to 
calculate attack surface and to secure permission-based software [4]. Stack traces from 
user crash reports is used to approximate attack surface automatically [43]. The cor-
relation between attack surface and vulnerabilities has also been investigated, such as 
using attack surface entry points and reachability to assess the risk of vulnerability [46]. 
A study about the relationship between attack surface and the vulnerability density is 
given in [45], although the result is only based on two releases of Apache HTTP Server. 
Despite such interest in attack surface, to the best of our knowledge, the common attack 
surface between different software has attracted little attention. 

7 Conclusion 

In this paper, we have defined the concept of common attack surface and implemented 
an automated tool for evaluating the common attack surface between given software ap-
plications. We have conducted experiments on real open source software and examined 
the common attack surface both within and between software categories. Our results 
have shown common attack surface to be pervasive among software. Our work still has 
some limitations which will lead to our future work. First, since we rely on CCFinder 
our tool also inherits its limitations, and one future direction is to explore other clone 
detection tools. Second, we have focused on entry/exit points of attack surface, and one 
future direction is to also consider channels and untrusted data items. Third, we have 
focused on the C language in this work, and extending it to other languages with differ-
ent entry and exit libraries is an interesting future direction. Finally, we plan to extend 
the effort on correlating between common attack surface and known vulnerabilities. 
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Disclaimer 

Commercial products are identified in order to adequately specify certain procedures. In 
no case does such identification imply recommendation or endorsement by the National 
Institute of Standards and Technology, nor does it imply that the identified products are 
necessarily the best available for the purpose. 
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Appendix 

Common Attack Surface and Vulnerabilities 

We study the correlation between the common attack surface of two software applica-
tions and their shared vulnerabilities. Although, as mentioned earlier in Section 2.2, the 
concept of attack surface is not intended as a one-to-one mapping to actual vulnerability, 
the size of attack surface can still provide a rough indicator for the relative abundance of 
vulnerabilities, since entry and exit points represent the interfaces exposed by the soft-
ware for accepting inputs from (or sending outputs to) the outside environment. Conse-
quently, the common attack surface may also indicate shared vulnerabilities. Therefore, 
we study this correlation through experiments. 

To evaluate the correlation between common attack surface and vulnerabilities, we 
examine pairs of software applications with respect to the results of a vulnerability 
scanner called flawfinder [44]. Flawfinder is an open-source tool that can be used to 
scan C and C++ source code and report potential vulnerabilities [44]. It is regarded 
as an effective tool for detecting misused functions with ranked risks. For the purpose 
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of verifying the relationship between common attack surface and vulnerabilities, we 
manually compare our results with the results of flawfinder. 

Our findings indicate that common vulnerabilities may indeed to some extent be 
correlated with common attack surface. For example, we examined the two software 
SSH and simple-webserverche, which are of the category SSH and Webserver applica-
tions, respectively. In SSH, the main file uses function strcat to copy data to an internal 
parameter user name, and those data are applied without any boundary check. The same 
thing happens in the application simple-webserverche where a file named server.c calls 
function handle response() to apply function strcat. The source parameter curr time is 
applied before the boundary checking. Our tool successfully detects these code frag-
ments as a common attack surface, while flawfinder reports that both have the potential 
to lead to similar buffer overflow vulnerabilities. 

To further evaluate the extent of such correlation, we compare the outputs of flawfinder 
and the results of our tool, and Table 2 shows the level of correlation between the two. 
As the results show, in every category of software applications, there exist a certain 
percentage of vulnerabilities which correlate to the common attack surface. 

FTP 4.07% FireWall 3.74% DB 3.40% WebServer 4.08% SSH 3.37% TFTP 3.10% IMAP 6.52% 

Table 2. Percentage of Detected Vulnerabilities Which Correlate to Reported Common Attack 
Surface 
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Abstract—We present an experimental study of the 
nonlinearity of modified uni-traveling carrier (MUTC) 
photodiodes at cryogenic temperatures. At 120 K, the amplitude-
to-phase (AM-to-PM) conversion nonlinearity is reduced by up to 
10 dB, resulting in nearly 40 dB AM-to-PM rejection over a 
broad photocurrent range.  

Keywords— High speed photodiodes; Low noise photonic 
microwave generation 

I. INTRODUCTION 
Fast photodiodes enable the conversion of optically carried 

microwaves into the electrical domain, and have therefore 
become key to multiple applications such as microwave 
photonics [1], synchronization of large-scale science facilities 
[2] and generation of low-noise stable microwaves from optical 
references via optical frequency division (OFD) [3-6]. Among 
these applications, perhaps the most demanding is optical 
frequency division, since it requires high linearity, efficiency 
and power handling to provide sufficiently low residual noise 
[6] and long term stability [7] to support high fidelity division 
of optical signals to the microwave domain. Photodiodes based 
on MUTC structures have demonstrated state-of-the-art 
performance in each of these metrics [8]. 

Continued improvement of photodetector performance 
requires deeper understanding of their physics and limitations. 
Insight into device operation may be obtained by operating at 
low temperatures, especially as it relates to the bandgap energy 
and electron-phonon interaction. Furthermore, cryogenic 
microwave systems such as Josephson junction circuits could 
benefit from microwave regeneration directly in the cryogenic 
environment [9]. In this case, a single optical fiber could 
replace several coaxial cables, reducing cost, complexity and 
heat load. Previous studies have shown that photodiodes retain 
their high-speed operation at low temperatures [10] and that the 
dark current is significantly reduced [11]. However, we are not 
aware of any investigations of the nonlinearity or noise of high 
speed photodetectors in cryogenic environments. Here we 
present measurements of AM-to-PM conversion in MUTC 
devices at temperatures varying from 300 K down to 120 K. 
Our preliminary results show an improvement of up to 10 dB 
in the linearity of the MUTC photodiodes.  

 
Fig. 1. Measurement setup. a) A pulse-train from an Er:fiber mode-locked 
laser is interleaved up to a repetition frequency of 3.33 GHz and a final 
interleaving stage generates pulse pairs separated by 100 ps. ~150 kHz 
amplitude modulation is written unto the beam using the 0th order of an 
acousto-optic modulator (AOM). b) The AM-to-PM demodulation is achieved 
by first mixing the 10 GHz harmonic down to 5 MHz and then using a FFT 
analyzer to demodulate the AM and PM quadratures of the 150 kHz tone. 
Inset: Photograph of the MUTC diodes, flip-chip bonded on an aluminum 
nitride substrate with patterned co-planar waveguides for microwave 
transmission. The active area of the device under test is shown in the red 
circle. 

II. EXPERIMENTS AND RESULTS 
The diodes used for this study are 40 µm diameter MUTC 

devices as demonstrated in [12]. The photodiode is illuminated 
with ~1 ps pulses at 1550 nm obtained from an erbium:fiber 
mode-locked laser. The laser has 208.33 MHz repetition rate 
and is followed by a 4-stage pulse interleaver that produces a 
3.33 GHz pulse-train. A final interleaving stage produces pulse 
pairs separated by 100 ps to maximize the power contained in 
the 10 GHz harmonic of the microwave spectrum. This pulse 
train is then delivered through a 70-m fiber link to the 
laboratory where the cryogenic probe station is located. At the 
remote site, dispersion compensation is performed with normal 
dispersion fiber and the pulses are subsequently amplified with 
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an erbium-doped fiber amplifier. Autocorrelation traces 
confirmed the picosecond pulse width delivered through a fiber 
optic vacuum feedthrough. 

To study the photodiodes at cryogenic temperatures, we 
place them in a cryogenic probe station fitted with both fiber 
optic and microwave feedthroughs. The pulses are focused on 
the photodiode with a fiber-pigtailed graded index lens inside 
the vacuum chamber. Lateral alignment is optimized by 
maximizing the dc photocurrent. The focusing condition has 
been systematically explored, as the diode’s nonlinearity is 
aggravated by tight focusing [13]. We observe that the diode’s 
nonlinearity increases for beam waists much smaller than the 
size of the active area. For best AM-to-PM performance, we 
ensure that the beam size is slightly larger than the active area 
to overfill it. Such configuration has the advantage of 
maximizing the diode’s linearity with the trade-off of a slight 
reduction in the overall responsivity. 

To analyze the AM-to-PM conversion we use a standard 
technique [14, 15], shown in Fig 1 (b). A small amount of  
150 kHz amplitude modulation is written on the optical pulse-
train by modulating the driving power of an acousto-optic 
modulator. AM-to-PM conversion in the photodetector 
converts a fraction of this modulation to the phase of the 
generated 10 GHz microwave. To measure the resulting phase 
modulation, the 10 GHz signal is first mixed down to 5 MHz 
with a microwave synthesizer and then demodulated with an 
FFT analyzer. The AM-to-PM conversion is given by ratio of 
the phase modulation to the imparted amplitude modulation  
(radians per fractional optical power change). 

We have measured both the microwave power in the  
10 GHz harmonic and the AM-to-PM conversion in the 
photodiode as a function of photocurrent for several 
temperatures between 300 K and 120 K and reverse bias 
voltages between 4 and 8 V. The results for 7 V bias are shown 
in Fig. 2. We observe that while the null in the AM-to-PM 
conversion coefficient does not shift significantly with 
temperature, the nonlinearity over a broad photocurrent range 
is reduced at lower temperatures. Reasons for the improved 
linearity are currently under investigation. 
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Fig. 2. (left) AM-to-PM conversion measured in the photodiode at 7 V bias. 
The null in the AM-to-PM conversion does not shift significantly, but the 
non-linearity at low photocurrent is significantly reduced at lower 
temperatures, extending the useability range of the photodiode. (right) 10 
GHz microwave power at the bias tee at 150 K. Power levels do not change 
significantly with temperature. 

III. OUTLOOK 
We have begun studying MUTC photodiodes at cryogenic 

temperatures and have found that the linearity can improve. 
Additionally, we intend to study the noise performance of these 
photodiodes to elucidate the contribution of the various 
mechanisms that contribute to the phase noise added by the 
photodiode in optically-derived low noise microwave signals. 
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Abstract 

The optical properties of human skin have been of interest to researchers for some time.  Their 
interest is based on a need to know for a variety of different applications, which range from 
spectral imaging for automated or stand-off detection, non-invasive clinical diagnostic tools, 
improved models for understanding light propagation, to colour-based applications, such as 
reproduction of skin colour in photography and printing and colour-matching in cosmetics 
industries.  Here we present a summary of a study that aimed to create a large data set of high-
quality, human-skin reflectance spectra and quantify the variability of the resulting data set.  

Keywords: Reflectance, skin colour, skin colour variation, spectral  

 

1 Motivation 

In 2012, NIST began collecting the reflectance spectra of human skin over a broad spectral 
range.  The rapidly expanding application of spectral imaging to numerous measurement 
challenges involving human skin highlighted the importance of establishing a traceable, 
reference data set of human skin.  Published literature of the optical properties of human skin 
for the visible region is prevalent, but data is sparse in the ultraviolet and shortwave infrared.  
Furthermore, spectra published up to that time typically involved only a small number of 
participants.  This proceedings paper describes a large reference data set of human skin 
reflectance spectra covering the ultraviolet, visible, near-infrared, and shortwave infrared 
spectral regions.  Several measures of variability are applied to the data, including a colour 
analysis. 

2 Reference Data Set 

NIST published a reference data set of 100 reflectance spectra of human skin, spanning the 
wavelength range from 250 nm to 2500 nm (Cooksey et al., 2017).  The spectra are directly 
traceable to the national scale for directional-hemispherical reflectance factor.  The methods of 
data collection, processing, and estimating uncertainties is described extensively in Cooksey 
et al., 2017.  It is briefly summarized below. 

 Human Subjects 

Volunteers participated in the human subject study, Reflectance Measurements of Human Skin, 
which was approved by the NIST Institutional Review Board reviewed and approved.  All 
subjects provided written informed consent.  Subjects were not selected based on age, gender, 
or ethnicity, nor was this information collected as metadata.  Subjects were not excluded for 
the use of sunscreen, body lotion, or medication, or for the presence of freckles, moles, tattoos, 
or skin conditions or disorders. 

Each subject participated in one measurement session, which consisted of acquiring 
reflectance measurements of the test area.  The test area was a 25 mm diameter circle located 
on the inside of the subject’s right forearm. 

 Reflectance Measurement 

The reflectance measurements were acquired using a commercially available 
spectrophotometer equipped with a 150 mm integrating sphere.  The subject positioned his/her 
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bare, right forearm next to the sample port of the integrating sphere during measurement 
acquisition.  For each subject, 3 scans were collected.  The subject was permitted to rest his/her 
arm, removing it from the testing position, in between each scan.  The parameters for the 
measurements are provided in Table 1.   

Table 1 – Measurement parameters 

Wavelength 
Range (nm) 

Wavelength 
Interval (nm) 

Spectral 
bandwidth (nm)

Source Detector 

250 to 319 3 3 Deuterium lamp Photomultiplier tube 

319 to 860 3 3 
Tungsten-halogen 

lamp 
Photomultiplier tube 

860 to 2500 3  20 (variable) 
Tungsten-halogen 

lamp 
Indium-gallium-

arsenide 

 

 Calculation of Reflectance Factors and Uncertainties 

The resulting data was processed to produce spectra of reflectance factor values for a 
measurement geometry with an 8 angle of incidence and hemispherical detection, abbreviated 
as 8/di. The reflectance factor values from the 3 scans were averaged to obtain the final 8/di 
spectral reflectance factors for each participant.   

The reference standard used for these measurements was sintered polytetrafluoroethylene 
(PTFE).  The spectral reflectance factors for this standard are traceable to the scale for spectral 
reflectance factor of pressed PTFE, which was established using the absolute method of Van 
den Akker (Venable, 1977) in the NIST Spectral Tri-function Automated Reference 
Reflectometer (STARR) facility (NIST, 1998). 

The estimated measurement uncertainties for the reflectance measurements are calculated 
according to the procedures outlined in NIST, 1994.  Sources of uncertainty are the 8/di 
spectral reflectance factor of the sintered PTFE standard, the sphere geometry, the wavelength, 
and random effects or repeatability.  The evaluated contributions of each source and the 
expanded uncertainty (k = 2) are given in Table 2.  These uncertainties are representative of 
the manner in which the instrument was used in this study. 

Table 2 – Instrument uncertainty and its components 

Source of Uncertainty Standard Uncertainty Uncertainty Contribution 

Reflectance Standard 0.002 0.002 

Geometry 0.001 0.001 

Wavelength 0.3 nm 0.0008 

Repeatability 0.0003 0.0003 

  Expanded Uncertainty (k=2) 

  0.0048 

3 Data Analysis 

The variability of the reflectance spectra for the 100 human subjects that participated in the 
study can be described in several ways (Cooksey, 2013; Cooksey, 2014; Cooksey, 2015).  
Figure 1 shows selected spectra from the set.  The spectrum depicted by the black dashed 
curve is the representative of the mean spectral reflectance values of all subjects participating 
in the study.  The representative spectrum was selected from among the set of reflectance 
spectra based on its similarity to the mean spectrum using the following equation: 
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where 

i is the difference between spectra (reported in radians); 

Sm is the mean spectrum of reflectance factors for the full set of scans acquired (300 scans); 

Si is an individual spectrum from the full set of scans.  

The selected spectrum has the smallest resulting angle and is considered the closed match to 
the mean spectrum.  Selecting a representative spectrum form the overall set prevented the 
loss of spectral features that would have resulted from averaging the small shifts inherent in 
the spectral variability. 

The variability observed for the full set of scans was calculated using the standard deviation 
and is referred to as the population variability.  It is depicted in Figure 1 by the grey shaded 
area about the representative of the mean.  The spectra (grey solid) representing the total range 
of observed reflectance factors are also shown in Figure 1. 

 

Figure 1 – The reflectance spectrum of the representative of the mean (black dashed) with grey 
shaded area representing the population variability for all subjects.  Representative spectra 

(grey solid) show the range of variation in reflectance factors observed in the data set. 

The greatest variation in spectral features is observed in the ultraviolet and visible spectral 
regions.  In this spectral region, the incident light probes the epidermis, where the spectral 
response due to various blood-borne pigments is tempered by the absorption of light due to the 
presence of melanin.  In contrast, there is significantly less variability observed in the near- and 
shortwave infrared where the incident light probes the hydrated dermal layer.  The “valleys” 
observed in this region correspond to water absorption peaks. 

Figure 2 plots the population variability with the instrument uncertainty (see Table 2) and the 
subject variability for selected subjects.  The subject variability is the standard deviation of three 
scans of each subject, and it represents the dynamic nature of human skin observed for each 
subject.  Overall, the population variability is the most significant source of uncertainty for skin’s 
spectral response from the ultraviolet to the near-infrared regions.  In the shortwave infrared, 
the instrument uncertainty is a dominant source of uncertainty.  

With regards to human vision, the spectral features of each subject in the visible region can be 
described using the CIE colour space coordinates, commonly referred to as CIELAB or CIE 
L*a*b*.  The coordinate L* represents lightness of colour where L*=0 indicates black and L*=100 
indicates diffuse white.  The coordinates a* and b* represent colour along the magenta-green 
and yellow-blue continuums, respectively. The resulting CIE L*a*b* values for all subjects are 
plotted on the left side in Figure 3.   
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Figure 2 – The instrument uncertainty (black dashed), subject variability for several subjects 
(solid coloured), and population variability for all subjects (grey dot-dashed). 

Additionally, the Euclidean distance between the CIE L*a*b* coordinates for each subject with 
respect to the coordinates for the representative of the mean was calculated according to: 

Δ𝐸
∗ ൌ ඥሺ𝐿

∗ െ 𝐿∗ ሻଶ  ሺ𝑎
∗ െ 𝑎∗ ሻଶ  ሺ𝑏

∗ െ 𝑏∗ ሻଶ (2)

where 

𝐿
∗, 𝑎

∗, 𝑏
∗ are the CIE L*a*b* coordinates for subject i; 

𝐿∗ , 𝑎∗ , 𝑏∗  are the CIE L*a*b* coordinates for the representative of the mean.  

The Δ𝐸𝑎𝑏
∗  for each subject are plotted as a histogram on the right side of Figure 3. 

 

 

Figure 3 – Left:  A three-dimensional plot of the CIE L*a*b* values for all subjects.  The CIE 
L*a*b* coordinates denoted in red are those of the representative of the mean.  Right:  A 

histogram of E*ab for each subject with respect to the representative of the mean. 

4 Conclusions 

The reference data set presented here provides reliable, traceable spectra of human skin 
reflectance with stated measurement uncertainties.  The data set reveals a range and 
distribution of “typical” human skin reflectance values.  While a larger sample size would better 
reflect the population at large, it can be expected that the variability of human skin reflectance 
is no smaller than the distribution represented by this set.  Indeed, the range of colour 
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coordinates calculated for this data set is similar to that of the database, which includes nearly 
1000 skin colour measurements (Xiao, 2016). 
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ABSTRACT

The successful combination of electromagnetic scattering simulations and optical measurements allows for the
quantification of deep-subwavelength features, including thicknesses via ellipsometry and parameterized geome-
tries via scatterometry. Although feature size reduction has slowed in recent years, nanoelectronics still yields
ever-smaller structures, thus optical measurement capabilities are ever-challenged. The critical problem is that
the optical properties of materials often become thickness dependent at sub-5 nm, greatly complicating accurate
fitting. These optical properties can be characterized empirically using ellipsometry and used with other prior
information to reduce uncertainties via hybrid metrology, but atomistic modeling offers a unique perspective on
the macroscopic optical response from features with dimensions only a few atoms in width. To illustrate the
potential of such modeling, we have performed a series of density-functional theory (DFT) calculations for an
ultrathin film, Si with hydrogen-terminated Si(111) surfaces. Kohn-Sham wavefunctions determined in DFT are
instrumental in solving for the dielectric tensor of these configurations, as the in-plane and out-of-plane compo-
nents can differ greatly with respect to incident wavelength and Si thickness. Techniques for DFT and dielectric
tensor determination are reviewed, highlighting both their limitations and potential for improving optics-based
metrology. The thickness- and wavelength-dependence of the resulting tensor components are parameterized
using Tauc-Lorentz and Lorentz oscillators. Using an illustration from goniometric reflectometry, the quantita-
tive effects upon dimensional metrology of employing the full thickness-dependent dielectric tensor are compared
against simpler approximations of these optical properties. Reductions in parametric uncertainty in the thickness
and optical constants are evaluated with a prior knowledge of the ultrathin film’s thickness with uncertainties.

Keywords: optical metrology, dielectric tensor, atomistic simulation, density function theory, goniometric re-
flectometry

1. INTRODUCTION

The challenge of monitoring the smallest features, or critical dimensions (CDs) in the fabrication of present-day
silicon-based semiconductors is already a daunting task due to the vast numbers of devices that are patterned
across a 300 mm diameter wafer and the limited time allowed for these measurements [1]. While scanning probe
techniques such as scanning electron microscopy (SEM) are well-suited for localized measurements of CDs at
current sub-10 nm CD dimensions, optics-based measurements are equally critical for CD process control as well
as for the inspection of wafers for misalignment between subsequent patterning layers (overlay metrology) and
patterning errors (defect metrology) [2]. This task has continuously been made more difficult by the constant
downscaling of CDs required to increase transistor density, evidenced by the success of Moore’s Law over re-
cent decades. While the rate of transistor density increase may have slowed recently [3], novel approaches are
being sought not just to reduce CDs with current materials but also to add new materials that would improve
computational capabilities.

Both two-dimensional (2D) materials and ultrathin films (defined here as thickness d ≤ 5 nm) are emerging,
technologically relevant candidates that might be incorporated into nanoelectronics. Often, metrology methods
must be adapted or improved to measure these small dimensions. For example, SEM dimensional measurements
for 10 nm to 12 nm features were improved through comparing experimental line scans against simulations
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modeled using the underlying physics of the scattering of incident electrons and of secondary electron emission [4].
Similarly, to reduce potential sources of error, model-based optical measurement techniques must faithfully
incorporate the fundamental equations of electromagnetism, Maxwell’s equations, into the modeling especially
for an ultrathin medium or a 2D material. Specifically, one should investigate if the models that have worked
well for thicker or wider features continue to do so at low dimensions, or if there exists a potential for a “break
down” or practical failure.

Here, let us assume that the free charge ρ ≡ 0 in non-magnetic media thus, ∇·εE = 0 where ε is the dielectric
function, which is a function of the energy (or wavelength) of the incident light. There are two relevant known
phenomena that should be considered for 2D and ultrathin films: first, the possible thickness-dependence of
ε, and second, the potential anisotropy in ε due to the near-planar or planar geometry of the ultrathin or 2D
materials, respectively. Already, it has been well-established experimentally that thickness dependence exists
for silicon-on-insulator films and a thickness-dependent energy shift has been reported in key peaks in ε, with
quantum confinement speculated or identified as the root cause [5]. Furthermore, 2D and ultrathin films may
also be anisotropic in their macroscopic optical response. Note, however, that in practice this anisotropy may
not be observable due to the noise in the measurement. The resulting optical response which may be minimally
anisotropic is therefore often treated as isotropic.

A thorough understanding of the anisotropy and thickness-dependence of ε may be critical not just for the
measurement of individual films but also to the role of measurements (e.g., spectroscopic ellipsometry) as input
for the scatterometric fitting of nanoelectronic devices. For example, thin film characterization has already been
carried out using spectroscopic ellipsometry and the measured dielectric function has been used as input for
the scatterometic fitting of devices’ dimensions and optial properties [6]. Model-based scatteromety with its
parametric values and uncertainties may be impacted by the underlying anisotropy or thickness dependence of ε.
Challenges in measuring ultrathin films may propagate into scatterometric or other optics-based determinations
of dimensions.

This paper examines through simulations potential challenges for the measurement of ultrathin silicon films
with thickness below 5 nm and suggests initial approaches for addressing these issues. Here, the electronic states
of ultrathin Si featuring (111) surfaces covered with hydrogen (H-terminated Si(111)) using atomistic modeling
are calculated, a computationally well-studied materials system (e.g., [7–9]). Note, the hydrogen is added to
facilitate the atomistic calculations by reducing the surface free energy, but in practice H-terminated Si(111) is
realizable only in vacuum. The expected macroscopic optical properties are assessed from these electronic states
for seven thicknesses of H-terminated Si(111) with the Si thickness dSi ranging from 0.7 nm to 6.4 nm. Here, the
Random Phase Approximation (RPA) is used to determine the dielectric tensor defined as

ε =



ε̃xx 0 0
0 ε̃yy 0
0 0 ε̃zz


 , (1)

where ε̃ = ε1 + i ε2. For these ultrathin films, the z-axis shall be defined as normal to the xy plane (the sample
plane in Fig. 1), and ε̃xx = ε̃yy. Parametrization and curve fitting of εxx and εzz yield functional dependences of
ε̃(dSi), to allow the evaluation of its spectroscopic properties and to compare against previous calculations. While
spectroscopic ellipsometry is expected to remain the dominant optical technology in industry for measuring CDs,
we concentrate this work on evaluations of goniometric reflectometry. The “ground truth” for our illustration
will be ε̃(dSi), and the illustration will demonstrate the “experimental” determination of dSi, n, and k.

Goniometric reflectometry has been integral to our group’s dimensional measurements using scatterfield
microscopy, illustrated schematically as Fig. 1. By employing Köhler illumination and by forming a conjugate to
the back focal plane of the objective lens (CBFP), the angles of incidence at the sample can be manipulated at
the CBFP. Not only have annular, dipole, and quadrupole illumination been realized in our laboratories [10, 11],
but also angular reflectometry scans [12–14]. As an aperture is shifted in the CBFP, the illumination angle θi is
well-defined but the incident beam has a finite width; decreasing the aperture diameter at the CBFP improves
angular resolution at a cost of reduced incident intensity. Assuming the sample yields no higher-order scattering,
the reflectance angle θr directs the light to the objective within its numerical aperture. Use of a reference sample
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Figure 1. Schematic of angle-resolved scatterfield microscopy for goniometric reflectivity measurements. After Ref. [12].

can enable conversion of measured intensities into reflectivity values while accounting for the physical optics [15].

2. CALCULATING THE DIELECTRIC TENSOR FOR AN ULTRATHIN FILM

The determination of optical constants from a priori information has been a key objective for several decades [16].
One well-known candidate method has been Density-Functional Theory (DFT) [17]. DFT allows the quantum
mechanical computation of the ground-state electronic structure of many-body systems from first principles.
DFT is not the only available method; some researchers have shown improved results using tight binding calcu-
lations [18]. This ground-state electronic structure can then be used to calculate the imaginary part ε2 of the
diagonal elements of the dielectric tensor as a function of energy. To enable model-based optical metrology at
multiple wavelengths λ, the functional form of the key dielectric tensor elements have been fitted parametrically.
The advantages and shortcomings of these approaches are discussed.

2.1 Density-Functional Theory

DFT allows the quantum mechanical computation of the ground-state electronic structure of many-body systems
from first principles. Specifically,

ĤΨj(x1, . . . , xN ) = EjΨj(x1, . . . , xN ), (2)

where Ψj is an N -electron wavefunction that is the j-th eigenstate of the Hamiltonian Ĥ with energy eigenvalue
Ej , is not directly solvable but by using the Kohn-Sham (KS) equations [19], this many-body problem is reduced
to a series of single-particle Schrödinger equations. The ground state energy of the interacting system is found
by solving the single-particle Schrödinger equation using a local (but fictitious) external potential Vs that is a
functional of the electron density ρ such that

[
− ~2

2m
∇2 + Vs[ρ](r)

]
φKSj = εjφKSj (r), (3)

where εj is the j-th KS eigenenergy and φKSj the j-th KS wavefunction, and summing the squares of the lowest
N occupied orbitals to determine the electron density

ρ0(r) =
N∑

j=1

|φKSj |2. (4)

It is fairly common to approximate Ψj using φKSj and Ej using εj , sometimes with some empirically based
rescaling of the epsilons.

Here, DFT yields estimations of the KS electron wavefunctions for the various thicknesses dSi of ultrathin
H-terminated Si(111), with one layer shown as Fig. 2; these KS wavefunctions are integral to the ab initio
determination of the macroscopic optical response as a function of thickness, including anisotropy [20]. Solutions
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Figure 2. Representative schematic of modeled atomic structure. Atomic model shown for a single layer (i.e., a one-layer
slab) of hydrogen-terminated Si(111) for density-functional theory (DFT).

have been calculated using the open-source DFT code Quantum ESPRESSO [21–23] (QE), with optimized norm-
conserving Vanderbilt pseudopotentials [24, 25] “Si.upf” and “H.upf” as obtainted from [26, 27]. These DFT
simulations utilized an energy cut-off at 680 eV and a 30 x 30 x 1 Monkhorst-Pack k-point sampling, but fewer
k-vectors were required to compute ε. A notable feature of QE is the 3-D periodicity of the simulation domain.
Each slab (i.e., stack of n layers where n = 1, . . . , 7) has a thickness

zdomain = dSi + dh + dv, (5)

where dh = 0.32 nm is the total length of the H-Si bonds on top and bottom, dv is a sufficiently large thickness
of vacuum (dv = 2.5 nm) such that the top and bottom of the slab do not interact, and

dSi(n) = dSi1 + dSin(n− 1), (6)

where n is the number of layers, dSi1 = 0.71 nm, and dSin = 0.94 nm, taking into account the projection in z of
the extra bond between Si layers once n > 1.

DFT can only approximate the actual wavefunctions. Furthermore, the quality of the DFT approximation
varies with the inputs to and methodology of the calculation, such as the choice of exchange-correlation functional
that uses the electron density to describe the intricate many-body effects within a single particle [17] and
the corresponsing pseudopotentials tailored to that approach. The latter sidestep the need to consider the
individual electrons in core orbitals. Here, the Perdew-Burke-Ernzerhof (PBE) exchange correlations have been
used. Hybrid methods and pseudopotentials yield better agreement with experimental values but at great
computational expense [7]. For this study, the resources required to implement a hybrid potential were deemed
prohibitive given the multiple simulations required to compute the variations at each thickness, and a simpler
pseudopotential was chosen. Nevertheless, these simplified DFT simulations demonstrate the relative changes in
the wavefunctions with respect to thickness for ultrathin Si that prove critical in the calculation of ε(d).

2.2 Determining Optical Constants

Having evaluated a set of the Kohn-Sham wavefunctions at each thickness, the macroscopic response to electro-
magnetic waves can be calculated with respect to the energy of the incident light. The open-source many-body
simulation code YAMBO [28, 29] has been used to determine ε̃ = ε1 + iε2 both in the plane of the Si slab (ε̃xx)
and perpendicular to the Si(111) surfaces (ε̃zz).

As with the DFT, one can select from a range of approximations when solving for ε. In this work, the
Independent Particle assumption of the Random Phase Approximation (RPA-IP) was utilized without including
local fields, see Fig. 3. These local fields are known to play a key role in the physics of surfaces, and a strong
effect of local fields is expected perpendicular to the surface plane due to the abrupt change in the electronic
density. [30]. Another alternative would be the use of the Bethe-Salpeter (BSE) equations after the DFT
calculations to improve the results, but this alternative is computationally expensive [31].
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Figure 3. Calculated ε1 (left) and ε2 (right) for the ε̃xx and ε̃zz tensor components, based on DFT wavefunctions and the
Random Phase Approximation in the Independent Particle approximation.

Here, the code solves for solutions to the Dyson-like equation [29]

χ0
GG’(q, ω) =

2

NkΩ

∑

nmk

ρnmk(q,G)ρ∗nmk(q,G’)×
[

fmk(1− fnk−q)

ω − (εmk − εnk−q)− iη −
fmk(1− fnk−q)

ω − (εmk − εnk−q) + iη

]
, (7)

where χ0 is the permittivity solved for BZ vectors GG’, Nk is the number of reciprocal vectors k, q is a reciprocal
vector also, ω is the energy of the incident light, Ω is the uniot cell volume, η is an infintesimal, n,m indices
represent band indexes, fnk and εnk are the occupations and the energies of the Kohn-Sham states, respectively,
and the terms

ρnmk(q,G) = 〈nk|ei(q+G)·r̂|mk− q〉 , (8)

are oscillator strengths; further details can be found in Ref. [28].

To clearly show the aggregated effects of these approximations, Figure 4 shows comparisons of our DFT
against data from the literature. In Fig. 4(a), experimental data [32] are shown for bulk Silicon. These
simulated values are shifted to the left of the plot relative to the experimental data, consistent with the methods
used. The simulation data would have to be shifted to larger energies, or “blue-shifted” in wavelength to attempt
to match the experimental positions of these peaks. In Fig. 4(b), our simulations are compared against hybrid
DFT calculations from Vazhappilly and Micha [7] (reported as the average of the εxx and εzz components) from
four layers of H-terminated Si(111). These curves are also shifted in energy, with discrepancies in the magnitude.
However, it is shown in Ref. [7] that such simpler pseudopotentials can yield similar values to that of hybrid
potentials if the energies are shifted prior to the determination of ε - this affects not only peak position but also
the magnitude difference they report.

Figure 4. Effects of approximations upon calculated dielectric functions. (a) ε1 and ε2 DFT simulations for bulk Si using
Perdew-Burke-Ernzerhof (PBE) exchange correlations and the Random Phase Approximation in the Independent Particle
approximation (RPA-IP), compared to experimental values for crystalline silicon [32]. The shift of key peaks from DFT
with PBE and RPA-IP is clearly observable. (b) ε1 for four layers of hydrogen-terminated Si(111) as calculated here using
PBE and RPA-IP compared to results from Vazhappilly and Micha [7] using a Heyd–Scuseria–Ernzerhof (HSE) hybrid
exchange correlation [33].
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Acknowledging these discrepancies, the dielectric tensor calculated from DFT and RPA-IP will be treated
as the basis for an illustration of reflectometry from ultrathin Si(111). To demonstrate the potential for supple-
menting model-based parametric fitting, details regarding the thickness will be used as a priori information in
a hybrid metrology approach [34, 35]. The ultimate goal, however would be to perform calculations with so few
approximations such that after the derivation of ε, the results could directly supplement the optical scatteromet-
ric parametric fitting of complex structures containing the material of interest. This would be similar to the
experimental measurements of thin films for this purpose as discussed in the Introduction.

2.3 Parameterizing Optical Constants

To define the dielectric function with respect to wavelength λ and thickness dSi, a multiple-oscillator model has
been used to fit ε1 and ε2 iteratively. Specifically, a Tauc-Lorentz oscillator has been paired with an Urbach tail
and combined with three Lorentz oscillators. While several commercial software alternatives exist for such fitting,
functions have been fitted in-house using analytical treatments of optical-constant models recently published by
Larruquert and Rodŕıguez-de Marcosa [36, 37]. Using their nomenclature,

ε̃an(E) = ε̃U−an(E;A,E0, Eg, C, a, Ec) + ε̃TL−an(E;A,E0, Eg, C, a, Ec) +
3∑

j=1

(ε̃A(E;Ej , Bj , aj)− 1) , (9)

where ε̃U−an(E;A,E0, Eg, C, a, Ec) is the analytic expression of an Urbach tail as defined in Eqns. (7), (8), and
(15) of Ref. [36], ε̃TL−an(E;A,E0, Eg, C, a, Ec) is a Tauc-Lorentz oscillator as defined in Eqns. (7), (8), (16),
(17), and (18) of that same work, and

∑
j(ε̃A(E;Ej , Bj , aj) − 1) is a sum of Lorentz oscillators that has been

derived from a Sellmeier model, defined as Eqn. (7) in [37]. The Tauc-Lorentz with an Urbach tail requires six
parameters: energy gap Eg, central oscillator energy E0, oscillator width C, amplitude A, non-zero parameter a,
and the connection energy Ec which defines the transition from Urbach to Tauc-Lorentz. Each Lorentz oscillator
has three parameters: amplitude Bj , aj that equals each oscillator’s half-width, and oscillator energy Ej . In
practice, to simplify the fitting we assume Ec = Eg + 0.1 eV while a ≡ 0.008 eV, yielding a thirteen parameter
fit for εxx and εzz, with best fit parameters presented in Tables 1 and results shown in Fig. 5.

Using the following conversions,

λ[nm] =
1239.8[eV]

E
, (10)

nxx(dSi, λ,ν(dSi)) =

√√√√
√
ε1(dSi, λ,ν(dSi))

2
+ ε2(dSi, λ,ν(dSi))

2
+ ε1(dSi, λ,ν(dSi))

2
, (11)

kxx(dSi, λ,ν(dSi)) =

√√√√
√
ε1(dSi, λ,ν(dSi))

2
+ ε2(dSi, λ,ν(dSi))

2 − ε1(dSi, λ,ν(dSi))

2
, (12)

Figure 5. Plots of fitted values for nxx, nzz, kxx, and kzz as functions of wavelength and of the number of Si layers in the
ultrathin film.
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where E is the photon energy and λ the photon wavelength, and ν(dSi) the vector of parameters shown in Table 1,
the optical properties nxx and kxx can be established in-plane. For the direction perpendicular to the surface
and nzz, kzz, we substitute the ν(dSi) using the parameters shown in Table 2.

Table 1. Parametric variables for characterizing ε1xx(λ, d) and ε2xx(λ, d) using a Tauc/Lorentz function with an Urbach
tail (TLU) using the formulas of [36] and three Lorentz oscillators (LO1, LO2, LO3) using [37]. For TLU, the parameter
Ec > Eg; to ensure this, Ec = Eg + 0.1 eV. For these fits, a ≡ 0.008 eV.

Layers TLU LO1 LO2 LO3
Si Layers dSi (nm) A E0 Eg C E1 B1 a1 E2 B2 a2 E3 B3 a3

1 0.7 53 2.22 3.28 2.76 3.53 12.8 0.23 3.97 7.6 0.40 4.85 10.0 0.40
2 1.6 179 2.38 2.87 1.29 3.69 13.6 0.22 4.09 19.3 0.41 5.25 9.7 0.60
3 2.6 308 2.42 2.68 1.07 3.70 22.5 0.26 3.93 8.1 0.18 4.63 24.2 0.64
4 3.5 288 2.38 2.77 1.13 3.70 19.3 0.21 3.90 8.5 0.16 4.47 36.3 0.77
5 4.5 357 2.41 2.70 1.03 3.74 33.5 0.25 3.98 3.2 0.16 4.56 35.7 0.75
6 5.4 384 2.41 2.69 1.01 3.75 36.9 0.25 4.00 1.7 0.09 4.54 38.8 0.75
7 6.4 391 2.40 2.71 1.03 3.75 37.3 0.24 3.99 2.0 0.06 4.53 40.0 0.73

Table 2. Parametric variables for characterizing ε1zz (λ, d) and ε2zz (λ, d) using a Tauc/Lorentz function with an Urbach
tail (TLU) using the formulas of [36] and three Lorentz oscillators (LO1, LO2, LO3) using [37]. For TLU, the parameter
Ec > Eg; to ensure this, Ec = Eg + 0.1 eV. For these fits, a ≡ 0.008.

Layers TLU LO1 LO2 LO3
Si Layers dSi (nm) A E0 Eg C E1 B1 a1 E2 B2 a2 E3 B3 a3

1 0.7 38 3.15 4.02 0.64 4.98 41.7 0.38 7.83 13.6 0.70 0.00 0.0 0.00
2 1.6 391 2.87 3.02 0.73 4.17 19.4 0.19 4.36 18.4 1.03 5.58 9.8 0.24
3 2.6 241 2.38 3.02 1.70 3.99 8.5 0.12 3.86 7.1 0.15 4.74 13.9 0.26
4 3.5 299 2.46 2.82 1.12 3.85 24.2 0.21 4.36 6.8 0.19 4.88 36.3 0.84
5 4.5 437 2.51 2.66 0.88 3.84 41.2 0.31 4.63 17.4 0.38 5.38 19.4 0.84
6 5.4 375 2.45 2.72 0.99 3.82 38.8 0.28 4.53 19.5 0.45 5.17 24.6 0.94
7 6.4 366 2.43 2.74 1.02 3.81 40.0 0.27 4.55 27.5 0.53 5.35 18.7 0.93

The differences in the resulting nxx, nzz, kxx and kzz with varying number of layers for a fixed wavelength
of λ = 300 nm are presented in Fig. 6.

Figure 6. Difference in optical constants for different number of layers for λ = 300 nm assuming anisotropy.

3. IMPROVING THE REFLECTOMETRY FOR ULTRATHIN FILMS

As noted in the Introduction, our group has published extensively on angle-resolved scans within a high-
magnification platform. A major challenge of this approach however is parametric correlations, and to address
this our group and colleagues pioneered what would be known as “hybrid metrology,” which incorporates prior
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information obtained by other means, such as another measurement or known process, with uncertainties. In the
illustration here, goniometric reflectometry will be used to demonstrate these challenges for measuring ultrathin
films and then augmented using hybrid metrology.

3.1 Angle-Based Reflectometry of Anisotropic Ultrathin Films

For complicated geometries, electromagnetic simulations are often required to compute the reflectivity or high-
spatial frequency scattering. Anisotropic effects in reflectivity and scattering can be calculated in rigorous
electromagnetic modeling software using e.g., the finite-difference time-domain (FDTD) method or finite-element
methods. However, for this present work, the essential challenges in the treatment of the film thickness d and
complex optical constants ñ(d, λ,ν) can be illustrated using a simple geometry, shown as Fig. 7 that yields an
analytically derived reflectivity that accounts for anisotropy. Eqns. 13, 14, and 15 summarize the complex Fresnel
reflection coefficients for a free-standing anisotropic film in vacuum [38].

Figure 7. Polarized light incident upon an anisotropic slab from the isotropic vacuum with no substrate. Based on [38].

Rpp(ño1, ñe1, d, θ) =

ñe1ño1 cos(θ)−Ae
Ae+ñe1ño1 cos(θ) + e

− 4iπd1Aeño1
λñe1 (Ae−ñe1ño1|cos(θ)|)
Ae+ñe1ño1|cos(θ)|

1− e
− 4iπd1Aeño1

λñe1 (Ae−ñe1ño1 cos(θ))(Ae−ñe1ño1|cos(θ)|)
(Ae+ñe1ño1 cos(θ))(Ae+ñe1ño1|cos(θ)|)

, (13)

Rss(ño1, d, θ) =

cos(θ)−Ao
Ao+cos(θ) + e−

4iπd1Ao
λ (Ao−|cos(θ)|)
Ao+|cos(θ)|

1− e−
4iπd1Ao

λ (Ao−cos(θ))(Ao−|cos(θ)|)
(Ao+cos(θ))(Ao+|cos(θ)|)

, (14)

where

Ae =

√
ñ2e1 − sin2(θ), and Ao =

√
ñ2o1 − sin2(θ). (15)

The subscripts e and o denote the extraordinary and ordinary directions (i.e., zz and xx, respectively) and
ñ = n+ ik. Note, Rss is independent of ñzz.

With these data, one may simulate the reflectivities Rp and Rs. For angle-based reflectometry, one is
concerned with two incident orthogonal polarizations

Rp(θ) = Rpp(θ) ·Rpp(θ)∗ (16)

Rs(θ) = Rss(θ) ·Rss(θ)∗ (17)

where Rp(θ) and Rs(θ) are reflectivities at an incident angle θ that varies from 0 to 45 degrees, which is
approximately the achievable range for our visible-light Scatterfield Microscope with an NA=0.95. The fixed
incident wavelength in this example is λ = 300 nm. Examples of the simulated datasets without noise are shown
in Fig. 8.
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Figure 8. Example simulation data for goniometric reflectometry using the optical constants in Fig. 6 at λ = 300 nm.

3.2 Parametric Fitting

Non-linear regression is employed in our estimation of layer thickness dSi and n and k values from the simulated
measurement data presented in Fig. 8 with added noise. This means that based on a model that is able to
approximate these data, which we will call y ∈ Rn, we want to determine the parameter values that best
reproduce these measurements within their expected uncertainties. If we denote our model function as

f : R3 → Rn, p = (dSi, n, k) 7→ f(p), (18)

we perform the parametric fitting by minimizing

χ2 (p) = [f (p)− y]
ᵀ

Σ−1 [f (p)− y] . (19)

We assume that the measurement data are a noisy realization of the model, and that we have an additive error
model where

y = f (p) + η, (20)

the noise η is assumed to be normally distributed with zero mean and covariance matrix Σ ∈ Rn×n. In this
example we assume that the errors are independent and identically distributed with zero mean and a variance
of σ2 = (0.001)2.

The measurement data are generated based on two potential assumptions about these ultrathin films: it is
either fully described by εxx (the isotropic assumption) or it is described by both εxx and εzz (the anisotropic
assumption) with parameters for their functional form given in Table 1 for the isotropic and Tables 1 and 2 for
the anisotropic input, evaluated for the seven different Si thicknesses found in the same tables. Figure 9 presents
the resulting estimates for the thickness d̂Si for both the isotropic and anisotropic input data for a total of 50
realizations of noise. Both the isotropic and anisotropic input data leads to a slight systematic offset in the
estimated d̂Si’s. The error bars however, cover the nominal value for each number of layers.

3.3 Supplementing Parametric Fitting using Hybrid Metrology

The most straightforward improvement to the methodology is to include prior knowledge about the layer thick-
ness in a Bayesian sense in our regression [34, 35]. It is known that Raman spectroscopy can be used to determine
Si thicknesses between 0.8 nm to 3.5 nm within a Si/SiO2 multilayer [39] and that contrast spectroscopy, reflec-
tometry, and Raman scattering are effective on graphene [40].

For this illustration, the effects of such prior knowledge (with uncertainty) are evaluated for the estimated
parameters for several priors with fixed means and multiple variances that depend on the nominal thicknesses,
such that

µd = d0, σ
2
d(j) =

(
d0
2j

)2

, j = 1, 2, . . . , 8. (21)
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Figure 9. Nominal vs. estimated layer thickness for isotropic (left) and anisotropic (middle) input data. Nominal vs.
estimated layer thickness for anisotropic input data using prior knowledge on d (right). Error bars show the parametric
uncertainties (coverage factor k=1) of the height, based on 50 independent optimizations.

Changes in the parameter estimates due to the changing priors for input data for seven Si layers is presented in
Fig. 10. Not only does the uncertainty in d̂Si reduce due to the prior knowledge but due to the high correlation
between dSi and k, the prior knowledge of dSi also helps to decrease the uncertainty in k. This is true for all
numbers of layers. Appreciable changes in the parametric uncertainties in k is realized rapidly at seven layers if
the uncertainty in d is less than 10 %.

The resulting thicknesses and their uncertainties for all numbers of layers with j = 3, i.e., σ2
d =

(
d0
8

)2
is

presented in the right panel of Fig. 9. The nominal and estimated layer thicknesses match very well, removing
the systematic bias.

Incorporating prior knowledge on the optical constants obtained by the DFT is not as straightforward partly
due to the fact that n and k change with layer thickness dSi. Instead of providing a simple prior distribution for
n or k, we would need to provide their probability distributions conditioned on dSi. Further research is needed
to achieve this task and to determine its potential effect.

Figure 10. Parametric means and uncertainties (coverage factor k=1) for all three parameters (d̂Si, n̂, k̂) with varying
prior knowledge of the uncertainty σd of the known thickness d0.

4. CONCLUSION

Potential directions for improving optics-based metrology for ultrathin films and potentially even 2D materials
have been explored using an illustration from goniometric reflectometry. The thickness-dependent optical con-
stants of the H-terminated ultrathin Si films with (111) surfaces have been computed using the random phase
approximation for independent particles and ground-state Kohn-Sham wavefunctions from density-functional
theory. These atomistic calculations have yielded an understanding of the dielectric tensor ε(d) and its in-plane
ε̃xx and out-of-plane ε̃zz components, even given their approximate nature. As expected, the correlations among
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parameters, especially between d and k, led to large parametric uncertainties in fits to “experimental” data
generated from the calculated ε(d), with increasing systematic bias as the thickness decreased. This thickness
dependent effect proved dominant in our example compared to the difference in anisotropy.

Additionally, the effects of prior knowledge, particularly the mean and uncertainty in d, on all three model
parameters have been studied. If d is known to within 10 % or better for a seven-layer Si slab, the decrease in
the uncertainty in k is appreciable. Future work is to be performed to allow the optical constants determined
from DFT to supplement the fitting, independent of or in conjunction with prior knowledge of d.

Spectroscopic ellipsometry, with some effort, may also benefit from supplemental information from atomistic
modeling, but the path is less straightforward. Employing a spectroscopic approach requires determining the n
and k values for a range of wavelengths, potentially adding two parameters per wavelength. One can however,
reduce the complexity of this task by making use of the fitting parameters for εxx and εzz for Eqs. 11 and 12.
The number of these parameters needed to determine n (λ) and k (λ) will change depending on the model used.
Hence in this work where a Tauc-Lorentz oscillator with three Lorentz oscillators was employed, the total number
of parameters is 14, (dSi, A,Eo, Eg, . . . , a3) see Table 1, but can be reduced when assuming a different model, e.g.,
by reducing the number of Lorentz oscillators. Especially in the case where we assume the maximum number
of parameters the aforementioned ansatz of incorporating prior knowledge on the optical constants should prove
helpful as a way to regularize this regression problem and decrease the resulting parametric uncertainties.
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[30] Tancogne-Dejean, N., Giorgetti, C., and Véniard, V., “Optical properties of surfaces with supercell ab initio
calculations: Local-field effects,” Phys. Rev. B 92, 245308 (2015).

[31] Onida, G., Reining, L., and Rubio, A., “Electronic excitations: density-functional versus many-body
Green’s-function approaches,” Rev. Mod. Phys. 74, 601–659 (2002).

Barnes, Bryan; Zhou, Hui; Silver, Richard; Henn, Mark Alexander. 
”Supplementing rigorous electromagnetic modeling with atomistic simulations for optics-based metrology.” 

Paper presented at SPIE Optical Metrology 2019, Munich, Germany. June 24, 2019 - June 26, 2019. 

SP-763



[32] Aspnes, D. E. and Studna, A., “Dielectric functions and optical parameters of Si, Ge, GaP, GaAs, GaSb,
InP, InAs, and InSb from 1.5 to 6.0 eV,” Physical Review B 27(2), 985 (1983).

[33] Heyd, J. and Scuseria, G. E., “Efficient hybrid density functional calculations in solids: Assessment of the
Heyd–Scuseria–Ernzerhof screened Coulomb hybrid functional,” J. Chem. Phys. 121(3), 1187–1192 (2004).

[34] Henn, M.-A., Silver, R. M., Villarrubia, J. S., Zhang, N. F., Zhou, H., Barnes, B. M., Ming, B., and Vladár,
A. E., “Optimizing hybrid metrology: rigorous implementation of bayesian and combined regression,” Jour-
nal of Micro/Nanolithography, MEMS, and MOEMS 14(4), 044001 (2015).

[35] Zhang, N. F., Barnes, B. M., Zhou, H., Henn, M.-A., and Silver, R. M., “Combining model-based mea-
surement results of critical dimensions from multiple tools,” Measurement Science and Technology 28(6),
065002 (2017).
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Exhaust flows from coal-fired stacks are determined by measuring the flue gas velocity at prescribed points in the 
stack cross section.  During the last 30+ years these velocity measurements have been made predominantly using S-
type pitot probes.  These probes are robust and inexpensive; however, S-probes measure only two components of the 
velocity vector and can give biased results if the stack flow has significant yaw and pitch angles.  Furthermore, S-
probe measurements are time intensive, requiring probe rotation (or nulling) at each traverse point to find the yaw 
angle.  The only EPA-sanctioned alternatives to the S-probe are 5-hole probes (i.e., the prism probe and spherical 
probe) that also require yaw-nulling.  We developed a non-nulling technique applicable to the spherical probe and 
two custom designed 5-hole probes that reduce testing time and may improve measurement accuracy.  The 
non-nulling technique measures all 3 components of velocity without rotating the probe.  We assessed the 
performance of these 5-hole probes in a coal-fired stack at the high-load (16 m/s) and the low-load (7 m/s).  For the 
spherical probes, the non-nulling results and the nulling results were in excellent mutual agreement (< 0.1 %).  For 
the custom probes, the non-nulling and nulling results were inconsistent: the differences were 5% at the high load 
and 10 % at the low load.  We speculate that the nulling data for the custom probes were flawed because the 
non-nulling data for all the probes accurately determined the yaw and pitch angles at high and low loads.  Our 
results demonstrate that the non-nulling technique can accurately measure flue gas flows in a coal-fired stack.

Introduction 
This Introduction briefly reviews (1) the need 
for accurately measuring flue gas flows, (2) the 
current “nulling” technique for flue gas 
measurements and its problems, (3) the 
possibility of improved measurements using a 
non-nulling technique, and (4) the encouraging 
results from preliminary field tests of a non-
nulling technique.   

(1) The combustion gases from coal-fired
power plants (CFPPs) are exhausted into large
diameter ( > 5 m), vertically oriented
smokestacks, which emit pollutants into the
atmosphere.  To quantify the amount of
pollutants released into the atmosphere, the
total flow in these stacks must be accurately
measured; however, accurate stack flow
measurements are difficult.  Stacks are fed by
a network of elbows, reducers, fans, etc. which
generate complex, difficult-to-measure flows.
The flue gas itself causes additional difficulties
because it can be hot (as high as 120°C),

acidic, asphyxiating, and in some cases 
saturated with water vapor. Nevertheless, 
accurate measurements of the total flue gas 
flow are essential to monitor emissions of 
greenhouse gases (GHGs) and other 
hazardous pollutants.  

Pollutant emissions from CFPPs are quantified 
by continuous emission monitoring systems 
(CEMS) permanently installed in the stacks.  The 
CEMS equipment measures the concentration of 
each regulated pollutant as well as the total flow. 
Federal regulations require annual calibration of 
the CEMS flow monitors and concentration 
equipment.  These calibrations are performed 
using an EPA protocol called a relative accuracy 
test audit (RATA).  The flow portion of the 
calibration is herein referred to as the flow RATA. 

(2) How Stack Flows are Currently Measured
The flow RATA maps the axial stack velocity
measured along 2 orthogonal chords in the stack
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Figure 1.   Pictures A, B, and C show the 3 EPA-sanctioned RATA probes including A) the S-probe, B) Prism 

probe, and C) Spherical Probe.  The hemispherical and conical probes shown in D) and E), 
respectively are custom-made probes designed for non-nulling.  

 

cross-section.  A pitot probe is inserted into the 
flow through ports on the stack wall.  On each 
chord, measurements are made at discrete 
points located at the centroids of equal 
area [1].  The discrete velocity measurements 
are integrated to determine the flow velocity, 
which in turn, is used to determine the 
correction factor for the CEMS flow meter. 
 
Figures 1A, 1B, and 1C show the 3 RATA 
probe types sanctioned by the EPA including 
A) the S-probe, B) the prism probe, and 
C) the spherical probe.  All 3 probes use the 
same measurement principle.  The axial 
velocity is correlated to differential pressure 
measurements made across the probe’s 
pressure ports.  Both the prism and the 
spherical probe have 5 pressure ports and 
both measure the entire velocity vector 
including the pitch, yaw, and axial velocity 
components.  In contrast, the S-probe 
measures only the yaw and axial velocities, 
and has been shown to give flow velocities 
that are biased high if significant pitch and 
yaw are present in the flow [2]. 
 
Nulling Method 
The 3 EPA-sanctioned probes use a yaw-nulling 
method [3, 4, 5] to determine the angle of off-
axis flow in the yaw direction, which we call the 

yaw-null angle (βnull).  At each point on the RATA 

map, the probe is nulled by rotating it about its 
axis until the vector sum of the yaw and axial 

velocities align with pressure port 1.  For a 3-D 
probe the nulling procedure can be accomplished 
in a single rotation.  The S-probe requires 2 
rotations.  First the S-probe is nulled by rotating it 

about its axis until P12 = 0.  A second 90° rotation 
orients port 1 so that it faces into the flow.  Once 
the probe is nullled, the probe calibration 
parameters are used to determine the dynamic 
pressure (Pdyn), and for 3-D probes the pitch 

angle (α ).  

 
Errors Due to Imperfect Nulling 
If the null condition is not satisfied, significant 
flow measurement errors can occur.  The 
nulling errors increase with the ratio 

∆Pnull/Pdyn, where the null-differential-

pressure ∆Pnull = P23 for 3-D probes and 

∆Pnull = P12 for the S-probe. The errors 

become significant when ∆Pnull/Pdyn is not 
small relative to unity [6].  In most cases the 
nulling procedure is performed manually.  A 
person rotates the probe while reading a 
differential pressure gauge to determine the 

exact yaw angle for which ∆Pnull = 0. 
However, transients in stack flows, noisy 
pressure signals, and human errors make 
nulling imperfect and introduce unquantified 
bias (e.g. high for an S-probe) into the 
measurement process.  
 
When the velocity field has a significant yaw 
component, nulling the probe can be 
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time-intensive and, consequently, expensive.  
When mapping the flow field, several 
iterations are generally required to find the 
yaw-null angle at each traverse point.  The 
nulling time increases in wet stacks since 
stack testers must frequently interrupt the 
measurement process to purge the probe’s 
pressure ports of droplets or particles.  
Because 3-D probes have more pressure 
ports than S-probes, and because the 
diameters of these ports are smaller than the 
ports of S-probes, 3-D probes are more 
susceptible to plugging.  Consequently, 3-D 
probes generally require more time than the 
S-probe to complete the flow RATA.  
Historically the stack flow measurement 
community has opted to use the more robust 
and economical, but less accurate, S-probe.  
 
(3) Non-Nulling Method  
Non-nulling methods determine the axial 
velocity without rotating the probe at each 

traverse point to find βnull. Instead, the axial 

velocity, the pitch angle, and the yaw-null 

angle βnull are determined with the probe 

oriented at zero yaw angle (i.e., β = 0° such 

that port 1 on the probe is aligned with the stack 
axis).  Compared with nulling methods, 
non-nulling methods reduce the time needed 
to perform flow RATAs.  CFFPs are 
concerned about the duration of flow RATAs 
because they must maintain loads stipulated 
by the RATA instead of loads dictated by 
customer supply and demand. 
 
The non-nulling method also has the potential 
to improve flow measurement accuracy 
compared with nulling methods.  First, the 
S-probe measures only 2 components of the 
velocity vector while the non-nulling method 
applies to 3-D probes and thereby measures 
the entire velocity vector.  Second, Method 
2F [5], which is the EPA nulling method for 
3-D probes, does not address errors resulting 
from imperfect nulling, as discussed above. 
 
In this manuscript we demonstrate the 
feasibility of accurately determining the total 
flow in a CFPP stack using a non-nulling 

method and commercially available flow RATA 
equipment.  In previous work, we achieved 1 % 
accuracy when we performed flow RATAs in 
NIST’s Scale-Model Smokestack Simulator 
(SMSS) using a spherical probe, even with 
highly-distorted flows [7, 8].  However, the 
SMSS facility uses ambient air as surrogate for 
flue gas and performs flow RATAs under 
laboratory conditions using laboratory grade 
instrumentation.   
 
Using NIST’s wind tunnel and NIST’s 
smokestack simulator, we developed 
non-nulling algorithms for the spherical probe 
in Fig. 1C and for the 2 custom probes shown 
in Figs. 1D and 1E.  At NIST, we calibrated 
these probes using our non-nulling method and 
also EPA’s Method 2F, and then we used these 
probes to measure the flow velocity in a CFPP 
stack. 
 
For assessing the accuracy and limitations of 
the non-nulling method, we selected a CFPP 
stack known to have complex flows.  The 
selected stack’s RATA measurement platform 
was only 3.8 stack diameters (D = 6.8 m) 
downstream of a 90° elbow.  Moreover, 
upstream of the elbow, flow from two wet 
scrubbers merged into a single stream.  Not 
surprisingly, the flow at the RATA platform had 
significant yaw-null angles that were nearly -30° 
at the stack wall.  The flue gas was saturated 
with water from the wet scrubbers.  The wet, 
particle-laden gas frequently plugged the 3-D 
probes; plugging increased the duration of the 
tests and resulted in false high (or low) axial 
velocity measurements both for Method 2F and 
the non-nulling method.  We developed a 
statistical method based on the noisiness of the 
measured pressure signals to identify data 
affected by plugging. 
 
The CFPP stack was equipped with an X-
pattern ultrasonic flow meter system, which 
was used as the CEMS flow monitor.  The 
CFPP provided us with minute by minute 
CEMS flow velocity data (VCEMS) for the 
duration of the test.  On average, the stability of 
VCEMS during the flow RATAs was better than 
1.5 %.  We performed a 16-point flow RATA 
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using both Method 2F and the non-nulling 
method.  The flow RATAs were performed at 
two loads, a high load with a flue gas velocity 
of 16 m/s, and at a low load of 7 m/s.  
 
Table 1. Normalized flow velocity (VRATA/VCEMS) for 
Method 2F (M2F) and for the non-nulling method at 

zero yaw angle (NN, β = 0) at a high load of 16 m/s 
and a low load of 7 m/s. 

Probe 
Types 

Load 
(Repeats) M2F 

NN 
(β = 0) 

M2F/NN
-1 

Spherical 
Probes (SP) 

High 
(4)a 

0.993 
(2.1 %)b 

0.994 
(0.4 %)b 

-0.1 %c 

Custom 
Probes (CP) 

High 

(4) 

1.053 

(0.4 %) 

0.990 

(0.7 %) 
+5.9 % 

CP/SP-1 High 6.0 % -0.4 %  

Spherical 

Probes (SP) 
Low 
(6) 

1.02 
(1.3 %) 

1.02 
(1.7 %) 

0 % 

Custom 
Probes (CP) 

Low 
(6) 

1.108 
(2.0 %) 

0.997 
(1.6 %) 

+10 % 

CP/SP-1 Low 8.6 % -2.3 %  

 

a) Number of repeated RATA traverses for the same probe at 
the same flow 

b) Standard deviation of normalized RATA velocity expressed as 
a percent 

c) Percent difference computed using 100 (M2F/NN -1) 

 
(4) The CFPP test results are summarized in 
Table 1.  The tabulated RATA velocities are 
normalized by the CEMS velocity (VRATA/VCEMS) to 
help account for flow variations during and 
between measurements.  The data in column 
“M2F” are the normalized flow velocities for 

Method 2F; the data in column “NN (β = 0)” are 

the normalized non-nulling velocities obtained 
with the probe at a zero yaw angle.   
 
There are 4 primary results.  First, the non-nulling 
method and Method 2F showed excellent 
agreement for the spherical probes.  As indicated 
in the last column, the difference at high load was 
-0.1 % and at low load the difference was 0 %.  
 
Second, the flow results from the non-nulling 
method were consistent throughout the test.  The 
percent difference of VNN/VCEMS determined with 

the spherical probes and the custom probes was 
only -0.4 % at high load and -2.3 % at low load.   
 
Third, VNN/VCEMS is close to unity in all cases.  
This agreement between VNN and VCEMS is better 
than expected.  The values of VCEMS are based 
on an earlier S-probe RATA calibration that used 
the conventional nulling method.  Our values of 
VNN are based on a 16-point traverse that did not 
account for the lower velocities near the wall.  If 
we had accounted the lower velocities, we would 
have found VNN < VCEMS.  Note: we measured 
pitch angles less than 5°, so that S-probe errors 
related to pitch angle are negligible in this stack.   
 
Fourth, the results of Method 2F and the 
non-nulling method showed poor agreement for 
the custom probes: the differences are 5.9 % at 
high load and 10 % at low load.  Presently we do 
not understand the cause of the differences.  
However, we suspect these results are 
erroneous for the following reasons: a) the non-
nulling results were consistent for all tests and 
agreed with the results obtained with the 
EPA-sanctioned spherical probe, b) in cases 
where RATAs based on Method 2F disagree with 
the S-probe nulling method, the Method 2F 
results are typically lower due to inherent positive 
biases in the S-probe [9]. 
 
Probe Calibrations in NIST’s Wind Tunnel 
We calibrated all 3 probe types in NIST’s wind 
tunnel using both Method 2F [5] and the 
non-nulling method. Calibrations were performed 
in the wind tunnel’s rectangular test section 
(1.5 m × 1.2 m) using NIST’s Laser Doppler 
Anemometer (LDA) working standard.  The 
metrological traceability of the LDA working 
standard is documented in the following 
references 10, 11, and 12.  We use the LDA 
velocity (ULDA) in conjunction with air density 
(ρAIR) in the wind tunnel to determine the dynamic 
pressure, Pdyn = ρAIR ULDA

2/2.  The wind tunnel is 
equipped with an automated traversing system, 
which positions the pitot probes to prescribed 

pitch angles (α ) and yaw angles (β ) in the test 

section [13, 14].  The expanded uncertainty of 
wind speed is less than 1 %, and the expanded 
uncertainties of pitch and yaw angles are 0.5°.   
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Method 2F Probe Calibrations 
We calibrated 4 spherical probes, 2 
hemispherical probes, and 2 conical probes.  All 
the probes were calibrated at 11 velocities 
ranging from 5 m/s to 30 m/s in steps of 2.5 m/s, 
and at 17 pitch angles ranging from -20° to 20° in 
steps of 2.5°.  Thus, for each probe we measured 
187 combined velocity and pitch angle set points.  
We used the Curve Fit Method [6] to determine 
the pitch calibration factor, F1, and the velocity 
calibration, F2, at the null condition (P23 = 0).  The 
Curve Fit Method does not require rotating the 
probe to the exact position where P23 = 0; instead 
the pitch pressure ratio, P45/P12, and the velocity 
pressure ratio, [Pdyn/P12]1/2, are measured over a 
narrow range of yaw pressures surrounding 
P23 = 0.  By definition, the pitch pressure ratio and 
the velocity pressure ratio equal the respective 
calibration factors, F1 = P45/P12 and 
F2 = [Pdyn/P12]1/2 at zero yaw pressure, P23 = 0.  

The measured values of the pitch pressure ratio 
and the velocity pressure ratio values are fit by 
either a 2nd or 3rd degree polynomial function of 
the yaw pressure, which we evaluate at P23 = 0 
to determine the respective null parameters, F1 
and F2. 

Figures 2 and 3 plot the calibration parameters F1 
and F2 as functions of the pitch angle for a 
hemispherical probe (Fig. 1D) and a conical 
probe (Fig. 1E).  The circles () are data taken at 
the 11 different velocities ranging from 5 m/s to 
30 m/s.  For both probes, F1 is nearly 
independent of velocity, but F2 exhibits a small, 
systematic velocity dependence.  The solid lines 
(▬) are curves fitted to the data.  The pitch angle 

(α ) is fitted by a 6th degree polynomial of 
independent variable F1, and F2 is fit to 6th degree 

polynomial of α.   
 

 
Figure 2.  Hemispherical probe F1 and F2 calibration 
parameters plotted versus pitch angle.  The circles () 
are data points taken at 11 different velocities and the 
solid line (▬) is a curve fitted to the points. 

 
Figure 3.  Conical probe F1 and F2 calibration 
parameters plotted versus pitch angle.  The circles () 
are data points taken at the 11 different velocities and 
the solid line (▬) is a curve fitted to the points. 
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As observed in Figs. 2B and 3B, the curve fit of 
F2 is essentially an average of the velocity data 
at each pitch angle.  This approximate method 
of accounting for the velocity dependence is 
consistent with the Method 2F protocol. 
 
For flow RATAs performed using Method 2F, 
we determined the axial velocity at each 
traverse point using the following procedure. 
First, we nulled the probe and measured the 

yaw-null angle (β null) with an inclinometer.   

Next, we determined the pitch calibration 
factor, F1 = P45/P12, from the measured null 
pressures P45 and P12.  We use the 6th degree 
polynomial determined during calibration, 

α = α (F1) (here expressed in generic functional 

form) to determine α.  Then, the calculated α is 
used to determine the velocity calibration factor 

using the fitted curve F2 = F2(α ) developed 
during calibration.  The differential pressure 
between ports 1 and 2 on the probe head along 
with the velocity calibration factor determine the 
dynamic pressure, Pdyn = F2

2P12.  Finally, the axial 
velocity at each traverse point is determined as a 
function of the 1) dynamic pressure, 2) yaw-null 
angle, and 3) pitch angle using 

( ) ( )P
V β β α

ρ
= −

0

dyn

axial

2
cos cosnull  (1) 

where β0 accounts for any yaw angle offset (or 

misalignment) when probes are installed into 
the automated traverse system used to perform 
the flow RATA.  We followed EPA Method 4 to 
measure the flue gas moisture [15], and we 
used EPA Method 3A to determine the molar 
mass [16].  The flue gas density (ρ) was 
determined via Method 2F using pressure, 
temperature, and molar mass measurements.  
 
Non-Nulling Probe Calibrations 
The non-nulling method also uses Eq. (1) to 
determine the axial velocity at each traverse 
point.  The fundamental difference is that Pdyn, 

βnull, and α are determined by fitting 3000 or 

more data points acquired in NIST’s wind tunnel.  
These data span velocities from 5 m/s to 30 m/s, 
pitch angles from -20° to 20°, and yaw angles 
from -42° to 42°.  The fitted calibration curve is 

a fifth-degree polynomial of the four 
independent variables: P12, P13, P14, and P15. 

For the non-nulling method, there is no need to 
rotate the probe.  However, since scenarios could 
arise where rotating the probe is beneficial (e.g., 
the predicted value of β null exceeds the curve fit 

limits), we discuss a more general application of 
the non-nulling method.  First the probe is rotated 

to a user-selected yaw angle (β ). Next, we 

simultaneously measure the four input 
pressures: P12, P13, P14, and P15, and use the 
non-nulling calibration curve fits to calculate Pdyn, 

β ′null, and α.  Here, β ′null is the calculated yaw-null 

angle relative to the rotated probe position at β.  

The absolute yaw-null angle is the sum of the 
probe yaw angle and the yaw-null angle 
determined from the non-nulling algorithm, 

β β β ′= +null null . (2) 

If the probe is oriented at a zero yaw angle 

(β = 0°), then the yaw-null angle determined by 

the non-nulling algorithm equals the yaw angle 

measured from the stack axis, β ′null = β null.  
Alternatively, if one rotates the probe to the 

yaw-null angle, β = β null, then β ′null would be 

zero, ideally.  In this case any changes in β ′null 
would provide an indication of how the yaw-null 
angle fluctuates while the probe is oriented at 
the yaw-angle. 
 
Test Protocol for Stack Flow Measurements 
We conducted 16-point flow RATAs using 
multiple probe types.  We used a set of 4 
spherical probes (see Fig. 1C), and we also used 
a combination of the 2 custom probes shown in 
Fig. 1D and 1E.  We tested each probe type at 2 
loads, a high load with a nominal flow velocity of 
16 m/s, and a low load of 7 m/s.  The test matrix 
shown in Table 2 lists the probes used for each 
test, the flow loads, and the number of repeated 
runs.  The diagram in Fig. 4 shows the cross-
sectional view of the setup.  The probe installed 
in each port measures the axial velocity of the 
nearest 4 points as illustrated in the figure.  A 
complete traverse, herein called a run, includes 
all 16 points shown in the figure.  We completed 
4 runs for each probe type at the high load and 6 
runs for each probe type at the low load.  
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Table 2. Test matrix for 16-point flow RATAs performed in CFPP stack. 

Test 
No. 

Probe 
Types Load 

Repeat 
Runs Port 1 Port 2 Port 3 Port 4 

1 
Spherical 

Probes 
High 4 Sphere 2 Sphere 3 Sphere 5 Sphere 6 

2 
Custom 
Probes High 4 

Hemi- 

sphere 1 
Conical 1 

Hemi- 

sphere 1 
Conical 2 

3 
Custom 

Probes 
Low 6 

Hemi- 

sphere 1 
Conical 1 

Hemi- 

sphere 1 
Conical 2 

4 
Spherical 

Probes 
Low 6 Sphere 2 Sphere 3 Sphere 5 Sphere 6 

 
 

 
 

 

Figure 4.  Cross-section of stack showing probes, 
port numbers and 16 traverse points located at 
centroids of equal stack area. 

 
Our test protocol was conducted by an EPRI 
contractor who used commercially available 
RATA equipment called “Multiple Automated 
Probe System” (MAP)1  to perform five 
functions: 1)  move all 4 probes 
simultaneously to specified points; 
2) periodically supply high pressure gas to 
purge droplets or particles plugging any of 
the 5 pressure ports on the probe head; 
3) send a dc voltage to our data acquisition 

                                                 
1 Certain commercial equipment, instruments, or materials are 

identified in this report to foster understanding. Such 
identification does not imply recommendation or endorsement 
by the National Institute of Standards and Technology, nor 

system 5 s prior to starting a purge, 
4) implement the Method 2F nulling 

procedure including the measurement of βnull 

and β0; and 5) provide time stamps at the 
start and stop of each non-nulling and 
Method 2F measurement intervals. 
 
Data Acquisition System 
To collect non-nulling and Method 2F data, 
we designed and assembled four custom 
data acquisition systems that were connected 
to a single laptop computer.  Each system 
included inexpensive, industrial-grade 
differential pressure transducers, which we 
sampled at 10 Hz.  The transducers were 
bidirectional with a full-scale of 1244 Pa and 
a time response faster than 1 kHz.  We used 
pneumatically actuated valves to isolate the 
differential pressure transducers during 
purge events.  The transducers and valves 
for each system were housed in a weather-
proof case.  Each case was placed on the 
floor of the RATA measurement platform just 
below the port where the corresponding 
probe was installed.  Each case contained 5 
pressure transducers that were connected to 
the 5 pressure ports on the 3-D probe using 
6.35 mm inner diameter tubes approximately 
13 m long.  In this way, we measured the flue 
gas pressure (minus a near ambient 
reference pressure, Pref, located inside the 
case) at all 5 pressure ports on the probe 

does it imply that the materials or equipment identified are 
necessarily the best available for the purpose. 

Port 1

Port 2

Port 3

Port 4

Probes

x

y
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head.  The required differential pressures for 
the non-nulling algorithm (i.e., P12, P13, P14, 
P15) and for Method 2F (i.e., P23, P12, P45) 
were calculated by subtracting the 
appropriate pressure measurements.  For 
example, the yaw pressure was determined 
by subtracting the measured pressures on 
port 2 from port 3, 
P23 = (P2 – Pref) – (P3 – Pref). 
 
Procedure for Automated Traverses 
Each of the 4 tests listed in Table 2 began by 
starting the data acquisition unit.  Pressure 
data were collected throughout the test 
except during purge events, which occurred 
approximately once every minute.  During 
purge events, valves isolated the transducers 
from the purge pressure while simultaneously 
re-zeroing the transducers to the common 
reference pressure. 
 
The same measurement protocol was 
followed at each traverse point. The MAP 
system simultaneously moved the 4 probes 
to the specified traverse point and rotated 
each probe to a zero yaw angle.  After a 3 s 
stabilization period, the axial velocity 
(VNN@0yaw) was measured for 10 s using the 
non-nulling algorithm.  Next, the MAP system 

nulled each probe and recorded its βnull.  After 

another 3 s stabilization period we measured 
the axial velocity for 10 s via Method 2F 
(VM2F) and the non-nulling method (VNN@null).  
Thus, we measured 3 velocities at each 
traverse point: 1) non-nulling with the probe 
at zero yaw; VNN@0yaw, 2) Method 2F at the 
yaw-null angle; VM2F, and 3) a second 
non-nulling measurement coincident with 
VM2F where the probe is oriented at the 
yaw-null angle; VNN@null.  The second 
non-nulling measurement provided insight 
regarding the steadiness of the yaw-null 
angle, and could be directly compared to VM2F 
since both measurements were made 
simultaneously. 
 
Data Processing  
The 3 axial velocities (i.e., VNN@0yaw, VM2F, and 
VNN@null) measured at each traverse point are 
all calculated using Eq. (1).  However, the 

algorithms for determining Pdyn, βnull, and 

α  differ for the non-nulling method and 
Method 2F.  The calculations for both 
methods are outlined above in the section 
entitled Probe Calibrations.  In this section, 
we emphasize the different approach in 
averaging the data in each 10 s collection 
interval. 
 
Method 2F determines the average axial 
velocity and pitch angle from pressure 
averages.  Specifically, we calculated P12,avg 
and P45,avg, which are arithmetic averages of 
P12 and P45 sampled at 10 Hz for 10 s.  
 
In contrast, our implementation of the 
non-nulling method determines the average 
dynamic pressure (Pdyn), yaw-null angle 

(βnull), and pitch angle (α) from time averages.  
These quantities are calculated every 0.1 s 
when P12, P13, P14, and P15 are updated.  At 
the end of the 10 s collection interval, we 
calculate the arithmetic average of the 100 

values of Pdyn, βnull, and α.  As expected for 
the steady flows in NIST’s wind tunnel, the 

values of Pdyn, βnull, and α  computed from the 

pressure averages and the time averages 
were indistinguishable.  If transients are 
present in the stack flow, a time average may 
be more accurate than a pressure average.  
In the CFPP stack, we compared the axial 
velocities Vaxial determined from pressure 
averages and time averages in a few cases.  
For most of the comparisons, the values of 
Vaxial agreed to better than 1 %; in a few 
cases Vaxial differed by 10 % or more.   
 
One disadvantage of time-averaging is that 
the noisy pressure signals occasionally 

yielded values of Pdyn, βnull, or α  that exceed 

the limits of the non-nulling calibration curve.  
This problem was unexpected; we 
circumvented it by excluding the anomalous 
values from the averages.  Fortunately, there 
were only a few cases where the calculated 
average did not include at least 80 % of the 
data.  In future tests we will expand the range 
of the non-nulling calibration curve and we 
will retake data points that do not include at 
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least 80 % (or some user-specified 
percentage) of data in the time averages. 
 
Unfortunately, the data acquisition was not 
set up to process data during the CFPP stack 
measurements.  Therefore, we processed the 
data after the field tests were completed.  We 
used the time stamps provided by the MAP 
system to identify the non-nulling and Method 
2F pressure data.  For the low loads, 
approximately 20 % of the data could not be 
found at the indicated time stamps. At the 
high load less than 5 % of the data was 
unaccounted for.  
 
Results 
Table 1 summarizes the average flow results.  
It provides solid evidence that the non-nulling 
method has the potential to make efficient, 
accurate stack flow measurements.  Because 
we already discussed the averaged flow data, 
we now compare the profiles of velocity, 
yaw-null angle, and pitch angle determined 
by Method 2F to those determined by the 
non-nulling method.  In addition, we describe 
how we used the noisy pressure signals to 
troubleshoot plugging problems. 
 
The flow RATAs were performed along 2 
orthogonal axes.  We denote the axis 
extending from port 1 to port 3 in Fig. 4 as the 
“x-axis”.  The y-axis extended from port 2 to 
port 4.  Each axis included 8 traverse points.  
The traverse points are located at the 
centroids of equal area, so that flow velocity 
of each run is calculated by averaging the 
axial velocities measured at 16 traverse 
points [1].  The axial velocity, yaw-null angle, 
and pitch angle are plotted on the x/D and y/D 
axes, respectively, where D is the diameter of 
the stack. 
 
Axial Velocity Profiles 
Figures 5A and 5B show that while the load 
remained constant, the flow profile had large 
variations (greater than 10 %) at particular 
locations.  Figure 5 is a plot of the normalized 
axial velocity (VRATA/VCEMS) measured using 
the spherical probes at high load as functions 
of x/D and y/D, respectively.  The open circles 
() connected by dashed lines are Method 2F 

data from each of the 4 runs.  The spacings 
between the dashed lines indicate profile 
variations.  Despite these variations, the flow 
velocity of each Method 2F run is stable as 
shown in Table 3. The standard deviation 
expressed as a percent was only 2.1 %.    

 

Figure 5.  Flow RATA for spherical probes at high 
load: Plots of normalized axial velocity versus A) 
x/D, and B) y/D.  

We observed similar profile variations (not 
plotted) in the 4 non-nulling runs even though 
the standard deviation of the average velocity 
was only 0.4 %. 
 
The localized variations in the flow field 
indicated in Figs. 5A and 5B might be due to 
vortices.  We are confident that they are not 
artefacts of the measurements (e.g., caused 
by plugging or filtering the data) because the 
average flow velocity for each run is stable.  
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The solid circles () and solid triangles () 
in Fig. 5 are the averages of the Method 2F 
runs and the non-nulling runs, respectively.  
In Figs. 5A and 5B the solid lines connecting 
the averaged points are close to each other.  
This displays the good agreement of the 
Method 2F velocity profiles with the 
non-nulling velocity profiles. Table 3 shows 
that the difference in the averaged flow 
velocity is only -0.1 %.  We emphasize that 
the normalized velocity profiles measured at 
both high and low loads were similar to the 
profiles observed in Figs. 5A and 5B. 
 
Table 3. Normalized flow velocities determined by 
Method 2F and by the non-nulling method for the 4 
repeated runs measured with spherical probe at 
high load (16 m/s). 

Run 
No. 

M2F

CEMS

V
V  

NN@0yaw

CEMS

V
V  

% Diffc 

1 1.008 0.999 0.9 % 

2 1.009 0.993 1.6 % 

3 0.965 0.991 -2.6 % 

4 0.988 0.992 -0.4 % 

Avga 0.993 0.994 -0.1 %c 

%Std Devb 2.1 % 0.4 %  

a) Avg is the average of the 4 runs 

b) %Std Dev is 100 times the standard deviation of the 
4 runs dividing by the average 

c) %Diff is calculated by 100(VM2F / VNN@0yaw-1) 

 
Yaw Angle Profiles 
Figure 6 shows the average yaw-null profiles 
for the spherical probe at high load.  The 
Method 2F () and non-nulling () yaw-null 
angles show the same trend and are in good 
agreement in Figs. 6A and 6B.  Both methods 
show the magnitudes of yaw-null angles are 
largest near the wall with a value of nearly 
30°.  The magnitude yaw-null angle 
decreases monotonically as one moves away 
from the wall toward the center of the stack.  
The differences between Method 2F and the 
non-nulling method are smallest near the 
center of the stack and increase to maximum 
of approximately 7° near the wall in the worst 
case. 

 
We found that the yaw-null profiles were 
nearly identical at low load.  We obtained the 
same trends shown in Figs. 6A and 6B 
independent of probe type (i.e., spherical or 
custom) and method (i.e., non-nulling or 
Method 2F). 

 
Figure 6.  Yaw-null profiles determined using 

Method 2F () and non-nulling with β = 0° () 

along A) port 1 to port 3, and B) port 2 to port 4.   
 

Figure 7 plots the yaw-null angle during a 
typical 10 s collection time with the probe 

oriented at β = βnull.  Because the probe was 

nulled, the non-nulling algorithm measures 

β ′null  defined by Eq. (2).  In a steady flow with 

low turbulence β ′null  would have a constant 

value close to 0° during the 10 s collection.  
In contrast, we observed (Fig. 7) the sine-like 
oscillations with an amplitude of nearly 30° 
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and a period of approximately 4 s.  

Surprisingly, the integrated average of β ′null  

is -1.5°, which is close to zero.  This time-

dependence of β ′null  is evidence that the flow 

field in the CFPP stack had large transients.  
(Figs. 5A and 5B are additional evidence for 
large transients.)  We note that better 
averages could be obtained by averaging 
over more cycles (i.e., longer collection 
times) or by averaging over the 4 s period.  
However, since the focus of this work is to 
demonstrate the feasibility of the non-nulling 
method, we did not implement this strategy.  

 
Figure 7.  Sine-like oscillations of Yaw-null angle 
during 10 s Method 2F data collection. (Spherical 

probe is oriented at the yaw-null angle, and β’null 
is determined every 0.1 s using the non-nulling 
algorithm.) 

 
Pitch Angle Profiles 
Figures 8A and 8B show profiles of the pitch 
angle determined by Method 2F () and by 

the non-nulling algorithm with β = 0° ().  
These results correspond to Test #1 specified 
in Table 2.  The pitch angles determined by 
Method 2F and by the non-nulling algorithm 
agree with each other and have similar, 
asymmetric dependences on x/D and y/D.  
We found the same characteristic profiles 
independent of flow load, probe type, and 
method.  Although we hoped to perform the 
test in a stack with high pitch, the largest pitch 
angle was only about 5°. 
 

 
Figure 8.  Pitch angle profile for Test #1 in Table 2 
where A) x/D is the dimensionless distance from 
port 1 to port 3, and B) y/D is the dimensionless 
distance from port 2 to port 4.  

 
Troubleshooting Plugging Problems 
To mitigate plugging we purged the probe 
pressure ports every 60 s.  Nevertheless, we 
still had problems with plugging.  Plugging 
issues were most severe for spherical probe 2 
during Test #4 in Table 2.  The 4 traverse points 
in port 1 seemed to be the most impacted by 
plugging problems.   
 
One way to detect plugging is to evaluate the 
consistency of repeated axial velocity 
measurements made at the same traverse 
point.  If significant deviations are found at the 
same traverse points from run to run, then 
plugging could be the culprit.  However, we 
could not be sure if deviations resulted from 
plugged pressure ports or from flow transients 
like those observed in Figs. 5A and 5B.  In this 
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study we used a simple statistical approach 
to find outliers in the data caused by 
plugging. 
 
The pressure signals (Pn,ref; n = 1 to 5) for the 
five pressure ports on the probe head were 
noisy.  That is, pressures fluctuations during 
non-nulling and during Method 2F were 
usually larger than the mean of the pressure 
signal.  We hypothesized that the noise would 
significantly decrease if a pressure port on 
the probe head was plugged.  For each 10 s 
collection time, we computed the standard 
deviation of the pressure signal from each 
pressure port on the probe head.  If the 
standard deviation was below the typical 
noise level by a statistically defined 
threshold, we assumed that the port was 
plugged. 

 
Figure 9.  Standard deviation of pressure signals 

(σn ) at n = 1 to 5 pressure ports on the spherical 

probe head. Values of σn below the dashed line 

(− −) indicate that port n was plugged. 
 
Figure 9 illustrates how we applied the 
statistical approach to detect plugged 
pressure ports.  This example focuses on the 
non-nulling measurements made at low load 
using spherical probe 2.  The 24 set points on 
the x-axis correspond to the 4 traverse points 
for port 1 multiplied by the 6 repeated runs 
(see Test #4, Table 2).  The y-axis is the 
standard deviation of the pressure signals 

σn = σ (Pn,ref) measured at the n = 1 to 5 

pressure ports on the probe head.  We 
considered a pressure port plugged if the 
standard deviation was below the statistical 

limit indicated by the dashed line (− −).  For 

simplicity Fig. 9 only shows a single limit; 
however, in practice we used separate limits for 
each of the 5 pressure signals.  The statistical 
limit for the nth probe was  

limit kσ σ σ= 〈 〉 −n ( )n n  (3) 

where 〈σn〉 is the average of the 24 values of σn; 

σ (σn) is the standard deviation of the 24 values 

of σn; and k is the coverage factor which we set 
equal to 1.5.  (The computed normalized 
velocities had only a weak sensitivity to the 
value of k.)  
 
Figure 10A compares two normalized velocity 
profiles, one affected by plugging, and the 
other calculated excluding the subset of data 
affected by plugging.  The figure corresponds 
to traverses performed at low load using the 
spherical probes.  The velocity (VRATA) was 
determined using the non-nulling algorithm with 
the probe oriented at zero yaw angle.  Each 
open triangle () is the average of 6 repeated 
runs.  The dashed line connecting the triangles 
shows the normalized axial velocity profile of 
the 8 traverse points between port 1 and port 3 
(i.e., the x-axis).  The first 4 points along x/D 
are traversed by the spherical probe 2 installed 
in port 1.  The statistical approach illustrated in 
Fig. 9 suggested that several of these points 
were affected by plugging.  If we omit these 
points when calculating the average axial 
velocity at each traverse point, we obtain the 
solid triangles ().  The solid line connecting 
the solid triangles shows the normalized 
velocity profile corrected to account for 
plugging. 
 
If the normalized velocity profile () in Fig. 10A 
is correct, we expect to find the same profile at 
low load independent probe type (i.e., spherical 
or custom) and independent of the method (i.e., 
non-nulling or Method 2F).  Moreover, for these 
high Reynolds number flows (3 × 106 to 
6.5 × 106) we expect that the high load 
normalized velocity profile will have essentially 
the same shape as the low load.  Figure 10B 
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shows that all normalized profiles are in good 
agreement with the corrected profile. The good 
agreement of these profiles is 1) strong 
evidence that we successfully identified and 
removed data affected by plugging, and 2) that 
the non-nulling method performed well 
independent of probe type and flow load. 
 

 
Figure 10.  Normalized axial velocity profiles 
plotted against the dimensionless distance from 
port 1 to port 3:  A)  Low Load Spherical profile 
with plugged probe ports;  same profile 
recalculated with plugged data removed.  
B) Five profiles not significantly affected by plugging:  
1)  NN LL Custom non-nulling low load,  
2)  NN HL Custom non-nulling high; 
3)  NN HL Sphere non-nulling high load,  
4)  M2F LL Sphere, Method 2F low load  
5)  NN LL Sphere, non-nulling, low load 

 
Conclusions 
We demonstrated that the non-nulling method 
can accurately measure complex flows in 
CFPP stacks.  We conducted 16-point flow 

RATAs 3.8 stack diameters downstream of the 
90° elbow at the stack inlet, and we measured 
yaw-null angles approaching −30° near the 

stack wall.  We found excellent agreement 
between the non-nulling method and Method 
2F using spherical probes.  The results from 
Table 1 show agreement of -0.1 % at a high 
load of 16 m/s and 0.0 % at a low load of 7 m/s.  
We found similar levels of agreement between 
Method 2F and the non-nulling method when 
we conducted flow RATAs in NIST Scale-
Model Smokestack Simulator (SMSS) [7, 8]. 
The non-nulling method gives the same flow 
results but is more time and cost efficient than 
Method 2F.  
 
The SMSS facility uses air as a surrogate for 
flue gas and has a 1.2 m diameter test section.  
The facility can generate complex flows that 
have yaw-null angles of almost 40° at the wall.  
The excellent non-nulling flow results found in 
the SMSS are analogous to those found in this 
study of a CFPP stack.  Thus, the SMSS facility 
is a satisfactory research facility for 
characterizing probes used for flow RATAs, 
ultrasonic CEMS, and other flow monitors for 
use in CFPP stacks. 
 
We developed custom hemispherical and 
conical probes and compared their 
performance in a CFPP stack with the EPA-
sanctioned spherical probe using the non-
nulling method.  The non-nulling flow velocities 
at high and low loads were consistent for all 
probe types.  After normalizing the measured 
axial velocities by the CEMS velocity, we found 
essentially the same characteristic profiles at 
low and high loads across both orthogonal 
chords.  The normalized Method 2F axial 
velocities also exhibited the same profiles 
across the chords.   
 
The non-nulling method measured consistent 
pitch and yaw-null angles using all the probe 
types at both high and low loads.  Therefore, in 
future flow RATA testing, a hybrid non-nulling 
method can be implemented.  That is, if while 
performing a flow RATA using the non-nulling 
method one has reason to question the axial 
velocity measurement, the RATA tester can 
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rotate the probe to the calculated yaw-null 
angle and take a Method 2F measurement.  
 
The non-nulling method requires bidirectional, 
fast response differential pressure transducers.  
We used industrial grade differential 
transducers for our stack measurements.  We 
measured the pressure (minus a common 
reference pressure) at each of the 5 ports on 
the 3-D probe.  Pressure measurements were 
sampled at 10 Hz.  They revealed periodic 
pressure fluctuations with periods ranging 
between 3 s and 5 s.  These transients could 
not be observed or adequately accounted for 
(e.g., averaging over the periods) using Method 
2F.  In contrast, the non-nulling data 
processing could easily be modified to perform 
averages over the period.  
 
We used a commercially available automated 
traverse system 1) to reduce the RATA times 
and 2) to improve the accuracy of nulling the 
probes.  We emphasize that the benefits of 
automated traverses are less important for the 
non-nulling method than for nulling methods 
because the non-nulling method does not 
rotate the probe rotation and eliminates errors 
from imperfect nulling.   
 
Despite purging every 60 seconds, our 
spherical probes were plagued by plugging that 
was most severe at low load.  We did not 
experience the same difficulties with the two 
custom probes; however, we are not sure if this 
is due to their designs or to good fortune.  
Additional field tests are needed to better 
understand plugging.   
 
For accurate flow measurements, it was 
necessary to distinguish fluctuations of the 
axial velocity from plugging of one or more 

[1] Environmental Protection Agency, 40 CFR 
Part 60 Application Method 1 Sample 
and Velocity Traverses for Stationary 
Sources, Washington D.C., 1996.  

[2] Norfleet, S. K., Muzio L. J., and Martz T. 
D., An Examination of Bias in Method 2 
Measurements Under Controlled Non-
Axial Flow Conditions, Report by RMB 

pressure ports.  We made this distinction by 
detecting the reduction in the pressure noise 
that occurs when a pressure port is plugged.  
Without plugging, the fluctuations of the 
pressure signals were often larger than their 
mean values.  For each pressure signal, during 
each 10 s data collection period, we used the 
standard deviation of the pressure from its 
mean as a measure of its noise.  In this study, 
we were not prepared to process the noise data 
in real time.  After all the measurements were 
completed, we used a statistical criterion to 
discard data corrupted by plugging.  In the 
future, we will process the noise data as they 
are acquired during a RATA.  If the noise 
indicates plugging the probe can be purged 
and the data retaken.  Thus, the noise 
measurements will be used as a diagnostic to 
guide the data acquisition and not to discard 
data. 
 
In this study we performed a 3000-point 
calibration on each probe used for the non-
nulling measurements.  Such an extensive 
calibration is not practical for routine flow 
RATAs.  Research efforts are underway to 
determine if a baseline non-nulling calibration 
can be applied to all probes of the same type.  
If so, a simple calibration will be done to correct 
for slight manufacturing differences.  
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Abstract 

A critical role and force-multiplier in security adoption is the 

cybersecurity advocate. Cybersecurity advocates are security 

professionals who attempt to remedy implementation failures 

by actively promoting and facilitating the adoption of securi-

ty best practices and technologies as an integral component 

of their jobs. These advocates not only have technical skills, 

but also must possess the ability to educate, persuade, and 

serve as organizational change agents for cybersecurity 

adoption.  

A prior interview study of a diverse set of cybersecurity ad-

vocates advanced the definition of the cybersecurity advo-

cate role [1]. However, the study was limited in that it was a 

one-sided self-report view through the lens of advocates. 

Additional empirical evidence of cybersecurity advocates 

working “in the wild” (within an actual work context) is 

needed to validate the findings. To obtain a more compre-

hensive look at cybersecurity advocacy in practice, we are 

conducting an in-depth case study of a security awareness 

team at a mid-sized U.S. federal government agency.  

Security awareness professionals are a type of cybersecurity 

advocate who are responsible for developing and executing 

security awareness programs within their own organizations. 

Prior insight into the day-to-day work and challenges of 

these professionals reveal that the majority of respondents 

perform security awareness duties on a part-time basis with 

little budget, with many lacking sufficient background and 

soft skills (e.g., communications, relationship-building, and 

marketing) that are needed to effectively engage the work-

force and key departmental stakeholders such as the finance 

and operations departments [2,3].  

The in-progress case study will allow for examination of a 

security awareness team from several perspectives via a mul-

ti-faceted approach involving: 1) interviews of security 

awareness team members, managers in the team’s chain-of-

command, and agency employees who receive the security 

awareness information, 2) field observations of four in-

person security awareness events, and 3) review and analysis 

of security awareness materials distributed to the agency’s 

workforce. 

Preliminary qualitative analysis reveals a passionate, creative 

team willing to try new approaches to attain their goal of 

making security awareness entertaining and informative ra-

ther than a mandatory burden. We will discuss the techniques 

and approaches of the team and how their efforts are viewed 

by others at their agency. Examples of the team’s approaches 

include: ensuring security awareness information is timely 

and topical to the season, world events, or current organiza-

tional concerns; providing employees with security aware-

ness information that is not only relevant to their jobs, but 

also to their personal life; introducing humor and gaming 

when appropriate; and soliciting feedback from others in the 

organization about what topics to address in future events. 

We will also discuss challenges security awareness profes-

sionals face, including lack of resources and employee atti-

tudes and time constraints. 

As a complement to the prior cybersecurity advocate inter-

view study, the case study will provide better insight into 

real-world security advocacy techniques and which are most 

effective. These practices may then inform the design of se-

curity interfaces and training. In addition, the project allows 

for a deeper examination of professional characteristics of 

advocates, and how those are viewed by advocates’ target 

populations. The identification of these characteristics can 

aid in the creation of professional development resources to 

aid people in becoming successful advocates. 
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Abstract
Smart home devices are increasingly being used by non-
technical users who have little understanding of the privacy
and security implications of the technology. To better un-
derstand perceptions of smart home privacy and security,
we are conducting an interview study of individuals living in
smart homes. Preliminary analysis reveals potential rela-
tionships between perceptions of responsibility and privacy
and security concerns and mitigation actions. Results can
inform future efforts to educate users about their responsi-
bility, advance the protection of user data, and protect the
devices from unintended access.

Author Keywords
Internet of things; smart home; usable security; usable pri-
vacy

ACM Classification Keywords
H.5.m [Information interfaces and presentation (e.g., HCI)]:
Miscellaneous

Introduction
The Internet of Things (IoT) market is exploding, with the
number of IoT devices expected to grow from 26 billion in
2019 to 75 billion in 2025 [5]. With this growth, IoT technol-
ogy is becoming more pervasive in the home environment,
with 34% of broadband households forecasted to have
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smart home systems by 2025 [1]. While early adopters of
smart home technology have typically been more techni-
cally savvy, IoT smart home devices are increasingly being
used by non-technical users who have little understand-
ing of the technology or awareness of the implications of
use. In particular, the impact of and interplay of factors such
as usability, security, privacy, and trust have not been ad-
equately explored within one comprehensive study. We
address this gap with an in-progress qualitative interview
study of individuals living in smart homes. Preliminary anal-
ysis focused on privacy and security reveals potential rela-
tionships between perceptions of responsibility, concerns,
and mitigation actions. Results can inform future efforts to
educate users about their privacy and security responsi-
bility, advance the protection of user data via usable inter-
faces, and protect the devices from unintended access.

Privacy Concerns: “If some-
body has access to this
cloud information and they’re
actually able to associate
when you’re home and when
you’re not home based on
the sensors and other things
you have in your house, they
could potentially target you.”
(P11_A)

Security Concerns: “what
if someone hacks into our
phones and. . . with the
Nest. . . they try to reconfigure
it on their own or especially
the alarm system.” (P12_U)

Lack of Concern: “I feel like
you’ve got people who are
pretty talented with comput-
ers and can get this stuff.
But again, I’m of the mind-
set, have at it. We don’t do
anything cool in my house,
anyways.” (P8_A)

Tradeoffs: “I know that
it’s collecting personal
data. . . and I know there’s
the potential of a security
leak, but yet, I like having the
convenience of having those
things.” (P1_A)

Related Work
Prior work has examined perceptions of smart home pri-
vacy and security. Parks Associates [2] and Worthy et al. [7]
found that a lack of trust in vendors to properly safeguard
personal data is a major obstacle to adoption of smart
home technology. From a broader IoT perspective, Williams
et al. [6] found that IoT is viewed as less privacy-respecting
than non-IoT devices such as desktops, laptops, and tablets.
However, users’ privacy concerns were not always trans-
lated into privacy-protecting actions. Interviews of people
living in smart homes by Zeng et al. [8] and a PwC industry
survey [4] revealed that, although users may be aware of
security and privacy issues, these were often overlooked
when a product proved otherwise valuable.

Methods
We conducted 15 semi-structured interviews, lasting on
average 50 minutes, as part of an in-progress study to un-
derstand end users’ perceptions of and experiences with

smart home devices. The study was approved by the NIST
Human Subjects Protection Office. Prospective participants
first completed an online screening survey about their smart
home devices, their role with the devices (e.g., purchaser,
administrator, user), and professional backgrounds. Par-
ticipants were selected for interviews if they had multiple
smart home devices for which they were an active user. Of
the 15 participants, 12 had installed and administered the
devices (indicated with an A after their participant ID) and
three were non-administrative users of the devices (indi-
cated with a U).

Interview questions addressed several areas: understand-
ing of smart home terminology; purchase and general use;
installation and troubleshooting; privacy; security; and safety.
Interviews were audio recorded and transcribed. We then
performed iterative coding and qualitative analysis on the
data to identify core concepts [3]. In this poster, we report
on a subset of our preliminary findings specific to privacy
and security concerns, mitigations, and responsibility.

Preliminary Findings
Preliminary analysis reveals possible relationships between
privacy and security concerns, enactment of mitigations to
alleviate those concerns, and perceptions of responsibility
for the privacy and security of smart home devices. Exam-
ple quotes for each concept are provided in the side bars.

Concerns
Participants were asked if they had any hesitations or con-
cerns about their smart home devices during which time
many participants, unprompted, discussed privacy or secu-
rity. They were later asked explicitly about their privacy and
security concerns. All participants acknowledged privacy
concerns (12 unprompted). Concerns were either person-
ally held or those they had heard others express, with 11
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being personally concerned. Fourteen voiced security con-
cerns (11 unprompted, 10 personally concerned).

Despite having concerns, participants were more than will-
ing to bring devices into their homes. For example, one par-
ticipant commented, “it’s not gonna stop me from living my
life. . . But we do take it into consideration the privacy as-
pects of things, but it’s not to any extreme” (P6_U).

Privacy Responsibility

Personal responsibility:
“if you want your informa-
tion protected, don’t bring a
camera into your house. If
you want your information
not to be put on the cloud,
don’t give the opportunity.
So, I think that you are ulti-
mately accountable. It’s your
information.” (P8_A)

Manufacturer responsi-
bility: “[Those responsible
are] really the people who
write the software that inter-
act with the devices, people
that write the firmware for
the devices, and then the
software that essentially runs
in the cloud services that ag-
gregates all of this data, and
then performs functions. So
you’re really at their mercy.”
(P11_A)

Government responsibil-
ity: “voluntary consensus
on privacy issues is almost
impossible to get from the
commercial sector. . . I think
they need privacy guidelines
at least from the government
in order to adhere to them.”
(P13_A)

Mitigations
Concern often, but did not always, translate into action.
During the privacy and security portions of the interviews,
participants were asked if they performed any mitigations
to alleviate their concerns. Of the 11 who were personally
concerned about privacy, nine discussed implementing miti-
gations. The most commonly mentioned privacy mitigations
were: configuring privacy-related options (e.g., not sending
usage statistics, disabling ordering) (6 participants); cov-
ering/repositioning cameras (3); and not putting listening
devices in rooms where sensitive conversations could occur
(3). Not surprisingly, among those four who were not con-
cerned about privacy, only one implemented a mitigation.

Eight of the 10 participants who were personally concerned
about security mentioned mitigations. The most frequently
mentioned security mitigations included: password man-
agement (e.g., strong passwords and changing passwords
on apps) (7); home network security (e.g., secure WiFi, net-
work segmentation) (6), configuring security options on the
devices (4), choosing devices with strong security features
(3), and physical security of devices (2).

Security mitigations in particular demonstrated lack of un-
derstanding of mitigation effectiveness as well as confusion
about the relationship between smart home devices and
other activities such as social media, web browsing, and
email. For example, when asked what smart home device

privacy mitigations he takes, P4_A mentioned that he does
not go on Facebook and tries to clean up old emails.

Household members also influence mitigations as was the
case for four participants not personally concerned about
privacy or security. One participant said, “My husband is
more security minded. . . The Alexa device has a video cam-
era that you can use, but he’s taped it over” (P1_A).

Responsibility for Privacy
Participants were asked who they thought was responsible
for protecting the privacy of information collected by their
smart home devices. Responses included three different
entities: themselves, device manufacturers, and the gov-
ernment, with only one participant saying they did not know.
Responsibility was often viewed as being shared.

Eight placed partial responsibility on themselves. Two of
those eight put sole responsibility on themselves. One such
participant did not trust device vendors since “the manufac-
turers’ desires are counter to the consumer” (P16_A).

Eleven believed manufacturers share some responsibility,
with four of those claiming manufacturers have sole respon-
sibility. For example, one participant remarked “They need
to do everything [since they are] taking so much money for
all that” (P9_A). However, even while putting some respon-
sibility on manufacturers, participants do not completely
trust them. When asked if he ever reads any of the privacy
agreements, P10_A said, “I don’t have much trust in what
companies say they collect and don’t collect. I think they
collect what they can and use it” (P10_A).

Four participants felt that the government had some re-
sponsibility to regulate smart home device privacy along
with manufacturers and/or themselves. One mentioned the
European Union’s General Data Protection Regulation as a
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model the U.S. might consider smart home devices.

We found disparities between privacy responsibility, con-
cern, and mitigations. For example, P6_U and P8_A said
they were at least partially responsible for the privacy of
their devices but were not personally concerned. Not sur-
prisingly, P6_U did not perform any privacy mitigations.
While P8_A did cover the cameras on some of his devices,
he did so only due to prompting by his wife.

Personal responsibility appears to be a differentiator when it
comes to privacy concern and mitigation. Of the eight par-
ticipants who said that they were at least partially responsi-
ble for privacy, seven mentioned at least one mitigation they
perform. Of the six who claimed no personal responsibility,
only three discussed performing a privacy mitigation.

Responsibility for Security
When asked about responsibility for the security of their
smart home devices, similar to privacy, participants men-
tioned themselves and manufacturers, but only one said
government. Eight viewed responsibility as being shared.

Nine claimed that they had at least partial responsibility,
with three of those taking sole responsibility. One smart
home owner remarked, “I think we’ve realized, sooner or
later, your stuff will get breached. It’s on you to either put
extra restrictions in place or just be okay with the fact that
it’s going to happen” (P8_A).

Security Responsibility

Personal responsibility: “I’d
like to see the vendors take
more responsibility and take
more action to secure their
own devices. But because
they don’t always do that and
I don’t always necessarily
trust them to do that, I take it
upon myself to be responsi-
ble for the security of these
systems.” (P15_A)

Manufacturer responsi-
bility: “They are the prime
people who are responsible
for things they’re making
because we’re not putting
all the time, and energy, and
money on building that stuff.
So, we really don’t know
what is inside of this.” (P9_A)

Shared responsibility: “If
you have stronger security
features that the device of-
fers the user doesn’t use,
that’s kind of the user’s fault.
If it doesn’t offer certain level
of security, that’s the manu-
facturer’s fault.” (P10_A)

Nine participants said manufacturers have at least some re-
sponsibility for security, with two of those claiming the man-
ufacturer has sole responsibility and six believing that both
the manufacturer and user hold responsibility. For example,
one participant remarked, “I consider myself to be respon-
sible for doing the best I can security-wise, but really it’s the
manufacturers and the people who develop the software

that ultimately hold the keys to the security” (P11_A).

Seven of the nine claiming personal responsibility discussed
some kind of security mitigation. A participant who did not
implement mitigations was personally concerned, but not
knowledgeable enough to take action: “It could be fairly
simple to do something and protect myself, but I have no
idea. . . I’m not going to educate myself on network secu-
rity. . . This stuff is not my forte. I’m very accepting to the fact
that it is what it is” (P8_A).

Two participants claimed responsibility but were not person-
ally concerned about security. Those not claiming personal
responsibility were also not personally concerned about se-
curity, with only one mentioning a rudimentary mitigation
(occasionally changing passwords).

Future Work and Contributions
We plan to complete the interview study, with a goal of 40
interviews total. We would like to especially recruit more
non-administrative users to explore potential differences
between those who install and administer the devices and
those who may only use the devices. With this larger dataset,
we will also continue to investigate possible relationships
between privacy and security concerns, mitigation actions,
and perceptions of responsibility as well as how those per-
ceptions and experiences interplay with usability.

Future results can inform efforts to foster a sense of per-
sonal responsibility for privacy and security among smart
home end users or encourage more manufacturer or gov-
ernment accountability in areas for which smart home users
tend not to claim responsibility. By examining the sophis-
tication of mitigations, we can also start to uncover areas
ripe for improved usable privacy and security features that
manufacturers can build into their devices by default, thus
alleviating the need for users to take protective action.
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Disclaimer
Any mention of commercial products or reference to com-
mercial organizations is for information only; it does not
imply recommendation or endorsement by the National In-
stitute of Standards and Technology nor does it imply that
the products mentioned are necessarily the best available
for the purpose.
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Abstract: We implement a cascaded interface connecting three essential frequencies for quantum 
communications including 1540 nm for long-distance transmission, 895 nm for Cesium quantum 
memory and 369 nm for Ytterbium ion quantum computing applications. © 2019 The Author(s) 
OCIS codes: (270.5565) Quantum Communications; (190.0190) Nonlinear optics; (270.0270) Quantum Optics.  

 
1. Introduction 

Future distributed quantum computing networks will require different technologies and materials to implement 
particular processes such as the quantum transmission, storage and computation. Typically, the most suitable 
material or technology varies from process to process and with it, the particular wavelength at which that process 
can be implemented most optimally. Quantum interfacing is therefore an essential link to enable these different 
processes at different wavelengths to be combined in a single network. In particular, the wavelength of 1540 nm is 
suitable for the long-distance transmission of quantum state encoded single photons in standard telecom optical 
fibers. The wavelength of 895 nm can be used for quantum state storage and quantum memory based on Cesium 
atoms [1]. The wavelength of 369 nm can be used for quantum computing applications based on Ytterbium trapped-
ions [2]. In this paper, we introduce a cascaded interface that connects all three of the wavelengths required for these 
processes in a single experimental set-up. Single photons form either a Cesium based quantum memory device at 
895 nm or transmitting through a fiber at 1540 nm can be selectively converted to 369 nm for use in quantum 
computing. The cascaded quantum frequency conversion mechanisms are illustrated in Fig. 1(a). The experimental 
set-up is shown in Fig. 1(b) and described in the text. 

 
Fig. 1. (a) Illustration of the frequency conversion processes. Upper: signal at 895 nm converted to 369 nm with pump at 629 nm generated 
from a strong 1540 nm and 1064 nm pre-pumps. Lower: signal at 1540 nm converted to 629 nm and subsequently to 369 nm with a pump 

at 895 nm. SFG: sum-frequency-generation. (b) Schematic of the cascaded interface experimental set-up. LDwavelength: laser at specified 
wavelength; AMP: amplifier; VOA: variable optical attenuator (manual or automatic); PC: polarization control; PMT: photomultiplier 

tube. 

The mixers are based on sum-frequency-generation (SFG). The first mixer (SFG: 1540 nm + 1064 nm → 629 nm) 
has a normalized conversion efficiency of approximately 70%/W. The second mixer (SFG: 895 nm + 629 nm → 
369 nm) has a normalized conversion efficiency of approximately 10%/W. Strong 1540 nm and 1064 nm pumps can 
be combined in the first conversion device to form a strong pump at 629 nm which can then be used to convert a 
single photon signal at 895 nm to 369 nm in the second conversion device. On the other hand, a single-photon signal 
at 1540 nm can be combined with a strong pump at 1064 nm to be converted to the intermediate wavelength of 629 
nm in the first conversion device. These newly generated 629 nm single photons can subsequently be combined with 
the strong pump at 895 nm and converted to 369 nm in a second conversion device. In each case, the single photon 

(a)        (b) 
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signals are provided by a greatly attenuated signal laser. After the second mixer, the free-space output is separated 
from the residual pump light using two prims, an iris and a 369 nm filter. The prism legs are anti-reflection coated at 
369 nm. The filter has approximately 30% transmission from 365 nm to 375 nm and provides over 80 dB 
attenuation otherwise. The signal is then guided into a photomultiplier tube whose detection efficiency at 369 nm is 
approximately 2% and whose dark-count rate is less than 200 counts per second (cps). The electrical output from the 
PMT goes directly to a counter. Both of these processes have been implemented and the results reported here are 
limited only by the amount of pump power available from our equipment.    

2.  Results and Discussion 

  
 

Fig. 2. Measured counts as a function of pump power for: (a) a 0.0035 μW 895 nm input to Mixer1. (b) a 0.005 μW 1550 nm input to 
Mixer2. The detection efficiency (detailed in the text) is primarily limited by the efficiency of the detector and the maximum pump power 

available for each conversion process. The continuing linear increase in detection efficiency indicates that a higher pump power will 
increase the overall conversion rate of the cascaded interface.   

The maximum pump power available at 629 nm (from our 1064 nm and 1550 nm amplifiers) is 50 mW which gives 
a total conversion efficiency of the second mixer of approximately 0.5%. The total detection rate of the system is 
therefore approximately 3x10-5 including the filter and detector. We confirmed this detection rate by using a greatly 
attenuated laser at 895 nm as an input to this mixer. The detection efficiency of the system remains linearly 
increasing with the pump power beyond our maximum available pump (see Fig. 2(a)). A higher pump will lead to a 
higher conversion efficiency. We additionally performed the cascaded conversion of low-light from 1540 nm to 629 
nm to 369 nm. The maximum power available from the 1064 nm laser amplifier (120 mW) gives a conversion 
efficiency of approximately 9% in the first mixer. A maximum pump power of approximately 50 mW at 895 nm 
was provided to the second mixer. The total conversion and detection rate of this scheme is therefore estimated to be 
2.7x10-6. Again, we confirmed this detection rate by using a greatly attenuated 1550 nm laser as the input to the 
system. The efficiency remains linearly increasing with pump power (Fig. 2 (b)) and more pump power will result in 
greater overall conversion efficiencies.  

It should be noted that the noise counts from the strong pump powers are not noticeable. Once any of the inputs 
required for the generation of 369 nm photons is turned off and all the other input are at their maximum available 
powers, the dark count rate reverts to under 200 cps – the same as when everything is turned off.   

This cascaded interface will be very useful for hybrid long-distance fiber networks for distributed quantum 
computing that use Cesium-based quantum memories and Ytterbium-based quantum computers.  
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