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Foreword

NIST is committed to the idea that results of federally funded research are a valuable na-
tional resource and a strategic asset. To the extent feasible and consistent with law, agency
mission, resource constraints, and U.S. national, homeland, and economic security, NIST
will promote the deposit of scientific data arising from unclassified research and programs,
funded wholly or in part by NIST, except for Standard Reference Data, free of charge in
publicly accessible databases. Subject to the same conditions and constraints listed above,
NIST also intends to make freely available to the public, in publicly accessible repositories,
all peer-reviewed scholarly publications arising from unclassified research and programs
funded wholly or in part by NIST.

This Special Publication represents the work of Communications Technology Laboratory,
Information Technology Laboratory, and Material Measurement Laboratory researchers at

professional conferences, as reported in Fiscal Year 2018.

More information on public access to NIST research is available at https://www.nist.gov/
open.
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Memory and Motor Processes of Password Entry Error
Franklin P. Tamborello, II (franklin.tamborello.ctr@nrl.navy.mil)
National Reseaerch Council Postdoctoral Research Associate
Washington, DC, USA

Kristen K. Greene (kristen.greene@nist.gov)
National Institute of Standards and Technology!
Gaithersburg, MD, USA

Passwords are tightly interwoven with the digital fabric of our current society. Unfortunately, passwords
that provide better security generally tend to be more complex, both in length and composition. Complex
passwords are problematic both cognitively and motorically, leading to both memory and motor errors
during recall and entry. It is important that we better understand and disentangle the two error sources, as
password entry errors can have significant negative consequences, such as being locked out of a critical
information system. We present a computational cognitive model of password recall and typing, with
memory and motor errors each contributing to password entry error. With this synthesis we can study
human-computer interaction issues involving the usability of computer access control systems, specifically
the password as an authentication mechanism. Ultimately we hope to make science-based
recommendations for password policies that promote the use of passwords that are more usable.

INTRODUCTION

Despite widespread recognition that character-based
passwords are a deeply problematic method of user
authentication (Honan, 2012), they are tightly interwoven with
the digital fabric of our current society. The ubiquity of
passwords is true both for personal and work place accounts,
as is the challenge of complying with a variety of password
policies (Shelton, 2014; Choong & Theofanos, 2015). People
are forced to remember—or in some other way keep track of
—a large and ever-increasing number of passwords as they
interact with a variety of systems and accounts each day
(Florencio & Herley, 2007; Choong, Theofanos, & Liu, 2014).

In addition to an increasing number of passwords, people
must also contend with passwords of increasing length.
Computer security specialists suggest increasing the length of
passwords; this increases their entropy, or randomness, which
makes them more computationally expensive to guess.
Furthermore, passwords are increasing in complexity as well
as length. For most systems—particularly systems in higher-
security enterprise environments—passwords containing only
lowercase letters are not permitted. In addition to lowercase
letters, the inclusion of uppercase letters, numbers, and special
characters is also required, as using all four character
categories is often recommended for increasing password
security (United States Department of Homeland Security,
2009).

Most password requirements also prohibit the use of
words, as dictionary attacks on passwords are so successful,
even since the late 1970s (Morris & Thompson, 1979). This
means that higher-entropy passwords can differ greatly from
the natural language words used in studies on skilled typing
and transcription typing (e.g., Coover, 1923; Gentner, 1981;
Salthouse, 1984; Salthouse, 1986). While words follow
orthographic rules and are predictable given neighboring
semantic content, passwords should ideally be as random as

possible to help mitigate guessing. While non-word strings of
random letters have been included in prior transcription typing
research (e.g., Salthouse, 1984), the numbers and special
characters suggested for passwords were not.

Although there are longterm research efforts underway to
replace passwords (National Strategy for Trusted Identities in
Cyberspace, 2011), widespread implementation will take some
time. Furthermore, even as newer identity management
systems and authentication technologies such as biometrics
become more prevalent, legacy systems may remain reliant
upon passwords. Therefore, balance between usability and
security in password policies remains important.

Unfortunately, due to privacy and security concerns, it can
be difficult to collect real-world password data. To collect
laboratory data from large numbers of participants across a
variety of password requirement combinations would require
prohibitively large investments of time and money. Usable
security is certainly not the only domain where access to
human data can be challenging, and as in other domains,
computational cognitive modeling offers a promising
alternative to augment existing behavioral research.

Drawing upon theories from cognitive science and
experimental psychology can help understand the roles that
human cognition and motor movement play in generating,
rehearsing, recalling, and typing passwords on various
devices. Unifying theories of memory and motor error can
help inform recommendations for password policies that better
address both the limits and capabilities of human performance.
By supplementing behavioral data from prior password studies
with predictive models of human performance, we can test
theories and hypotheses in ways that neither research method
can do alone.

In particular, we are interested in whether existing
theories and models can disentangle memory from motor
errors for those complex, system-generated passwords
suggested or required in higher-security enterprise

! Disclaimer: Any mention of commercial products or reference to commercial organizations is for information only; it does not imply
recommendation or endorsement by the National Institute of Standards and Technology nor does it imply that the products mentioned

are necessarily the best available for the purpose.
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environments. In such enterprise environments, passwords
differ from words in several important ways, which means that
traditional memory, transcription typing, and mobile text entry
literature and theory may not be completely sufficient to
inform and test predictive models of password typing. The
usable security literature may address this somewhat, yet
many password studies do not report sufficiently detailed data
for model validation purposes.

REVIEW

There have certainly been many studies on memory in
general (e.g., Miller, 1956; Baddeley & Hitch, 1974;
Unsworth & Engle, 2007), and password memorability in
particular (Vu, Bhargav-Spantzel, & Proctor, 2003; Forget &
Biddle, 2008; Chiasson et al., 2009). There is also a large
existing body of literature examining expert typing and
transcription typing from the 1920s to the 1980s (e.g., Coover,
1923; Gentner, 1981; Salthouse, 1984; Salthouse, 1986). There
has been a comprehensive cognitive model of transcription
typing, Bonnie John’s TYPIST model (1996), which
quantified 19 of the 29 phenomena reviewed by Salthouse
(1986), as well as two additional phenomena. However, these
studies did not include stimuli similar enough of complex
passwords to suit our modeling goals.

Although the typing literature and models do well at
examining the cognitive and perceptual-motor facets of
typing, there are certain distinctions between passwords and
words that may not be fully addressed by existing theory and
research. For example, the cost of errors and error recovery
can differ significantly between typing for communicative
purposes, such as composing emails, and typing for
authentication tasks (i.e., password entry). Typos in
communication can be embarrassing, but typos in passwords
can cause failed authentication attempts, which in turn cause
accounts to be locked. Users are sensitive to the time (and
frustration) cost of unlocking an account, which may impact
their speed-accuracy tradeoff function specifically for
password entry in comparison with other text entry tasks. This
may be particularly true on mobile devices, where users
cannot rely on the now common predictive algorithms for
password entry. There is a rich body of mobile text entry
literature examining factors such as the effect of devices
(Castellucci & MacKenzie, 2011), motion (Nicolau & Jorge,
2012), and age (Nicolau & Jorge, 2012) on how people type
words or phrases, but again, such stimuli are not representative
of the complex passwords we are interested in modeling.

One important difference between general text entry and
password entry is the lack of visual feedback during password
entry tasks. On desktop computers, text is masked
immediately as it is typed. On mobile devices, the character
just typed is generally visible for a moment?2 before being
masked. An additional difference between general text entry
and complex password entry is the required navigation back
and forth between multiple onscreen keyboards that password
entry requires of the user. Passwords requiring a number of
onscreen keyboard changes, or screen depth changes, can have
disproportionately large effects across both entry times and
error rates (Greene, Gallagher, Stanton, & Lee, 2014).

Studies using password-like stimuli and masked text can
help to address the aforementioned literature gaps and provide
much-needed data to inform computational cognitive models
of the often onerous password entry task. There have been
both desktop (Stanton & Greene, 2014) and mobile studies
(Greene, Gallagher, Stanton, & Lee, 2014; Gallagher, 2015)
using such complex password-like stimuli. As our current
focus is on modeling desktop password entry errors, we focus
much of our review on the desktop study and model that
motivated our work.

Stanton and Greene (2014) examined the usability of
system-generated passwords by having participants memorize
a series of ten passwords and type them repeatedly using a
desktop computer. Participants were given one password at a
time. For each password, there was a set of three task phases:
practice, verification, and entry. During the practice phase,
participants could practice typing the password as many (or as
few) times as they wished. The password was visible, and
typed text was also visible during the practice phase. During
verification, typed text was still visible, but the password was
not. Participants had to enter the memorized password
correctly during the verification phase in order to move on to
the entry phase. During the entry phase, participants had to
type the the memorized password ten times. After the series of
three phases (practice, verification, and entry) was completed
for each of the ten passwords, there was a surprise recall test.
For the surprise recall test, typed text was visible.

The Stanton and Greene (2014) study examined the
fundamentals of desktop password typing, contributing
baseline data on human performance with stimuli
representative of the complex, system-generated passwords
found in higher-security enterprise environments. Most
relevant for the current work were Stanton and Greene’s
(2014) error findings: at 45% of the total error corpus,
incorrect capitalization errors were by far the most prevalent.
Incorrect capitalization, or shifting, errors were almost three
times as likely as the next most prevalent error category
(missing character errors, or omissions, were 17% of the total
eITor Corpus).

The nature of the most common error category (incorrect
capitalization, or shifting errors) is interesting for several
reasons. The high frequency of incorrect capitalization errors
was particularly important given the fact that most modern
password policies—and certainly those in higher-security
enterprise environments—require at least one uppercase letter.
Additionally, most special characters (which are also required
by many password policies) require a shift action. Twenty-one
of the total 32 possible special characters require shifting; only
11 special characters can be executed without requiring a shift
action. Finally, of greatest interest for our modeling efforts is
the fact that based purely on the behavioral data reported in
Stanton and Greene (2014), it cannot be fully determined
whether those errors were memory errors or motor execution
errors (or a combination of both).

Greene and Tamborello (2015) began modeling work to
disambiguate memory from motor errors using a single
password from the Stanton and Greene (2014) stimuli set.
They report a cognition-only ACT-R model of password

2 This is a setting that can be changed; for increased security to help protect against shoulder-surfing, mobile keyboard settings allow
the user to turn the momentary visibility feature off for password text fields.
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rehearsal, finding that recall errors alone were insufficient to
fully explain the incorrect capitalization errors of interest.
They also report an expansion of ACT-R’s native typing
abilities to support password-specific typing needs, giving
ACT-R the ability to type capital letters and symbols, and to
err while doing so. Such modifications were necessary to
explore the role of motor error during desktop password entry,
as the canonical ACT-R architecture is limited to perfect
typing performance and would not predict the motor execution
errors expected with typing complex passwords. Furthermore,
the canonical ACT-R architecture does not support case-
sensitivity in typing, nor does its typing vocabulary support all
possible symbols; without such capacity, it would be
impossible to model typing complex passwords.

ACT-R

We use the ACT-R cognitive architecture (Anderson et al,
2004) to model user password recall and typing. ACT-R is a
hybrid symbolic and subsymbolic computational cognitive
architecture that takes as inputs knowledge (both procedural
and declarative about how to do the task of interest) and a
simulated environment in which to run. It posits several
modules, each of which perform some aspect of cognition
(e.g., long-term declarative memory, vision). Each module has
a buffer into which it can place a symbolic representation that
is made available to the other modules. ACT-R contains a
variety of computational mechanisms and the output of the
model is a time stamped series of behaviors including
individual attention shifts, speech output, button presses, and
the like. It can operate stochastically and so models may be
non-deterministic.

NEW CONTRIBUTION

Our model works by incorporating and coordinating two
distinct systems underlying prospective memory and motor

Associative Spreading Activation

VN

Correct Recall Omission

Transient
Activation
Noise

Figure 1. The role of noise in the model’s memory processes:
Associative spreading activation is the prospective memory
process underlying selection of correct actions. When transient
activation noise, a fundamental property of human memory,
spikes during prospective retrieval it can lead to an omission.

operations. The former operates on the principle of associative
spreading activation (Anderson et al., 2004) while the latter
builds upon the motor models embodied in EPIC (Meyer &
Kieras, 1997A & B) and ACT-R (Anderson et al, 2004).

Password Sequence Recall

Sequential tasks require prospective memory to remember
what comes next. Our model uses this memory process,
selecting the next character using the current character to
prime retrieval.

Selecting the next character. Sequence memory is a
prospective memory task, using a representation of the current
character to associatively prime retrieval of a memory
representation of the next character. We use ACT-R’s
spreading activation mechanism to implement prospective
memory. Furthermore, activation propagates from active
buffer contents to long-term memory according to what we
assume to be learned association from each context to its
subsequent action (Botvinick & Plaut, 2004).

Memory Errors

Memory errors arise out of the interaction of noise with
the processes of normal task execution (Figure 1).

Omission. We assume that association is somewhat
imprecise in that there is not a clean one-to-one mapping of
cue to target. Instead, some association “bleeds” over from the
target to a handful of subsequent items, with each subsequent
item receiving less association than the one coming before it
in sequence. The model may omit a character when transient
noise is such that it simultaneously suppresses activation of
the correct next step and enhances activation of one of these
subsequent items.

Investigating the source of password entry errors is a
perfect application opportunity for cognitive modeling to shed
light on the root cause of error that was intractable to ascertain
through prior behavioral data alone. By implementing support
for an ACT-R model that can type capital letters, one could
then test different models to see whether those incorrect
capitalization errors were memory errors or motor execution
errors (Where a shift key press had been attempted but simply
not executed properly, such as by prematurely releasing the
shift key). The ability to type capital letters raises interesting
theoretical questions. For each letter of the alphabet, do people
have two distinct versions in their memory, one lowercase and
one uppercase? Or is an uppercase letter encoded as the
lowercase plus a required shift action?

Implementation Issues in ACT-R

In order to support modeling of incorrect capitalization
typing errors, two limitations in ACT-R first required
addressing: missing special characters and lack of case-
sensitivity in typing.

Missing Special Characters. Of the non-alphanumeric
characters available on typical American English keyboards,
ACT-R previously included support only for the period,
semicolon, slash, and quote (Bothell, 2014, see “key” on page
320 of the ACT-R Reference Manual). Therefore, in order to
enable modeling typing of the remaining special characters,
we added support for all remaining ASCII printable characters
not previously supported by ACT-R.
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Lack of Case-Sensitivity. Regardless of whether calling
ACT’R’s “press-key” motor module request (Bothell, 2014,
see page 317 of the ACT-R Reference Manual) with a capital
or lowercase letter, the output will be the same in ACT-R’s
current instantiation. This is somewhat problematic for
modeling incorrect capitalization errors, which requires that
ACT-R be capable of press-and-hold capability for the left and
right shift keys, combined with a simultaneous key press of a
second key (i.e., chorded typing). Therefore we added to ACT-
R a capability to type key chords and output case-sensitive
text, as described in the following section.

Stochastic Typing Extension for ACT-R

The standard ACT-R distribution (Anderson, et al, 2004;
Anderson 2007) does not predict any typing errors as a matter
of motor error (Bothell, 2014). However, real humans, even
very skilled typists, are imperfect, and tend to err at rates from
0.5% to 35% (Salthouse, 1986; Panko, 2008; Landauer, 1987).
We wished to explain password entry errors, but because some
errors are due to memory processes and some are due to motor
processes, we had to extend our modeling framework of
choice, ACT-R, so that it, too, would be capable of such motor
errors. Furthermore, we needed to implement the low-
frequency, non-alphanumeric characters that information
systems often require their users to incorporate into their
passwords as a matter of security policy, e.g. “*” or “?”.
Source code for the ACT-R stochastic typing extension may be
downloaded from https://github.com/usnistgov/CogMod.

Motor Errors in Typing

Our typing extension for ACT-R redefines some of ACT-
R’s existing code so that any requested typing action can
stochastically result in the output of a typed key other than the
one intended. It adapts the ellipsoid motor movement error
equation of May (2012) and Gallagher and Byrne (2013),
producing greater error along the axis of movement than off
the axis, the off-axis error being scaled to .75 of the on-axis.
However, because here the units are keys rather than pixels as
in May’s study, and ACT-R assumes most keys are the same
width, the width term in May’s equation is simplified to 1.

Hold-Key. Because typing non-alphanumeric characters
typically involves holding a shift key while striking another
key, and standard ACT-R provides no way to hold any such
modifier key, it was necessary to invent such a method. Our
errorful typing extension provides two motor module request
extensions (see “extend-manual-requests” on page 325 of the
ACT-R Reference Manual, Bothell, 2014) to enable the
holding and releasing of modifier keys such as shift.

The new hold-key motor module request acts like press-
key, translating the requested key to be held into a peck
movement (Bothell, 2014, pp. 315-316) with the appropriate
features. Once the hold-key motor movement is executed,
ACT-R will have a state indicating that the appropriate key is
being held. This state in turn causes ACT-R to now output a
different character for the same press-key requests that follow
for the given keys. The model can request the release-key
function to release the given modifier key and end the
modifier key state.

Nonalphanumeric Characters. With a shift key held,
ACT-R can now type non-alphanumeric ASCII characters
such as “*” and “?.” It can now also type capital letters as well

as lower-case letters, a critical feature for case-sensitive
passwords lacking in standard ACT-R.

DISCUSSION

As in other domains, computational cognitive modeling
can be a useful tool in the usable security research field, where
behavioral data from prior password studies can be
supplemented with predictive models of human performance.
Although the study that motivated our work was focused on
passwords for higher-security enterprise environments, our
work has implications beyond that restrictive environment. By
extending a widely used cognitive architecture to address
motor errors in a way it previously did not, we contribute to
the growing corpus of typing models (e.g., John, 1988; John,
1996; Das & Stuerzlinger, 2007; Gallagher, 2015; Gallagher &
Byrne, 2015; Greene & Tamborello, 2015), all of which act
together to test and expand the ACT-R theory.

Memory Errors

The kinds and frequencies of sequence memory errors
arise from the fundamental properties of that memory system.
Work on this problem from other domains (e.g. Anderson et al,
2004; Botvinick and Plaut, 2004) lend strong support to the
memory account we use here, associative spreading activation.

Motor Errors

Motor errors are their own important contributor to
password entry error, as the shifting errors in Stanton and
Greene’s (2014) study so strikingly exemplify. Moreover, as
mobile touchscreen computers continue to gain importance it
will become necessary to understand the mechanics of motor
errors involved with that interface and how they contribute to
password entry errors.
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Abstract. Zero-day attacks continue to challenge the enterprise net-
work security defense. A zero-day attack path is formed when a multi-
step attack contains one or more zero-day exploits. Detecting zero-day
attack paths in time could enable early disclosure of zero-day threats.
In this paper, we propose a probabilistic approach to identify zero-day
attack paths and implement a prototype system named PrObA. A Sys-
tem Object Instance Dependency Graph (SOIDG) is first built from sys-
tem calls to capture the intrusion propagation. To further reveal the
zero-day attack paths hiding in the SOIDG, our system constructs an
SOIDG-based Bayesian network. By leveraging intrusion evidence, the
Bayesian network can quantitatively compute the probabilities of object
instances being infected. The object instances with high infection proba-
bilities reveal themselves and form the candidate zero-day attack paths.
The experiment results show that our system can successfully identify
zero-day attack paths and the paths are of manageable size.

1 Introduction

Defending against zero-day attacks is one of the most fundamentally challenging
problems yet to be solved. Zero-day attacks are usually enabled by unknown
vulnerabilities. The information asymmetry between what the attacker knows
and what the defender knows makes zero-day exploits extremely difficult to
detect. Signature-based detection assumes that a signature is already extracted
from detected exploits. Anomaly detection [1-3] may detect zero-day exploits,
but this solution has to cope with high false positive rates.

Recently, one noticeable research progress is based on a key observation that
in many cases identifying zero-day attack paths is substantially more feasible
than identifying individual zero-day exploits. A zero-day attack path is a multi-
step attack path which includes one or more zero-day exploits. When not every
exploit in a zero-day attack path is zero-day, part of the path can already be
detected by commodity signature-based IDS. That is, the defender can leverage
one weakness of the attacker: in many cases he is unable to let an attack path
be completely composed of zero-day exploits.

Both alert correlation [4,5] and attack graphs [6-9] are limited in identifying
zero-day attack paths. They both can identify the non-zero-day segments (i.e.,
“islands”) of a zero-day attack path; however, none of them can automatically
bridge these islands into a meaningful path, especially when different segments
may belong to totally irrelevant attack paths.
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To address these limitations, Dai et al. proposed to use (data and control)
dependencies between OS-level objects (e.g., files, processes, sockets) to bridge
the non-zero-day islands so that the zero-day segments can be revealed [10].
Nevertheless, this approach has a main limitation, namely the explosion in the
number and size of zero-day attack path candidates. The forward and backward
tracking from intrusion detection points can result in a large number of candidate
paths, especially when lots of intrusion detection points are available. In addition,
a candidate path can be too big because it preserves every tracking-reachable
object. With the large number and size, discerning from the candidates and
verifying the real zero-day attack paths becomes unpractical. As a consequence,
in many cases this approach may generate a big “haystack” for the defender to
find a “needle” in it.

In this paper, we propose a probabilistic zero-day attack path identification
approach to address the explosion problem. The goal is to make the “haystack”
orders of magnitude smaller. Our approach is to 1) establish a System Object In-
stance Dependency Graph (SOIDG) to capture the intrusion propagation, where
an instance of an object is a “version” of the object with a specific timestamp; 2)
build a Bayesian network (BN) based on the SOIDG to leverage the intrusion ev-
idence collected from various information sources. Intrusion evidence can be the
abnormal system and network activities that are noticed by human admins or
security sensors such as Intrusion Detection Systems (IDSs). With the evidence,
the SOIDG-based BN can quantitatively compute the probabilities of object in-
stances being infected. Connected through dependency relations, the instances
with high infection probabilities form a path, which can be viewed as a candi-
date zero-day attack path. As a result, the SOIDG-based BN can significantly
narrow down the set of suspicious objects and make the manual verification of
the zero-day attack paths feasible.

This approach is proposed based on the following insights: 1) A BN is able
to capture cause-and-effect relations, and thus can be used to model the infec-
tion propagation among instances of different system objects: the cause is an
already infected instance of one object, while the effect is its infection to an
innocent instance of another object. We name this cause-and-effect relation as a
type of infection causality, which is formed due to the interaction between the
two objects in a system call operation. 2) An SOIDG can reflect the infection
propagation process by capturing the dependencies among instances of different
system objects. 3) Based on above insights, a BN can be constructed on top of
the SOIDG because they couple well with each other: the dependencies among
instances of different system objects can be directly interpreted into infection
causalities in the BN. The BN’s graphical nature makes it fit well with SOIDG.

We made the following contributions.

— To the best of our knowledge, this work is the first probabilistic approach
towards zero-day attack path identification.

— We proposed constructing Bayesian network at the low system object level
by introducing System Object Instance Dependency Graph.

— We have designed and implemented a system prototype named PrObA, which
can successfully identify the zero-day attack paths.
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tl: process A reads file 1
t2: process A creates process B
t3: process A creates process C 6
t4: process B writes file 2 [ processB | [ process C |
t5: process C writes file 1 t4
t6: process B reads file 3 @
(a) simplified system call log in time-order (b) SODG

Fig.1: An SODG generated by parsing an example set of simplified system call log.
The label on each edge shows the time associated with the corresponding system call.

2 Motivation and Approach Overview

2.1 System Object Dependency Graph

This paper classifies OS-level entities in UNIX-like systems into three types of
objects: processes, files and sockets. The operating system performs a set of
operations towards these objects via system calls such as read, write, etc. For
instance, a process can read from a file as input, and then write to a socket.
Such interactions among system objects enable intrusions to propagate from one
object to another. Generally an intrusion starts with one or several seed objects
that are created directly or indirectly by attackers. The intrusion seeds can
be processes such as compromised service programs, or files such as viruses, or
corrupted data, etc. As the intrusion seeds interact with other system objects via
system call operations, the innocent objects can get infected. We call this process
as infection propagation. Therefore the intrusion will propagate throughout the
system, or even propagate to the network through socket communications.

To capture the intrusion propagation, previous work [10,16,17] has explored
constructing System Object Dependency Graphs (SODGs) by parsing system
call traces. Each system call is interpreted into three parts: a source object,
a sink object, and a dependency relation between them. The objects and the
dependencies respectively become nodes and directed edges in SODGs. For ex-
ample, a process reading a file in the system call read indicates that the process
(sink) depends on the file (source). The dependency is denoted as file— process.
Similar rules (Table 5 in Appendix) as used in previous work [10,16,17] can
be adopted to generate dependencies from system calls. Fig. 1b is an example
SODG generated by parsing the simplified system call log shown in Fig. la.

2.2 Why use Bayesian Network?

The SODG can be used directly to identify the candidate zero-day attack paths
through forward and backward tracking from intrusion detection points. How-
ever, such tracking will result in an explosion in the number and size of zero-day
attack path candidates. The explosion is two-fold. First, in addition to real zero-
day attack paths, the number of false positive path candidates is proportional
to the number of false alerts. Second, an individual candidate path may con-
tain too many objects for security analysts to comprehend, because it preserves
every tracking-reachable object. Therefore, discerning from the candidates and
verifying the real paths becomes difficult.
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CPT at node p2

p1=T|p1=F
p2=T| 0.9 | 0.01
p2=F| 0.1 | 0.99

Fig.2: An example Bayesian network.

A Bayesian network can effectively deal with the explosion problem. The key
reason is that a BN can quantitatively compute the probabilities of objects being
infected through incorporating intrusion evidence from a variety of information
sources. By only focusing on the objects with high infection probabilities, the set
of suspicious objects can be significantly narrowed down. The candidate zero-
day attack paths formed by the high-probability objects through dependency
relations can be of manageable size.

The BN is a probabilistic graphical model that represents the cause-and-
effect relations. It is formally defined as a Directed Acyclic Graph (DAG) that
contains a set of nodes and directed edges, where a node denotes a variable of
interest, and an edge denotes the causality relations between two nodes. The
strength of such causality relation is indicated using a conditional probability
table (CPT). Fig. 2 shows an example BN and the CPT tables associated with
p2. Given p; is true, the probability of ps being true is 0.9, which can be rep-
resented with P(ps = T|p; = T) = 0.9. Similarly, the probability of psy can be
determined by the states of ps and ps according to a CPT table at py. BN is able
to incorporate the collected evidence by updating the posterior probabilities of
interested variables. For example, after evidence po = T' is observed, it can be
incorporated by computing probability P(py = T'|ps = T).

2.3 Problems of Constructing Bayesian Network based on SODG

SODG has the potential to serve as the base of BN construction. For one thing,
BN has the capability of capturing cause-and-effect relations in infection propa-
gation. For another thing, SODG reflects the dependency relations among system
objects. Such dependencies imply and can be leveraged to construct the infection
causalities in BN. For example, the dependency process A—file 1 in an SODG
can be interpreted into an infection causality relation in BN: file 1 is likely to
be infected if process A is already infected. In such a way, an SODG-based BN
can be constructed by directly taking the structure topology of SODG.
However, several drawbacks of the SODG prevent it from being the base of
BN. First, an SODG without time labels cannot reflect the correct information
flow according to the time order of system call operations. This is a problem
because the time labels cannot be preserved when constructing BNs based on
SODGs. Lack of time information will cause incorrect causality inference in the
SODG-based BNs. For example, without the time labels, the dependencies in
Fig. 1b indicates infection causality relations existing among file 3, process B
and file 2, meaning that if file 3 is infected, process B and file 2 are likely to
be infected by file 3. Nevertheless, the time information shows that the system
call operation “process B reads file 3” happens at time t6, which is after the
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operation “process B writes file 2” at time t4. This implies that the status of file
& has no direct influence on the status of file 2.

Second, the SODG contains cycles among nodes. For instance, file 1, process
A and process C in Fig. 1b form a cycle. By directly adopting the topology of
SODG, the SODG-based BN inevitably inherits cycles from SODG. However,
the BN is an acyclic probabilistic graphical model that does not allow any cycles.

Third, a node in an SODG can end up with having too many parent nodes,
which will render the CPT assignment difficult and even impractical in the
SODG-based BN. For example, if process B in Fig. 1b continuously reads hun-
dreds of files (which is normal in a practical operating system), it will get hun-
dreds of file nodes as its parents. In the corresponding SODG-based BN, if each
file node has two possible states that are “infected” and “uninfected”, and the
total number of parent file nodes are denoted as n, then the CPT table at pro-
cess B has to assign 2" numbers in order to specify the infection causality of the
parent file nodes to process B. This is impractical when n is very large.

To address the above problems, we propose a new type of dependency graph,
System Object Instance Dependency Graph, which is a mutation of SODG.

2.4 System Object Instance Dependency Graph

In SOIDG, each node is not an object, but an instance of the object with a
certain timestamp. Different instances are different “versions” of the same object
at different time points, and can thus have different infection status.

Definition 1. System Object Instance Dependency Graph (SOIDG)

If the system call trace in a time window T [tpegin, tend) is denoted as Xp and
the set of system objects (mainly processes, files or sockets) involved in X7 is
denoted as O, then the SOIDG is a directed graph Gr(V, E), where:

— V is the set of nodes, and initialized to empty set &;

— FE is the set of directed edges, and initialized to empty set &;

— If a system call syscall € X1 is parsed into two system object instances
sre;, sink;, 4,7 > 1, and a dependency relation dep.: src¢;—sink; (according
to dependency rules in Table 5), where src; is the i** instance of system
object src € Or, and sink; is the 4" instance of system object sink € Or,
then V.=V U {sr¢;, sink;}, E = E U {dep.}. The timestamps for syscall,
dep., src;, and sink; are respectively denoted as t_syscall, t_dep.,t_src;, and
t_sink;. The t_dep. inherits t_syscall from syscall. The indexes i and j are
determined before adding src; and sink; into V' by:

o For V srey,, sink, € V, m,n > 1, if 4,4, and je,. are respectively the
maximum indexes of instances for object src and sink, and;

o Ifdsre, € V, k > 1, then i = i,4,, and t_src; stays the same; Otherwise,
i =1, and t_src; is updated to t_syscall;

o If 3 sink, € V, z > 1, then j = jnaz+1; Otherwise, j = 1. In both
cases t_sink; is updated to t_syscall; If j > 2, then E = E U {dep:
sink;j_1—sink;}.

— If a—b € F and b—c € F, then c transitively depends on a.
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file 1 instance 1

process A instance 1
2 3 15

[process B instance 1][process C instance 1]

6 t4 t5

file 2 instance 1

Fig.3: An SOIDG generated by parsing the same set of simplified system call log as
in Fig. la. The label on each edge shows the time associated with the corresponding
system call operation. The dotted rectangle and ellipse are new instances of already
existed objects. The solid edges and the dotted edges respectively denote the contact
dependencies and the state transition dependencies.

According to Definition 1, for src object, a new instance is created only when
no instances of src exist in the SOIDG. For sink object, however, a new instance
is created whenever a src—sink dependency appears. The underlying insight is
that the status of the src object will not be altered by the src—sink, while the
status of sink will be influenced. Hence a new instance for an object should be
created when the object has the possibility of being affected. A dependency dep.
is added between the most recent instance of src and the newly created instance
of sink. We name dep. as contact dependency because it is generated by the
contact between two different objects through a system call operation.

In addition, when a new instance is created for an object, a new dependency
relation deps is also added between the most recent instance of the object and
the new instance. This is necessary and reasonable because the status of the new
instance can be influenced by the status of the most recent instance. We name
deps as state transition dependency because it is caused by the state transition
between different instances of the same system object.

The SOIDG can well tackle the problems existing in the SODG for con-
structing BNs. It can be illustrated using Fig. 3, an SOIDG created for the
same simplified system call log as in Fig. 1a. First, the SOIDG is able to reflect
correct information flows by implying time information through creating object
instances. For example, instead of parsing the system call at time t6 directly
into file 3—process B, Fig. 3 parsed it into file & instance 1—process B instance
2. Comparing to Fig. 1b in which file 3 has indirect infection causality on file
2 through process B, the SOIDG in Fig. 3 indicates that file & can only infect
instance 2 of process B but no previous instances. Hence in this graph file 3
does not have infection causality on file 2.

Second, SOIDGs can break the cycles contained in SODGs. Again, in Fig. 3,
the system call at time t5 is parsed into process C instance 1—file 1 instance 2,
rather than process C—file 1 as in Fig. 1b. Therefore, instead of pointing back
to file 1, the edge from process C is directed to a new instance of file 1. As a
result, the cycle formed by file 1, process A and process C' is broken.

Third, the mechanism of creating new sink instances for a relation src—sink
prevents the nodes in SOIDGs from getting too many parents. For example,
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CPT at node sink;q1

sink;j=Infected sink;=Uninfected
src;=Infected |src; =Uninfected |src; =Infected |src; =Uninfected

sink;1=Infected 1 1 T P
sink;1=Uninfected 0 0 1—-7 1—p

Fig.4: The infection propagation models.

process B instance 2 in Fig. 3 has two parents: process B instance 1 and file
8 instance 1. If process B appears again as the sink object in later src—sink
dependencies, new instances of process B will be created instead of directly
adding src as the parent to process B instance 2. Therefore, a node in the SOIDG
only has 2 parents at most: one is the previous instance for the same object; the
other one is an instance for a different object that the node depends on.

3 SOIDG-based Bayesian Networks

To build a BN based on an SOIDG and compute probabilities for interested
variables, two steps are required. First, the CPT tables have to be specified
for each node via constructing proper infection propagation models. Second,
evidence from different information sources has to be incorporated into BN for
subsequent probability inference.

3.1 The Infection Propagation Models

In SOIDG-based BNs, each object instance has two possible states, “infected”
and “uninfected”. The strength of the infection causalities among the instances
has to be specified in corresponding CPT tables. Our infection propagation mod-
els in this paper deal with two types of infection causalities, contact infection
causalities and state transition infection causalities, which correspond to the
contact dependencies and state transition dependencies in SOIDGs.

Contact Infection Causality Model. This model captures the infection
propagation between instances of two different objects. Fig. 4 shows a portion
of BN constructed when a dependency src—sink occurs and the CPT table
associated with sink;;1. When sink; is uninfected, the probability of sink;
being infected depends on the infection status of src;, a contact infection rate T
and an intrinsic infection rate p, 0 < 7,p < 1.

The intrinsic infection rate p decides how likely sink;, 1 gets infected given
src; is uninfected. In this case, since sre; is not the infection source of sink;,1, if
sink;y1 is infected, it should be caused by other factors. So p can be determined
by the prior probabilities of an object being infected, which is usually a very
small constant number.

The contact infection rate 7 determines how likely sink;y; gets infected
when src; is infected. The value of 7 determines to which extent the infection
can be propagated within the range of an SOIDG. In an extreme case where
7 =1, all the object instances will get contaminated as long as they have contact
with the infected objects. In another extreme case where 7 = 0, the infection
will be confined inside the infected object and does not propagate to any other
contacting object instances. Our system allows security experts to tune the value
of 7 based on their knowledge and experience.
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=+ The rest of BN CPT at node Observation
. -3.-3. Actual=Infected | Actual=Uninfected
Cod Cpel Observation=True 0.9
Actual State of an Instance Observation=False /0.85
v v
False negative rate False positive rate

Fig. 5: Local observation model.

Since a large number of system call traces with ground truths are often
unavailable, it is very unlikely to learn the parameters of 7 and p using statistical
techniques. Hence, currently these parameters have to be assigned by security
experts. We will evaluate the impact of 7 and p in Section 6.2.

State Transition Infection Causality Model. This model captures the
infection propagation between instances of the same objects. We follow one rule
to model this type of causalities: an object will never return to the state of
“uninfected” from the state of “infected”*. That is, once an instance of an object
gets infected, all future instances of this object will remain the infected state,
regardless of the infection status of other contacting object instances. This rule
is enforced in the CPT tables as exemplified in Fig. 4. If sink; is infected, the
infection probability of sink; ;1 keeps to be 1, no matter whether src; is infected
or not. If sink; is uninfected, the infection probability of sink;;, is decided by
the infection status of sre¢; according to the contact infection causality model.

3.2 Evidence Incorporation

BN is able to incorporate security alerts from a variety of information sources as
the evidence of attack occurrence. Numerous ways have been developed to cap-
ture intrusion symptoms, which can be caused by attacks exploiting both known
vulnerabilities and zero-day vulnerabilities. A tool Wireshark [12] can notice a
back telnet connection that is instructed to open; an IDS such as Snort [13]
may recognize a malicious packet; a packet analyzer tcpdump [14] can capture
suspicious network traffic, etc. In addition, human security admins can also man-
ually check the system or network logs to discover other abnormal activities that
cannot be captured by security sensors. As more evidence is fed into BN, the
identified zero-day attack paths get closer to real facts.

In this paper, we adopt two ways to incorporate evidence. First, add evidence
directly on a node by providing the infection state of the instance. If human se-
curity experts have scrutinized an object and proven that an object is infected at
a specific time, they can feed the evidence to the SOIDG-based BN by directly
changing the infection status of the corresponding instance into infected. Sec-
ond, leverage the local observation model (LOM) [22] to model the uncertainty
towards observations. Human security admins or security sensors may notice
suspicious activities that imply attack occurrence. Nonetheless, these observa-
tions often suffer from false rates. As shown in Fig. 5, an observation node can
be added as the direct child node to an object instance. The implicit causality

4 This rule is formulated based on the assumptions that no intrusion recovery opera-
tions are performed and attackers only conduct malicious activities.
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Fig. 6: System design.

relation is that the actual state of the instance can likely affect the observation to
be made. If the observation comes from security alerts, the CPT inherently indi-
cates the false rates of the security sensors. For example, P(Observation = True
| Actual = Uninfected) shows the false positive rate and P(Observation = False
| Actual = Infected) indicates the false negative rate.

4 System Design

Fig. 6 shows the overall system design, which includes 7 components.

System call auditing and filtering. System call auditing is performed against
all running processes and should preserve sufficient OS-aware information. Sub-
sequent system call reconstruction can thus accurately identify the processes and
files by their process IDs or file descriptors. The filtering process basically prunes
system calls that involve redundant and very likely innocent objects, such as the
dynamic linked library files or some dummy objects. We conduct system call
auditing at run time towards each host in the enterprise network.

System call parsing and dependency extraction. The collected system call
traces are then sent to a central machine for off-line analysis, where the depen-
dency relations between system objects are extracted according to Table 5.

Graph generation. The extracted dependencies are then analyzed line by line
for graph generation. The generated graph can be either host-wide or network-
wide, depending on the analysis scope. A network-wide SOIDG can be con-
structed by concatenating individual host-wide SOIDGs through instances of
the communicating sockets. Algorithm 1 is the basis algorithm for SOIDG gen-
eration, which is designed according to the logic in Definition 1.

BN construction. The BN is constructed by taking the topology of an SOIDG.
The instances and dependencies in an SOIDG become nodes and edges in BN.
Basically the nodes and the associated CPT tables are specified in a .net file,
which is one file type that can carry the SOIDG-based BN.

Evidence incorporation and probability inference. Evidence is incorporated by
either providing the infection state of the object instance directly, or constructing
an local observation model (LOM) for the instance. After probability inference,
each node in the SOIDG receives a probability.

Candidate Zero-day Attack Paths Identification. To reveal the candidate zero-
day attack paths from the mess of SOIDG, the nodes with high probabilities
are to be preserved, while the link between them should not be broken. We
implemented Algorithm 2 on the basis of depth-first search (DFS) algorithm [24]
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to tag each node in the SOIDG as either possessing high probability itself, or
having both an ancestor and a descendant with high probabilities. The tagged
nodes are the ones that actually propagate the infection through the network,
and thus should be preserved in the final graph. Our system allows a probability
threshold to be tuned for recognizing high-probability nodes. For example, if the
threshold is set at 80%, only instances that have the infection probabilities of
80% or higher will be recognized as the high-probability nodes.

5 Implementation

The whole system includes online system call auditing and off-line data analysis.
For system call auditing, we share with Patrol [10] the same component that
is implemented with a loadable kernel module. For the off-line data analysis,
our prototype is implemented with approximately 2915 lines of gawk code that
constructs a .net file for the SOIDG-based BN and a dot-compatible file for
visualizing the candidate zero-day attack paths in Graphviz [25], and 145 lines
of Java code for probability inference, leveraging the API provided by the BN
tool Samlam [23].

An SOIDG can be too large due to the introduction of instances. Therefore,
in addition to system call filtering, we also develop several ways to prune that
SOIDGs while not impede reflecting the major infection propagation process.

One helpful way is to ignore the repeated dependencies. It is common that
the same dependency may happen between two system objects for a number of
times, even through different system call operations. For example, process A may
write file 1 for several times. In such cases, each time the write operation occurs,
a new instance of file 1 is created and a new dependency is added between the
most recent instance of process A and the new instance of file 1. If the status of
process A is not affected by any other system objects during this time period,
the infection status of file 1 will not change neither. Hence the new instances of
file 1 and the related new dependencies become redundant information in under-
standing the infection propagation. Therefore, a repeated src—sink dependency
can be ignored if the src object is not influenced by other objects since the last
time that the same src—sink dependency appeared.

Another way to simplify an SOIDG is to ignore the root instances whose
original objects have never appear as the sink object in a src—sink dependency
during the time period of being analyzed. For instance, file 3 in Fig. 3 only
appears as the src object in the dependencies parsed from the system call log
in Fig. 1a, so file 3 instance 1 can be ignored in the simplified SOIDG. Such
instances are not influenced by other objects in the specified time window, and
thus are not manipulated by attackers, neither. Hence ignoring these root in-
stances does not break any routes of intrusion sequence and will not hinder the
understanding of infection propagation. This method is helpful for situations
such as a process reading a large number of configuration or header files.

A third way to prune an SOIDG is to ignore some repeated mutual depen-
dencies, in which two objects will keep affecting each other through creating
new instances. One situation is that a process can frequently send and receive

Jun, Dai; Liu, Peng; Singhal, Anoop; Sun, Xiaoyan; Yen, John.
”Towards Probabilistic Identification of Zero-day Attack Paths.”
Paper presented at 2016 IEEE Conference on Communications and Network Security (CNS), Philadelphia, PA, United States. October 17, 2016
- October 19, 2016.

SP-15



PrObA 11

Attacker SSH Server Database Server Workstation 1 Workstation 2

Bruteforce key guessing

DMZ Firewall Intranet Firewall
Internet m

ﬂ

Other users in wild Web Server Email Server NFS Server Workstation 3 Workstation 4

Fig. 7: Attack scenario.

messages from a socket. For example, in one of our experiments, 107 new in-
stances are created respectively for the process (pid:6706, pcmd:sshd) and the
socket (ip:192.168.101.5, port: 22) due to their interaction. Since no other ob-
jects are involved during this procedure, the infection status of these two objects
will keep the same through all the new instances. Thus a simplified SOIDG can
preserve the very first and last dependencies while neglect the middle ones. An-
other situation is that a process can frequently take input from a file and then
write the output to it again after some operations. The middle repeated mutual
dependencies could also be ignored in a similar way.

6 Experiments

6.1 Attack Scenario

We built a test-bed network and launched a three-step attack towards it. Fig. 7
illustrates the attack scenario, which is similar to the one in [10]. Step 1, the
attacker exploits vulnerability CVE-2008-0166 to gain root privilege on SSH
Server through a brute-force key guessing attack. Step 2, since the export table
on NFS Server is not set up appropriately, the attacker can upload a malicious
executable file to a public directory on NFS. The malicious file contains a Trojan-
horse that can exploit CVE-2009-2692. The public directory is shared among all
the hosts in the test-bed network. Step 3, once the malicious file is mounted and
installed on the Workstation 3, the attacker is able to execute arbitrary code on
Workstation 3. To capture the intrusion evidence for subsequent BN probability
inference, we deployed security sensors in the test-bed, such as firewalls, Snort,
Tripwire, Wireshark, Ntop [26] and Nessus. For sensors that need configuration,
we tailored their rules or policy files to match our hosts.

Since zero-day exploits are not readily available, we emulate zero-day vul-
nerabilities with known vulnerabilities. For example, we treat CVE-2009-2692
as a zero-day vulnerability by assuming the current time is Dec 31, 2008. In
addition, the configuration error on NF'S is also viewed as a special type of un-
known vulnerability because it is ruled out by vulnerability scanners like Nessus.
The strategy of emulation also brings another benefit. The information for these
“known zero-day” vulnerabilities can be available to verify the correctness of our
experiment results.
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Fig.8: The zero-day attack path in the form of SOIDG.

6.2 Experiment Results

While conducting the three-step attack, we simultaneously log the system calls
on each host and collect the security alerts. After analyzing a total number of
143120 system calls generated by three hosts, an SOIDG-based BN with 1853
nodes and 2249 edges is constructed. The evidence as in Table 1 is collected and
fed into BN.

Correctness. Given the evidence, Fig. 8 illustrates the identified candidate
zero-day attack paths in the form of an SOIDG, with the contact infection rate
7 as 0.9, the intrinsic infection rate p as 0.001, and the probability threshold
of recognizing high-probability nodes as 80%. The processes, files, and sockets
are denoted with rectangles, ellipses, and diamonds respectively. We mark the
evidence with red color and the nodes that are verified to be malicious with
grey color. Therefore, Fig. 8 shows that our approach can successfully reveal
the actual zero-day attack path. It is worth noting that although no evidence
is provided on NFS Server, but the identified attack path can still demonstrate
how NF'S Server contributes to the overall intrusion propagation: the file work-
station_attack.tar.gz is uploaded from SSH Server to the /exports directory on
NFS Server, and then downloaded to /mnt on Workstation 3. More importantly,
the identified path can expose key objects that are related to the exploits of zero-
day vulnerabilities. For example, the identified system objects on NFS Server can
alert system admins for possible configuration errors because SSH Server should
not have the privilege of writing to the /ezports directory. As another example,
the object PAGEQ: memory(0-4096) on Workstation is also exposed as highly
suspicious on the identified attack path. Page-zero is actually what triggers the
null pointer dereference and enables attackers gain privilege on Workstation 3.
Therefore, exposing the page-zero object can help system admins to further di-
agnose how the intrusion happens and propagates.

An additional merit of our approach is that the SOIDG-based BN can clearly
show the state transitions of an object using instances. By matching the in-
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SSH Server

Server

‘Workstation

Fig.9: The zero-day attack path in the form of SODG.

stances and dependencies back to the system call traces, it can even find out the
exact system call that causes the state-changing of the object. For example, the
node x2086.4:(6763:6719:tar) in Fig. 8 represents the fourth instance of process
(pid:6763, pcmd:tar). Previous instances of the process are considered as inno-
cent because of their low infection probabilities. The process becomes highly sus-
picious only after a dependency occurs between node x2082.2:(/home/user/test-
bed /workstation_attack.tar.gz:1884576) and node £2086.4. Matching the depen-
dency back to the system call traces reveals that the state change of the pro-
cess is caused by “syscall:read, start:827189, end:827230, pid:6763, ppid:6719,
pemd:tar, ftype:REG, pathname:/home/user/test-bed /workstation_attack.tar.gz,
inode:1384576” , a system call indicating that the process reads a suspicious file.

Table 1: The Collected Evidence
1D Host Evidence
E1| SSH Server |Snort messages “potential SSH brute force attack”
E2|Workstation|Tripwire reports “/virus is added”
E3|Workstation | Tripwire reports “/etc/passwd is modified”
E4|Workstation | Tripwire reports “/etc/shadow is modified”

Size of Candidate Zero-day Attack Paths. If all the instances belonging
to the same object are merged into one node, we will generate a zero-day attack
path in the form of SODG as shown in Fig. 9. This path contains only objects
and can be used for verification when details regarding instances are not needed.
The main candidate path identified by Patrol contains 175 objects, while the
path by our system is composed of only 77 objects, and thus can be verified
with ease. Considering that the total number of objects involved in original
SOIDG is only 913, the 56% reduction of path size is substantial. Our further
investigation shows that when the time period of being analyzed is longer, our
system can generate candidate paths much smaller than Patrol without hurting
the correctness of the paths.

Influence of Evidence. We choose a number of nodes in Fig. 8 as the
representative interested instances. Table 2 shows how the infection probabilities
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of these instances change after each piece of evidence is fed into BN. We assume
the evidence is observed in the order of attack sequence. The results show that
when no evidence is available, the infection probabilities for all nodes are very
low. When E1 is added, only a few instances on SSH Server receive probabilities
higher than 60%. After E2 is observed, the infection probabilities for instances
on Workstation 3 increase, but still not much. As E8 and E4 arrive, 5 of the 9
representative instances on all three hosts become highly suspicious. Therefore,
the evidence makes the instances on the actual attack paths emerge gradually
from the “sea” of instances in the SOIDG. However, it is also possible that the
arrival of some evidence may decrease the probabilities of certain instances, so
that these instances will get removed from the final path. In a word, as more
evidence is collected, the revealed zero-day attack paths become closer to the
actual fact.

Table 2: The Influence of Evidence

SSH Server NFS Server Workstation
x4.1  x10.1 x253.3|x1007.1 x1017.1|x2006.2 x2083.1 x2108.1 x2311.32
No Evi. | 0.56% 0.51% 0.57% | 0.51% 0.54% | 0.54% 0.51% 0.51% 1.21%
E1l 63.76% 57.38% 79.13%| 57.38% 46.54% |41.92% 37.75% 24.89% 26.93%
E2 63.76% 57.38% 79.13%|57.38% 46.94% | 42.58% 38.34% 27.04% 30.09%
E3 86.82% 78.14% 80.76%| 84.50% 75.63% |81.26% 79.56% 75.56% 81.55%
E4 86.84% 78.16% 80.77%|84.53% 75.65% | 81.3% 79.59% 75.60% 81.66%

Evidence

Influence of False Alerts. We assume that £/ is a false alarm generated by
Tripwire and evaluate its influence to the BN output. Table 3 shows that when
only one piece of evidence exists, the observation of Ej will at least greatly
influence the probabilities of some instances on Workstation 3. However, when
other evidence is fed into BN, the influence of F4 decreases. For instance, given
just E1, the infection probability of £2006.2 is 97.78% when E/ is true, but
should be 29.96% if Ej is a false alert. Nonetheless, if all other evidence is
already input into BN, the infection probability of £2006.2 only changes from
81.13% to 81.3% if E4 becomes a false alert. Therefore, the impact of false alerts
can be reduced substantially if sufficient evidence is collected.

Table 3: The Influence of False Alerts
Evidence x4.1 x10.1 x253.3 x1007.1 x1017.1 x2006.2 x2083.1 x2108.1 x2311.32

Only g1 | PA=True [08.46% 88.62% 81.59% 98.20% 88.30% 97.78% 97.67% 90.23% 94.44%
E4=False|56.33% 50.70% 78.60% 48.65% 37.60% 29.96% 24.92% 10.89% 12.48%

Al Evidonce| E4=True [86.84% 78.16% 80.77% 84.53% 75.65% 81.3% 19.59% 75.60% 81.66%
E4=False|86.74% 78.06% 80.76% 84.41% 75.54% 81.13% 79.42% 75.39% 81.38%

Sensitivity Analysis and Influence of 7 and p. We also performed sen-
sitivity analysis and evaluated the impact of the contact infection rate 7 and the
intrinsic infection rate p by tuning these numbers. p is usually set at a very low
value, so our experiment results are not very sensitive to the value of p. Since
7 decides how likely sink; get infected given src; is infected in a src;—sink;
dependency, the value of 7 will definitely influence the probabilities produced
by BN. If a node is marked as infected, other nodes that are directly or indi-
rectly connected to this node should expect higher infection probabilities when

Jun, Dai; Liu, Peng; Singhal, Anoop; Sun, Xiaoyan; Yen, John.
”Towards Probabilistic Identification of Zero-day Attack Paths.”

Paper presented at 2016 IEEE Conference on Communications and Network Security (CNS), Philadelphia, PA, United States. October 17, 2016

- October 19, 2016.

SP-19



PrObA 15

7 is bigger. Our experiments show that adjusting 7 within a small range (e.g.
changing from 0.9 to 0.8) does not influence the output probabilities much, but
a major adjustment of 7 (e.g. changing it from 0.9 to 0.5) can largely affect the
probabilities. However, we still argue that although 7 influences the produced
infection probabilities, it will not greatly affect the identification of zero-day
attack paths. Our rationale is that the probability threshold of recognizing high-
probability nodes for zero-day attack paths can be adjusted according to the
value of 7. For example, when 7 is a small number such as 50%, even nodes that
have low infection probabilities of around 40% to 60% should be considered as
highly suspicious because it is hard for an instance to get infected with such a
low contact infection rate.

Complexity. One concern of adopting SOIDG is that it can become too
large due to introduction of instances. However, the techniques of pruning the
SOIDG can significantly reduce the number of instances. Table 4 summarizes the
total number of instances in SOIDGs for each host before and after the pruning.
It shows that the number of instances can be reduced to an acceptable value.

The experiment results also show that the off-line data analysis is very effi-
cient. Considering that our system shares the system call logging component with
Patrol, we will not repeat the evaluation of its run-time performance overhead.
We only evaluate time cost for the off-line data analysis, which includes the time
for SOIDG-based BN generation, probability inference and zero-day attack path
identification. The time cost for probability inference depends on the algorithm
employed in Samlam. The time complexity can be O(|V|?) for both SOIDG-
based BN generation and zero-day attack path identification, because the DFS
algorithm is applied towards every node in the SOIDG. For our experiments, Ta-
ble 4 already shows the time required for constructing the SOIDG-based BN for
each host, so the total time of BN construction comes to around 27 seconds. For
a BN with approximately 1854 nodes, assuming that the evidence is already fed
into BN and the algorithm used is recursive conditioning, the average time cost
is 1.57 seconds for BN compilation and probability inference, and 59 seconds for
zero-day attack path identification. Combining all the time required together,
the average data analysis speed is 280 KB/s, which is reasonable comparing to
the system call generation speed of around 1.03 KB/s [10]. The average memory
used for compiling a BN with approximately 1854 nodes is 4.32 Mb.

Table 4: The Impact of Pruning the SOIDG

SSH Server NFS Server Workstation

before [ after before [ after before [ after
number of syscalls in raw data trace 82133 14944 46043
size of raw data trace (MB) 13.8 2.3 7.9
number of extracted object dependencies 10310 11535 17516
number of objects 349 20 544
number of instances(nodes) in SOIDG 10447 745 11544 39 17849 1069
number of dependencies(edges) in SOIDG| 20186 968 19863 37 34549 1244
number of contact dependencies 9888 372 8329 8 17033 508
number of state transition dependencies 10298 596 11534 29 17516 736
average time for graph generation(s) 14 11 6 5 13 11
.net file size(KB) 2000 123 2200 8 3600 180
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7 Related Work

The work that is most related to us is Patrol. Our work differs from Patrol in sev-
eral aspects. First, Patrol relies on “shadow indicators” to distinguish zero-day
attack paths from other candidate paths. However, investigating and crafting
shadow indicators requires human analysts’ or even the whole community’s ef-
forts. Instead, our approach solely relies on the collected intrusion evidence to
generate a zero-day attack path. Second, Patrol identifies the candidate zero-day
attack paths by tracking from a trigger point. If the trigger points are provided
by security sensors with high false rates, the identified paths can also suffer from
certain false rates. In constrast, our system does not perform any tracking, but
only relies on the computed probabilities. By taking various evidence in, the
SOIDG-based BN can cope with false rates to a large extent. Third, Patrol only
conducts qualitative analysis and treats every object on the identified paths as
having the same malicious status. Scrutinizing every object on the path to verify
its status is a daunting job, especially when the identified path is very big. Com-
pared to Patrol, the SOIDG-based BN quantifies the infection status of system
objects with probabilities. By only focusing on system objects with relatively
high probabilities, we can significantly reduce the set of suspicious objects, and
make the subsequent verification of zero-day attack paths practical.

Other related work includes system call dependency tracking and zero-day
attack identification. System call dependency tracking is first proposed in [16] to
help the understanding of intrusion sequence. It is then applied for alert corre-
lation in [4,5]. Instead of directly correlating these alerts, our system takes the
alerts as evidence and quantitatively compute the infection probabilities of sys-
tem objects. [27] conducts an empirical study to reveal the zero-day attacks by
identifying the executable files that are linked to exploits of known vulnerabili-
ties. A zero-day attack is identified if a malicious executable is found before the
corresponding vulnerability is disclosed. Attack graphs have been employed to
measure the security risks caused by zero-day attacks [19-21]. Nevertheless, the
metric simply counts the number of required unknown vulnerabilities for com-
promising an asset, rather than detects the actually occurred zero-day exploits.
Our system takes an approach that is quite different from the above work.

8 Limitation and Conclusion

The current system still has some limitations. For example, when some attack
activities evade the system calls (although difficult, but possible), or the attack
time span is much longer than the analyzed time period, the constructed SOIDG
may not reflect the complete zero-day attack paths. In such cases, our system
can only reveal partial of the paths.

This paper proposes to use Bayesian networks to identify the zero-day attack
paths. For this purpose, a System Object Instance Dependency Graph is built to
serve as the basis of Bayesian networks. By incorporating the intrusion evidence
and computing the probabilities of objects being infected, the implemented sys-
tem PrObA can successfully reveal the zero-day attack paths at run-time.
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Disclaimer

This paper is not subject to copyright in the United States. Commercial products
are identified in order to adequately specify certain procedures. In no case does
such identification imply recommendation or endorsement by the National Insti-
tute of Standards and Technology, nor does it imply that the identified products
are necessarily the best available for the purpose.
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Appendix

Table 5: System Call Dependency Rules

Dependency Events System calls

process—file a process creates or writes a file write, pwrite64, rename, mkdir, fchmod, chmod,
fchownat, etc.

file—process a process reads or executes a file |[stat64, read, pread64, execve, etc.

process—process |a process creates or kill a process |vfork, fork, kill, etc.

process—socket |a process writes a socket write, pwrite64, send, sendmsg, etc.

socket—process |a process reads a socket read, pread64,recv, recvmsg, etc.

socket—socket socket communication sendmsg, recvmsg, etc.
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Algorithm 1 Algorithm of SOIDG Generation

Require: set D of system object dependencies
Ensure: the SOIDG graph G(V, E)

1: for each dep: src—sink €D do

2 look up the most recent instance srcy of src, sink. of sink in V'
3 if sink.¢V then

4: create new instances sink;

5: V < V U {sinki}
6
7
8
9

if srcy¢V then
create new instances src;
V « V U/{srei}
: E «+ E U {srci—sink, }
10: else

11: E + E U {srcy—sink: }
12: end if

13: end if

14: if sink,€V then

15: create new instance sink,41
16: V « V U {sink.+1}

17: E + E U {sink.—sink.4+1}
18: if srcp¢V then

19: create new instances srcy
20: V « VU{sra}

21: E + E U {srci—sink.41}
22: else

23: E <+ E U {srcy—sink.+1}
24: end if

25: end if

26: end for
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Algorithm 2 Algorithm of Candidate Zero-day Attack Paths Identification

Require: the SOIDG graph G(V, E), a vertex v € V/
Ensure: the candidate zero-day attack path G.(V%, E.)

1:
2
3
4
5:
6.
7
8

9:

10:
11:
12:

13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:

29:
30:
31:
32:
33:
34:
35:
36:

function DFS(G, v, direction)
set v as visited
if direction = ancestor then
set next, as parent of v that next,—v € FE
set flag as has_high_probability_ancestor
else if direction = descendant then
set next, as child of v that v—next, € F
set flag as has_high_probability_descendant
end if
for all next, of v do
if next, is not labeled as visited then
if the probability for next, prob[next,]|> threshold or next, is marked
as flag then
set find_high_probability as True
else
DFS(G, next,, direction)
end if
end if
if find_high_probability is True then
mark v as flag
end if
end for
end function
for allv € E do
DFS(G,v,ancestor)
DFS(G,v,descendant)
end for
for all v € V do
if prob[v]> threshold or (v is marked as has_high_probability_ancestor and v
is marked as has_high_probability_descendant) then
V.~ V.Uwv
end if
end for
for all e : v—w € E do
if v € V., and w € V, then
E.+ E.Ue
end if
end for
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Abstract—Within the Edge computing umbrella, mobile cloud
computing is an emerging area where two trends come together to
compose its major pillars. On one hand, the virtualization
affecting the data centers hypervisors. On the other hand, device’s
mobility, especially Smart Phones, which proved to be the most
effective and convenient tools in human life. This emerging area is
then changing the game in terms of mobility of workspaces and the
interaction with the connected devices and sensors. This paper
provides a formal specification of the Mobile cloud component
using the n-calculus. The proposed model defines the mobile cloud
component, the virtual device representation, and interaction that
leads to application offloading and device composition. This paper
describe our contribution that enables the composition of virtual
devices from physical devices, sensors, and actuators available on
the network. Moreover, we present a model of application
offloading and virtual devices networking on mobile clouds. Our
architectural model is inspired from the Cloudlet based system. In
addition to the formal specifications and architecture this paper
presents a case studies showing the structural congruence between
a locally executed application and an offloaded version of that
same application.

Keywords— formal definition; migration; mobile; mobile cloud
computing; offloading; virtualization; virtual device representation,
fog, internet of things

I. INTRODUCTION

Mobile devices are increasingly having an essential usage in
human life as the most effective and convenient communication
tools. The unbounded time and place usage introduced by those
devices allows mobile users to accumulate a rich experience of
various services and applications. The execution of those
services is not limited to the mobile device itself, more and more
applications use nowadays remote servers via wireless networks
to interact with services. Architectures based on the n-tiers
computing have become a powerful trend in the development of
IT technology as well as in the commerce and industry fields on
mobile computing [1]. Such a systems can accept any (finite)
number of layers (or tiers). Where each tier like presentation,
application processing, and data management functions is
physically separated from the others.

However, mobile devices have considerable hardware
limitations. Mobile computing faces many challenges in
attempting to provide the various applications living on a single
device with limited resources such as battery, storage, and
bandwidth. Communication challenges like mobility and
security arise too. Those challenges motivate the delegation of
the resources-consuming application modules to remote servers
using the cloud service platforms. Google offers one of the major

solutions called AppEngine [2]. Such a solution is allowing
developers without previous understanding or knowledge of
cloud technology infrastructure to deploy services and use the
cloud. These platforms execute the deployed services and
expose them as a remote service. That enables delegation of
massive computation pieces of the mobile software to the cloud
infrastructure.

As one component of the Edge computing, current mobile
cloud architectures are based on cloud computing abstractions
(IaaS, PaaS and SaaS) [3] and adapt this concepts for a
deployement at the edge of the network. This architecture
addresses the virtualization and distribution of the deployed
services. However, the mobility aspect is not designed for the
nomadic usage of mobile devices. The lack of specific
formalism to address mobile virtualisation contribute to the
heterogeneity of the actual solutions. Indeed, the virtualisation
of devices and services is following the server architectures that
are not suitable for the mobile platforms. This is due to the
heterogeneity of the hardware architectures and the available
resources. Another limitation is the lack of specific
representation of the mobile devices on the cloud. The deployed
services artefacts are a classical web service. There is no specific
representation that makes abstraction for the application
oftloading and the location management. Moreover, using a
generic  representation makes the remote  services
implementations dependant of both the cloud platform and the
devices capability. In term of development, this constraint
implies that the software component developed as a remote
cannot be reused in the client side. In addition, interfaces that
exposes the same services may be deffirent from an
implementation to an other.

Our contribution aims to define an additional abstraction
level on the cloud to specify a structure that represents mobile
devices. It enables a common interface to communicate with
differents devices like mobile devices, sensors and actuators.
Communications addressed to the devices are translated to the
specific protocols by this representation. And the responses are
stored on a cache which is the virtual state of the device. This
representation act also as a “mobile-friendly” platform within
the cloud. Indeed, the representation is built on emulation
capabilities that offer a compliant environment with the physical
device on which the representation is associated.

We distinguish three kinds of representations depending on
their association (or not) with the physical devices. The first type
of representations are those associated with simple sensors or
actuators. They are the simplest forms for the representation
where there act as a cached proxy with a common interface. The
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second type is the representations associated with the mobile
devices. This representation offers offloading capabilities, and
keeps a cached state of the differents sensors and actuators
available on the mobile device. We consider this second type of
representations as a composition of resources associated with a
mobile device and it is not the exact image of the device. It can
be used as an extension to the resources available locally on the
device. The third type of representations have no direct
association with a physical device. It is a composition of
multiple representations. We define this representation as a
composition of resources distributed over the network which
transforms the mobile device into a sort of “super device” by
eliminating the physical limitation. The composite
representation adds smartness to the devices by enabling the
composition of multiple devices in a smooth way.

This paper describes, in Section II, the various challenges
faced during virtualization and how they are addressed in work
related work. We describe the existing cloud techniques that are
useful for mobile cloud computing and presents the formalism
efforts that are related to the differents virtualization aspects. We
end this section with an introduction to the n-calculus which is
the formalism used for our definition. In Section III, we expose
our definition of the Virtual Device Representation(VDR) using
a formal language and how we address the orchestration and the
networking for these VDRs. In section 1V, we will expose our
proposed architecture for Mobile Cloud Computing (MCC) and
the approach that we use in order to have a high performance
mobile cloud network. The last Section describes a case study
for an MCC platform highlighting the structural congruence
between the system when a mobile application is running
directly on the device and when this same application is
oftloaded to a mobile cloud.

II. RELATED WORK

A. Mobile Device Challenges

The role of mobile devices has expanded into the modern
workplace. Workplaces are not limited to the office and the
warehouse anymore. They have expanded to include airport
terminals, loading docks and delivery trucks, physician waiting
rooms, and even playing fields and family gatherings. Mobile
devices have erased workplace boundaries, and as a result,
employees can connect with their corporate networks almost
anytime, anywhere.

With the emergence of Fog, the network connections
between edge devices and the cloud are reconsidered as part of
the computational processes being done close to the edge
devices called edge computing. Mobile Cloud is one of the
implementations of the Edge to incorporate the network needed
to get processed data to its destination. The mobile technology,
which is easing access to business data and applications is also
providing various means of communications. These features
continue to be embraced by users. For IT point of view, mobile
technology and the unprecedented pace of change in the mobile
arena will generate new IT management challenges. Indeed, as
mobile innovation continues, machine-to-machine (M2M)
connectivity (or Internet of Things) will further accelerate
mobile opportunity [4] and transform how people, enterprises,
and governments interact with the many aspects of modern life.

Several trends -- and the way companies react to them -- will
create challenges for IT, as organizations attempt to exercise
some control over devices that are not necessarily designed to be
secure and manageable. With careful planning and an
understanding of best practices and Mobile Device Management
(MDM) [5] options. IT can go a long way toward meeting those
challenges. With a well-implemented MDM  strategy,
enterprises can enforce corporate security policies without
stifling user productivity.

B. Cloud and Virtualization

The virtualization is used for abstracting the Operating
System (OS) and applications from the physical hardware to
build a more cost-efficient, agile and simplified server
environment. There are two types of virtualization and many
major uses of virtualization.

1) Virtualization types

Two kinds of virtualization are used to simulate the machine
hardware and allow the execution of a guest OS. First is
emulation where VM emulates (or simulates) complete
hardware if the unmodified guest OS for a different PC cannot
be run. There are some hypervisors specialized on “emulation”
like Bochs, VirtualPC for Mac and Qemu [6]. Second is
full/Native where VM simulates “enough” hardware to allow an
unmodified guest OS to be run in isolation. This virtualization
type requires that the same hardware CPU if used by the VM
and the hypervisor. This type is supported also by many
hypervisors like, VMWare Workstation [7] and Microsoft
Hyper-V [8].

2) Virtualization usage

By using virtualization, multiple VM instances containing
operating systems can run on a single physical server or a single
VM can use hardware from multiple physical servers, each with
access to the underlying server's computing resources. The
virtualization is used to addresses the resources waste caused by
the fact that the host servers operate at less than 15 percent of
capacity, leading to server sprawl and complexity. According to
VMware statistics [9], virtualization can deliver 80 percent
greater utilization of resources on the server and 10:1 or better
server consolidation ratio.

The objective of this kind of virtualization -- considered as a
subset of server virtualization-- is to provide an abstraction of
the networking resources into a logical model that have the same
behavior as the physical resources. The virtual networking
resources are divided in two categories: first is the physical
resources virtualization like vRouter (Router) and vSwitch
(Switch), the second is the resources appliances like FWaS
(Firewall) and LBaaS (Load balancer). This network
virtualization approach is called Network Functions
Virtualization (NFV) [12]. It aims to consolidate and deliver the
networking components needed to support a fully virtualized
infrastructure and shared by multiple tenants in a secure and
isolated manner.

Existing efforts aims formalizing the cloud services
interactions [10] and orchestration [11]. However, those efforts
do not address the virtualization aspect of such cloud systems.
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C. Virtualization Formalizm

In parallel with the pragmatic work on the networking, there
is many existing efforts on the definition of formalism dedicated
to networking. U. Montanari and M. Sammartino have worked
on a proper extension [13] of the m-calculus. The resulting
process calculi provide both an interleaving and a concurrent
networking oriented semantics. A. Singh et al have also worked
on an extension called w-calculus [14] that formally modeling
and reasoning about mobile ad hoc wireless networks. These
works focus on the reasoning and the verification of the
networking protocols and does not address the virtualization
aspect. This lack of networking virtualization formalism
motivates our high-level definition of network virtualization in
the next section.

III. VIRTUAL DEVICE REPRESENTATION

In our approach, the VDR aims to address the mobile cloud
computing virtualization paradigm. We have identified three
types of VDRs, and each type has a specific role within the
mobile cloud.

1. Sensor VDR (SVDR): it represents a physical
sensor or actuator within to the mobile cloud.

2. Device VDR (DVDR): it represents a physical
mobile device within to the mobile cloud.

3. Composite VDR (CVDR): it represents a
composition of SVDR, DVDR, and mobile cloud
resources.

In this section, we present the different aspects turning
around the VDR by giving our definition of the VDR, a formal
definition using the Higher-Order n-Calculus (HOnC) [15],
stressing the orchestration mechanism for the VDRs, and the
networking aspect. Our choice for the HOnC is motivated by the
need of expressing the mobility of the VDRs in the mobile cloud,
also the mobility of mobile applications between the physical
devices and the VDRs. In our definition, we do not use the
network related extensions of the m-calculus for two reasons:
first, those extensions do not address the higher-order paradigm,
next, there are designed to express networking protocols not the
virtualization-oriented communication.

A. Definition

VDR is defined as composition of resources (CPU, RAM,
and Storage), devices, and sensors. It is a software composite
component that provides emulation of the behavior of the
physical hardware that it represents.

A VDR is a small VM instance used in cloud computing,
typically hosting a mobile OS and exposing management
services that emulate a display screen and/or a keyboard. As
same as the physical handheld computing device that it
represents, it can run various types of mobile applications
(known as apps) and it have a network connection.

A VDR can be associated to a physical device nor sensor in
this case, a 1:1 association is control their interactions (ex:
SVDR and DVDR). We call this category “Emulated VDR” A
VDR can be free of any hardware association, in this case, it is
a composed VDR (CVDR) that aggregates it components
hardware associations and have then a 0:n association to the

hardware devices. This category of VDR is called “Native
VDR”.

B. Formal Specification

The VDR operates according to an event driven architecture.
Every interaction is initiated by a message sent from a driver
(further to hardware sensing activity) nor a service call. We
define an event vector representing all interfaces of a VDR. This
event vector, illustrated in (1) contains channels that are used to
exchange messages

def

ev & [cameray,, micro,, nfc,, keyboard,, ] (D)

The event vector ev is used only for the interactions between
VDRs, the interactions between DVDR on one hand SVDR and
the physical device on the other hand, are using a service based
channel called ws that represents a web service based exchange.

VDR(WS) &
(1ev ws;)SVDR

+
(2ev ws;)DVDR
(vev) + @
(1 eB)CVDR

\ )

We define the generalization called VDR as a
nondeterministic choice between the three types of VDRs as
illustrated in (2)

The term VDR(ws) have a vector ws of web services
channels as parameter, these channels are shared with the mobile
cloud system and are transmitted to the specific VDRs to allow
the communication with the physical devices. The term VDR
creates a new ev vector containing the channels that are used to
interface the specific VDRs. We benefit in the VDRs definition
of the use abstractions where (1 e¥ ws;)SVDR is a natural way
to write SVDR (e, ws), and so on for the two other VDR types.
The specific VDR is activated iff the corresponding element in
the Ws vector is a valid channel and not an empty process @.

The SVDR is activated behind the physical sensor
connection event. Once connected, the physical sensor sends the
identification data to the SVDR through the ws channel. This
data is persisted inside the SVDR using the term Devid defined
in (5) that give back the identification data if requested through
the right event channel.

SVDR(ev,ws) &

Devld(ev;,id) ) 3)
|VirtualSensor(ev, ws)

ws(id).t. (

As illustrated in (3), the term SVDR uses the term
VirtualSensor defined in (4) to dispatch the data perceived by
the physical sensor using the event channel. At this level, we
consider the mapping between the sensor and the matching
channel as an invisible action represented by 7. Two possible
behaviors can be adapted by the term VirtualSensor as
illustrated in (4): if a Stop command (15) is received, the process
will end, else, the dispatching action is executed. The parallel
composition of the term SVDR allows the administrator to
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retrieve the VDR identifier using the environment channel ev;
and don’t impact the execution of the virtual sensor.

VirtualSensor(ev, ws) %

[sens = Stop] Stop “)
ws(sens).( + )
1.ev,(sens).VirtualSensor (ev, ws)

Devld(req,id) * req(ch).chb(id). Devid(req,id) %)

Messages sent through the ws channel are initiated by the
mobile device or the sensor. However, these messages are
forwarded to the target VDR by the networking infrastructure
defined in (19) and (22).

The DVDR specification respects the same fundamentals as
the SVDR. As illustrated in (6), it uses the term Devld to persist
and give back the device identifier and use term called
VirtualDevice to manage the virtual device behavior.
However, the DVDR can run applications instead of SVDR that
only proxy the sensor events.

DVDR (&%, ws)

Devld(ev;,id) ) 6)
|VirtualDevice(ev, ws)

ws(id).‘r.(

We need to dissociate between sensing events sent from the
device embedded sensors and the application offloading
requests. To do that, we define a type called App (7) that
encapsulate the offloaded application.

App(BackEndProc(ws)) & BackEndProc(ws) (7

We define in (8) the term VirtualDevice that execute the
oftloaded application if need, else, it proxies the sensing data.

VirtualDevice(ev, ws) ¥

[msg = Stop] Stop

case msg of *
ws(msg)- | app(P(x)) = P(x) ®)
:msg = t.ev(msg) /
.VirtualDevice(ev, ws)

We used to this definition the syntactic sugar introduced by
R. Milner in [16] by using the “case of” instruction to distinguish
between the offloading action represented by App (P (x)) and
sensing actions. Where we run the higher-order parameter P (x)
within the DVDR on the offloading action, elsewhere, we proxy
the message to the corresponding event channel as we do for
SVDR. The service channel used for the communication
between the physical device and the offloaded application is set
as parameter x before the offloading action, this channel is
different from the service channel that connects the DVDR and
the physical device.

The CVDR in (9) have no direct association with a physical
device, its interactions pass through a SVDR nor a DVDR. The
term CVDR is defined as an aggregation of SVDR and DVDR
that are sharing the same events vector.

CVDR(e¥) & (v id)

Devld(ev;, id)|CompositeDevice(ev) (9)

A identifier is created the term CVDR and returned trough
the right event channel ev;.using the term Devld.

CompositeDevice(ev)
ev;(&). CompositeDevice(ev"é) (10)

The term CompositeDevice defined in (10) is used to
aggregate the events channels ev (the event channel associated
with the actual CompositeDevice) and € (the event channel
associated with the VDR to add to this composition) using the
concatenation operator .

C. Orchestration

In an MCC context, orchestration is the automation of the
management and coordination tasks of the services and
components. In addition to the interconnection processes
running across heterogeneous systems, the localization of
services is an important issue. Processes and VDRs must cross
multiple organizations, systems and firewalls.

The mobile cloud orchestration aims to automate the
configuration, coordination and management of VDRs and
VDRs interactions in such an environment. The process involves
automating workflows required for the composition of VDRs
and the offloading of mobile Apps. Involved tasks include
managing virtualization and emulation in server runtimes,
directing the communication flow of Apps among VDRs and
dealing with exceptions to typical workflows.

In our approach, the orchestrator is composed by three main
components as illustrated in (11), we define these three
components as common orchestration tasks: 1) Configuration
where the cloud orchestrator manages the storage, compute, and
networking. In this paper, we do not focus on the resources
allocation algorithm (compute and storage), this aspect will be
stressed in a future publication. A high-level specification of the
networking mechanism is presented in the next sub section. 2)
Provisioning where the cloud orchestrator manages the VDRs
by providing the run, suspend, and terminate operations. 3)
Security where the cloud orchestrator manages the monitoring,
and reporting. We describe the details of this aspect also on a
separate paper where we describe our implementation and
detailed algorithms.

Orchestrator(apt) %
Configuration(api)|Provisioning(api) (11)
|(v data)Monitoring (api, data)

In the term Configuration in (12), we illustrate the use of
the configuration api that is used for the allocation of resources,
the deallocation (free) of resources, and to suspend the
execution. The api is a vector in two-dimensional space. The
contravariant indicates the target module (ex: api® where ¢
stand for Configuration). The covariant indicates the service
called within the module (ex: api, where , stand for
allocate). The system administrator will use the vector apt

Configuration(apt) &
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api§(allocate).t. (v res)allocate(res)
|api;(free). T 12)
|apié(suspend).t
.Configuration(apt)

The term Provisioning in (13) uses also an api to ask the
configuration module for resource allocation. Once allocated, it
delegates the creation of the VDR to the term Run defined in
(14). We use the abstraction of the resources information
returned by the term Configuration to communicate this
information to the term Run that is preconfigured with the two
parameters before its reception through the channel apif .

Provisioning(apt) &

apif (Run). (v allocate)apig{allocate)
( |allocate(res). (A res)Run( ) )
|api? (suspend). apig{suspend) 13
apif (terminate). terminate (ws)
< .ws(Stop). W{terminate) ) /

\

The suspension is delegated to the term Configuration
where it is represented as an invisible action 7. The provisioning
sends the term Stop to the VDR to terminate its execution. We
use for that the ws channel sent through the channel terminate.

. Provisioning(apt)

The term Run defined in (14) composes a vector depending
on the type of the VDR that the initiator wants to create. After
the creation of the VDR, it creates and sends a new identifier
using the ws channel to start the new created VDR.

Run(ws , type) def

[type, = types] VDR(ws"®"®) (14)
.| |[type, = types] VDR(@'ws™®) || (v id)ws{id)
I[type, = type.] VDR(2'0"0)

Stop( ) = @ (15)

To keep our definitions as clear as possible, we didn’t
integrate the communications between the VDRs and the
monitoring module defined in Monitoring. We can easily
imagine that after each communication on the events vector ev
channels, an information must be sent to the monitoring module
using the apiyy, channel. This information is stored in data

vector data on the recursive call in (16) to the term
Monitoring.
Monitoring(apt, data) &

apipy(datum). . (v id)apie, (id)
lapil, (id). apifis(data;q) (16)

.Monitoring (apt, data’datum)

D. Networking

On our mobile cloud approach, multiple tenants can use the
same physical infrastructure. The network virtualization
simplifies the multi-tenancy. The shared infrastructure allows

independence of the VDRs regarding the physical host on which
it’s located. The VDR should be movable between the hosts
based on the need. We commit our networking definition to
allow VDRs across 2 different Layer 3 (L3) networks look like
they are in the same Layer 2 (L2) domain.

The proposed virtual networking model allows the
provisioning module (13) to manage the virtual network
component like a VDR and hide the complexity from the user.
The model allows also to bypass the scale perspective 4096
VLAN limit as proposed on VXLAN by the Internet
Engineering Task Force (IETF) RFC 7348 [17]. Our model
definition is composed from two terms: vSwitch defined in (19)
and vRouter defined in (22).

For our network modelling, we define the structure of the
packet transiting on the networking infrastructure. The vector
ethernet in (17) represents the L2 frame where the names
ethernety,, and ethernety, are the channels corresponding to
the ws, used by the VDRs in (2). ethernet;,contains the
information needed by the vRouter and the message as
iPpayioad- The names that composes the vectors in (17) and (18)
are abbreviations of header fields of the packets as described in
the IETF RFC 791.

ethernet & [dst, src, tag, type,1p, check] )
7 version,ihl, tos,len,id, flag, frag, ttl (18)

,proto, check, src, dst, opt, payload

Given that our objective is not to stress the networking
protocols but to point out the communications between the
virtual components, we abstract all network behavior that is not
directly related to the virtualization as non-observable
operations T.

vSwitch (cntl, adr ) &

Control (vSWitch (cntl,w ), cntl,w )
(19)

adr;(ethernet). . ethernet,g, (ethernet

.vSwitch (Cntl,ai? )

ippayload

Control (Target, cntl,ac_i?) def

cntleonnect (link). Target

Cntldisconnect (l"nk) (V ﬁ) (20)

(D isconnect(Target, W, (v p), link, 0 ))

Disconnect(Target,m, ﬁ?, port,i ) e
[i = ||m||](l W)Target

[old; = port]
Disconnect(c, m, m, port,i+1 ) @D

|Disconnect(c, old, mew port, port,i + 1)

The term wSwitch defined in (19) represents the
virtualization of the L2 switch. It is modelled as a congruency
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between a control (20) that manage the VDRs connections and
a L2 network bridge.

The term Control has three parameters, the first one is
higher-order called Target that is used to pass the terms
vSwitch and vRouter. The second is called cntl and it is used
as a channel to control connections of the VDRs. The third one
the vector containing connected VDRs channels. The Target
parameter is passed also to the term Disconnect defined in (21),
we use the abstraction 4 to override the addresses vector adr
that is still a free name in Target when a device is disconnected.

vRouter (ipAdr, cntl,ﬁ?) et

Control <17Router (ipAdr, cntl, adr ) )

,cntl, adr

[ipAdr = ethernety,,, |

(22)

ethernety,.(ethernet)
+

ethernet,,, (ethernet)

adri(ethernet). T.

.VRouter (cntl, adr'link )

The term vRouter defined in (22) represents the
virtualization of the L3 routing. It is modelled as a congruency
between a control (20) that manage the virtual switches nor
VDRs connections and a L3 network bridge. In this model, we
don’t illustrate some features like IP forwarding to keep our
definition clear.

The management of the networking infrastructure in exposed
as a part of the provisioning API. To do so, we illustrate in (23)
an extension of the term Provisioning defined initially in (13).

Provisioning(api) &

apil.croare (ret). (v entl)

(T. (v aTdf)vSwitch (cntl,m )) (23)
| ret(cntl)

|api®, connece (€l adr). T. cntlonmect (@dr)

D
\|aplvsmsmnnect(cntl, adr). 1. cntlgisconnec: (@dr)

. Provisioning (apt)

In (12), we describe the Switch related provisioning APIL, the
channel apissaeat . 1s used to create the virtual switch and return
the control channel cntl to the initiator of the request. The
Router provisioning API is like the Switch one, the two
differences is that the apil;, channels are defined as api?,, and
the apil,. ;. qare i Used to create a virtual router, to keep our

definition clear, we omit this part of the definition.

The previous terms are formally defined in the objective to
model a new architecture of cloudlet. The definitions are useful
not only for this current work but also for all software researcher
in cloud computing domain.

IV. ARCHITECTURE
The definition presented in the previous section is made

Control (Target, cntl,w ) def
cntleonnect (link). Target
cntlgisconnect (link). (v ﬁ)

(Disconnect(Target,E&_r), (v p), link, 0 ))

Disconnect(Target,m, W, port,i ) def
[i = ||W||](A E)Target
[old; = port]

Disconnect(c,m, aTlr), port,i+1 )

|Disconnect(c,m, new'port, port,i + 1 )
based on the state-of-art regarding the MCC research [18] [19]
that converge into the Cloudlet-based MCC. The cloudlets are
defined as trusted and resource-rich network computers that
offer bridging capabilities to the Internet and is available for use
by nearby mobile devices through a direct and well-connection.
In this section, we describe our Cloudlet-based architecture by
illustrating some of the technical aspects that was abstracted in
the formal definition. We also link the technical implementation
with their correspondent formal model. Moreover, we introduce
our contribution to the migration pattern and stress the projection
of the ACID (Atomicity, Consistency, Isolation, and Durability)
properties from the formal model to the implementation model.

A. Cloudlet-based MCC

In our approach, we have identified the need of a set of rules
and regulations, as a protocol, which determine how data and
processes are transmitted between the different components of
the MCC. The Fig. 1 illustrate our vision of the MCC that is
composed by three layers: the first is the Device Layer (DL)
composed by physical sensor and mobile devices. The second is
the Cloudlet Layer (CL) that is composed from the network of
Cloudlets, each Cloudlet may contain the VDRs, Virtual Service
Representation (VSR), and local services. The third layer is the
Internet Layer (IL) composed by the central Cloud that contains
Cloud services and needed registries in addition to Internet
services like the media sensors.

Internet g 9

VDR/VSE Registry N T nm
Cloudlet Registry i Dinterest
Service A Service B Service €
Services Registry \ ([T Tube
| | tumblr.

Tnternet  s—

Fig. 1. Global architecture

In the CL, we define a networking infrastructure based on
the NFV. As illustrated in Fig. 2, the device is connected to the
VDR through a vRouter defined in (22) and a vSwitch defined
in (19). The networking infrastructure is managed using the
cloud orchestrator API, in our implementation model, we use
OpenStack [20] that contains a powerful networking module
called Neutron. Is module is based on Open vSwitch [21]. This
implementation and provide a ReST [22] API for the creation
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and the managing of the provided virtual networking
infrastructure.

[feme! m—— p— —— — v — T — — — S

AreaT ~ Areal

Fig. 2. Cloudlet structure and networking

B. Mobile application offloading

As a part of our contribution with the Mobile Oriented
Cloudlet Protocol (MOCP), the formal definition of this paper
focus on the communications especially used by the Core
MOCEP for the migration of the Apps from the physical device
to the VDRs. Our implementation model, as illustrated in Fig. 3,
extends the formal definition in (6) by adding technical details
to the abstract definition. The two components of the VDR are
the Device Descriptor that is modelled by the Devld in (5) and
the Virtual device is modelled in (8). The Backend app is
modelled as the higher-order parameter BackEndProc in (7).
The OSGi [23] container operations are considered as non-
observable operations.

Our offloading approach differs from the actual overlays
oriented [24] approaches. We consider the Backend application
as an ACID service that can migrate from one host to another
one. Our definition of the DVDR in (8) allows the ACID
properties by isolating the Backend app in an atomic process,
which runs that makes durable impact on the target VDR. These
properties are extended to the implementation model by using
the OSGi framework that isolates the class-loading inside the
JVM and guarantees a strict lifecycle of the Backend app bundle.
This lifecycle management guarantees the consistency of the
service execution. The Apache Felix [25] OSGi implementation
in used in our architecture due to an Android porting effort that
Apache has been supporting since the version 1.3. This
mechanism works with stateless Backend services that provides
a response after for the Frontend Cloudlet Android Application
Package (CAPK) request, and then requires no further attention.
Regarding the stateful Backend service where subsequent
Frontend CAPK requests depend on the results of the first
request, they are more difficulties to manage because a single
action typically involves more than one request. We thus need
another isolation level in top of the OSGi.

To address the issue of the state management, we use a
chroot of ArchLinux that provides an additional layer of
abstraction using the Docker package available with this
distribution. We are working on the integration of Docker on
Android to bypass the need of a chroot and to allow a native
isolation support on Android.

Nomadic device

MocP
«—> Web Services

Fig. 3. DVDR implementation model

V. CASE STUDIES

Our case of study aims to show the structural congruence
between a Backend app offloaded in a VDR and the same
backend app running in the device. Our objective is to illustrate
that a Backend App (7) that runs in a VDR are identical up to
structure parallel composition to the Backend App which runs in
a mobile device. This result is obtained after the reduction of
both systems to an identical system.

A. Mobile device

We first define the terms FrontEnd which represents the
Frontend CAPK and BackEnd which represents the Backend
app used in our study. Those terms are composing the mobile
devices defined in (26) and (27).

The term FrontEnd, defined in (24), is a model of a “web
view” which sends messages to the Backend using the channel
ws, once the response received from the Backend, the Frontend
execute another iteration as a recursion. This term has also the
touch channel as parameter to communicate with the user
defined in (29).

FrontEnd (touch,ws) & (v cb)
touch(event).t.ws(event, cb) (24)
|ch(res). FrontEnd(ws)

The term BackEnd, defined in (25), react to the message
sent by the Frontend. If the abstraction intra binds to the same
channel as the parameter ws, the Backend app is executed
locally to the mobile device. Else, the Backend send a message
containing a copy of itself to the corresponding VDR and
terminate the local execution. The execution continues into the
VDR after the offloading.

BackEnd(ws) & (A intra)
ws(event, ch).t
( [intra = ws].mntra( ) ) (25)
\+ W(App((ﬂ ws)BackEnd (ws))). [0)
|intra( ).7. (v res)ch(res)

We define two parallel composition as models for the mobile
devices. The first mobile device is defined in (26) as the parallel
execution of a Frontend and a locally executed Backend. The

Battou, Abdella; Mahmoudi, Charif; Mourlin, Fabrice.
”Formal Definition of Edge Computing: An Emphasis on Mobile Cloud and IoT Composition.”
Paper presented at The Third IEEE International Conference on Fog and Mobile Edge Computing, Barcelona, Spain. April 23, 2018 - April 26,
2018.

SP-32



second mobile device is defined in (27) as the parallel execution
of'a Frontend and a Backend which is configured to be offloaded
to the VDR.

Devicelocal (ws, touch) &

FrontEnd(touch,ws)|(A ws)BackEnd(ws) (26)
DeviceRemote(ws, touch) & (v local)
(FrontEnd (touch, local)|(A local)BackEnd(ws))  (27)

To keep the clarity of our specification, we omit the details
of the definition of the term Admin, we define just the signature
in (28). It is important to note that this term send all needed
messages using the vector api. It starts the networking
infrastructure and the VDRs.

Admin(ws,api) & - (28)

The term user defined in (29) represents a device user
executing a single action by sending an event to the Frontend
through the channel touch that represents the device’s touch
screen. We have defined a simple action for the user to have a
system which can be reduced manually by a human is a
reasonable time slot.

user(touch) & (v event)touch(event) (29)

B. Systems

To verify the structural congruence, we define two systems
as parallel composition of the mobile user, mobile device,
administrator, and the orchestrator. The term SystemMig
defined in (30) represents the system that will give raise to a
Backend offloading after some reductions.

def

SystemMig & (v ws)

(v touch) ( user(touch) )

|DeviceRemote(ws, touch)
., Admin(ws, api) )
\ |(V api) (IOrchestrator(aTn)
The term SystemLocal defined in (31) represents the
system that initiate a Backend after some reductions.

(30)

SystemLocal ¥ (v ws)

(v touch) ( user(touch) )

|Devicelocal (ws, touch)
Admin(ws, apt)

\ |(Va_pi) (IOrchestrator(aTJi)) /

C. Structural congruence

(€1))

We have performed some computations steps to fully to
reach a stable system starting from SystemMig. We call this

stable state reached after those reductions SystemMig’ where
touch(event),...

SystemMig —

SystemMig'.

We have applied the operation to the SystemlLocal.
However, the reduction of this system is simpler by dint of no

offloading related reductions. Also, we obtain SystemLocal’
touch(event),...
where SystemLocal —

SystemLocal'.

Only some bound names and non-observables actions
composes the difference between the two reduced systems. We
have thus find that SystemMig' = SystemLocal'.

The structural congruence is commutative and associative.
We can then write:

given that  SystemMig = SystemMig’

and SystemLocal = SystemLocal’ (32)
and SystemMig' = SystemLocal’

then SystemMig = SystemlLocal

VI. CONCLISION AND FUTURE WORKS

In this paper, we present our formal definition of the MCC.
This specification focus on the communications interactions on
the MCC. Moreover, architectural aspects dedicated to the
realization of a MCC solution are described. The case studies
proof the structural congruence between oftloading and local
execution of a mobile application and shows the transparency of
the offloading in our MCC system. On our future work, we will
focus on two aspects of the MCC. First one is a formal definition
of'a metric to define a unit to measure the applications migration.
The second aspect is the definition of the data collection and
algorithm to calculate the application offloading cost.

DISCLAIMER

Any mention of commercial products or organizations is for
informational purposes only; it is not intended to imply
recommendation or endorsement by the National Institute of
Standards and Technology, nor is it intended to imply that the
products identified are necessarily the best available for the
purpose. The identification of any commercial product or trade
name does not imply endorsement or recommendation by the
National Institute of Standards and Technology, nor is it
intended to imply that the materials or equipment identified are
necessarily the best available for the purpose. Certain
commercial entities, equipment, or materials may be identified
in this document in order to describe an experimental procedure
or concept adequately. Such identification is not intended to
imply recommendation or endorsement by NIST, nor is it
intended to imply that the entities, materials, or equipment are
necessarily the best available for the purpose.
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Abstract—We consider here the use of hovering unmanned
aerial vehicles (UAVs) to test spectrum sensing capabilities of
Citizen’s Broadband Radio Service (CBRS) systems at 3.5 GHz.
Aircraft transmit synthesized LTE or pulsed radar modulation to
excite spectrum sensing nodes on the ground. This kind of test
could be useful either to validate a system during development or
to check a deployed system in the field. Technical challenges that
will need to be addressed include rotor blade effects on signal
fidelity, waveform parameter selection, and understanding of
positioning estimation and control.

[. INTRODUCTION

The Federal Communication Commission (FCC) is
developing rules for a proposed new CBRS in the 3.55 GHz —
3.7 GHz band [1]. The rules establish three tiers of service. The
highest priority tier is allocated to incumbent users, notably
including the U.S. Navy, who will continue to operate shipborne
radar systems under the existing band allocation. The new
second tier CBRS is allocated to priority access licenses (PALSs)
intended for commercial broadband service, and assigned
through a competitive bidding process. The new lowest priority
tier CBRS is called General Authorized Access (GAA), where
users may access channels opportunistically.

Devices transmitting in CBRS tiers must vacate the band
during use by users in higher-priority tiers. Incumbent users, as
the highest tier, are to have the strongest protections against
interference. This is to be achieved by means of a spectrum
access system (SAS). The SAS tries to monitor the spectrum in
order to detect incumbent or PAL users in the band in time and
space. On detection, the SAS directs PAL and/or GAA devices
to vacate the band.

Widespread deployment of a CBRS network will require
buy-in from both incumbents and the potential CBRS industry.
Strong testing for the effectiveness of SAS spectrum sensing is
one piece of this problem. This type of test could validate system
performance with less operator time and effort (and therefore
expense). It could also help to understand the repercussions of
CBRS network design and policy on a larger scale than is
practical in human-performed tests that are difficult to repeat.

We consider here unmanned aerial vehicles (UAVs) outfit
with calibrated transmitters as tools in this measurement
problem. The aircraft is to transmit surrogate “radar-like”
signals to mimic first-tier incumbent users or broadband
waveforms like LTE to mimic second-tier PAL service.

II. UAV TRANSMISSION PLATFORM

A. Overview

Initial UAV work is a demonstration system composed of a
consumer quad-rotor UAV mounted with a 3.5 GHz calibrated
transmitter payload. The transmitter is preloaded with recorded
or synthesized modulation waveforms, and played back at
preprogrammed intervals.
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(a) SAS detects no upper-tier use, and permits lower-tier
CBRS devices to use spectrum

) i
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. 2
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users
(b) SAS detects incumbent or PAL users, and directs
lower-tier CBRS devices to vacate spectrum

D
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Fig. 1. Expected device behavior in the 3.5 GHz CBRS
spectrum sensing test scenarios.
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TABLE . TRANSMITTER SPECIFICATIONS

Parameter Nominal Measured
RF peak conducted power out 30 dBm TBD
Waveform sample depth 73 MS TBD
Nyquist Modulation bandwidth 14 MHz TBD
= = l:lMC 7 R

M
1
r MAX2838
AD9763  —H e
| RF Transceiver
"
1

DAC 3.3 GHz - 3.9 GH

8-bit imsl .S‘.”I-fl-___

USB PC
4o | (Ground only)

/|
CPLD << Intcl Edison
) controller

3

4 pC-10-MicroSD data flow

MicroSD
512 GB Transmit data and signal flow
Waveforms = Transmit control flow

Fig. 2. Block diagram for a prototype transmitter to be
mounted on the aircraft.

B. Test Signal Synthesis

The UAV is illustrated in test operation in Figure 1. Figure
la shows the expected ground network response when the UAV
transmitter is silent. Turning on the transmitter leads to the
expected behavior shown in Figure 1b. The specific response of
each tier depends on whether the SAS receives incumbent or
PAL tier transmission.

When the UAV synthesizes LTE modulation, the SAS
should identify the spectrum use, and direct PAL or GAA users
to behave appropriately. If the UAV synthesizes radar
waveforms, the SAS should direct both PAL and GAA users to
vacate the band. Failure to do so would invite improvements to
the CBRS network implementation.

Incumbent Navy radar systems and modulation parameters
are not generally available to the public, so a surrogate imitation
waveform needs to be identified and synthesized. Previous work
by the NTIA [2] identified parameters of several types of marine
radar, and may serve as a suitable basis.

C. Payload Design

The RF transmitter payload architecture under development
is illustrated in Figure 2. The transmitter is intended to transmit
a carrier with “playback” of a custom baseband waveform that
is preloaded on UAV flash memory. The MicroSD card stores
up to 73 Msamples of quadrature (/ and Q) baseband. The
transceiver supports up to 14 MHz of Nyquist bandwidth. This
combination allows custom modulation waveform storage and
playback for up to 5 seconds. Further specifications are listed in
Table I. RF bandwidth and power are most limited by the tight
size, weight and power (SWAP) constraints of the platform.

One characteristic to investigate will be the effect of rotor
blade modulation on the integrity of the transmit signal.
Previous work [3] has identified modulation in full-sized
helicopters. Common small UAVs have plastic rotor blades, so
we believe this effect is likely to be small.

D. Positioning Uncertainty

We need to characterize the positioning uncertainty of the
UAV in order to ensure test repeatability. In this context, it is
important to understand the uncertainty of both aircraft control
and logged position. The aircraft comes integrated with GPS for
control and position logging, corresponding with position
uncertainty on the order of 1 m to 2 m. We may be able to
improve this accuracy by other means, which could include
differential GPS or optical tracking.

III. CoNCLUSION

Robust testing of spectrum sensing systems by UAV has
potential to improve the amount and quality of test data available
compared to human time and effort on foot or by car. Upcoming
efforts at NIST may help to evaluate the practicality of this type
of RF test at the current state of the art in unmanned aircraft.
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Abstract—Linear dispersion codes (LDC) can support arbi-
trary configurations of transmit and receive antennas in multi-
input multi-output (MIMO) systems. In this paper, we investi-
gate two transmit diversity applications of LDC for orthogonal
frequency division multiplexing (OFDM) systems in order to
achieve space-time/frequency (ST/SF) diversity gains when trans-
mitting over time-/frequency-selective fading channels. LDC-
aided ST/SF-OFDM is flexible in configuring various numbers of
transmit antennas and time-slots or frequency-tones. Our results
show that the ST-OFDM scheme is sensitive to exploiting diversity
gains, subject to the impact of varying channel Doppler spreads;
while the performance of SF-OFDM is mainly subject to delay
spread. Particularly, when the transmitter employs more than
two antennas, the LDC-aided ST/SF-OFDM outperforms the
orthogonal block codes (e.g. Tarokh’s codes) aided ST/SF-OFDM,
when communicating over higher Doppler/delay spread.

I. INTRODUCTION

Multi-input multi-output (MIMO) [1] is a most attractive
multi-antenna technique that has been adopted by many emerg-
ing wireless communication standards, such as IEEE 802.11n
and 3GPP LTE, owing to the achievable antenna array, multi-
plexing, and diversity gain. In order to improve link reliability,
the diversity gain enabled at transmission can be exploited
by space-time coding, while the diversity gain achieved at
the receiver may benefit from maximum ratio combining
(MRC) [2]-[5]. These gains are obtained without increasing
the transmission power by employing multiple transmit and/or
receive antennas. Particularly, Hassibi’s linear dispersive codes
(LDC) [4], [6]-[8] allow arbitrary configurations in space-time
coding for high-rate MIMO transmissions.

Meanwhile, broadband communication plays an increas-
ingly important role in meeting the growing demand for
high-speed multimedia transmissions in our daily lives. How-
ever, when the bandwidth of a signal exceeds the coherent
bandwidth of the wireless channel, the small-scale fading
imposed on the signal becomes frequency-selective rather than
frequency-flat. Such a fading time-dispersion incurs inter-
symbol interference (ISI) to the air-interface and therefore
degrades the link performance [9]. Orthogonal frequency di-
vision multiplexing (OFDM) [10] is one of the transceiver
techniques designed to combat ISI. When the number of
subcarriers in OFDM is sufficiently larger than the number
of taps, the frequency-selective channel can be decomposed

into mutually independent frequency-flat fading channels on
each subcarrier with the aid of OFDM transmission. Moreover,
a center length of cyclic prefix (CP) or zero-padding (ZP)
should be inserted between any two adjacent OFDM blocks
to mitigate inter-block interference (IBI) incurred by multi-
path fading [11]. As a result, each received signal can be
recovered at the low-complexity single-tap equalizer without
inter-carrier interference (ICI), thanks to the orthogonality
between adjacent subcarriers with flat fading [12].

For transmit diversity aided MIMO systems, a simple time-
reversed space-time block coding scheme [13] was proposed in
the context of a broadband MIMO channel to combat ISI. Such
a large time-reversal frame requires slow channel varying,
which is not suitable for mobile wireless communications [9].
In [14], [15], the space-time block coding (STBC) including
the LDC schemes were investigated when communicating over
uncorrelated and correlated frequency-flat fading channels.
With the aid of a multi-antenna employed at the transmitter,
many of transmit diversity schemes have been invented to
combat the frequency-selective fading incurred by the high-
speed data rate and also achieve diversity gain at the same time
[16]-[19]. Specifically, the space-time block coding (STBC)
schemes that were used in frequency-flat fading channels may
be applied to each subcarrier to achieve space-time diversity
and combat channel time-dispersion [20]. In parallel, rather
than exploiting the achievable diversity by crossing spatial
antennas and time-slots, the alternative approach may benefit
from OFDM’s multi-carrier feature relying on so-called space-
frequency block coding (SFBC) schemes by exploiting the
diversity crossing transmit antennas and subcarriers [21]. A
further combined version of the above two schemes is known
as space-time-frequency block coding, which can exploit
diversity in all three domains [22]-[25]. Furthermore, the
authors in [25], [26] propose various LDC-aided OFDMs
to achieve space-frequency diversity for the constant fading
channel within a single OFDM block; while in [27] the LDC
is designed to obtain diversity from the time and frequency
domain rather than the spatial domain. However, to the best
of our knowledge, there has not been a comprehensive investi-
gation assessing LDC in space-time (ST) and space-frequency
(SF) diversigy gain impacts varying channel coherent times
and bandwidths.
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Fig. 1. Transmitter block diagram for transmit diversity aided OFDM

In this paper, we investigate transmit diversity for the
OFDM system by invoking LDC to take into account the
trade-off between ST and SF diversities. Our contributions are
highlighted as follows:

o We unify the analysing structure of transmit diversity
aided block codes in order to compare LDC with the
corresponding Alamouti’s code and Tarokh’s code [2],
[3] in diverse MIMO configurations.

e The LDC, Alamouti’s and Tarokh’s codes are applied to
OFDM in both the ST and SF approaches.

e Our results show that when the channel is constant
within the coherent time/bandwidth, the ST-OFDM or
SF-OFDM is capable of achieving full diversity gain in
space-time or space-frequency domains, respectively.

« We quantify the performance impact with varying
Doppler spreads. Results show that the ST-OFDM scheme
is sensitive to exploit diversity gains subject to the effect
upon varying channel Doppler spreads.

o In parallel, we examine the performance impacts owing
to varying numbers of paths in terms of delay spread. As
a result, the performance of SF-OFDM is mainly subject
to delay spreads.

o Compared to fixed orthogonal block codes, the LDC-
aided ST/SF-OFDM is flexible to configure various num-
bers of transmit antennas and time-slots or frequency-
tones.

o When a transmitter employs more than two antennas,
the performance of LDC-aided OFDM schemes is less
impacted by channel Doppler/delay spreads, as compared
with orthogonal block codes.

The rest of this paper is structured as follows. We firstly
elaborate on the transceiver system model of MIMO-OFDM
in Section II. The ST- and SF-oriented OFDM schemes that
achieve transmit diversity will be studied in Section III in
both the Alamouti’s and a LDC cases. We will present the
simulation results in Section IV, followed by closing remarks
in Section V.

II. SYSTEM MODEL
A. Transmitted Signal

The multi-antenna aided OFDM transmitter is shown in
Fig. 1. Specifically, the NNy-length binary source data bit
stream b = [bf,b],--- 6% |7 is fed into the M-ary
Gray labeled phase-shift keying (PSK) mapper transmitting
Q bits per symbol, where we have Ny = N,/Q and M =
22. Moreover, the N,-length modulated symbol sequence
s = [s0,81, - ,5n,-1)7 is inputed into the transmit diver-
sity module C, which maps the symbols into Nty antennas

Jy
Lps< 0 JLCP |

MLD| P/S

Fig. 2. Receiver block diagram for transmit diversity aided OFDM

<]

and Nt time-slots or N¢ subcarriers in terms of ST/SF
coding, which will be further detailed in Section III. The
ntx-th output ST/SF module containing the U-symbol block
Xnr, = [Xng.0sXnp,1s > Xng,(U—1)]© to be transmitted via
the antenna nry is then converted from serial-to-parallel (S/P)
corresponding to U orthogonal subcarriers in the F-domain.
These U-symbols in x,,,, are transformed by U-point IDFT
operation matrix JF IU{ [28] into T-domain at the ¢-th time-slot
fort =0,1,---,7T — 1, expressed by

Ty [t} = ‘FgX”Tx [t]
T

= [@nn.0lt], Tapo1[t] s T (-1 [t]] (N

The CP is inserted at the beginning of z,, [¢] by copying the
last Lcp elements of the x,,,, [¢], which results in the (U+ Lcp)-
element transmitted OFDM symbol block %, [t] at the ¢-th
time-slot via the nry-th antenna.

B. Signal Representation at the BS Receiver

The multi-antenna aided OFDM receiver is shown in Fig. 2.
By satisfying the channel order L < Lcp, after removing the
CP at the receiver, the equivalent U-element T-domain signal
block received at the ¢-th time-slot may be expressed as:

Nix—1
Ynuo[t] = Z H g, [0, [t] + Mg 1], (@)
npx=0
where H,,, n,, denotes the U x U-element T-domain circulant
matrix [28] holding the channel impulse response (CIR) be-
tween transmit and receive antennas nry and nrx. In Eq. (2),
Tun,, 1S the noise imposed at the nry-th receiver antenna, each
element of which has a power of N, = aﬁ.

Hence, after the U-point DFT transforming the signal y,,.,
into the F-domain, we have the equivalent symbol block given
by

Nix—1
Yre[t] = Foyne,[t] = Z Ho o, [t %0, [E] 4 Dig [2]-

ntx=0
3)

Since we have H, n, = }'{,I H,, n.Fuv according to [28],
the H,; n, in Eq. (3) is a diagonal matrix with entries
hyu (v = 0,1,---,U — 1) representing the corresponding
F-domain channel transfer function on U subcarriers, leading
to a low-complexity one-tap channel equalization method. In
Eq. (3), we have n,, = Fyn,,, with A}, = oZ.

Furthermore, we reshape Eq. (3) into an Nry-length multi-
antenna received symbol vector for the u-th subcarrier at time-
slot ¢ expressed by

Fult] = F 1% [t] + Bu[t], @
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Fig. 3. Schematic diagram of space-time coded OFDM

where I:Iu[t] is a (Nrx X Nrx)-size MIMO-channel matrix
at time-slot ¢, in which the (ngx,nrx)-th entry denotes the
F-domain coefficients of H,,, », on the u-th subcarrier;

. T .

Xy [t] = [Xo,u[tL Xl,u[t]7 ©y X(Nix—1),u [ﬂ] 18
Nrg-antenna  transmitted symbol vector in the F-
domain before IDFT at time-slot 715 Additionally,
n,lt] = [ngﬂ,, [t],nift], -, ”(Nn—1>,u[tH is Ngy-antenna

noise component added at receiver.

III. TRANSMIT DIVERSITY AIDED MIMO-OFDM
SCHEMES

In this section, we elaborate two transmit diversity aided
OFDM schemes, namely ST coded OFDM and SF coded
OFDM, respectively.

A. Space-Time Coded OFDM

In order to achieve the space- and time-diversity, the OFDM
may be ST-encoded in a subcarrier-by-subcarrier basis as
shown in Fig. 3. Specifically, a N,-length symbol frame
s is divided into U segments, and the u-th segment for
u=0,1,---,U — 1 contains () symbols in s, for the input
of ST encoder. The encoder employs specific ST algorithms
procuding the ouput frame for the nry-th antenna having
T > 1 consecutive OFDM blocks X, [t] over time-slots
t=0,1,--- ,T—1 in F-domain. For instance, the Alamouti’s
g2 ST [2] encoded OFDM blocks for Nty = 2, @ = 2 and
T = 2 may be expressed as

Xnp= [t = 0} [807827"' a52U72}T7

XrLTxfl[t = O} [817837"' 7S2U71}T7 5
t=1] = —x;[0] )

Xnp= [ 1 ’

Xnn=1[t = 1] = x3[0],

where the u-th element in symbol vector x,,, [t] is conveyed
onto u-th subcarriers at time-slot ¢ and emitted via antenna
nrx. Alternatively, when the Tarokh’s g4 ST [3] code is

invoked in OFDM for Nty = 4, Q = 4 and T = 8, we
have:

%0[0] = [s0,84," " , Sav—a]T, xo[1] = —x,[0],

xl[O] = [Sl, S5, ,S4U_3]T, X1 [1] = *Xo[o],

XQ[O} = [82, SGy ,S4U_2]T, Xg[l] = —Xg[o],
x3[0] = [s3, 87, , sav—1]", x3[1] = x2[0],

x0[2] = —x2[0], xo[3] = —x3[0], [ xo[4] = x5[0],

x1[2] = x3(0], x1[3] = —x2[0], | xi1[4] = x][0],

x2[2] = x0[0], x2[3] = x1[0], x2[4] = x3[0],

x3[2] = —x1[0], x3[3] = xo[0], x3[4] = x3[0],

xo[5] = x¢[1], [ xo[6] = x5[2], xo[7] = x{[3],

x1[5] =xi[1], ) xi[6] = x7[2], x1[7] = x7[3],

x2[5] =x3[1], | x2[6] = x3[2], x2[7] = x3[3],

x3[5] = x3[1], | x3[6] = x3[2], x3[7] = X%gl

Furthermore, the LDC encoded OFDM block for the nyy-th
antenna on the u-th subcarrier at time-slot ¢ = 0,1,--- , 7T —1
before IFFT operation is given by

JBrnsualdt, D

where B, is the linear dispersion matrix defined in [6] of
nrx-th antenna and
Sy = [Su@s SuQ+1,- - ,s(u_H)Q_l]T is the u-th input symbol
segment having a legnth of @ for uw =0,1,---,U — 1. Then,
by using Eq. (1), the ST-OFDM symbols may be transmitted.
The detection of ST-OFDM receiver is also operated by
subcarrier-by-subcarrier basis. After the signal transformed
into F-domain by Eq. (4), we consider on the symbol blocks
over all T" time-slots, having an equivalent F-domain signal
expression as

Xy, [t] = [[Bur,S0lt; [Brg 81t -+

Y., =H x, +n, (8)

—u=u

where each component vector y , x, and n, may

U

be expressed by a, = [al[0],al[1],--- 755[T—1”T
while the channel component matrix is given by H, =

B. Space-Frequency Coded OFDM

As shown in Fig. 4, another method to exploit the diversity
in both space and frequency is to invoke SF coding in OFDM
system [21]. Specifically, each consecutive () elements of
frame s are SF-encoded having Nty output blocks, each of
which is converyed into M < U subcarriers within a single
time-slot, i.e. ¢ = 0,7 = 1. Hence, each OFDM block
requires N = U/M-set consecutive Q-symbol inputs in order
to crossing U subcarriers. For example, the Alamouti’s g2 style
SF-encoded OFDM blocks for Nty = 2, Q = 2 and M = 2
may be expressed as

{ Xnp=o[t = 0] =

X'ILszl[t - 0] =

)

* * * T
[807 _817 52, _537 cr,SU-2, _SUfl]
* * * T
[517507837827"' 78U71’SU72} 9

()

where the u-th element in symbol vector x,,, [t] is conveyed
onto u-th subcarriers at time-slot ¢ and emitted via antenna
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Fig. 4. Schematic diagram of space-frequency coded OFDM

nrx. When the Tarokh’s g4 based SF code with Ny = 4,
@ =4 and M = 8 is employed in OFDM, we have:
x0[0] = [0, —S1, —S2, —S3, S5, —ST, =S5, =85, -+,
S{—4> —SU—3> —SU—2> _S*U—JT:
x1[0] = [s1, —S0, —S3, —S2, ST, =S5, —S5, =S5, -,
S{7—3)507—4)ST7—15 *S?szlTa
x2[0] = [s2, —S3, —S0, —S1, S5, —S5, =S8, =T, -+,
87— 7‘9’(‘]7173;174736—3]1“’
x3[0] = [s3, —S2, —S1, —S0, S5, —S5, —ST, =S5, ,
SU—1>SU—25 _5573135741T7
(10)

Moreover, the LDC encoded OFDM block for the nry-th
antenna on the u-th subcarrier at time-slot ¢ = 0 (before IFFT
operation) is given by

Xnix [t = 0} = [[B"TXSO}T7 [Bnszl]T7 T [BW/szNfl}T]Tv
11

where 8, = [5uQ,5u@+1," " »S(ut+1)@—1]  is the u-th input
symbol segment having a legnth of @ foru =0,1,--- , U —1.
Consequently, by using Eq. (1), the SF-OFDM symbols can
be formed.

At the receiver side, the detection of SF-OFDM operates
in subcarrier group-by-group basis. Unlike the Section III-A,
after the signal transformed into F-domain by Eq. (4), the
symbol blocks for the n-th subcarrier group which cross over
subcarriers from nM to (n+1)M —1forn=0,1,--- ,N—1
at time-slot t = 0 can be expressed by

}T

¥,,[0] = H,,[0]x,,[0] + n, [0], (12)

where each component vector y [0], x,,[

0] and n,,[0] can be

expressed by T
a,[0] = [énM[OLéz;JVI-}—I[O]"”75%;1+1)M—1[0]} ; while

the channel component matrix is given by H,[0] =
- . . T
[HZM [0], H£M+1[OL T 7H5L+1)M71[0]]

TABLE I
SIMULATION PARAMETERS

Channel model time/frequency-selective
time-correlated Rayleigh fading
Q=1

fap =0.01,---,0.1

L =1,2,4,8,16

Bits per symbol
Normalized Doppler frequency
No. of CIR paths

No. of subcarriers U =128
No. of transmitter antennas Nrx = 2,4
No. of receiver antennas Nrx =1
No. of time-slots per code T=2,4,8
No. of frequency-tone per code M =2,4,8
No. of symbols per code Q=24

C. Maximum-Likelihood Detection

Based on Egs. (8) and (12), the equivalent F-domain system
model for detection can be represented by [1]

y = HZs,, +1,, (13)

where! ¥ = vec(y), H = I ® H is an equivalent channel ma-
trix with a size OF(NRXT x N1 T')-element for ST-OFDM and
(NrxM x NrxM)-element for SF-OFDM. Most importantly,
Z is referred to as the dispersion character matrix (DCM)
[1], defined by E = [vec(By)], vec(B1)],- - ,vec(Bg_1)].
Sn = [50,51, - ,50-1]7 is the n-th segment of transmit
signal frame s in Eq. (1). Additionally, nn,, = vec(n,,).
Therefore, we obtain the estimated symbol vector §,, by
maximum likelihood (ML) detection expressed as [1]:

§= arg{min(”?fﬁEaH?)}, (14)

where a denotes all possible combinations of the @ transmitted
symbols in s,,.

IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, we evaluate the performance achieved by the
varying sets of simulation parameters, which are summarized
in Table I.

The BER performance results of ST and SF-oriented OFDM
invoking LDC (2122)> or LDC (4144) upon varying the
number of normalized Doppler frequency fxp are shown in
Fig. 5(a) and Fig. 5(b), respectively. Both LDC (2122) aided
ST-OFDM having N1y =T = @ = 2 and LDC (4144) aided
ST-OFDM associated with Nty = 4, T = 4, () = 4 achieve
the best performance for fyp = 0.01 when L = 4. At the
same time the performance degrades when fyp increases up
to 0.06. This means the channel becomes even more time-
selective with the duration of whole ST-OFDM symbol period
for 7' = 2 and 4. By contrast, the performance of orthogonal
STBC (g4) aided OFDM for N1y = 4, T = 8, Q = 4 is
decreased when L = 4, due to doubling the time slots for
transmissing in comparison to the LDC (4144), upon varying
the fxp from 0.01 to 0.06.

'We define the vec(-) operation as the vertical stacking of the columns of
an arbitrary matrix. I is a identity matrix with size of (T"x T') or (M x M).
otimes is a Kronecker product operator.

2We denote that LDC (Ntx, Nrx, T, Q) and (N4, Nrx, M, Q) for ST or
SF-encoded OFDM, respectively.
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Fig. 5. BER performance of MIMO-OFDM experiencing time-
selective fading in terms of varying Doppler spread.

Meanwhile, Fig. 5 also demonstrate that both the LDC and
orthogonal code aided SF-OFDM are capable of achieving a
constant performance in low delay spreads with the number
of CIR taps L = 4 without the impact of increasing fnp.

Furthermore, the performance of ST- and SF-OFDM invok-
ing LDC (2122,4144) upon varying L is shown in Fig. 6.
As seen in this figure, the performance of SF-OFDM is not
impacted by the varying delay spreads for a given fxp = 0.01.
However, SF-OFDM benefits frequency-diversity for neigh-
boring M subcarriers having correlated fading coefficients
associated with low frequency-selectivity with L = 1,2,4
for Nty = 2 and with L = 1,2 for Ny = 4. Note that,
the performance degrades when increasing L. Particularly,
LDC (4144) aided SF-OFDM having M = 4 outperforms
orthogonal SFBC (g4) aided OFDM with M = 8 when
communicating over the frequency-selective fading channel of
L=24.

MIMO-OFDM (U=128, f4,=0.01)
T T T

X 0-STBC(g2)
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Fig. 6. BER performance of MIMO-OFDM experiencing frequency-
selective fading in terms of varying delay spread (multipath).

V. CONCLUSIONS

In this contribution, we investigated ST- and SF-diversity
oriented OFDM systems invoking LDC, in order to study
the advantages and disadvantages of transmit diversity based
MIMO transmission over time-/frequency-selective fading
channels. Our results demonstrate that when the channel
is constant within the coherent time/bandwidth, ST- or SF-
OFDM is capable of achieving full diversity gain in ST or SF
domains. The ST-OFDM scheme is sensitive to exploiting di-
versity gains subject to the impact of varying channel Doppler
spreads; while the performance of SF-OFDM is mainly subject
to delay spread. Moreover, compared with the orthogonal
STBC/SFBC (g4), the LDC-aided ST/SF-OFDM is flexible in
configuring various numbers of transmit antenna and time-slots
or frequency-tones. When the transmitter employs more than
two antennas, the performance of LDC-aided ST/SF-OFDM
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schemes is less impacted by channel Doppler/delay spreads,
as compared with orthogonal block codes.
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Abstract—We outline the theoretical formulation of radiometry
of the free-space radiation emitted by a blackbody target.
Simulation shows a much smaller drop of radiation intensity
of a Lambertian source than that of an incoherent source in
the near-field region, indicative of a powerful influence produced
by the coherence property of the blackbody source. Further, the
coupling of the radiation to a radiometer is formulated by the
plane-wave scattering theory of the radiation field.

Index Terms—Calibration of remote sensing, coherence prop-
agation, electromagnetic radiation, microwave blackbody, plane-
wave expansion, thermal noise.

I. INTRODUCTION

Microwave radiometry has become more and more crucial
in remote-sensing instruments due to its significant role in
weather forecasting and climate studies. Nearly all the envi-
ronmental parameters observed by such systems are originally
represented by temperature, which is directly extracted from
total-power radiometer measurements. The measurement accu-
racy relies on the radiometric calibration, often including the
observation of two known thermal noise sources. One typical
configuration consists of a man-made blackbody target in
conjunction with the naturally accessible cosmic background.
The radiation from both sources are independently collected
through the front-end antenna of the radiometer to complete
a calibration.

On one hand, the radiation arising from the cosmic back-
ground is fairly well known to us. On the other hand, the
artificial blackbody usually possesses imperfect properties and
measurements of its radiation almost always take place in the
near-field (NF) region. As a consequence, precise knowledge
of the blackbody NF radiation has a preponderant impact on
calibration accuracy. In this paper, we furnish a theoretical
model of radiometric measurements of blackbody radiation
at close range. The radiation emanating from the blackbody
is modeled by coherence-propagation theory and the power
coupled to the antenna is based on the plane-wave scattering-
matrix theory.

II. PLANE-WAVE EXPANSION OF PRIMARY THERMAL
SOURCE

In general, blackbody sources can be compartmentalized
into two categories, namely a primary source and a secondary
source. Throughout this report, we concentrate on the primary
source, which often embodies a thermal object with ideal
emission characteristics. Handling the secondary source is
actually more straightforward and can be simply inferred from
the approaches in what follows.

Radiometer
ront-end

Z = Q
\a(ﬁ)

r] rrs

Fig. 1. Illustration of a radiometer collecting radiation from a blackbody and
some notations for the plane-wave scattering matrix representing an antenna.

We consider that a radiometric receiver detects the radiation
from a planar source located at the plane z = 0, as shown
in Fig. 1. Although portrayed in a circular shape, the source
can have any arbitrary form. We first attempt to obtain the
“cumulative spectra” U of prescribed currents j in vacuum
[1]. It is well known that the vector potential A relates to j
by 0 )

Aw) = [ 3oy ey
o
where 1 is the permeability of free space, r and r’ symbolize
the field and the source point, respectively. The integration is
carried over the area </ occupied by the blackbody. With the
utility of the following identity

4r|r — 1’|

exp(ik|r —r'|) 1 f ) n BPK
i 20 i) e VA k- (r— =

ik|r — /| o | P (ik - (r —17)) k~y
the vector potential A can be represented in terms of the
cumulative spectra as

2

PPK
ky '’

1

A(r) / U(K) exp(ik - r) 3)

~ 27w

where U is given by

- k

Uk) = 1© “’/ j(r') exp(—ik - /)% @)
4 o

Here, the wave vector k is composed of (ax + Sy +72z) with

its transverse component K = aX + 8y and its unit vector

k = k/k. After acquiring the expression of U(k), we next

obtain the plane-wave spectrum of the blackbody radiation

from the relation between the electric field E(r) and the vector

potential A(r)

E(r) =iw (A(r) + %VV : A(r)) . )
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In view of (3) and (5), the plane-wave spectrum a(k) can be
conveniently expressed as

a(k) = (kk — 1) - U(k), (6)

where I is the unit dyad.

III. COHERENCE PROPERTY OF BLACKBODY RADIATION
SOURCE

In contrast to the customary postulation that blackbody
sources are of complete spatial incoherence, the correlation
distance is on the order of the radiation wavelength for any
blackbody source with its far-field (FF) radiation following
the Lambertian cosine law. In light of its coherence property,
the correlation tensor of the blackbody source at any pair of
points (rj and r5) can be factorized into two terms under the
quasi-homogeneous condition [2]:

Wi (g, rp) = Li(57)Cy(rs — r)L, )
where L; is the intensity distribution of j in the source plane
and Cj is the source correlation function.

In spite of a small value, the non-negligible correlation
length renders a remarkable influence on the radiation field
especially in the NF. In Fig. 2, we show the radiation intensity
normalized to its FF value as a function of the separation
distance for blackbody targets of various sizes. All the nor-
malized quantities approach 1 asymptotically and the target
with a smaller footprint appears relatively brighter in the NF.
Furthermore, the inset plot clearly indicates a pronounced
difference between a completely incoherent source and a
partially coherent source (the blackbody).

IV. ANTENNA COUPLING OF RADIATION

Without losing generality, an antenna can be characterized
by the receiving function s(k). Referring to Fig. 1, the
emergent wave amplitude by at the antenna feed is

N . d’K
bo = Fga(] + /Sl(k) . a(k)— (8)

Ky
This is equivalent to a source with a reflection coefficient I'g
excited by a generated wave bg (the second term on the RHS
of (8)). Here, the receiving function is primed to distinguish its
translated position and rotated orientation (rp; R-x,R-y, R-2)

from the nominal (O;X%,¥,2). s'(k) relates to s(k) through
s'(k) =R-s(R™" - k) exp(ik - rq). )

R is the transformation matrix pertaining to the Euler angle.
From the radiometric standpoint, the power received by the
radiometer can be found as

1 (1=[0p?)bel?

Prec = )
%2Zy |L-T.Ds?

10)

where Zy ~ 377 Q is the wave impedance in vacuum, 'y,
is the reflection coefficient looking into the radiometer from
the antenna feed. With (4), (6), and (8) at our disposal, the
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Fig. 2. Normalized radiant intensity (22 -S) as a function of the separation
distance between the blackbody and the on-axis observation point (r, =
zz) for a target radius of 10, 15\, 20\, 25, and 30\. The inset shows
the comparison between the incoherent source and the Lambertian source
(partially coherent) with a circular profile ro = 25\.

essential part of the received power can now be quantified by
the ensemble average:
Ky [ d®K>

bibe) = w2k u? 2/ 11
(b&ba) = mk* pgw Tyt s 1D

s (ki) - (kikj — 1) - Wj(—ki, ke) - (koko — 1) - 8" (ko),

where Wj is the Fourier transform of Wj in (7). So long as
the antenna receiving function (radiation pattern) is available
to us from simulation or measurements, the received power of
the radiometer can be predicted by numerical integration from
the closed form of (11). Although the computational cost may
seem unduly high, a variety of numerical techniques can be
applied to make the calculation feasible in some specialized
yet commonly encountered circumstances.

V. CONCLUSION

We have established the formulation of blackbody-radiation
radiometry in a rigorous way by using coherence-propagation
theory and plane-wave scattering theory. The power received
by a radiometer is closely tied to the coherence function of
the source current in the blackbody through the plane-wave
spectrum of the radiation field. The correlation distance at
a sub-wavelength scale produces a profound effect on the
radiation emerging from the blackbody source. Simulation
results including the NF coupling through antennas will be
reported at the conference.

REFERENCES

[1] D. M. Kerns, “Plane-wave scattering-matrix theory of anennas and
antenna-antenna interactions,” NBS Monograph 162, June 1981.

[2] D. Gu and D. K. Walker, “Application of coherence theory to modeling of
blackbody radiation at close range,” IEEE Trans. Microw. Theory Techn.,
vol. 63, no. 5, pp. 1475-1488, May 2015.

Gu, Dazhen.
”Microwave Radiometry of Blackbody Radiation.”
Paper presented at Conference on Precision Electromagnetic Measurements, Ottawa, ON, Canada. July 10, 2016 - July 15, 2016.

SP-44



Development of a NIST WR10 Radiometer
Jack Surek!, Chunyue Cheng?, Dazhen Gu' and David Walker!

'National Institute of Standards and Technology, Communications Technology Laboratory
325 Broadway Street, Boulder, CO 80305, USA
jack.surek@nist.gov
?Beijing Institute of Radio Metrology and Measurement
NO.52 Yongding Road
Haidian District, Beijing 100854, China

Abstract — This paper describes the development of a
waveguide radiometer to measure noise from millimeter wave
electronic components from 75 GHz to 110 GHz. The radiometer
will estimate the noise temperature of a device under test (DUT)
based on comparison with room temperature and 77K noise
standards. This is a standard physical approach in other NIST
microwave radiometers. The radiometer is particularly amenable
to performing noise temperature as well as noise parameter
measurements for amplifier and transistor characterization. As
wireless communications progresses towards millimeter wave
systems, noise characterization of related components and
subsystems becomes essential. We report our progress in
radiometer design, construction and verification for millimeter
wave noise metrology at NIST.

Index Terms — Noise metrology, radiometry, millimeter waves,
WR10 band, waveguide radiometer

1. INTRODUCTION

The thermal noise metrology project at NIST in Boulder has
a long history of applying radiometry to noise temperature
measurement. These endeavors have ranged from lab-based
metrology stations for the characterization of electronic noise
emitted from active and passive components to blackbody
reference targets for satellite-based microwave remote
sensing. The present WR10 radiometer development reflects a
renewed emphasis in electronic component and circuit noise
characterization. This is in part due to a recent mandate to
support advanced wireless communications.

A radiometer estimates object temperature by comparing the
radiation it receives from this object with one or more
standards. For our lab-based WR10 radiometer, the object is a
one-port electronic DUT. As in other NIST microwave
radiometers [1], DUT noise is compared to noise from a room
temperature and a liquid-nitrogen-boiling-point standard using
the same calibrated receiver. Each noise source is switched
into the receiver input as shown in Fig.1.

Usually the DUT is a diode that is designed for enhanced
noise output. Once the noise spectrum from this diode is
characterized with the radiometer, two-port -electronic
components such as waveguide amplifiers and filters can be
inserted between this DUT and the radiometer receiver. In this
configuration, the diode’s noise can provide a unique source
of broadband simultaneous frequency excitation.

When measuring noise power, the assumption of linearity is
maintained by nibbling a broad noise spectrum in short

enough spectral segments to accurately estimate temperature
across any peaks. With short enough spectral segments the
ratio of the power to the bandwidth of these segments defines
their local temperature [2]. Broadband noise from each source
is downconverted in spectral segments that range from 10
MHz to 1 GHz wide. Noise power measurement per segment
is slow enough to assume that equilibrium has been reached.

Peaks in the noise spectrum of an electronic device
represent non-thermal variations in temperature. A focus on
these peaks may provide useful information about the
interplay between materials, structure and circuit topology.
These effects are often attributed to circuit nonlinearity and
intermodulation distortion. Injected noise may provide a much
more thorough way to explore these energy dependencies. We
proceed with the WR10 radiometer development by assuming
that its characterization as a linear network, described above,
remains a valid basis for observing non-thermal variations.

Kang et al recently reported a WR10 radiometer relying on
the same physical approach of estimating DUT temperature
based on room temperature and 77K noise standards [3]. Our
design uses the same tuned RF receiver architecture and its
characterization relies on the same theory outlined over the
last 50 years. We do allow for two paths to contrast balanced
versus sub-harmonic mixing, but the basic differences in
sensitivity and accuracy between our radiometer and other
modern designs will likely be small. The specific difference
for our work comes from applying this hardware to two-port
component testing and from a focus on noise spectral features
for what they reveal about component performance. As a
specific example, a well-characterized noise diode would
provide a signal source to the input of a broadband signal
amplifier DUT. The tuned receiver parses emissions from this
DUT into short IF spectral segments. In this way DUT
sensitivity to the simultaneous excitation of one to many
simultaneous instantaneous frequencies (wavelets) in the
WR10 band would be revealed in comparison with DUT noise
at the same bias without noise diode excitation. The average
noise level between these would be normalized, accentuating
peaks and valleys. Radiometer characterization for standard
operation remains fundamental to making such measurements
and we plan to fully report on this at the conference. Beyond
this, we hope to report on one such two-port DUT experiment
performed at narrow IF bandwidth.
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II. WR10 RADIOMETER
A. Design

The WRI10 radiometer relies on swapping in temperature
standards, Trr and Tcr, as well as the DUT, Tpyr, with a 4-
port rotary waveguide switch in order to piece out
representative noise spectra about a given frequency in the
WRI10 band by mixing and IF filtering through a shared signal
path. Our radiometer allows for downconversion through a
balanced mixer or a 1/3 sub-harmonic mixer with a second 4-
port rotary waveguide switch in order to compare these.
Receiver operating temperature of 23.0° C £ 0.5° C will be
maintained with water cooling. However, during this initial
checkout phase, components operate from 22.0° C to 24° C.

B. Components and Characterization

Noise temperature standards in Fig.1 are: a WR10 matched
load Trr, a NIST custom cryogenic standard Tcr that operates
at the boiling point of liquid nitrogen, 77 K + 1 K [4] and a
device under test Tpur , often a noise diode.

2510 36.67 GHz

active
x6 chain

12.51t0 18.33 GHz

IF out

Fig. 1 Architecture of WR10 switching radiometer.

We have two diode noise sources to verify the performance
of the WR10 radiometer over its operational life. The vendor
specifies these to have an excess noise ratio (ENR) of 12 dB
with £ 3 dB flatness across the band. As part of initial testing,
the input was switched between these two noise diodes and the
matched termination, directly measuring power for these
connections at the point “test” in Fig. 1 with a WR10 power
sensor and no added filtering. The direct ratios of measured
power between each diode and the matched termination
provide ENR estimates of 8.0 dB and 8.5 dB, respectively.
Two amplifiers, each with an average noise figure of 5.5 dB
(per the vendor’s specification) are concatenated to make up
the 44 dB gain stage in Fig.1. Considering this noise figure

and overall amplification, preliminary ENR measurements are
reasonable. These results confirm operation of each diode and
the amplifier chain. Next steps will be to characterize the gain
and noise of the amplifiers in the 44 dB chain in order to de-
embed accurate ENR values for these noise diodes, and to
measure with short spectral segments using each mixer path,
in order to see ENR variations.

Balanced mixer conversion loss was measured with LO
consistently offset by 100 MHz from the RF. RF and LO
power were monitored with couplers in these paths with these
couplings accounted for. Measured IF power is shown offset
by +15 dBm in Fig.3. Note that the LO signal is between -2
dBm and +2 dBm while the RF signal is between -10 dBm
and -13 dBm in Fig.3. The vendor specifies an LO drive
power of between 2 dBm and 4 dBm and an RF signal level of
around -10 dBm to limit conversion loss to no more than 12
dB. Fig. 2 shows conversion loss of 12 dB or less up to ~108
GHz even at the low LO and RF powers of our initial tests.

III. CONCLUSIONS

We will report on further progress towards the full WR10
radiometer system characterization and implementation at the
conference.

T/‘
4 // Fersfoem | T~

6 | = -
-8 Fonverson Loss [dB]
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Fig. 2. Balanced mixer conversion loss for the above input powers
and with sinusoidal LO less than sinusoidal RF by 100 MHz.
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Abstract—A complete characterization of multiple-device wire-
less interactions must include data relatable to the electro-
magnetic field radiated by each device under test (DUT). If
these field sources are separable in time or frequency, they
can be demultiplexed with a single probe antenna and time
gating or bandpass filtering. Spectrum-sharing coexistence test-
ing, however, may deal with simultaneous co-channel radiation.
Communication channels may realize orthogonality in signal
modulation or coding, for example, instead of time or frequency.
These signals need an alternative to time or frequency as a basis
to discriminate between signals in tests.

We explore here distributed multi-probe detection as a means
to address this problem. Simultaneous coherent detection of
quadrature baseband at multiple probes provides degrees of
freedom necessary to decompose modulated signals with different
origins in space. The approximately deterministic simple prop-
agation behavior in an anechoic chamber allows us to estimate
channel delay, phase shift, and attenuation parameters between
each combination of probes and DUTs. These parameters are
sufficient to extrapolate a transfer matrix across frequency
that we invert to compute a weighting matrix that deembeds
the received superposition of DUT waveforms. We demonstrate
experiments that demultiplex three DUTs: a 802.11n Wi-Fi link
pair and a source of LTE traffic, all in overlapping channels
near 2.4GHz. The demultiplexed channels show clearly the
channel occupancy of each DUT without time-gating or frequency
filtering.

I. INTRODUCTION

Industry and government are developing technology, stan-
dards, and regulation policy to share spectrum allocations at
the desirable frequencies below 6 GHz. The results of this
work include the proposed Citizen’s Broadband Radio Service
(CBRS) near 3.5GHz [1], IEEE 802.22 in TV whitespace
bands [2], [3], and the well-known industrial, scientific, and
medical (ISM) bands around 900 MHz, 2.4 GHz and 5.8 GHz.
Increasing access to this spectrum presents an opportunity to
increase wireless data network capacity if existing incumbent
users can be protected from interference.

At its most basic, a spectrum sharing scheme needs to
enable some type of separation of communication channels
separable between different systems. Common mechanisms in
ISM bands include frequency hopping and spread spectrum.
Television whitespace use includes adaptive access by cogni-
tive radio and a centralized database to minimize interference

U.S. government work — not protected by U.S. copyright
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Fig. 1. Spatial demultiplexing (“DEMUX") decomposes a waveform received
from multiple transmitter DUTSs. The reference input waveform is defined at
the reference port connected to probe 1. Coherent baseband receivers at probes
2 through K provide the additional necessary input degrees of freedom.

with regional television broadcasting. The proposed CBRS
creates an elaborate three-tier sharing scheme built around
a centralized spectrum access system (SAS) that coordinates
use by non-government tiers [4]. Many approaches to adaptive
spectrum access that use spectrum sensing may need to co-
exist, including combinations of physical orthogonality (time,
frequency, space, or polarization) and/or signal orthogonality
(like modulation or coding).

Spectrum-sensing and adaptive approaches like those above
require tight coordination — ensuring proper radiation from
each spectrum-sharing device becomes vitally important. Im-
proper transmissions could be the result of product imple-
mentation errors, misconfiguration, or abuse, and may de-
grade communication network availability, data throughput,
and latency. The modulation radiated by each transmitter
is therefore exactly the fundamental quantity that needs to
be captured to test coexistence. This means demultiplexing
the signals superimposed over the air into separate channels,
even when every radiator transmits different signals that are
simulataneously in the same frequency band.

Current standards for over-the-air testing in the electromag-
netic compatibility (EMC) and communication communities
often approach measurements at the high and low extremes
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Fig. 2. Example distribution of probe antennas and DUTs in the test zone.
They are presumed motionless during test. For demultiplexing, K > L.

of the networking stack. A high-level network performance
measurand, or Key Performance Indicator (KPI), is what is
observable by the user, often throughput or latency [5]. Re-
search and standardization efforts may lead to shared-spectrum
KPI tests that point directly to problems that noticeable to end-
users and network operators (perhaps the network is “slow”
or “won’t connect”), but not diagnostic data to troubleshoot
underlying causes. Low-level physical signal measurands re-
lated to timing, modulation, or power are the usual way to
diagnose problems at the device level. How do we apply
these methods to over-the-air spectrum sharing tests if they
all summed together when they arrive at our signal analyzer?

We propose in this paper a technique to separate baseband
waveforms detected from multiple co-channel DUTs, illus-
trated in Figs. 1 and 2. We establish a two-parameter matrix
model to extrapolate multichannel anechoic interactions across
frequency (Section II). We develop a method to estimate these
parameters from measured data, and invert the probe matrix
over frequency to determine probe weights that demultiplex
the DUTs (Section III). Last, we demonstrate application to
coexistence work by demultiplexing coexisting LTE and Wi-Fi
signals (Section IV).

II. MULTICHANNEL SYSTEM MODEL

This section defines the physical model and notation that
underlie the rest of the paper. We reduce the interactions
between each probe-DUT pair across a band of interest to
a propagation delay and a complex response coefficient.

The environment is an anechoic chamber like the one illus-
trated in Fig. 2. There are K probe antennas, each connected
to a separate channel of a coherent measurement receiver.
The receiver acquires complex in-phase and quadrature (IQ)

baseband waveforms on all of K channels simultaneously. The
test zone in the center of the chamber has L < K DUT
transmitters that, during tests, may potentially all transmit
simultaneously at the same frequencies.

A. CW Signaling Case - Arbitrary Scattering Environment

First consider an unknown quiet scattering environment. For
this subsection only, assume the /th DUT radiates continuous-
wave (CW) with magnitude and phase represented voltage
phasor V;PUT. The wave propagates to each of the K receive
ports, scaled by transmit-to-receive (DUT-to-probe) response
coefficient hy;. The transmit-receive transfer function en-
capsulates all linear single-frequency attenuation and phase
shift: propagation, scattering, impedance mismatch, antenna
transduction, receiver frequency response, etc. The component
of the voltage phasor received at the & probe from [th DUT is
represented by the phasor Vj;. The wave undergoes linear and
time-invariant propagation with added receive channel noise,
N, k-

Vit = hiaVPUT + Ny (1)

We need an equation in terms of probe (not DUT) voltages
for over the air (OTA) tests. To this end, define the receive
transfer function as relative to a reference probe defined at
k=1.Vy = huVlDUT. Solve for VZDUT and substitute into (1)
to find

hi v B
—Viu+ N = HgVi + Ny )

Vi, =
kl hll

The response coefficient Hy; = hy/hy for hyy # 0 relates
received phasors, independent of the magnitude or phase of the
transmitter. It is no longer strictly a transfer function, because
it only relates received signals.

Now let all transmit devices excite CW at the same fre-
quency. Each receive channel is related to the reference receive
channel by weighted superposition of each reference antenna
transmitter component [:

L
Vi = ZHI«ZVH + N (3)

=1

This is equivalent to matrix multiplication,
V=HV; +N. 4

Here V is the 1 x K row vector of probe receive phasors Vj;
H is the K x L probe response matrix with elements Hy;; Vi
is the 1 x L row vector comprising the demultiplexed voltages
at the reference probe, V7;; and N is the 1 x K row vector of
independent and identically distributed (i.i.d.) receive channel
noise samples Nj.

The phasor could be normalized as a node voltage in simulation or
microwave parameter system like pseudowaves for measurement [6]. The
choice of pseudowaves leads to response functions that are a subset of
(K + L)-port scattering parameters.
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B. Modulated Case - Free Field Environment

Each DUT is a communication device, not a swept-
frequency CW test instrument; we need to model the channel
response for modulated signals. The model will stay tractable
in our test scope by exploiting the free-field propagation
approximated by the anechoic chamber.

The ideal transmit-receive response in the the (k, )" pair
in free space is [7]

1 K,

= ° ejkoﬁcz ) 35
Tkl AFE}JTAFM ( )

hk-l (OJ) =

The variables are AFLYT, the complex-valued [8] antenna
factor of the DUT antenna [ toward the receive antenna k;
AF;, the complex-valued antenna factor of the receive antenna
k toward the transmit antenna [; 7y, the separation distance
between the (k,1)™ probe-DUT pair; K}, a calibration factor
encapsulating physical constants and corrections for hardware
losses and receiver equalization in the receive path of the k™
probe; and ko = 27/, the free-space wavenumber.

The receive impulse response between the k™ probe and the
I* probe, with the TEM phase relation wg; = ko7x, is

DUT
H;C[(w) = hkl(w) = EﬁAF” AFy e]'w(ﬂcz*‘ru)
’ hll(w) Tkl Kl AF?ZUT AFH
~ Hjyel AT, (6)

The complex transfer coefficient Hy, encapsulates all of the 7,
K, and AF terms, which we assume to be frequency-invariant.
Each (k, )" probe-DUT response is therefore assumed to be
a delay A7y, in addition to the complex response coefficient
Hy,;. These two parameters are also the basis of delay-and-
sum beamforming [9], though we use it in this paper to excite
a mode in the center of the test zone, not form a beam.

The response Hy,(w) still fits nicely into a matrix equation.
The dependence on frequency means (4) now has to be
evaluated at each frequency:

V(w) = H(w) V1 (w) + N(w). (7)

Moving forward, practical use of this expression will depend
on determining the delays and response coefficients that char-
acterize H(w).

If a calibrated reference probe is available, we can simi-
larly demultiplex the incident co-polarized electric field over
frequency, Ej;(w). The complex antenna factor needs to
be known the direction toward each DUT, AFy;, with any
necessary impedance and level adjustments K:

Eu(w) = KlAFu(w)Vu(w). (8)

C. Error Sources

The two-parameter delay and weight model in (6) and (7)
requires that a A7y, exists that leaves Hj; invariant across
the detection bandwidth. This requires ideal reflectionless
transverse electromagnetic (TEM) propagation like the ideal
free field.

For each DUT /, Estimate each relative
transmit PRBS probe-DUT
Conslg:gl:a‘:h time delay, Aty
() DUT / cross-covariance || A ~
(&]U sequence, Aty = argmax|Ry|
K !
(...) Estimate each
Interpolate probe-DUT A
Vi Vo Vi g(%isf{:%i |,| transfer coefficient, H,
Ry, — R 2 argmax|Ry|
Record each Kl K [y = el
probe response argmax|R|

Fig. 3. Summary of the transfer matrix estimation process.

An anechoic chamber approximates this behavior, but other
effects arise as error sources, including 1) Reflection inter-
actions in the test zone, 2) Non-TEM near-field interactions
for small ry;/ko, or 3) frequency variation in the ratios
AFPYT/AFDUT AFy, /AFy;, and K}, /K. The principal impact
of these errors on our demultiplexing process is distorted
crosstalk between output channels.

III. PROBE WEIGHTING

This section details detection and least-squares weighting
estimation that we use to demonstrate implementing demulti-
plexing in this paper. The process is summarized in Fig. 3.

A. Acquiring Alignment Waveforms

All receive channels acquire and store a detection trace
composed of M samples of complex 1Q baseband voltage
at sampling period 7. Samples are time-synchronized and
phase-locked. Sample acquisition occurs at ¢[m] = mT; for
each Vi [m].

The procedure for collecting channel response calibration
data is as follows. At each DUT for [ = {1,2, ..., L},

1) Disable all DUTs.

2) Transmit a pseudo-random bit sequence from the [* DUT

3) Simultaneously acquire the receive waveform on all re-

ceive channels, Vy;[m], Voy[m], ..., Viki[m].
The process results in one M -sample trace for every transmit-
receive pair. The Vj;[m] are the complete set of calibration
data.

B. Probe Response Alignment

We need to estimate Hj; and ATM from the alignment
data, which we will use to extrapolate the transfer matrix
H. The process proposed here was developed intuitively, and
is therefore almost certainly suboptimal. Significant improve-
ment may be achieved in further efforts in the future.

The sample cross-correlation sequence Ry;[m| between the
k™ and 1% probe channels excited by the /™ DUT iswith
respect to the reference antenna is

M
Rialn] = (Vu[m]*)Via[m +n] ©)
m=1

=F HF Vialm)" F (Vium]) } - (10
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Fig. 4. Example probe channel parameter estimation values taken for DUT
1 (the Wi-Fi AP) from the interpolated cross-correlation sequence Ry .

where F{-} denotes discrete Fourier transform and indices n
correspond with time lag 7[n].

The peak of |Ry;[n]| is located near the delay we wish
to estimate, A7y;. Digitization results in a quantization error
bounded by ¢, = £T7%, resulting in a frequency-domain phase
progression error A¢. The worst case is |[Ag| = 180° at
the acquisition band edges. To mitigate this we upsample
Ryq[n] to produce an oversampled Ry;[n] on a new time grid
T[n] = T;/Ts7[n]. If Ry[n] has even symmetry about its peak
(as under the idealized conditions of Section II), upsampling
reduces the maximum phase error to |A¢| = (T;/Ts) x 180°.
We fix the oversampling factor to 7T;/Ts = 1/1000 in this
work to keep |A¢| well below 1° across the band.

Each delay pair is estimated by the correlation peak,

Aty = argmax ‘f?kz [n]‘ . (11)

This is the discrete naive cross-correlation method of [10]
(sampling period 7). Further robustness to noise may be
realized in the future by implementing the complete cross-
correlation method from the same source.

We estimate the weight parameter at the corresponding
magnitude peaks:

R {argmax ’I:Zkl [n] ”
n

Hy = (12)

RU {argmax ’f?u[n] ’:|
n
Figure 4 demonstrates the process with data from Section IV.

C. Demultiplexing to Separate DUTs

Now let all DUTs transmit to begin testing. Each measure-
ment receiver channel acquires M. samples. Each transfer
function estimator behaves as

Hkl (wn) = Fkl eXp(fjwnAATkl), (13)

The sampling rate can be different from that used to estimate
the delay and weighting coefficients in (11)-(12).

Probed DUT 2
802.11n Client
DUT3 Al DUT 1

LTE (to th{ 802 11n AP
generator) 2

Probe 1
(reference)

“.

D
iy

g r
< =~ Probe2!

\
Fig. 5. Our demonstration test used X = 4 probes (connected to a 4-channel

vector signal transceiver) to demultiplex L = 3 DUTSs: a pair of Wi-Fi devices
and a signal generator sending PRBS LTE.

TABLE I
DUT PARAMETERS

DUTs I and 2 (Wi-Fi)

Protocol standard 802.11n
Channel center frequency 2442  GHz
Channel bandwidth 20 MHz
Transmit power setting 20dBm
Antenna type 3 cm monopole
Transport UDP
Maximum transport unit 1500  bits
Data payload Unknown
DUT 3 (LTE Downlink Generator)
Protocol standard LTE FDD
Center frequency 2453 GHz
Bandwidth 20 MHz
Modulation type 64QAM
Transmit power setting 19 dBm
Antenna type 3 cm monopole
Data payload PRBS

The probe weighting matrix from (7) is related to the probe
response matrix by inverse:

(71 (wn) = I:I+(wn)V(Wn)
= W(‘*’n)v(wn)v (14)

where (-)T(w,) is matrix pseudo-inverse [11] computed at
each w,,. Since each H},; is normalized to hy;, each f[u =1,
and there is no information in the first row of H. Therefore,
Hq =1 has rank K — 1, and K > L + 1 receive channels
are necessary to demultiplex L transmitters.

The time domain baseband can be recovered by IFFT for
each row of Vl(w,L).

IV. APPLICATION TO A COEXISTENCE TEST

We demonstrate here the results of an initial experiment
with this technique applied to LTE and Wi-Fi coexistence.

A. Test Setup

Figure 5 shows the semi-anechoic chamber configured for
a Wi-Fi and long-term evolution (LTE) coexistence test.

Like Fig. 2, the DUTs are near the center of the chamber,
and the probes are located around the perimeter. This topology
provides line-of-sight between each pair of DUTs and main-
tains the standard practice of the test zone at the center of
the chamber for the DUTs [12]. Separation between DUTSs
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TABLE II
DETECTION SYSTEM PARAMETERS

Probes 1-4
Antenna type LPDA
Manufacturer-specified antenna factor |AF| =46 m~!
2:1 VSWR bandwidth 600 < f < 6000 MHz

Acqusition
Number of channels 4
Center frequency fe=245 GHz
Sampling rate 1/Ts =60 MHz

Acquisition count M =106
Sample size 32 bits
Cross-correlation interpolation factor Ts/T; = 1000

is approximately 1 m, and each probe is approximately 1.5 m
from the nearest DUT. The short D = 3 cm dipoles make these
separations much greater than 2D2 /).

Detailed DUT and probe system parameters are in Tables
I-II. The probe antennas are all the same make and model
of log-periodic dipole antenna (LPDA). Their manufacturer
specifies 5dBi of gain at boresight and linear polarization.
Each is oriented to include all DUTs within +45° of boresight
at approximately vertical polarization (co-polarized with the
DUTs).

Each Wi-Fi DUT is commercial development board hard-
ware with the same make and model. One is configured as an
802.11n access point (AP), and the other is an 802.11n client.
A software interface running on a laptop outside the chamber
controls the devices during test. We use a bandwidth test mode
to radiate by generating uplink (client-to-AP) or downlink
(AP-to-client) traffic. These are actual 802.11n devices that
use clear channel assessment to sense spectrum; at this close
range we expect they will reliably wait to transmit until LTE
vacates the channel.

A commercial radio frequency (RF) signal generator instru-
ment excites a carrier modulated with LTE. The modulation
data load is PRBS traffic on 10 resource blocks. We pulse the
LTE signal at 10ms period at 50% duty cycle to leave vacant
time on the channel for the Wi-Fi system. The signal generator
synthesizes the LTE without feedback from the channel, so
only the Wi-Fi devices have the sensing information for
opportunistic channel use in this test.

B. Calibration Self-Validation

We implemented the probe response alignment described
in Section III, and applied the demultiplexing procedure to
the original alignment data (baseband traces for each of the
3 DUTs radiating alone). This serves as a validation step,
checking that power is dominated by the diagonal terms.

The results are in Fig. 6. Ideally, each I'™ DUT waveform
would appear only at the [ demultiplexer output, and only
noise at the other outputs. The crosstalk level averages 21 dB
below the desired signal in its column. This figure of merit
is the isolation, and needs to be high enough to help a
measurement instrument or post-processing tool decode the
information transmit by each DUT. The isolation contributes
to the dynamic range of demultiplexed detection.
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Fig. 6. Demultiplexed and residual cross-talk spectra, shown with total
channel power. The average cross-talk level is 21dB below the desired
“through” channel (the diagonal plots in the grid).

TABLE III
CHANNEL UTILIZATION RATES DECOMPOSED BY DUT

Wi-Fi AP Wi-Fi Client LTE Empty
802.11n downlink test 31% 3% 50% 16%
802.11n uplink test 4% 30% 50% 16%

C. Device-by-Device Channel Occupancy Tests

One use of the demultiplexed output in this application
is to study the channel utilization by each DUT jointly
over time (during simultaneous co-channel operation). We ran
two scenarios to demonstrate this idea, shown in the power
envelopes of Fig. 7: a Wi-Fi uplink test with LTE interference,
and a Wi-Fi downlink test with LTE interference. For clarity,
power levels are averaged in 100us bins. Each set of plots
shows the three DUT output channels, plus the “no demux”
raw data received at the reference antenna for comparison. We
emphasize that no spectral filtering or time gating has been
applied here to separate the channels.

The principal remaining uncertainty for estimating channel
occupancy here is whether a waveform feature is produced
by cross-talk the indicated DUT. Figure 6 suggests that the
strongest residual cross-talk will be from the Wi-Fi AP channel
to the Wi-Fi Client channel. This holds true in both scenarios
of Fig. 7. Therefore, assuming that each DUT power envelope
at this time-scale is fully “on” or “off,” we can define an
occupancy power threshold above the cross-talk level for
each channel. Moving one-by-one by output channel, we can
decompose total channel occupancy by device, even during
co-channel transmission. These data are shown in Table III
(averaged over one 10 ms on-off period that we applied to the
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Fig. 7. The demultiplexed signal envelopes of multiple spectrum-sharing
DUTs in two spectrum-sharing coexistence test scenarios. Spatial demulti-
plexing divided the raw probe data (violet) into separate channels (red, green
blue), the waveform components detected from each DUT.

LTE). In each case, the Wi-Fi sender channel occupancy is
about 30%, in contrast with the receiving device at 3% to 4%.
The LTE generator occupies the channel at a fixed 50% rate
as configured on the instrument.

Channel occupancy for multiple co-channel DUTs demon-
strated here could be difficult to determine (or define) from test
data without demultiplexing. Are the dips in the raw data near
5.5ms an instance of destructive interference from a collision
event, or a feature of a single DUT? Answering this question
would need a priori information about the constituent signals.
However, the demultiplexed outputs show straightforwardly
that the dip is a feature of the LTE waveform.

V. CONCLUSION

We demonstrated spatial demultiplexing of co-channel ra-
diators for testing spectrum sharing and wireless coexistence.
The implementation is a simple multiple-input multiple-output

(MIMO) receiver. More study will be needed to characterize
the processing impacts on the fidelity of the demultiplexed
receive channels. Modulation and protocol analysis software
may then be able to decode the waveforms for protocol-level
insights into a spectrum-sharing scenario.

The data here was post-processed in the frequency domain.
However, similar performance might be realized in real-time
digital signal processing by developing of a suitable frac-
tional delay filter. The demultiplexing technique could then
be integrated aboard a multi-channel detection instrument by
including “calibration” or “alignment” feature determine probe
weightings. The most challenging practical aspect here may
be controlling the DUTs to obtain a channel alignment signal;
consumer devices are typically designed to transmit only as
part of bi-directional communication with a larger network.

We were careful here to discuss the process and results in
terms of detection. Developing this technique into a proper
measurement tool will require significant effort in uncer-
tainty analysis for each demultiplexer output channel. This
will require characterizing and propagating uncertainty arising
from sources such as reflections in the test zone, detector
nonlinearity, and antenna responses that do not fit the time
delay and coefficient model.
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Abstract — We developed models for Type-N coaxial vector
network analyzer (VNA) calibration Kkits within the NIST
Microwave Uncertainty Framework. First, we created physical
models of commercially-available standards that support
multiline thru-reflect-line (TRL) and open-short-load-thru
(OSLT) calibrations, and included error mechanisms in each of
the standards’ constituent parameters that were utilized in the
NIST Microwave Uncertainty Framework to propagate
uncertainties. Next, we created a measurement-based model of a
commercial electronic calibration unit (ECU) by characterizing
the scattering parameters of its internal states with a multiline
TRL calibration. Finally, we calibrated a network analyzer using
the three calibration methods, and compared measurements,
including uncertainties, made on a number of verification
devices. We show that the three calibrations agreed to within
their respective uncertainties.

Index Terms — calibration, coaxial, electronic calibration unit,
physical models, uncertainty, vector network analyzer,
verification.

. INTRODUCTION

The multiline, thru-reflect-line (TRL) calibration [1] is
perhaps the most fundamental and accurate vector network
analyzer (VNA) calibration for coaxial circuits. Multiline TRL
calibrations measure the propagation constant of the line
standards so that the characteristic impedance can be
transformed to a selected reference impedance, and offer high
bandwidth and accuracy through the use of multiple
transmission-line standards. However, a set of coaxial lines,
some relatively long, is required to obtain a wide-band
measurement. Coaxial airlines also require considerable care
to ensure good connections without damaging the standards.
Furthermore, a set of lines can be costly, and measurements
are time-consuming.

Other types of VNA calibrations make use of compact,
lumped-element standards, the most common being open-
short-load-thru  (OSLT) and line-reflect-match (LRM)
methods [2]. They provide calibration procedures that are
easier to perform, oftentimes at the cost of lower accuracy.

Over the years, electronic calibration units (ECUs) have
become a viable alternative to the aforementioned methods.
First proposed in 1993 [3], these units provide the advantage
of requiring only one connection and are capable of rapidly
switching among a large variety of reflection coefficients and
low-loss  transmission  coefficients. Recently, newer
commercial units have been shown to be stable enough to be
used in place of mechanical verification artifacts [4, 5].

In this paper, we utilize the NIST Microwave Uncertainty
Framework [6-10] to develop physical models of
commercially available Type-N multiline TRL and OSLT
coaxial calibrations kits, and then use the multiline TRL
calibration to create a traceable measurement-based model of
an ECU. The NIST Microwave Uncertainty Framework
utilizes parallel sensitivity and Monte-Carlo analyses, and
enables us to capture and propagate the significant S-
parameter ~measurement uncertainties and statistical
correlations between them [11]. By identifying and modeling
the physical error mechanisms in the calibration standards, we
can determine the statistical correlations between both the
scattering parameters at a single frequency and uncertainties at
different frequencies. These uncertainties can then be
propagated to measurements of the devices under test. In the
following sections, we describe our methodology in further
detail, and compare measurements and uncertainties made on
a number of verification devices.

II. MODEL DEVELOPMENT

We began by modeling the multiline TRL calibration
standards (an offset short, and five airlines of varying lengths)
for purposes of determining uncertainties. Table I lists the line
lengths and associated uncertainties for the multiline TRL
standards, and Table II lists the other sources of uncertainty
for the standards. Our values and distributions of the
uncertainties come from a variety of sources, including
manufacturers’ specifications and an IEEE standard [12].

The NIST Microwave Uncertainty Framework was
employed to construct models for the calibration standards.
The airline and offset-short standards were modeled with
closed-form expressions for coaxial lines of finite metal
conductivity [13]. The framework was also used for
automatically propagating the uncertainties to the calibrated
verification devices in conjunction with the calibration engine,
StatistiCAL™ [14, 15], which utilizes a “mix-and-match”
philosophy to VNA calibrations.

Next, the OSLT standards were modeled with the values
and uncertainties listed in Tables II and III. We modeled the
load standard as a simple 50 Ohm resistor after observing that
the magnitudes of the measured reflection coefficients for both
the male and female connectors were less than -30 dB at most
frequencies. The offset lengths of the open and short standards
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were estimated from the respective phase delays measured
with the multiline TRL calibration.

Finally, we created a measurement-based model of our
ECU by characterizing the S-parameters of its internal states
with a multiline TRL calibration. The added complication here
was that our airlines had male connectors on both ports, so a
male-to-male adapter was required to measure the insertable
ECU. We then de-embedded the calibrated adapter to properly
characterize the ECU.

Table I. Lengths and uncertainties of the Type-N TRL
standards.

Line Designation Length (mm) + Uncertainty

(Distribution)

Airline 1 36.966 + 0.005 (Rectangular)
Airline 2 43.472 + 0.005 (Rectangular)
Airline 3 49.959 + 0.005 (Rectangular)
Airline 4 56.442 + 0.005 (Rectangular)
Airline 5 99.904 + 0.005 (Rectangular)
Offset Short 18.955 + 0.005 (Rectangular)

Table II. Physical error mechanisms of the Type-N standards.

Mechanism (units) Value £ Uncertainty

(Distribution)

Inner Cond. Diameter (mm)
Outer Cond. Diameter (mm)
Pin Diameter (mm)

Pin Depth (mm)
Metal Conductivity (S/m)
Relative Dielectric Constant
Dielectric Loss Tangent

3.04 £ 0.0026 (Rectangular)
7.0 £ 0.0051 (Rectangular)
1.651 £ 0.0127 (Rectangular)
0.051 +0.051 (Rectangular)
7.9x10° £ 4x10° (Rectangular)
1.000535 + 0
0+0

Table III. Physical error mechanisms of the Type-N OSLT

standards.

Mechanism (units)

Value £ Uncertainty
(Distribution)

Male Open Offset Length (mm)
Female Open Offset Length (mm)
Open Conductance (1/Q)
Open Capacitance (pF)
Male Short Offset Length (mm)
Female Short Offset Length (mm)
Short Resistance (£2)

Short Inductance (nH)

Load Resistance ()

Load Inductance (nH)

6.504 = 0.005 (Rectangular)
1.944 £ 0.005 (Rectangular)
0+0
0+0
5.321 £ 0.005 (Rectangular)
0.000 + 0.005 (Rectangular)
0+0
0+0
50.0 £ 0.1 (Rectangular)
0.0 £ 0.1 (Rectangular)

III. MEASUREMENT COMPARISON

Once the multiline TRL, OSLT, and electronic calibration
standards were defined, we used the three sets of standards to
calibrate the measurements of verification devices for
comparison purposes. Once again, for the TRL calibration, the
calibrated adapter was required for measuring the insertable
devices. Figures 1-5 show calibrated S-parameters and
corresponding 95 % confidence bounds calculated from the
sensitivity analysis performed in the NIST Uncertainty
Framework for a 20 dB attenuator, a 50 dB attenuator, an
airline, and a Beatty line. Dashed curves in the figures
correspond to confidence bounds.

In each of the figures, the three calibrated measurements
agreed to within their respective uncertainties at most
frequencies, although the OSLT-calibrated measurements
were visibly noisier. The uncertainties of the OSLT-calibrated
measurements were also larger in general. For instance, the
mean confidence intervals for [Syi| of the 20-dB attenuator
were approximately + 0.07 dB with multiline TRL, + 0.15 dB
with OSLT, and + 0.07 dB with the ECU.

0.24
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0 2 4 6 8 0 12 14 16 18
Frequency (GHz)

Fig. 1. Comparing measurements and 95% confidence
intervals of the airline’s transmission coefficients.
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Fig. 2. Comparing measurements and 95% confidence
intervals of the 20 dB attenuator’s transmission coefficients.
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Fig. 3. Comparing measurements and 95% confidence
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Fig. 5. Comparing measurements and 95% confidence
intervals of the Beatty line’s reflection coefficients.

IV. CONCLUSIONS

We have developed physical and measurement-based
models of Type N coaxial calibration kits for vector network
analyzers that support multiline TRL, OSLT, and electronic
calibrations within the NIST Microwave Uncertainty
Framework. The verification devices measured with the three
calibration approaches agree to within their respective
uncertainties. Although other sources of uncertainty may be
included in a final uncertainty analysis, we believe these
minor additions will not significantly affect the overall
uncertainties.

The principle advantage of characterizing an ECU and
providing uncertainties is that the unit can be used as a
working set of standards that requires only a single connection
to calibrate the VNA, saving both time and wear-and-tear on
the VNA test ports as well as the TRL and OSLT standards.
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ABSTRACT

In this paper, we address the issue of how to leverage Wi-Fi
Direct (as an outband solution) to enable the Device-to-
Device (D2D) communication that can offload massive data
traffic from the LTE (Long Term Evolution)-based cellular
network and support other applications. Particularly, we
develop a clustering-based scheme that automatically finds
the best candidates to remain connected to the LTE net-
work while the rest of the devices can be disconnected di-
rectly from the LTE-based cellular network. By doing so,
we can reduce the signal interference, increase the average
throughput and spectral efficiency of the network, and also
reduce unnecessary data traffic that can be transmitted lo-
cally by D2D communications instead of going through the
LTE-based cellular network. Devices in established clus-
ters can indirectly communicate with the LTE network via
the cluster head, which can be dynamically selected and re-
mains connected to the LTE network directly. Using the
real-world cellular data collected from a public database re-
lated to the deployment of LTE networks, we show the effec-
tiveness of our proposed scheme in traffic offloading in the
cellular network. We also discuss how to use our developed
techniques to support Internet-of-Things (IoT) applications
such as smart grid communications.
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1. INTRODUCTION

Generally speaking, D2D communication refers to a tech-
nology that empowers devices (User Equipments (UE), smart
meters, sensors, etc.) to send and receive data directly with-
out going through the core wireless network infrastructure
via base stations (or access points) [3]. The D2D commu-
nication can be either inband or outband. Inband refers to
the case where the D2D communication utilizes the same
spectrum that devices use to communicate to the base sta-
tion, while the outband D2D communication refers to the
case where the spectrum used for D2D communication does
not coincide with the one used by base station communica-
tion. Wi-Fi Direct [1] is one known outband D2D commu-
nication technology, which operates at Industrial, Scientific
and Medical (ISM) radio bands. Notice that the question
of how to effectively share spectrum resources and overcome
interferences from devices (UE, smart meters, sensors, base
stations, etc.) remains a challenging issue in inband D2D
communication.

In this paper, we focus on the investigation of the outband
D2D communication technique and demonstrate its feasibil-
ity by ofHloading traffic in cellular networks and supporting
other applications. Our paramount contributions are listed
as following.

First, we outline our developed clustering-based scheme to
enable the D2D communication for devices that are close to
each other. In this way, massive traffic can be transmitted
via D2D communication in local areas and traffic transmit-
ted via the core cellular network can be reduced. The main
idea behind the clustering scheme is to create small Wi-Fi
networks for communications between devices in local areas
while these devices remain connected indirectly to the cellu-
lar network via the head of the clusters. Within each cluster,
the cluster head directly connects to the LTE network and
is dynamically selected based on various factors (quality of
reception, bandwidth, etc.).

Second, having implemented Wi-Fi Direct as an outband
solution for enabling D2D communication within a simu-
lated LTE network, we demonstrate the effectiveness of our
scheme via a case study: offloading traffic in the cellular net-
work as an example. We leverage the Vienna LTE-A system
level simulator [12]' and have collected real-world deploy-

LCertain commercial equipment, instruments, or materials
are identified in this chapter in order to specify the exper-
imental procedure adequately. Such identification is not
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ment information of base stations via OpenCellID website
[5]) to demonstrate the effectiveness of our proposed scheme.
The experimental data shows that our developed scheme can
be used to significantly improve the network performance
by offloading traffic in the cellular network. Our proposed
scheme is generic, and can be applied to support other types
of wireless networks and other applications. We discuss how
to use our developed scheme to extend the performance im-
provement to smart grid communications.

The remainder of the paper is organized as follows: We
introduce the background and related work in Section 2. In
Section 3, we present our schedule in detail. In Section 4,
we show the experimental results to validate the effectiveness
of our proposed scheme in offloading traffic in the cellular
network. We conclude the paper in Section 5.

2. BACKGROUND AND RELATED WORK

In this section, we give the background and related work
of D2D communication and Wi-Fi Direct.

2.1 D2D Communication

D2D communication in LTE networks refers to directly
routing data traffic among mobile User Equipment (UEs)
when UEs are close to each other. By doing so, network
performance measured by energy efficiency, throughput, de-
lay, as well as spectrum efficiency can be improved. Such a
communication technique has been considered as a viable so-
lution to deploy the cellular network infrastructure in rural
areas, support public safety applications when the network
infrastructure breaks down during a disaster, and support
the monitoring and control of numerous applications (smart
grid, etc.). For example, in a public safety application, when
a disaster strikes, the mobile devices of emergent response
personnel can directly communicate with each other via D2D
communication so that the data traffic on the wireless net-
work raised by growing traffic demands can be offloaded, or
in the event that wireless infrastructure is not even available.

There have been a number of research efforts on develop-
ing D2D communication techniques to improve the spectral
efficiency of wireless networks [9, 4]. Sharing a widely used
spectrum in the cellular network (also called inband D2D
communication) can be problematic because of the interfer-
ence between the communication spectrum used for both
D2D communication and cellular communication. Notice
that the inband D2D communication in cellular networks
requires additional efforts and changes to the components
of cellular networks. Also, how to efficiently manage the
shared spectrum allocated for D2D communication remains
an open issue. In contrast, because the cellular network uses
a different spectrum from the D2D communication, interfer-
ence will not occur.

With respect to outband-based D2D communication tech-
niques, unlicensed spectrum is commonly used for support-
ing the communication of D2D links. In these techniques,
while no interference issue exists between D2D communi-
cation and cellular communication, mobile devices are nor-
mally required to have an extra wireless communication in-
terface to support the different wireless communication im-

intended to imply recommendation or endorsement by the
National Institute of Standards and Technology, nor is it in-
tended to imply that the materials or equipment identified
are necessarily the best available for the purpose.
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plementations (Wi-Fi Direct [6, 2], ZigBee [13], Bluetooth
[10], etc.) through an unlicensed spectrum.

2.2  Wi-Fi Direct

Wi-Fi Direct is a Wi-Fi standard, which tends to enable
wireless devices to easily connect with each other without
the support of wireless access points [1]. Wi-Fi Direct can
negotiate the link with a Wi-Fi management system, which
assigns each device a wireless Access Point (AP) (known as
Software Access Point (Soft AP)). By using Soft AP, a Wi-
Fi Direct-enabled device becomes multi-role, hosting small
networks and clients of other Wi-Fi networks, and supports
multi-hop communication. By using multi-hop technology in
Wi-Fi Direct-enabled networks, the coverage of a small local
network can be easily extended by adding another device
to the network. The throughput of Wi-Fi Direct-enabled
networks can be enhanced due to shorter communication
hops required to send and receive data. In addition, the
battery life of devices will be extended due to low power for
data transmission between nearby devices even though the
destination of the data is far away.

In our proposed clustering-based scheme in Section 3, we
assume that all UEs support Wi-Fi Direct and every cluster
is a Wi-Fi Direct network with a mesh-based topology to
support multi-hopping data transmission. Also, after clus-
tering and selecting the head of the cluster, every cluster is
connected to the cellular network via the head of the cluster.

3. CLUSTERING-BASED D2D SCHEME

In this section, we first give an overview of our clustering-
based D2D scheme and then present the detailed design and
workflow of our proposed scheme.

3.1 Overview

To reduce the traffic overload in the network and improve
the bandwidth efficiency, D2D communication is an effec-
tive solution to offload traffic from the cellular network and
utilize the network resources more efficiently. Recall that
in this paper, we consider the use of Wi-Fi Direct as an
outbound solution to provide D2D communication, which
requires fewer changes in the LTE-based cellular network.
By using Wi-Fi Direct and transmitting data locally among
nearby mobile users, we can offload data traffic from the
cellular network and prevent interference to cellular users as
the Wi-Fi Direct and cellular network operate in different
frequency bands. By doing so, the available bandwidth for
each mobile user can be increased by offloading the local
data traffic from the global cellular network. The local data
can be transmitted in a multi-hop manner in Wi-Fi Direct
networks, where each UE requires a low transmission power
to send and receive data, via a multi-hop fashion even when
the source and destination of the data are significantly far
away in the same Wi-Fi Direct network.

The D2D communication in a mesh-based Wi-Fi Direct
network (denoted as cluster) not only provides improved
coverage because of multi-hop data forwarding, but also en-
hances the throughput of the network due to shorter hops
and extend battery life because many users and meters are
located nearby each other. Nonetheless, if any UE requires
data to be transmitted globally, the head of the cluster in
the Wi-Fi Direct network can provide the communication
to the cellular network indirectly based on the Wi-Fi direct
network that it is already connected to.
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Figure 1: Discovering Neighbours (Discoverer UE in
Blue, Neighbours in Range in Green, Out-of-Range
Neighbours in Grey)

To enable the D2D communication in the cellular network,
we propose a clustering-based scheme, which creates clusters
for small Wi-Fi Direct networks. All the UEs within each
cluster can directly and indirectly communicate with each
other and transfer data without necessarily going through
the core cellular network. In each cluster, the node that
remains directly connected to the cellular network is the
head of the cluster, which is dynamically selected based on
the quality of reception, bandwidth, and other factors. In
the following, we explain how the clustering-based scheme
gathers the statistical data, creates the clusters, merges the
clusters, and then selects the heads for clusters.

3.2 Cluster-Based D2D Communication

The main idea behind the proposed clustering method is
to enable the local D2D communication so that each UE
can communicate with other UEs based on established small
mesh-based Wi-Fi networks dedicated for D2D communica-
tion among UEs while these UEs remain connected indi-
rectly to the LTE network via the head of the cluster. In
each cluster, the node that remains directly connected to
the LTE network is defined as the head of the cluster, which
is dynamically selected based on the quality of reception,
bandwidth and other metrics.

Our developed clustering scheme consists of the following
steps:

Step 1. Discovering devices and finding the nearest neigh-
bours: The first step gives UEs that have the Wi-Fi Direct
capability a way to discover each other, as well as services
that they support. For example, a UE with Wi-Fi Direct
capability can see all compatible devices in a given area
and then narrow down the list of devices that enable the
Wi-Fi Direct D2D communication. Mobile users can decide
whether to join the clustering service or not by turning the
service on and off on their UE. In the simulation tool that
we used [12], as there was no Wi-Fi Direct feature provided,
we have implemented a module to define the Wi-Fi range
for each UE and perform the discovery. We assume that
all discovered UEs are willing to join the D2D-based com-
munication based clusters created. To simulate the Wi-Fi
discovery process and obtain a list of available neighbours
for each UE, we create a discovery list that can store up to
256 neighbours for each UE. As shown in Figure 1, every
neighbour is listed in each UE record only when it is located
within the Wi-Fi range of the current UE. The discovery
list is generated based on the distance between the current
UE and their neighbours, considering the maximum Wi-Fi
range given prior to the simulation.

Step 2. Creating clusters for D2D communication: Once
the UE that has not joined a cluster has generated a list of
discovered nearby devices using the Wi-Fi Direct discovery
service, the clustering process begins. Every UE starts from

99

the beginning of the discovery list and creates a new cluster
of its own if the UE and its neighbours in the discovery list
have not already been assigned to one cluster. Otherwise,
every UE will join all the clusters it finds in the discovery list
that its neighbours have already connected to. For example,
if UE; has three UEs (UEg, UE3 and UE4) in its discovery
list and none of them has yet joined any cluster, the UE;
will create a new cluster and allow its three neighbours to
join. On the other hand, if any of the three UEs (say UE3)
has already connected to a cluster, UE; will not create a new
cluster, but instead will join all of the same clusters as its
neighbors. By doing so, the UE can join multiple clusters at
a same time. Then, later in the merging process, all clusters
that are sharing UEs will be merged and become one cluster.

Step 3. Merging clusters: When a UE is joined to more
than one cluster, all those clusters could be merged into
one cluster. By broadcasting the cluster information, it is
possible to let the head of each cluster know that a new
UE has joined multiple clusters. Then, the head of clusters
can proceed another round of the head election process and
one of them becomes the head of the newly formed merged
cluster. Figure 2 illustrates an example of merged clusters
in regions. As we can see from this example, the Wi-Fi
coverage of every UE is portrayed in green circles. Wherever
these circles intersect each other, a cluster is created and
starts to grow until there are no more circles close enough
to expand the cluster any more. In one case, several small
clusters could be created inside another cluster and those
clusters remain unmerged as there is no UE in between to
connect these clusters.

The clustering-based D2D communication in the cellular
network needs to be periodically updated due to the fact
that mobile users could change their locations dynamically.
As a result, the selection process of the new head of cluster
needs to be conducted periodically. Since UEs are mobile,
they may lose connection from one cluster and join another
cluster. Consequently, the clustering and role changing op-
erations must be performed continuously for each cluster as
well. On one hand, two or more clusters may be merged be-
cause of those clusters are close enough. On the other hand,
one cluster could be broken into two or more clusters be-
cause UEs may go far enough as a group (or alone) to lose
connection from the original cluster and then create their
own clusters. In addition, even in some cases there may be
a few small clusters (inner clusters) created inside a larger
cluster (outer cluster) as the inner clusters cannot reach any
of UEs associated with the outer cluster. In Figure 3, we
show a black arrow pointing to an inner cluster that can-
not merge with the outer cluster unless some of UEs from
either inner or outer clusters move toward the UEs from an-
other cluster and make a D2D connection available. Once
this bridge connection is established, the inner cluster will
merge into the outer cluster.

Step 4. Indirect LTE connection: To reduce the data traf-
fic load of the cellular network, the local data traffic associ-
ated with UEs can be transmitted via D2D communications
within the clusters. Since we do not want to completely re-
move the UEs from the LTE network, we select one of the
UEs in each cluster that is denoted as the head of the cluster,
which remains connected to the LTE network. In each D2D
cluster, only the head of the cluster remains connected to
both the cluster and cellular network directly. Every other
node within the cluster can indirectly connect to the cellular
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Figure 2: Merged Clusters

network through the head of the cluster, which functions as
a relay node. Notice that the communication between the
cluster member and the cluster head may be a direct link
between them or through multiple one-hop links.

Step 5. Changing cluster head: At the beginning of the
cluster head selection process, each UE considers itself the
head of the cluster. Nonetheless, there might be another UE
inside the same cluster that has better connecting charac-
teristics. In this case, the head of the cluster will be changed
to the latter UE. The re-election process of cluster heads is
a periodic process that gathers the statistical information
about all UEs connected to a single cluster. At the end,
the best candidate will be selected to be the next head of
the cluster. To make the selection, the statistical informa-
tion about signal quality, coverage, and other factors can be
obtained via the network. The re-election process of cluster
heads can be controlled by the service provider via the cellu-
lar network, or be autonomously completed inside the cluster
by the head of the cluster. The maximum average through-
put and maximum average spectral efficiency are two major
factors that the re-election process is based on.

Our proposed scheme produces additional clusters and
later merges them due to the fact that each UE only sees the
other UEs under its own Wi-Fi coverage at the beginning.
By joining other clusters, the heads of the clusters will find
out that they are now connected to each other and can merge
down and release one of the heads (known as “chaining phe-
nomenon”, in particular with the single-linkage clustering
[7]). Notice that the complexity of our proposed clustering
scheme is O(n?), where n is the number of UEs.

Due to the fact that the proposed scheme is implemented
as part of an LTE network simulator, it sees the UEs from
the network perspective. The complexity of this method
of implementation is much higher in comparison with run-
ning the proposed scheme on each UE individually, where
each UE only sees the nearby UEs, making the complexity
much lower and computation more efficient. In other words,
instead of doing the clustering on the LTE network side,
we can let the UEs carry out the clustering themselves in
parallel and then let the LTE network know the structure of
clusters. This information can be later provided for the LTE
network by the heads of clusters for relaying data between
LTE and Wi-Fi direct networks.

From the network operation perspective, there are two
types of D2D communications: controlled and autonomous.
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Figure 3: Out of Range Clusters Not
Merged

The former is under the supervision of the cellular network,
and the latter is totally independent. Although we use the
controlled type in our implementation, in order to reduce
the complexity and share the computation power required
between the UEs, our proposed clustering scheme can be
implemented with the autonomous type of D2D clustering
as well, which is independent from the cellular network and
uses the UEs computation power to reduce the computa-
tion power needed, and let the UEs carry out the clustering
themselves independently.

3.3 Supporting Other Applications

Our proposed scheme is generic and can support diverse
applications. Particularly, IoT has attracted significant at-
tention and can be considered to a networking infrastruc-
ture which can connect massive amounts of physical ob-
jects belonging to numerous critical infrastructure systems
and others. For example, in the smart grid, the geograph-
ically distributed meters, sensors, actuators and controllers
are tightly integrated through communication networks and
computational cores, enabling the secured and efficient op-
erations of the power grid [8, 14, 15]. We can leverage our
developed clustering-based scheme to establish mesh-based
Wi-Fi Direct networks to connect smart meters (sensors) in
the smart grid. Then, the head of a cluster will provide in-
direct communication links between meters (sensors) in the
cluster and the operation center, either through the cellular
network or by connecting to another nearby cluster.

We have collected real-world data for both eNodeBs and
UEs from OpenCellID (similar to the Case Study in Sec-
tion 4) and smart meters (as UEs) from Google. For the
eNodeBs, we need to define a ROI to obtain the first 1000
tower locations and for the smart meters, we need to gen-
erate complete postal addresses to obtain the locations of
the smart meters one by one. To use real-world data for
smart meters and bring them to the simulation, we used
Google geo-coding APIs and generated HTML “get” requests
in Matlab simulation code to gather the locations of the
smart meters. Since the exact locations of smart meters
that are actually installed are not available to the public,
we use the locations of the addresses that we gather from
Google geo-coding APIs and assume they already installed
a smart meter. In the implementation, those coordinates
of addresses are converted to a two dimensional map using
built-in functions in Matlab that receive latitude and lon-
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Figure 4: Site Locations of Baltimore City Area

gitude and translate them into a 2D position to show on a
2D map (also gathered from Google). Due to limited space,
the detail evaluation of supporting other applications can be
found the extended version of the paper.

4. CASE STUDY: TRAFFIC OFFLOADING
IN CELLULAR NETWORKS

To show the effectiveness of our proposed scheme in the
application case of offloading traffic for cellular users, we
leverage the Vienna LTE-A system level simulator [12] and
collected the real-world deployment information of base sta-
tions via the OpenCellID website [5] to carry out our per-
formance evaluation.

Evaluation Setting: In our simulation, we generate LTE
cells in a honeycomb structure and UEs are randomly de-
ployed throughout the cells. To make our study to reflect
the real-world practice, we have implemented a tool to ob-
tain the deployment information of base stations from cellu-
lar network providers (AT&T, Verizon, T-Mobile, etc.) and
have established realistic cellular networks to carry out the
performance evaluation.

To measure the effectiveness of Wi-Fi Direct-based D2D
communication on the realistic LTE-based cellular network,
we consider the performance metrics, including average UE
throughput, average spectral efficiency, and UE wideband
Signal to Interference and Noise Ratio (SINR). Generally
speaking, the throughput can be computed in symbols per
second. The downlink spectral efficiency of the communi-
cation system can be measured in Bits Per Channel Use
(bpcu) [11]. SINR, as the measurement of signal quality,
can be used to quantify the relationship between RF con-
ditions and throughput in the experimented network. By
comparing metrics in the case without enabling D2D com-
munication to the case with D2D communication, we can
observe the improvement of performance of our proposed
scheme based on these metrics.

Top mzmﬁ;

Figure 5: 150 Site Locations
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Figure 6: Clusters of 150 Sites
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Figure 7: Average Throughput of UEs

Real-World Data Collection: To use the real-world
data for the location of each eNodeB, we have retrieved the
site locations from an open worldwide database called Open-
CellID [5]. This website provided APIs for making HTTP
(Hypertext Transfer Protocol) requests in different formats,
e.g., XML (Extensible Markup Language) and Comma Sep-
arated Values (CSV). Based on the Region Of Interest (ROI),
we can define the intended location and retrieve 1000 site
locations in each HTTP request. As an example, we have
retrieved the locations of eNodeB in Baltimore city, the state
of Maryland. Figure 4 shows 1000 eNodeBs.

In our simulation, we choose the first 150 site locations
from Baltimore city area and these site locations in the list
downloaded from the online database point to highway 695,
Pikesville, and Parkville as shown in Figure 5. In our simu-
lation, we use these locations of eNodeB and randomly gen-
erate 2250 UEs to run the simulations. After applying our
developed clustering-based D2D communication scheme, we
create clusters for randomly deployed UEs. Figure 6 shows
an example of merged clusters for UEs in the simulated area.

Evaluation Results: We run the simulation for both the
LTE only communication and Wi-Fi Direct assisted LTE us-
ing our proposed method to create clusters. Figure 7 shows
a magnificent increase in the average throughput of UEs
when the D2D communication is used. As we can see from
Figure 7, the number of clusters (blue curve) was 95 (182
clusters merged down to 95) and 1913 UEs out of 2250 were
able to join clusters, while the rest of the UEs were out of
range. Each cluster has one UE (head of cluster), which
connects to the LTE network directly. By doing so, the av-
erage throughput of UEs can be significantly improved in
compared with the case where D2D communication is not
used (red curve).

We also evaluate the network performance comparing with
other metrics when either D2D communication is enabled or
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disabled in the LTE network. Figures 8, 9 and 10 show the
CDF of the UE average spectral efficiency, average through-
put, and UE wideband SINR, respectively. As we can see,

when D2D communication is enabled, the average UE through-

put is continuously improved (almost doubled) and this is
exactly what we expect, the average UE spectral efficiency
is decreased because higher throughput demands higher fre-
quencies that can accommodate lower numbers of bits, and
SINR has lower range but still many UEs are in good range
of coverage from the base stations.

5. CONCLUSION

In this paper, we investigated Wi-Fi Direct as an outband
solution of D2D communication in LTE-based cellular net-
works. To enable the communication among devices that are
nearby each other, provide the ability of offloading traffic
transmitted via LTE-based cellular networks, and support
communications for IoT applications such as the smart grid,
we developed a clustering scheme which could create small
Wi-Fi network clusters for nearby devices to remain con-
nected to the LTE-based cellular network. Using real-world
data collected from a public database in LTE networks and
smart meter information, we demonstrated the effectiveness
of our proposed scheme with respect to a comprehensive set
of metrics.
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ABSTRACT

While being critical to the network management, the cur-
rent state of the art in network measurement is inadequate,
providing surprisingly little visibility into detailed network
behaviors and often requiring high level of manual intervention
to operate. Such a practice becomes increasingly ineffec-
tive as the networks grow both in size and complexity. In
this paper, we propose VPROM, a vSwitch enhanced SDN
programmable measurement framework that automates the
measurement process, minimizes the measurement resource
usage, and addresses several significant technical challenges
faced by early works. vVPROM leverages the SDN programma-
bility and extends the Pyretic run-time system and OpenFlow
network interface to achieve the measurement automation. The
required measurement resources are minimized by only acquir-
ing the necessary statistics, made possible with instrumented
Open vSwitches ! with user defined monitoring capability.
By decoupling monitoring from routing, vVPROM reduces
the interference between the measurement applications and
other applications, and eliminates the frequent involvement
of the controller. A vVPROM prototype is implemented with
DDoS and port-scan detection applications. The performance
of VPROM is evaluated and the comparison results with
other existing programmable measurement approaches are also
presented.

I. INTRODUCTION

SDN is an emerging networking paradigm that enables
the programming of the underlying network. Network mea-
surement and monitoring is an important network application
that can take advantage of the SDN’s programmability. The
SDN programmable measurement automates the measurement
process, minimizes the resource usage by acquiring only the
necessary statistics, and is able to utilize SDN switches as
the measurement points across the networks. The SDN pro-
grammable measurement measures network traffic by actively
installing rules for the flows of interest in the SDN routers’
forwarding tables. The flow stats, such as packet and byte
counts of the flows of interest, are collected through the

ICertain commercial equipment, instruments, or materials are identified in
this paper in order to specify the experimental procedure adequately. Such
identification is not intended to imply recommendation or endorsement by the
National Institute of Standards and Technology, nor is it intended to imply
that the materials or equipment identified are necessarily the best available
for the purpose.

flow entry counts. The measurement is controlled by the
traffic measurement application programmed using network
programming languages, and can be dynamically adjusted
based on measurement needs. The initial endeavor on the SDN
based programmable measurement has shown promises. In [1],
network measurement policies are provided that allow users to
query the network and conduct the measurement function such
as sub-flow monitoring. NetAssay [2] pursues the so-called
intentional network monitoring to capture the minimal set of
traffic that satisfies the operator’s monitoring goal.

While promising, the current SDN programmable mea-
surement faces significant technical challenges: (1) The in-
terference between monitoring and other applications, e.g.,
forwarding, is nontrivial. Each application has its own goal
and a set of policies to enforce. Flow rules installed/removed
by one application often interfere with overlapping rules in-
stalled/removed by other applications [3]. Hence any changes
made by any application may require the run-time system
to recompile to solve the conflicts. The newly generated
forwarding entries then need to be installed into the switches’
forwarding tables - resulting in significant overhead on the
run-time system, the controller, as well as the SDN switches.
In fact, such frequent recompilation negatively affects the
system scalability as shown in [4]; (2) The programmable
measurement may require the continuous involvement of the
controller. For instance, define the subflows to be the fine-
grained flows that belong to a mega-flow. Subflow monitoring
requires the switch to send the first packet of every subflow to
the central controller since the specific subflows are not known
in advance. Such constant controller involvement is undesir-
able. (3) Monitoring packet and byte counts by association
with flow entries in the forwarding table is neither flexible
nor sufficient for supporting various monitoring applications.
One reason is that the header fields that are of interest for
packet forwarding may not always overlap with those that are
of interest for monitoring. The chances of no overlap are likely
to increase further as the number of header fields continues to
grow beyond 40 or so [5]; (4) The amount of Ternary Content-
Addressable Memory (TCAM) at hardware switches is limited.
TCAM, widely used for fast packet forwarding, is expensive
and power hungry, which limits its amount inside a physical
switch. The available TCAM may not be sufficient for the
measurement purpose;

In this paper, we propose to build VPROM, a vSwitch
enhanced SDN programmable measurement framework that
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addresses the aforementioned issues. VPROM runs on the
instrumented Open vSwitches [6], [7] that decouples monitor-
ing from forwarding and can support user-defined monitoring
capability. Furthermore, we extend Pyretic to Pyretic+ run-
time system to parse VPROM applications into flow rule sets
for both forwarding and monitoring, and extend OpenFlow to
OpenFlow+ in order to allow applications to set up monitoring
rules. A client is also built to facilitate the communication
between the controller and the run-time system.

A salient feature of VRPOM is the extensive use of Open
vSwitches (OVS) as measurement vantage points. OVS often
runs on a general purpose computer and acts as the edge
router for the virtual machines (VMs) hosted on the same
machine. Compared to a physical core router, an OVS routes at
a slower speed, encounters a smaller number of flows, and has
access to much more memory and CPU resources. In addition,
because the flows monitored at an OVS are either originated or
terminated at the VMs, some management functionality, e.g.,
intrusion/anomaly detection, can be migrated from the central
administration point to the edge. The instrumented Open
vSwitch, called UMON [7], supports the explicit measurement
function that decouples the measurement function from the
packet forwarding function. The decoupling is achieved via
the introduction of the monitoring flow table, which separates
the monitoring rules from the forwarding rules. Users can
thus freely install monitoring rules without worrying about
the possible interference with the forwarding rules.

vPROM extends the Pyretic run-time system to Pyretic+
so that a VPROM measurement application programmed in
Pyretic can seamlessly utilize the UMON capabilities. The
run-time system is modified to automatically identify the
measurement capability of a SDN switch, and use the mon-
itoring flow table if the switch is instrumented. A Ryu SDN
controller is used in VPROM. A Ryu client is built so that
the Pyretic+ run-time system can communicate with the Ryu
controller to configure SDN switches and retrieve states from
SDN switches. To demonstrate the capability of vVPROM, we
implemented a prototype and several VPROM applications.
The performance of VPROM is evaluated and the compar-
ison results with other existing programmable measurement
approaches are also presented.

The paper is organized as follows. Related work is summa-
rized in Section II. The vVPROM architecture are described in
Section III. A vPROM application is presented in Section IV.
Evaluation results are presented in Section V. Concluding
remarks are in Section VL.

II. RELATED WORK

Network programmability has been studied extensively and
several network programming languages, e.g., [8], [1], [9],
[10], among others, have been developed. The programming
languages offer high level abstractions that make the program-
ming of complex network functions/applications [11], [12],
[13] possible. Sophisticated SDN applications can be pro-
grammed and run simultaneously without worrying about the
intricate interactions among them. The study in [4], however,

shows that it may take minutes to compile policies of different
applications and generate millions of forwarding rules that
need to be installed in the data plane for a realistic large
Internet exchange point. In vVPROM, measurement points, the
vSwitches, are instrumented with the explicit measurement
function. The network measurement function is thus decoupled
from other functions, eliminating the interactions.

Network measurement has been programmed as SDN ap-
plications or query policies [1], [12], [2]. These network mea-
surement applications run on top of the run-time system and
the controller and often require repeated involvement of both
elements, e.g., when conducting sub-flow monitoring. VPROM
addresses this issue by decoupling the monitoring from the
forwarding. We further extend the OpenFlow API to allow
the measurement applications to directly control measuring
switches through the controller. Trumpet [14] takes a different
approach and designs its own distributed packet monitors and
centralized event monitoring system. Trumpet packet monitors
collect stats associated with pre-defined 5-tuple flows. vVPROM
favors customized monitoring that can dynamically change
monitoring resolutions demanded by users/applications. In
addition, vVPROM leverages the existing open source software
and latest research advancement on network programming
languages.

III. VPROM DESIGN

Fig. 1 depicts the architecture of VPROM. As shown in the
figure, VPROM consists of five major components: (1) UMON
vSwitches, the instrumented Open vSwitches that provide
user-defined monitoring capability and some local application
functions being pushed from the central controller to the edge;
(2) OpenFlow+, the augmented OpenFlow API that allows
the applications to set the monitoring rules at UMON and
to control the application threads running at the vSwitches;
(3) the Ryu client, which serves as the “interpreter” between
the run-time system and the Ryu controller; (4) Pyretic+, the
extended Pyretic run-time system that can parse a vVPROM app
into the flow rule sets for traditional SDN switches and the
monitoring rule sets for UMON vSwitches; and (5) vPROM
applications programmed using extended Pyretic language.
vPROM applications obtain measurement stats from both
traditional SDN switches and UMON switches. Below we
present the Pyretic+ and OpenFlow+, after an overview of
UMON, the instrumented OVS.

A. Background on UMON

The UMON design [7] strives to achieve three goals: (1)
decoupling monitoring from forwarding; (2) supporting sub-
flow monitoring and monitoring based on non-routing fields;
and (3) supporting application threads. To achieve these goals,
the major challenge lies in how to implement the decoupling
in the existing vSwitch architecture. The packet forwarding
pipeline is defined in the Openflow specification [15] and
implemented in the Open vSwitch’s user space (see top part
of Fig. 2). In UMON, a new table, monitoring flow table, is
designed and implemented to separate monitoring rules from
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Fig. 2. Packet forwarding pipeline in the UMON, an instrumented Open
vSwitch.

forwarding rules, as shown in Fig. 2. Users can thus freely
install monitoring rules without worrying about the possible
interferences with forwarding rules. The subflow monitoring is
also supported by a newly defined subflow monitoring action,
which acts as a local controller. The subflows subjected to
the monitoring are inserted into the subflow table where the
monitoring results are gathered and stored. The measurement
results can be actively collected by VPROM applications
through the OpenFlow+ API. Application threads, such as
the port-scan detection threads and DDoS attack detection
threads, run in UMON using the locally collected stats. These
application threads, running at UMONs distributed across
the network, scale up the central VPROM application, and
reduce the measurement traffic from the switches to the central
controller.

The architecture of the Open vSwitch is more complex than
the pipeline as depicted in Fig. 2. It includes a kernel module
which caches the flow rules to speed up the packet forwarding.
In Section IV-A, we instrumented UMON to support quick
large flow detection using coincidence counting scheme [16].
We address the challenge of dividing the tasks between kernel
module and user-space modules. Finally, in order to support
subflow monitoring and monitoring on non-routing fields, it is

infeasible to employ a dedicated flow table in the OpenFlow
pipeline to replace the monitoring table.

B. OpenFlow+ Protocol

OpenFlow+ extends the OpenFlow protocol to enable the
SDN controller to manage the UMON monitoring table,
collect the measurement stats, and start/stop the application
threads at UMON vSwitches. The OpenFlow protocol contains
three types of messages: Controller-to-Switch messages, Asyn-
chronous messages, and Symmetric messages. The controller-
to-switch messages are initiated by the controller and may or
may not require a response from the switch. Asynchronous
messages are sent by switches to the controller without solici-
tation. Switches send asynchronous messages to the controllers
to signal a packet arrival, change of switch state, or an error.
Symmetric messages, such as Hello and Echo, are sent without
solicitation in either direction. We next describe the additional
messages added in OpenFlow+ and their implementation.

e Monitoring Table Management. Each OpenFlow mes-
sage begins with the OpenFlow header, which includes
a type field indicating the type of a message. We
introduce a new type OFPT_MONITOR _MOD to indi-
cate that the message is related to the monitoring ta-
ble. Table I lists six new commands. Among them,
five commands, OFPMMC_ADD, OFPMMC_MODIFY, OF-
PMMC_DELETE, OFPMMC_MODIFY_STRICT, and OF-
PMMC_DELETE_STRICT, are similar to the forwarding
flow table modification commands. The last one, OFP-
MMC_DELETE_SUBFLOWS, enables the controller to delete
the subflow tables to save the storage space.

Besides the new commands, we add two types of new mon-
itor actions: OFPAT_MONITOR for monitoring non-routing
fields and subflow monitoring, and actions to control appli-
cation threads. The OFPAT_MONITOR action structure is as
follows:

struct ofp_action_monitor {
ovs_bel6 type;
ovs_be32 monitor_flag;
uint8_t subflow_flag;
struct ofp_match_header subflow;

bi

The field monitor_flag allows users to define the monitoring
of non-routing fields. For instance, monitor_flag values of
OFPMT _SYN, OFPMT_SYNACK, OFPMT FIN, etc., instruct
to collect packet/byte counts of TCP SYN, SYN/ACK, and
FIN. The two parameters, subflow_flag and subflow_mask,
are for subflow monitoring purpose. The first parameter is a
boolean value indicating if subflow monitoring is turned on. If
it is on, struct ofp_match_header subflow contains the wildcard
mask for subflow monitoring. The action for application thread
control is described later.

e Stats collection. The stats request from the controller
to the switch is a new multipart message defined as OF-
PMP_MONITOR_STATS. This stats request allows the con-
troller to collect the stats of the entire monitoring table, or
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TABLE I
OPENFLOW+ COMMANDS MANAGING MONITOR TABLE

Command Functionality

OFPMMC_ADD add new monitor rules

OFPMMC_MODIFY

modify all matching monitoring rules

OFPMMC_MODIFY_STRICT

modify monitoring rules strictly matching wildcards

OFPMMC_DELETE

delete all matching monitor rules

OFPMMC_DELETE_STRICT

delete monitoring rules strictly matching wildcards

OFPMMC_DELETE_SUBFLOWS

delete subflow tables collected by matching monitor rules

the stats of a specific monitoring rule. The subflow tables
associated with the monitoring rules can also be reported
when available. We use the following data structure for OF-
PMP_MONITOR_STATS:

struct ofp_monitor_stats_request {
uint8_t type;
uint8_t with_subflows;
uint8_t threshold_type;
ovs_be32 threshold_value;
/* Followed by an ofp_monitor_match
structure for exact match rule request. =/

bi

We define two new types: OFPMR_ALL and OFPMR_EXACT.
OFPMR_ALL requests the stats of the entire monitoring table,
while OFPMR_EXACT requests the stats of a specific rule
or rules matching the ofp_monitor_match field. The field
with_subflows indicates if the subflow tables should be re-
ported. If with_subflows is on, we also control the granu-
larity at which the subflow tables are reported. The field
threshold_value allows to set up a threshold and only the
subflow entries whose byte count or packet count surpasses
the threshold will be reported to the controller. The field
threshold_type defines whether byte count (OFPMRT_BYTE)
or the packet count (OFPMRT_PKT) is chosen in the threshold
comparison.

After receiving the stats request, the switch generates a
reply message including information concerning the matching
monitor rules, the related statistics, and the subflows, if any.
struct ofp_monitor_stats {

uint8_t stat_count;
ovs_bel6 n_subflows;
/* Monitor rule match =/

/% uint64_t monitor_stats[] */
/* struct ofp_monitor_subflow flows[] */

bi

In the reply message as shown above, the counter n_subflows
represents the number of subflows from the matching monitor
rules. If this value is O, then there is no subflow reported.
Otherwise, all the subflow info will be gathered together within
a dynamic array constructed as follows:
struct ofp_monitor_subflow {

ovs_bel6 tcp_flags;

ovs_beb64 packet_count;

ovs_be64 byte_count;

/* subflow match, struct ofp_match_header =/

bi

e Application thread management. For each application
thread, we introduce an action to control this thread. Ap-
plication threads are implemented as UMON threads that
use the measurement stats for various purposes. For in-
stance, we implement the vertical port-scan detection thread,
the horizontal port-scan detection thread, and quick large
flow detection thread (see Section IV-A). Using the port-
scan thread as an example, we introduce the action OF-
PAT _PRTSCAN_DETECTION for its control. The action struc-
ture is defined as follows:

struct ofp_action_prtscan_detection {
ovs_bel6 type;
uint8_t detector_switch;
uint8_t detection_type;
ovs_beb64 interval;
ovs_bel6 vthresh;
ovs_bel6 hthresh;
struct ofp_match_header submatch;

bi

The parameter detector_switch is the knob to enable or
disable the local detection thread. The detection is achieved
by periodic analysis of the subflow stats. The parameter
interval defines the period at which the port-scan detector
runs to analyze the subflow stats. Moreover, we enable two
types of scanning behavior detection, i.e., vertical scan and
horizontal scan. The parameter detection_type dictates
which scan is running. For the purpose of detection, this action
accepts threshold for each type. Parameters vthresh and
hthresh are thresholds used by vertical and horizontal detec-
tion, respectively. During local port-scan detection, whenever
suspicious activities are detected by the application thread, we
use the Asynchronous message for the application thread to
send alert messages to the controller. The data structure for
the alert message is as follows:

struct ofp_prtscan_alert(

uint8_t detection_type;

ovs_bel6 n_ports;

ovs_bel6 n_attackers;

ovs_bel6 n_victims;

ovs_be32 n_subflows;

/* Monitor rule match =/

/* uintl6_t victim_ports[] */

/* list of attacker ip addressesx/
}i
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The message includes the flow rules where attacks are de-
tected.

All the new commands introduced in OpenFlow+ are
compatible with the early versions of OpenFlow. Extra data
structures are necessary on both the controller and the switch
to support the implementation of OpenFlow+.

C. Ryu Client

The controller client serves as an interface for the run-
time system to communicate with the SDN controller. Its
main function is to translate the Pyretic messages (of the run-
time system) to the OpenFlow messages (used by the SDN
controller), and vice versa. We choose to use the Ryu controller
in the VPROM framework over the POX controller used by the
original Pyretic run-time system. Ryu is a long-term supported
project. The Ryu controller continuously upgrades itself to
support newer versions of OpenFlow releases, which will
allow VPROM to support newer version OpenFlow in the
future with minor change to the controller client. In addition,
the implementation of OpenFlow+ in Ryu is quite manageable.

In the Ryu client, an OpenFlow+ interface conducts the
message translation. Furthermore, the Ryu client allows the
Ryu controller to inform the run-time system if a SDN switch
is instrumented, i.e., if a switch is a UMON switch, and if so,
what edge management threads it supports. Such information
will be stored in the run-time system and be used in meeting
vPROM app requirement.

The Ryu client also provides the stats collection service for
run-time system. The stats collected in UMON switches can
be pulled by the Ryu controller. A stats collection module in
the Ryu client periodically instructs the Ryu controller to pull
the stats. The collected stats are then forwarded to the run-time
system and the vVPROM applications.

D. Pyretic+ and its run-time system

Pyretic is a Python style network programming language
that offers high-level abstractions for users to write compact
programs to define what the network switches should do
with incoming packets. Pyretic has a corresponding run-time
system that takes multiple Pyretic programs as input, compiles
them together and generates flow rule sets to be installed at
the underlying SDN switches. These flow rule sets satisfy
the collective Pyretic programs’ requirements. We call the
extended Pyretic Pyretic+. Below we first describe how the
Pyretic+ language supports UMON switches semantically. We
then describe how the Pyretic+ run-time system generates the
forwarding rules and monitoring rules separately.

1) Pyretic+ language: Pyretic defines polices and opera-
tors [17]. The basic polices includes match, drop, identity,
forward, flood, if_, etc., and the operators include + (par-
allel composition), >> (sequential composition), etc. Pyretic
further defines three query polices:

e packets(limit=n,group_by=[f1l,f2,...]), which
callbacks on every packet received for up to n packets
identical on fields f1,£f2, ...;

e count_packets (interval=t,group_by=[f1l, f2
,...1), which counts every packet received. Callback
every t seconds to provide count for each group;

e count_bytes (interval=t,group_by=[fl, f2
,...1), which counts every byte received. Callback
every t seconds to provide count for each group.

For instances, in the following example, all TCP traffic in-
coming from inport=1 are sub-flow monitored based on
their ‘srcip’ and ‘dstip’. The traffic is then forwarded
to outport=2.

Q = count_packets (interval=t, group_by=[‘srcip
r,dstip’])

match (inport=1) >> if_(match(protocol=6), Q,
identity) >> fwd(2)

To support UMON TCP flagged packets monitoring,
Pyretic+ adds the ‘tcpflag’ option in the query poli-
cies’ group_by parameter. Using ‘tcpflag’ option alone,
namely group_by=[‘tcpflag’] indicates that the action
OFPAT_MONITOR as defined in OpenFlow+ is active. In con-
trast, if the *“tcpflag’ optionis used along with other options
such as srcip and dstip, the subflow monitoring will be
executed.

New policies are introduced to control individual
edge management threads. For instance, the new policy
prtscan_detection can activate/deactivate local port-scan
detector. The parameter options are defined the same as in
the action OFPAT_PRTSCAN_DETECTION in OpenFlow+. The
callback function can also be defined and registered to react
to the received alert messages.

2) Pyretic+ run-time system: The Pyretic run-time system
compiles the programs and generates an abstract syntax tree
(AST) that represents the policies and their inter-relationship
as defined by the operators. For example, the abstract syntax
tree (AST) as shown in Fig. 3 is derived from the count_
packets example in Section III-D1. In this figure, all the
operator nodes are marked in green and the polices are in
yellow. The tree is built by parsing the application programs.
The run-time system then generate the flow rule sets for
individual SDN switches based on this AST.

In Pyretic+, the run-time system needs to generate both the
forwarding rules and monitoring rules for a UMON switch.
This is achieved by deriving separate forwarding AST and
monitoring AST using the general AST as in Pyretic run-time
system. The forwarding rules and monitoring rules are created
thereafter.

e Deriving monitoring AST. The Algorithm MON-AST-
GEN describes how to generate monitoring AST and flow
rules. The algorithm starts with finding the query policy nodes
and UMON specific policy nodes as defined by the set C. For
each identified such node, e.g., policy 0O in Fig. 3, the while-
loop between line 9 and 15 collects all the operator nodes from
the identified node up to the top-left node. The nodes posterior
to the identified node are ignored since they have no effect
on the monitoring policy. The nodes are further processed
to remove the nodes operated in parallel with the identified
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Fig. 3. Abstract syntax tree (AST) of a measurement application example

‘identity

nodes, as shown between line 14 and 18 in the algorithm. As
a result, the sub-trees of any of the operators intersection,
sequential and difference are preserved to build mon-
itoring policy. The generated monitoring AST is shown in
Fig. 4(a).

1: function MON-AST-GEN(rt_ast)
2: init policies = LIST()

3: C=SET([count_packets, count_bytes,
counts, packets, prtscan_detection])

4: Q=SET([intersection, sequential,
difference])

5 L < all leave nodes of rt_ast

6 forl € L do

7: if ISINSTANCE(TYPEOF(1)) € C then

8: set r_nds = LIST()

9: while p_node # the top-left node do

10: r_nds.append(p_node)

11: p_node < p_node.GETPARENT()

12: end while

13: set nd_lst = SET()

14: for op € r_nds do

15: if ISINSTANCE(TYPEOF(0op)) € Q then

16: nd_lst.add(relevant nodes from sub-
tree of op)

17: end if

18: end for

19: policies.append(BUILDPOLICY(nd_lst))

20: end if

21: end for

22: return policies

23: end function

The function BUILDPOLICY further compiles the monitor-
ing AST into policy, i.e., flow rules, similar to a stack machine
compiler. A stack machine uses a last-in, first-out(LIFO) stack
to hold the temporary values. Most of its instructions assume
the operands are popped from the stack and the operation
results are pushed back to the stack. In MON-AST-GEN,
BUILDPOLICY creates an empty stack and continuously reads
nodes from nd_lst. If it reads an operand, the node will be
pushed into the stack. Otherwise, operands will be popped
from the stack based on the operation types.

match (protocol=6)

(a) Monitoring AST

match (protocol=6)

(b) Forwarding AST

Fig. 4. Derived forwarding and monitoring ASTs

The algorithm is run once for each SDN switch since the
policies may be different for different switches. For exam-
ple, monitoring policy match (protocol=6)>>if_ (match(
switch=1,srcip='10.0.0.1"),0,Q) will generate differ-
ent rules on switch 1 and other switches.

o Deriving forwarding AST. The gist of deriving forward-
ing AST is to remove the nodes relevant to the monitoring
functions. Notice that the forwarding AST is not complemen-
tary to the monitoring AST entirely as shown in Figure 4.
The node match (protocol=6) is unrelated to the forwarding
policy. However, node match (inport=1) is shared by both
ASTs. As a result, algorithm FORWARD-AST-GEN cannot
simply remove all the nodes in monitoring AST. Function
FORWARD-AST-GEN starts from the query policy nodes and
UMON specific policy nodes in the AST. For each such node,
the algorithm iterates upward until it hits the first parallel
operator node. This process will remove all the nodes that are
exclusive to the monitoring AST as identified between line 9
and 15 in the algorithm. Finally, function BUILDPOLICY is
called to build forwarding rules/policies based on the nodes in
the forwarding AST.

IV. VPROM-GUARD: A VPROM USE CASE

To demonstrate VPROM’s effectiveness, we build vPROM-
GUARD, a vPROM application that detects DDoS and port-
scan attacks automatically. Distributed Denial of Service
(DDoS) attacks and port-scan attacks are significant threats
to the Internet. The challenge in DDoS and port-scan defense
is the ability to detect patterns of abusive behaviors amongst
a vast sea of benign individual network exchanges. Security
monitoring systems often utilize the signature-based and/or the
behavior-based approach to detect DDoS attacks. Fine grained
packet-level or microflow-level measurement at line rate is
often required. Such fine grained real-time measurement is
extremely demanding on the hardware and requires sophis-
ticated technologies, resulting in expensive network security
middle-boxes.

In contrast, vVPROM is a distributed measurement frame-
work that can be programmed and reconfigured in real time
to respond to ever changing attack vectors. The key idea of
vPROM-GUARD is to employ efficient attack detectors and
monitor the attack cues at a coarse measurement granularity
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function FORWARD-AST-GEN(rt_ast)
2: init policies = LIST()
C=SET([count_packets, count_bytes,
counts, packets, prtscan_detection])

4: L < all leave nodes of rt_ast
for [ € L do
6: if ISINSTANCE(TYPEOF(1)) € C then
set nd_lst = SET()
8: set r_nds = LIST()
while p_node # the top-left node do
10 if ISINSTANCE(TYPEOF(p_node)) ==
parallel then
break
12: end if
r_nds.append(p_node)
14: p_node = p_node.GETPARENT()
end while
16: prune subtree of p_node
nd_lst < all the relevant nodes
18: policies.append(BUILDPOLICY(nd_lst))
end if

20: end for
return policies
22: end function

when the network is not under attack, and switch to the fine-
grained network monitoring and attack detection/validation
when suspicious activities are detected. The benefits of such
an approach are multifold: (1) the distributed edge mea-
surement and coarse grained measurement level reduce the
overall measurement burden on the network; (2) when under
attack, only the alerted hosts need to conduct fine granularity
measurement and local detection; (3) local detection at edge
mitigates the burden of the central detector; and (4) false
alarms are more tolerable because the detection is controlled
by a program and a false alarm merely triggers the extra fine-
grained measurement at vSwitches rather than frequent human
interventions. If proven to be effective, VPROM-GUARD has
the potential to replace the middle-box solution in a data center
with a pure low cost software solution. Next, we present the
detection methods used in VRPOM-GUARD.

A. Coincidence counting based large flow detection

Quick detection of large flows at the incipient of DDoS
attack is vital for DDoS detection. The authors in [16]
developed the Coincidence Base Traffic Estimator (CATE)
that can estimate flow rates quickly with provable bounds on
estimation error. CATE maintains a predecessor table and a
coincidence count table, as shown in Fig. 5. The predecessor
table includes the most recently received k packet headers. A
flow is defined as f = r&m with r being the packet header
and m the flow mask. Upon the arrival of a new packet,
its corresponding flow id f is compared with every flow id
in the predecessor table. The number of coincidences for
the flow f, ¢, is the number of times the flow f occurs in

the predecessor table. If [; > 0 and flow f is not in the
Coincidence count table, f is added into the coincidence
count table with count of If. If f is already in the coincidence
count table, then the count for f is incremented by [;. Let

Predecessor Table
Coincidence Count Table

Flow Id Count
3 2

: 7 5

1
new I
arrival

Fig. 5. CATE scheme.
M(N, f) be the number of coincidences for flow f after N
arrivals with k& comparisons for each arrival. The estimated

proportion of traffic from flow f, ps, is py = %

While the CATE scheme is reasonably simple, instrument-
ing UMON to support CATE is not trivial. The coincidence
counting is conducted for every new arrival. If CATE is
implemented in the kernel module of OVS, it can slow down
the data path forwarding speed. We adopt a strategy that
offloads the CATE from the critical data forwarding path.
Specifically, we implement the CATE scheme as a user-level
thread in the OVS. A copy of the incoming packet header
is made in the kernel module, and a batch of packet headers
is periodically delivered to the user-level CATE. User-level
CATE executes the coincidence counting upon receiving the
newly arrived packet headers. The strategy minimizes the
overhead imposed on the UMON data path.

B. Change-point monitoring for attack cues

The authors in [18] developed the change-point monitoring
for TCP based attack detection. The technique is based on the
observation that TCP {SYN, SYN/ACK} and {SYN, FIN}
are request-response pairs that should be balanced in a normal
network environment, and they deviate from the balanced state
when under attacks. The Cumulative Sum Method [19], [20]
is employed to detect the deviation. Specifically, let ¢; and p;
be the number of requests and responses, respectively, in the
i-th measurement epoch. The difference, d;, is 6; = ¢; — p;.
Define 51 to be the normalized difference,

i =0/ P, (1

with P, = aP,_1 + (1 — a)p; and « being a positive constant
less than one. To detect the deviation of (i— from its mean,
which should be close to zero, the Cumulative Sum method is
used. Define S; to be the cumulative sum:

Si=(Sii1+0; —t)*, 2)

where ¢ is a constant threshold and (-) ™ takes the positive value
or zero. The value of ¢ is chosen such that §; > ¢ indicates a
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potential attack. When the cumulative sum S; becomes greater
than the threshold 7', S; > T, a potential TCP based attack is
detected. The value of ¢ and 7" are design parameters that affect
the attack detectability, false alarm interval and detection
delay.

In order for the change-point monitoring to detect an attack,
Si needs to be greater than ¢, &- > t when the attack is on.
Otherwise 6; —t is negative in Eqn (2), and does not contribute
to the cumulative sum S;. Therefore the average number of
on-going TCP connections, i.e., the value of P;, needs to be
comparable to that of §; (see Eqn (1)). Otherwise the attack
becomes either not detectable, or the variation in the normal
TCP connections is greater than the value of ¢, which leads to
a large number of false alarms (see Eqn (2)). For example, if
the goal is to detect if one machine inside a large organization
is under attack, conducting the change-point monitoring at the
gateway for the entire organization likely does not work since
the number of on-going TCP sessions is much larger than the
attacking sessions. VPROM-GUARD addresses the issue by
conducting the monitoring at individual machines hosting a
small number of VMs.

C. Attack detection in vPROM-GUARD

The attack detection in VPROM-GUARD is accomplished
in two phases: big flow and coarse-grained indicator/cue
monitoring and fine-grained attack detection/validation. In the
first phase, VPROM-GUARD periodically detects big flows
(via CATE), and collects packet counts of TCP SYN, SYN-
ACK, FIN, and RST and runs Cumulative Sum (CUSUM)
algorithm. Assume that there are J hosts in total. The change-
point monitoring at host j is:

o = dl -, 3)
o = s/, “
S; = (Sl +d -0, (5)
forj =1,2,...,J. Comparing to the centralized change-point

monitoring [18], the distributed change-point monitoring at
individual hosts shortens the detection delay and localizes the
attacks. For instance, if only host j is under SYN flood attack,
then 6/ = &; but P/ < P;. Thus ¢/ > ¢; and S} > S,
leading to early detection. Furthermore, the distributed change-
point monitoring localizes the detection. Only the hosts whose
cumulative sum 57 is greater than threshold T" need to be
further examined.

vPROM-GUARD starts the detection process by turning on
CATE monitoring, and installing monitoring rules for TCP
SYN, SYN/ACK, FIN, and RST packet counts into UMON
at each hosting machine. Then the big flow info and the
packets counts are collected periodically by vVPROM-GUARD
using OpenFlow+ stats collection commands. The change-
point monitoring is conducted for individual hosts using the
collected stats. If a big flow is detected and the change-point
monitoring detects the deviation, a TCP SYN flood attack is
likely to be detected. We further install rules to collect TCP
flag packet counts associate with this big flow to validate the

type of attack. If a big flow is detected but the TCP flag packet
counts do not deviate from the balance, it still indicates a
potential DDoS attack. The vVPROM-GUARD controller can
implement whatever policy the users prefer to further classify
this flow. Finally, if no big blow is detected but the change-
point monitoring issues potential attack alerts to/from a host,
the vVPROM-GUARD starts the subflow monitoring and port-
scan detection threads on that host. The vVPROM-GUARD,
running at a central location, also periodically collects the
subflow stats from the hosts under alert, and runs DDoS
detection and port-scan detection across the subflow stats
collected from these suspected hosts. This allows the detection
of attacks that may spread across multiple hosts.

V. EVALUATION

We instrument the Open vSwitch (version 2.3.2) and run
it on a four-core, 3.2GHz CPU machine with 10GB memory.
The machine is equipped with an Intel NIC with two 10GHz
ports. The Ryu controller (version 3.25), Ryu client, Pyretic+,
and vPROM apps run on another machine of the same con-
figuration. Both machines use the Ubuntu 14.04.3 LTS kernel.
We use a third machine as both the packet generator and the
packet sink so as to avoid clock synchronization problem. The
packet generator and sink are connected to the vSwitch via
two 10GHz ports. The packet generator uses Tcpreplay [21] to
replay a data center traffic trace collected by Benson et al. [22].
The trace lasts for a period of about 65 minutes.

A. Comparison of subflow monitoring: vPROM vs Pyretic

Subflow monitoring is an important monitoring capability
for applications such as heavy-hitter flow detection and port
scanning attack detection. Subflow monitoring is supported
in Pyretic by so-called query policies [17], which can be
conjoined to any of the other policies, e.g., routing policies.
It is straightforward to program for the subflow monitoring in
Pyretic:
m=[ ‘srcmac’, ‘dstmac’, ‘srcport’, ‘dstport’]
Q=count_packets (interval=t, group_by=m)
match (srcip=A, dstip=B) >> Q

The first line defines the subflow mask that is based on source
MAC address, destination MAC address, source port Id, and
destination port Id. The function count_packets() returns the
packet counts every ¢ seconds for each subflow. The megaflow
is defined using match(). match(srcip=A, dstip=B) captures all
packets from A to B and hands them to subflow monitoring
policy Q.

Below we compare the performance of vVPROM and Pyretic
in supporting subflow monitoring. In the Pyretic experiment,
we employ a simple routing that forwards all packets from the
input port in_port to the output port out_port that connects to
the sink. The Pyretic routing policy is:

match (inport=in_port) >> fwd(out_port)
This routing policy runs in parallel with the subflow moni-

toring policy. The same routing and subflow monitoring are
conducted using UMON in vPROM. In addition, since the
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Fig. 6. Overhead in Data Plane

subflow monitoring is a built-in capability of UMON, vRPOM
can directly insert the monitoring rules for each monitored
source-destination pair into the monitoring table with the
subflow mask of srcmac, dstmac, srcport, and dstport on.

We first evaluate the subflow monitoring overhead imposed
on the switches, an UMON vSwtich in vPROM and an non
instrumented Open vSwitch in Pyretic. Overhead is measured
using the CPU utilization of three types of threads: handler,
revalidator, and ovs-vswitchd [6], [7]. ovs-vswitchd is a user
space daemon that handles the communication with the SDN
controller, among other things. Figure 6 depicts the CPU
utilization of different threads for vVPROM and Pyretic. We
vary the number of monitored source-destination pairs, from
three to thirty-three, to change the monitoring workload. In
all cases, the CPU utilization of all threads increases with the
number of monitored pairs. The CPU utilization of threads
handler and revalidator is similar for vPROM and Pyretic,
but differs for ovs-vswitchd thread. For vPROM, no CPU
resources are consumed by thread ovs-vswitchd since all packet
processing decisions are made locally and there is no need
to communicate with the controller. In contrast, the subflow
monitoring in Pyretic requires the visibility of every matching
subflows. Thread ovs-vswitchd needs to forward the matching
packets to the controller, resulting in CPU consumption.

Next we measure the control plane overhead. Figure 7
depicts the number of Packet_In messages received at the
controller (curves with the left Y-axis) and CPU utilization of
the controller (bars with the right Y-axis) against the number
of monitored src/dst pairs. Since UMON has no interactions
with the controller, the CPU utilization and Packet_In count
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Fig. 7. Overhead in Control Plane

remain at zero throughout the experiment. For Pyretic, the
number of Packet_In messages increases when more pairs are
monitored. The CPU utilization of the controller also increases
proportionally to the number of received Packet_In messages.

To further compare the scalability of both solutions, we
increase the number of monitored pairs to stress both the
vSwitch and the controller. The test results are shown in
Figure 8. In this figure, we present two sets of results. First,
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Fig. 8. Stress Test Results

we plot the number of delivered data packets by vPROM and
Pyretic (curves with Y'-axis on the right). The trace used for
the evaluation contains 19,855,388 packets in total. The curves
of delivered packets show that vPROM is able to deliver all
packets as more and more pairs are monitored, while Pyretic
starts to suffer from the packet losses when the number of
monitored pairs is greater than 67 pairs.

We investigate the cause of the data path packet losses in
Pyrectic. For that we examine the Pyretic’s control plane over-
head. We plot the number of Packet_In messages generated
by Open vSwitch, sent by Open vSwitch, and received by the
Pyretic (see bar charts with Y -axis on the left in Figure 8). We
observe that Pyretic starts to lose Packet_In messages at both
vSwitch and Pyretic (which runs on top of the SDN controller)
when the number of monitored pairs surpasses 67 pairs. The
difference between the number of OVS generated Packet_In
messages and the number of Packet_In messages being sent
out indicates the packet loss inside the vSwitch, which is due
to the overflow of the Packet_In queue inside the vSwitch.
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Meanwhile, the difference between the number of sent-out
Packet_In and the number of Packet_In received by the Pyretic
application indicates the packet loss at the controller. The
controller employs the event queue for dispatching various
events, such as Packet_In event, to the applications. The
losses are due to the overflow of event queues maintained by
Pyretic [1]. The results show that the frequent communications
between the vSwitch and the controller greatly degrade the
performance of both the vSwitch and the controller. Due to
the Packet_In message loss, the Pyretic monitor application
can not offer accurate subflow monitoring results. vVPROM
addresses the problem by instrumenting the vSwitch and
localizing the subflow monitoring task.

B. Performance of DPDK UMON

As a software based switch, the performance of vSwitch
is important. UMON imposes extra overhead on vSwitch for
the monitoring activities. The initial work [7] showed that the
overhead from UMON is tolerable. With the recent availability
of DPDK [23], further speedup of the packet processing is
made possible. DPDK is a set of libraries and drivers that
map the memory from the NIC directly to user space, which
improves the packet processing performance by up to ten
times. DPDK has been adopted by vSwitch to improve its
performance. In this section, we examine the performance of
UMON in a DPDK accelerated vSwitch.

We use MoonGen [24] for playing back the trace since
it can utilize the hardware features of the Intel NICs to
enable the sub-microsecond packet time-stamping. The packet
generation logic is controlled by Lua [25] scripts for flexibility.
The trace is split into two groups: background traffic and
monitored traffic. Different traffic groups are sent out through
different queues, and the monitored traffic is time-stamped at
outgoing port and incoming port to measure latency. Thus the
measured latency includes the delay on the wire (from the
packet generator/sink to the vSwitch, and from vSwitch back
to the packet generator/sink) and the delay incurred at the
UMON vSwitch. It is an upper bound of the UMON vSwitch
delay. We play back the trace at the line rate so as to fill up
the 10G pipe.

The results are shown in Figure 9. We vary the number
of monitoring pairs and the revalidator thread poll intervals
to examine their impact. The poll interval determines the
frequency the measurement results are reported. There are
ten groups of data, each with a different poll interval. The
delay increases as the number of monitored pairs increases
and as the poll interval decreases. The more monitored pairs,
the more data needs to be fetched from the data path. The
smaller poll interval causes the revalidator thread to be called
more frequently. Though the increasing delay suggests degra-
dation of the switch performance, the delay is mostly small.
Monitoring 336 source-destination pairs only incurs less than
0.04 millisecond delay.

Next, we investigate the CPU utilization of the handler
thread and the revalidator thread. The results are shown in
Fig. 10 and Fig. 11. For each thread, the CPU utilization

increases proportionally to the number of monitored pairs
and decreases with the increasing poll interval. In addition,
comparing results in this figure with those in the Figure 6
when 33 pairs of src/dst are monitored, the CPU utilization
for the DPDK accelerated UMON is about 3-4.5 times higher.
Such an increase is explained in [26] because the default
DPDK configuration uses only one core to run all the standard
OVS threads (e.g., main process, handler, revalidator) to avoid
wasted resources.

C. vPROM-GUARD attack detection

We use two data traces containing verified attacks to evalu-
ate the effectiveness of VPROM-GUARD. For the SYN Flood
attack, we use Endpoint Traffic collected from three different
deployment points in NUST SEECS labs [27]. In this data-set,
eight ports on two hosts are under known SYN Flood attacks.
The attacking rate varies from 10 pkts/second to 1000 pkts/sec-
ond and the average background traffic rate varies between 200
to 650 pkts/second. There are in total 2325 hosts in this data
trace. For the port scanning attack, we use the trace collected
by Mawilab [28]. In this data-set, one horizontal scanning
attack and three vertical scanning attacks are known. We
use Emulab in our lab to conduct the experiments. VRPOM-
GUARD runs on the vPROM framework at one machine, and
two UMON switches and a CATE capable switch controlled by
vPROM-GUARD are running on another machine. The CATE
capable switch emulates the gateway switch; While the two
UMON machines emulate the vSwitches at two host machines
in a data center, each hosting about 20 IPs with some of IPs
being under attack. We set the polling intervals for all the
detection to be one second, and ¢ to be 0.4 and T to be 1.
For the CATE scheme, we set the threshold for the large flow
detection at 0.05, i.e., a flow is deemed to be large if it is
more than 5% of overall traffic rate. The detected big flows
are reported to VPROM-GUARD every one second.

vPROM-GUARD manages to detect all attacks in the data
traces. Fig. 12(a) shows the eight SYN flood attack detec-
tion time. Attacks target the two hosts, with IP address of
87.51.34.132 (top of Fig. 12(a)) and 69.63.178.11 (bottom of
Fig. 12(a)) with different port ids, as shown in the Y-axis.
The horizontal bar indicates the starting and finishing time
of the attack, with the vertical line indicating the moment
at which the CATE issues a big-flow warning. Once a big
flow is detected, a monitoring rule collecting TCP flag packet
counts is installed to validate if the large flow is a SYN flood
attack. The dot indicates the moment at which the vPROM-
GUARD actually validates the attack as SYN flood attack.
The lightweight design and implementation of CATE enables
vPROM-GUARD to detect such attacks quite efficiently. The
average detection time is about 3 seconds, including the attack
validation time.

For the port-scan attacks in our trace, they do not generate
big enough traffic flows to be detected by CATE. As a result,
change-point monitoring and subflow collections are required
for the detection. Fig. 12(b) shows the detection time of
the vertical and horizontal port-scan attacks. The detection
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time for vertical port-scan attack is about 10 seconds. The
horizontal port scan attack detection takes about 25 seconds.
The horizontal port-scan spreads the attack traffic among
multiple IPs, hence a smaller attacking rate for one IP and
takes longer time to detect.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we present the design and implementation
of vPROM, a vSwitch enhanced programmable measurement
framework that allows users to program the network mea-
surement and control applications. VPROM uses instrumented
Open vSwitches (UMON) as the measurement points, and aug-

Number of Monitored Src/Dst Pairs

Number of Monitored Src/Dst Pairs

Fig. 10. Revalidator CPU utilization of DPDK Fig. 11. Handler CPU utilization of DPDK UMON

ments the OpenFlow API to OpenFlow+ so that the UMONes
can be directly controlled by the applications via the SDN
controller. In vVPROM, we also extend the Pyretic program-
ming language and run-time system to Pyretic+ and build a
controller client in order to support and automate the pro-
grammable measurement. To demonstrate its usefulness, we
also build the VPROM-GUARD, a DDoS and port-scan attack
detection application that demonstrates the major features of
vPROM. Performance evaluations and comparisons with other
approaches show the advantages of vVPROM. Moving forward,
we are building more VPROM applications and investigating
how to use both UMONes and physical SDN switches as the
monitoring points simultaneously. In addition, we are studying
to employ the behavior based anomaly detection as the coarse
granularity monitoring cues.
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Abstract— This article presents challenges and solutions to
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commonly referred to as the Internet of ‘things’ (10T).
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. INTRODUCTION

Can you test the Internet? No - it is unbounded. Can you
test the Internet of Things (1oT)? Same answer.

You could test sub-nets of the l1oT and other bounded
components of it. The Internet and its ‘things’ are only bound-
able for mere instants in time, therefore testing is problematic.
Testing systems-at-rest is easier than testing systems
reorganizing themselves in real-time and at massive scale. The
Internet at time zero is different than the Internet at time zero +
X, where x is a millisecond.

We argue that testing the Internet and the loT is not
feasible. We further argue that we can use the concept of a
Network of “Things” (NoT) [1] to create testing schemes that
are practical. This definition allows for measurement, and
allows for one NoT to be compared to another. In addition,
this definition allows for estimating the testability® of a specific
NoT, which when said slightly differently, asks the question: is
this NoT testable, meaning is testing even worth the effort you
will put into it?

The general concept behind the term Network of ‘Things’
involves communication, computation, sensing, and actuation.
These are simple ideas that have existed in distributed
computing for years. But what makes IoT and NoT different
from previous large-scale distributed computing systems is
scale, heterogeneity, data integrity, sensing, and possible non-

1Testability here refers to the likelihood that defects can be discovered during
testing [3]; testability is clearly a function of what type of testing is occurring
and how test cases are selected.

ownership of the assets in a purposed and proprietary NoT. By
‘non-ownership’ of assets, we include leased cloud services,
leased data from vendor sensors, leased wireless
communications, leased hardware and 3rd party software, and
so on. This paper uses the concept of a NoT as the entity under
test.

Il. UNDERSTANDING A NETWORK OF ‘THINGS’

To address such concerns, the National Institute of
Standards (NIST) Special Publication 800-183 [1] offered a
scientific foundation to describe the underpinnings of a
Network of ‘things.” It breaks these four activities into core
distributed system components termed “primitives.” The
document then defines a simple class of “elements” that allow
for the foreshadowing of the trustworthiness of systems built
from loT-based components, services, and commercial
products. (NIST has not released a specific definition for 10T at
this time).

The primitives proposed in [1] are: 1) Sensor, 2)
Aggregator, 3) Communication channel, 4) eUtility, and 5)
Decision trigger. Here are their descriptions from the
document:

1. Asensor is an electronic utility that digitally measures
physical properties (e.g. temperature, acceleration, weight,
sound, etc.) and outputs raw data.

2. An aggregator is a software implementation based on
mathematical function(s) that transforms/consolidates groups
of raw data into intermediate data.

3. A communication channel is a medium by which the
data is transmitted (e.g., physical via USB, wireless, wired,
verbal, etc.) between sensor, aggregator, communication
channel, decision trigger, or eUtility.
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4. An eUtility (external utility) is a software or hardware
product or service, providing computing power that
aggregators will likely network of ‘things’ have.

5. A decision trigger creates the final result(s) needed to
satisfy the purpose, specification, and requirements of a
specific network of ‘things.’

I1l. TESTABILITY OF A NETWORK OF ‘THINGS’

A specific, purposed network of ‘things’ is likely to have a
dynamic and rapidly changing dataflow and workflow. It will
likely have numerous inputs from a variety of sources. This
will, in turn, create a massive internal state space of data states
created throughout the computational workflow of a NoT, and
a vast number of potential interactions among components.

One way to think about the testing problems from this
state-space explosion is by trying to answer the question: Do
NoTs of large scale have an impact on testability? To answer
that, we will first look at the Domain Range Ratio (DRR)
[2][3] metric, first proposed in the 1990s by Voas and Miller.

We contend that the DRR metric addresses the inherent
problem of testing networks that employ loT-based
components and services, e.g. clouds. The DRR is simply the
cardinality of the set of all possible test cases for that system
divided by the cardinality of the set of all possible outputs. A
fundamental issue is that a particular network of ‘things’ is
likely to process large amounts of data for the purpose of
making rather limited output decisions, such as ‘actuate’ or ‘do
not actuate.” This situation makes it difficult to observe internal
failures due to corrupted internal data during testing time.

For example, Fig. 1 represents a simplistic NoT purposed
to buy or not buy a certain stock. (Figure 1 is not intended to
represent real NoTs, but rather to highlight the primitives in
[1].) This NoT has 15 sensors clustered into 3 groups, 5
aggregators, and 3 eUtilities (2 clouds, and 1 laptop). Note that
Sensor 5 and Sensor 6 are blue, illustrating that they are
sending out data of suspicious integrity. This NoT has 22
communication channels that carry the data that eventually gets
aggregated and then fed into the NoT’s decision trigger. The
decision trigger is binary —a value of ‘1’ means buy the stock, a
value of ‘0’ means do not. Stated simply, the combinatorics of
faults and internal failures that can go wrong with 15 sensors, 5
aggregators, 3 eUtilities, and 22 communications channels is
quite large.

Now assume that each binary value of the decision trigger
variable is obtained approximately 50% of the time. Because of
this minimal output space size, a fair coin toss also has a 50-50
chance of providing a correct output for any given input. Hence
building a system that generates a random ‘1’ or ‘0’ result via a
coin flip is equivalent to and cheaper than building this
complex and expensive NoT. Worse, consider the scenario
where ‘1’ and ‘0’ are not evenly distributed, e.g., the
specification states that for 1 million unique test cases only 10
should produce a ‘1’ and the other 999,990 should produce a
‘0’. One could build a NoT to compute this function or one
could write a piece of code that just says: for all inputs output
(“0%). This incorrect code is still 99.999 reliable, and it would
be nearly impossible to discover the defect in the code with a

handful of random tests sampled from the 1 million. In short,
random testing here has a minimal probability of detecting this
fault because each test case has a very low probability of
revealing the defective logic due to the tiny output space, and
its probability density function for each output. Note also that
this argument likely applies to aggregators — if an aggregator is
fed much sensor data and reduces that data to a single output
value, in particular a binary value, this problem is the same.

e ——
m Aggregator
aa €1 % Sensor
sufee
Cluster
+ Communication
channel
eUility

Dacition trigger

R ifgiy) =100 then
N\ Buy Z shares of
b Stock §
\
s
~——

=
- -
time snapshots

Fig. 1. A Simple NoT With a Feed-Back Loop

Furthermore, in this system, corrupted data (regardless of
the reason for the corruption) can travel through any of the
communication channels — it can originate from eUltilities,
aggregators, sensors, and even communication channels. Given
the many data-related events that happen before a decision
trigger is executed, how does a system-level test of a NoT give
assurance and confidence to the prior event’s trustworthiness?
This is the same question that resulted in the concept of
software unit testing. We apply the same principles here to
NoTs. We will discuss this situation further using assertions.

IV. THE ORACLE PROBLEM FOR NETWORKS ‘THINGS’

The traditional software testing problem of having access to
a usable oracle can be paraphrased as follows: if you do not
know if an output is correct after a test is performed, what is
the point of testing? Further, this problem can be subdivided
into two problems: (1) a defective oracle, and (2) not having an
oracle at all.

For NoTs, the oracle problem is exacerbated by this: it is
unlikely that the intended functionality of a general-purpose,
short-lived NoT will remain static long enough for an oracle to
be built. (Hopefully for most security-critical and safety-critical
properties of NoTs, this concern can be avoided.) This problem
exists because NoTs offer more extensibility and malleability
of the intended functionality than in previous distributed
systems. For example, the sensors, eUtilities, and
communication channels can all be quickly swapped out and
replacements swapped in; and the algorithms and the software
(in the aggregators, communication channels, and decision
trigger) can be continuously tweaked when the purpose of a
NoT changes.
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The ability to “modify-on-the-fly” a NoT is one of the
advantages of this advancement in distributed computing and
control but is problematic for testing using oracles. Hence,
testing efficiency is critical. Using the Template

V. ASSERTIONS

Three conditions are necessary for software to fail: (1) a
fault is executed, (2) a defective internal data state is created,
and (3) the defective state propagates causing incorrect output
(failure). By testing internal data states using assertions, we
observe whether (2) occurs if the assertion is correctly coded
and placed.

Assertions are internal self-tests that probe either: (1) the
output of a component or function, or (2) data states that exist
anytime during computation. Assertions increase testability by
increasing the size of the range [4][5]. The goal is not to test
the functionality of eUtilities, aggregators, sensors, and
communication channels, but rather to test the data they
produce.

To do this, the notion of wrappers connected to interfaces
(between primitives) is possibly the easiest implementation
approach for building assertions. For example, in the interface
between a sensor and an aggregator, insert a wrapper on the
data leaving the sensor before it rides on the communication
channel, or insert a wrapper before it leaves the communication
channel and enters the aggregator, or both (if there is concern
something might go wrong during transmission). Tests at the
interface points offer two advantages for NoTs: (1) this testing
can be done even if most of the primitive ‘things’ are black-
box entities, and (2) no access to any software or algorithms is
required.

VI. COMBINATORIAL TESTING

Among the unique challenges of testing NoTs, one of the
most significant is the potential for an enormous number of
interactions. Instead of two, or a few, components sending and
receiving data, NoTs may have 10s or 100s of nodes
interacting. While internet e-commerce and information
systems include thousands of nodes, interactions are typically
client-server. NoTs, in contrast, may require cooperation
among a much larger set of nodes to meet their design
objectives. The difficulty of testing these networks has led to
recognition of the need for combinatorial test methods
[12][13], which are designed specifically for testing complex
interactions.

Software faults may involve one or multiple factors
interacting. For example, a device failure that occurs only
when pressure < 10 AND volume > 300 AND velocity = 5
(where pressure, volume and velocity are integer variables) is a
3-way interaction fault. Interaction faults remain dormant until
the particular combination of values is encountered in practice.
Combinatorial testing (CT) is an increasingly popular method
for reducing the cost of finding such complex faults. The
empirical basis for CT’s effectiveness was shown in a series of
NIST studies [6][7][8][9] that demonstrated the following:
most faults involve a single parameter or two parameters; and
progressively fewer interaction faults involve 3, 4, 5, and 6

parameters (a fault involving more than six parameters has not
been seen) [8]. This empirical finding, referred to as the
interaction rule, has important implications for software
testing, because it means that compressing t-way combinations
into a small number of tests can provide more efficient fault
detection than conventional methods.

Matrices known as covering arrays [10] are used to
produce tests covering t-way combinations of values, for some
specified level of t = 2; e.g., if t = 3, then the covering array
contains all 3-way combinations of variable values. The key
property of a covering array is that it includes all t-way
combinations of values at least once, and algorithms developed
in the past 10-15 years can efficiently generate test arrays for
high-order interactions, typically up to t=6. (In the past, nearly
all combinatorial testing had been limited to pair-wise, or t=2.)
For example, suppose we want to test a module for a lighted
text display, which might be controlled using an Arduino board
or similar small system. The function allows 10 effect settings
for enhancing the text, each of which has two possible settings:
flashing (on, off), size (large, small), three light colors that can
each be on or off to produce different effects, a "glow" effect
(on, off), etc. Testing all combinations would require 210, or
1024 tests. The 10 effects are labeled A through J. If we
represent “on” as 1, and “off” as O, then the array in Fig. 2
provides a compact test set that covers all 3-way combinations.

A B CDETFGH 1 3
A \ A / v A
Qo 0l0JO 0
1 1 11
111 0 0
T[]0 1 10
110D 1 0[O0
1 D|lojo|1|0oCC |1
<@0 0l1|0 1110
1 0 ol1]o
ojo]o 1 01
olo|1|1]o|o|1|0]0O]1
1 1/1|o|loCQ|0][0
1{olo|olo|o 111
010@16101

Fig. 2. 3-way covering array

Fig. 2 shows a 3-way covering array for 10 variables with
two values each, where each row represents a test and each
column specifies values for a variable setting. The interesting
property of this array is that any three columns contain all eight
possible values for three binary variables. For example, taking
columns D, E, and G, we can see that all eight possible 3-way
combinations (000, 001, 010, 011, 100, 101, 110, 111) occur
somewhere in the three columns together. In fact, any
combination of three columns chosen in any order will also
contain all eight possible values. Collectively, therefore, this
set of tests will exercise all 3-way combinations of input values
in only 13 tests, as compared with 1,024 for exhaustive
coverage. Similar arrays can be generated to cover up to all 6-
way combinations. The larger the problem, the greater the
improvement over exhaustive testing, because for a given
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interaction strength, the number of rows (tests) in a t-way
covering array increases with log n, for n parameters, while the
exhaustive test set size of course increases exponentially.
(Note that covering arrays are not restricted to binary variables;
these are used here to simplify the presentation.) For example,
with 34 on-off switches, there are approximately 17 billion
possible combinations, but all 3-way settings can be covered
with only 33 tests, and all 4-way combinations with 85 tests.

An extensive body of empirical work shows that these
methods are highly cost effective. In practical applications,
combinatorial testing has been shown to provide significant
advantages, with reduced cost and greater fault detection
[10][11]. Fortunately, these methods can solve some of the
unique problems of testing NoTs.

VII. APPLYING COMBINATORIAL TESTING TO THE EXAMPLE

How can we adequately test NoTs, given the constraints
identified by the DRR for these systems? Consider again the
example for which 10 inputs from an input domain of 10
million produce a ‘1’, with the rest producing ‘0’. For any
computed result, there must be some specification that defines
the conditions under which each possible result is produced. In
general, these conditions will be specified by some logical
predicate, especially for NoTs, where decision predicates
receive inputs from various sensors and generated values
elsewhere in the system. One such example is shown in figure
1. Here we have the decision trigger “if g(x,y) > 100 then buy
Z shares of stock S”. In this example, an expression of two
values, x and vy, is used in the decision; we assume different
combinations of x and y values not shown in the figure may
generate different results. For decision triggers in the network,
many additional expressions with different combinations of
values may be used in decision triggers. It is easy to produce
positive tests for this example: simply specify values to make
the expression g(x,y) > 100 true. But what if we want to ensure
that “buy Z shares of stock S” action is not triggered under
some other conditions? If the DRR tells us that there is only a
small portion of the input space for which this action is correct,
how will it be possible to test the huge portion of inputs for
which the result should not be to buy Z shares of stock S?

One approach to achieving this assurance is to use the
pseudo exhaustive test method described in [14], where we
have a small set of possible outputs. This method produces two
test arrays for each possible output, or class of outputs. One
array includes tests for each condition where a particular result
should be produced. For example, suppose a decision trigger is
“x+y > 200 && x >100 || x < 100 && y > 500 || y > 1000
then R1”, where R1 is a Boolean output corresponding to some
action that the system performs. Only three positive tests are
needed, one for each conjunct within the expression. A more
difficult challenge is showing that the code implementing the
expression does not generate the result for some combination
of variables inappropriately. This expression is in disjunctive
normal form, where each term contains at most two variables,
so it is in 2-DNF. By generating a 2-way covering array of
values for x and y, but excluding the positive cases, we have a
test set with all possible 2-way combinations of values where
R1 should not be produced. Thus we address the oracle
problem by verifying that results for tests in each array are

equivalent, rather than specifying a set of inputs and
determining the output specifically for each one. In the first
array, we should see R1 as the output for each test, and the
second array we should not see R1. Because we verify positive
and negative results for each output Ri, (i=1,2,3,...), we have a
sound and complete set of tests without the conventional test
oracle problem of computing outputs for each set of inputs.

To see the power of this method, consider the example
introduced previously, with roughly one million possible
inputs, where 10 produce an output of '1' and all others produce
an output of '0". This could occur with a system of 20 Boolean
parameters, for example, resulting in 220 = 1,048, 576 possible
inputs. From the specification, we derive the conditions under
which '1' is produced, in the form of if-then-else rules or a
decision tree. Transforming these rules into k-DNF form, we
produce a set of conjunctions that result in the '1' output.
Suppose that the 10 conditions that result in an output of '1'
contain at most three Boolean literals (e.g., x && ~a &&YyY). It
is easy to produce tests to verify this output for each of the 10
conditions, but how can we ensure that none of the other 1,048,
566 inputs will produce a '1'" instead of the correct value of '0"?
Surprisingly, we can verify this for all 3-way combinations of
inputs with only 28 tests, by generating a covering array of all
3-way combinations, excluding the 10 conditions that should
produce 'l' [14]. The test arrays will also catch a large
proportion of combinations with more than three Booleans, or
we can generate arrays up to 6-way with less than 400 tests.
This method is not restricted to Boolean inputs, but may be
applied to complex conditionals as well, and as a result is
especially well suited to testing complex conditionals in
decision triggers.

Given a formal specification of the conditions for each
decision trigger, the test arrays described above can be
produced mechanically, but many tests will still be needed.
Thus, even though a conventional test oracle is not needed
(because each of the two arrays should produce the same
result), the large number of tests may be prohibitive in some
applications. The DRR calculation can be used to identify the
most difficult to test interface points, helping to establish
priorities and allocate testing resources.

VII.SUMMARY

We believe that because of the necessary role of decision
triggers, specifically purposed NoTs have testability concerns.
We explained how the testing oracle problem applies to NoTs
as well as other distributed systems, and that the problem may
be worse compared with other complex IT systems due to
“leased assets.” And finally, we described applications of
combinatorial testing and the domain range ratio, and how
these methods provide a practical approach to loT testing
complexities.

We hope this review of challenges and potential solutions
will offer new insights into how to more efficiently test NoTs.
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ABSTRACT

The current ASME B31.12 code used to guide the design of hydrogen pipelines
favors the use of API 5L X52, but is being modified to include higher strength
steels, such as X70 to enable cost reductions without affecting safety. To
provide a scientific basis for code modification, fatigue crack growth (FCG)
tests were conducted on an X52 pipeline steel that is currently in service
transporting hydrogen gas, as well as two X70 pipeline steels designed for
natural gas. Compact tension specimens were tested in hydrogen gas
pressurized to 5.5 MPa or 34 MPa. A comparison of these tests, conducted at a
cyclic loading frequency of 1 Hz, shows that there is very little difference
between the FCG rates of the base metal among the three steels at a given
hydrogen pressure. All three metals exhibited some increase in FCG rate at a
hydrogen pressure of 34 MPa compared with 5.5 MPa. Analysis of the data
provide a rationale for allowing higher strength steels to be used for hydrogen
gas transport. A recommendation was made to the ASME B31.12 Committee
on Hydrogen Piping and Pipelines to allow higher-strength steels that is based
on this and other data acquired at hydrogen pressures <21 MPa.

INTRODUCTION

Two federal agencies are tasked with ensuring that present and future hydrogen
pipelines are safe and efficient. According to the US Department of Energy
(DOE) [1], there are approximately 1500 miles of steel pipelines for the
transportation of hydrogen gas in service today. That number is likely to
increase, particularly if hydrogen fuel-cell cars become a popular alternative to
gasoline-powered cars. Pipelines will be a necessary component to enable
market penetration beyond the coastal US. The DOE has set a goal to reduce the
cost of hydrogen delivery by the year 2020 from the production site to the point
of use in consumer vehicles to <$2/gge (gallon of gasoline equivalent) for at
least one delivery pathway [2]. This will help pave the way toward making
hydrogen a competitive choice for powering cars and heating homes.
Meanwhile, the mission of the Department of Transportation, Pipeline and
Hazardous Materials Safety Administration (DOT/PHMSA) is to maintain the
safety of pipelines transporting fuels in the US.

*Contribution of the National Institute of Standards and Technology, an agency of the US
government; not subject to copyright in the USA.
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Both agencies are working to develop the transmission infrastructure
needed to support hydrogen fuel cell vehicles. Pipelines are the most cost-
effective means of transporting hydrogen gas, but to attain the DOE goal for
delivery cost, the expense of laying new pipelines must be further reduced. This
can be achieved with higher strength steel. Fekete et al. [3] have described the
savings generated by the use of steel with the grade API SL X70 instead of API
X52 for hydrogen pipelines. However, these savings can only be realized if the
proposed material is as safe for operations as X52.

At the present time, the code used to design hydrogen pipelines is ASME
B31.12 Hydrogen Piping and Pipelines [4]. This code states that API 5L X52
(PSL 2) grade steel can be used for hydrogen pipelines without additional
testing. If a stronger grade of steel is desired, fracture toughness tests in
pressurized hydrogen gas must be conducted. As few facilities have the
capability of testing in pressurized hydrogen gas, X52 is virtually the only grade
used in the US. This grade became the default choice in the code, because it
exhibits minimal loss in ductility under monotonic loading in hydrogen gas.

However, it is rare for a pipeline to fail because it has exceeded its ultimate
tensile strength, where the loss of ductility becomes critical. Safety factors
ensure that stresses remain well below the yield strength of the steel. Rather,
steel pipelines fail because fatigue cracks initiated by damage or flaws
eventually propagate through the wall thickness of the pipe. If fatigue is the
failure mechanism of concern, then limiting the choice of steels to X52 may not
be the most effective means of designing safely operating hydrogen pipelines.
For example, Cialone and Holbrook [5] found that for X42 pipeline steel there
the fatigue crack growth rate (FCGR) increased by an order of magnitude for
tests conducted in pressurized hydrogen and nitrogen. Other research groups
have also found the FCGR of pipeline steels to increase by an order of
magnitude or more when tested in pressurized hydrogen gas, as compared with
those tested in air or an inert environment [6-8]. However, more data are needed
to characterize the effect of strength on fatigue lifetimes in hydrogen.

In order to provide the ASME B31.12 Committee on Hydrogen Piping and
Pipelines with a body of data from which to base a modification to the code,
FCGR tests have been conducted that compare X52 steel from a currently
operational hydrogen pipeline that was designed to the current B31.12 code, and
two X70 steels from natural gas pipelines. Compact tension (CT) specimens
were cyclically loaded in air and in hydrogen gas pressurized to either 5.5 MPa,
a typical pressure at which to operate a hydrogen pipeline, or 34 MPa, the
highest pressure currently considered.

MATERIALS AND METHODS

The base metals from two X70 pipeline steels that were designed for natural
gas transmission and the modern X52 steel that is currently used in a hydrogen
pipeline that went into operation in 2011 were tested to compare their FCGRs in
pressurized hydrogen gas. The tests were conducted at a cyclic loading
frequency of 1 Hz. Other researchers have found that in general there is an
inverse relationship between the cyclic loading frequency and the hydrogen-
assisted fatigue crack growth rate (HA-FCGR) for most structural alloys,
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particularly for frequencies at or above 1 Hz [9-13]. A limited number of tests
were conducted at 0.1 Hz in order to determine the relationship between the
FCGR for these steels and the loading frequency.

The chemical compositions of the three low-carbon, micro-alloyed steels
are found in Table 1. The microstructures from near the mid-line of each steel
are shown in Figure 1, and from optical microscopy were determined to be
polygonal and acicular ferrite. There may be other constituents that are not
resolvable without employing more advanced analytical techniques. Tensile data
was acquired for each steel in air and in the transverse orientation, according to
ASTM ES8 [14]. The mean of those data and the dimensions of the pipes from
which they came are shown in Table 2. Note that the X52 has a far higher yield
strength than might be expected for an X52, although it meets the specification
for API 5L X52 PSL 2, which has a minimum yield strength of 359 MPa (52
ksi) and a maximum yield strength of 531 MPa (77 ksi) [15].

The fatigue tests were conducted in accordance with ASTM E647 [16] and
with a constant load ratio (R=0.5). The data generated are (increasing) stress
intensity range (AK) and fatigue crack growth rate (da/dN); the tests were
conducted in load control and regulated by the load cell located within the
chamber, and the crack length was calculated from compliance, as provided by a
CMOD (crack mouth opening displacement) gage located at the load line of the
specimen. An internal load cell was used because it can more accurately
represent the forces on the specimen(s), as the frictional forces of the seals are
eliminated. The signal drift of the internal load cell in hydrogen gas up to 34
MPa results in a change in load ration of less than 2 %. In order to obtain
sufficient data in a span of two years, a new apparatus was employed that
permits the cyclic loading of ten specimens simultaneously within a test
chamber [17]. The CT specimens were machined from the C-L orientation (see
Figure 1c of ASTM E399 [18]) with a width W= 44.5 mm, a chevron notch to
facilitate growth of a straight precrack, and the surface roughness Ra<0.25 pm.
The precrack was grown in air at a load ratio of R=0.1. The test chamber was
purged three times with 99.9999 % helium and three times with 99.9995 %
hydrogen before a final fill with the hydrogen and commencing the fatigue tests.
The tests continued 24 hours/day, 7 days/week until all specimens were
completed. The chamber pressure was continuously monitored and
automatically maintained to +3 % of the designated pressure.

Table 1. Chemical composition in mass percent of the steels tested. The balance is Fe.

C Mn P S Si Cu
X52 0.071 1.06| 0.012 0.004 0.24] 0.016
X70A 0.048 1.43] 0.009 0.001 0.17 0.220
X708 0.053 1.53] 0.01 0.001 0.16] 0.250

Ni Cr Mo \ Nb Ti Al
X52 0.016 0.033 0.003 0.004 0.026 0.038 0.017
X70A 0.14 0.240 0.005 0.004 0.054 0.027 0.015
X708 0.14 0.230) 0.003 0.004 0.054 0.024 0.012
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F|gure 1. The mlcrostructure from near the mld I|ne of the p|pe through thlckness for the (A)
X52, (B) X70A, and (C) X70B steels.

Table 2. The tensile properties and the pipe dimensions for each of the steels reported.

Pipe Wall
o, [MPat |oyrs [MPa #|di hick
std. dev.] |std.dev.] |[mm(in)] |[mm]
X52 487 +5 588+5 508 (20) 10.6|
X70A 509+19 [609+4 914 (36) 18
X708 553+18 640+ 9 914 (36) 22|

RESULTS

The purpose of this study was to determine whether X70 can safely be used
to construct pipelines for hydrogen gas transmission. Variability of the
measurement on these steels in air can be found in Drexler et al. [17]. It is not
possible to report on the variability of the measurement at any hydrogen
condition because there is not sufficient data over the requisite range to allow
calculations to be performed according to McKeighan et al. [19]. Uncertainty of
the measurement would be expected to be much smaller than the variability, so
calculating the uncertainty would not provide meaningful information.

The data at a cyclic loading frequency of 1 Hz are shown in Figure 3, and
each dataset (line style) represents one to four individual specimens tested. In
Figure 3A, it can be seen that for the specimens tested in hydrogen pressurized
to 5.5 MPa, there is little difference between the FCGRs of steels designated as
X52 and those designated as X70. The FCGRs of the steels in air (shown for
comparison) are lower than those tested in hydrogen gas by as much as 20 times
for the range of data tested. In pressurized hydrogen gas, subtle differences in
the relative FCGR among the steels exist between low values of AK (<11
MPa-m”) and those at higher values (>15 MPa-m”). These differences are
negligible when compared with the overall effect of hydrogen-assisted fatigue
on the FCGR of pipeline steels.

At a hydrogen pressure of 34 MPa (Figure 3B), there is an even greater
difference between the air and hydrogen data—as much as 50 times higher for
the hydrogen data at a given value of AK. As seen in the figure, the three tests
conducted in hydrogen gas on the X52 steel are visibly different. They were
conducted simultaneously with the new apparatus, so the differences are not
from variations in test conditions from one test to another. Furthermore, these
specimens originated from a single piece of material that was removed from the
pipe, and were from a similar clock position. Rather, this variability appears to
be attributable to the way hydrogen interacts with microstructural features.

The data for both hydrogen pressures are shown on the same graph (Figure
4) to emphasize the effect of hydrogen test pressure on the FCGR of these steels.
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The fatigue crack grew rapidly in the higher hydrogen pressure, resulting in little
data acquisition at low AK. Nevertheless, it is apparent that at low values of AK
(<15 MPa-m”), the FCGRs of tests conducted at 34 MPa are higher than those
conducted at 5.5 MPa. Above AK=20 MPa-m”, however, the data coalesce.

The remaining variable, cyclic loading frequency, is illustrated in Figure 5
for tests conducted at a hydrogen gas pressure of 5.5 MPa. From this graphical
representation of the data, it is difficult to determine if frequency has a
consistent effect on the FCGR. To clarify the effect of frequency on FCGR, data
were analyzed for all materials and hydrogen gas pressures at one value of AK.
A value of 14 MPa-m” was chosen because it was the value for which the most
data was available. Bar graphs showing the average value of da/dN for all the
data available for that condition are shown in Figure 6. This snapshot of these
limited conditions reveals that the slower cyclic loading frequency leads to
slight increases in the FCGR for all conditions, except for the X52 steel when
tested at a hydrogen gas pressure of 5.5 MPa (black bars). The hydrogen gas
pressure (gray bars represent data acquired at a hydrogen gas pressure of 34
MPa) has a far larger effect on the FCGR than does the cyclic loading rate.

DISCUSSION

It is important to quantify the differences in the hydrogen-assisted fatigue
crack growth rate (HA-FCGR) in X52 and X70 steels for two reasons. The first,
as stated earlier, is that pipelines are expected to provide the means by which
hydrogen fuel is transmitted between where it is produced and the end user. To
accomplish this at a competitive cost, pipelines will have to be constructed of
higher grade steel, so that less material can be used while still providing
comparable margins of safety. Less steel lowers the cost. The impetus for the
second reason can be found in the tensile data provided in Table 2. The owners
of the hydrogen pipeline that provided our X52 steel, wanted and thought they
were getting X52-strength steel. Instead they received material with an average
yield strength closer to that of an X70 than an X52. It is not unusual for
foundries to provide steel that exceeds the specified minimum yield strength
(SMYYS), because the API specification provides so much leeway.

5.5 MPa, 1 Hz 34 MPa, 1 Hz

FE02 LE02

1E03 100

X2 fie it
i —-x70A
1604 . x70m
52 Air

XT0AAlr
X708 Air
52

<<-x70M

LEO

do/dN, mm/eycle
da/dN, mm/cycle

XT0A Air
1E08 # X708 Rir

LG5 X708

1e08 1608
BK, MPa-m* AK, MPa-m™
Figure 3. FCGR results from tests conducted at a cyclic loading frequency of 1 Hz and

hydrogen gas pressures of (A) 5.5. MPa and (B) 34 MPa. Data collected in air are shown
for comparison.
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The FCGR data generated at NIST show that all the reported materials are
strongly, but comparably, affected by the presence of high-pressure hydrogen.
This is observed for both hydrogen pressures and both cyclic loading rates
discussed here. The findings were reported to the ASME B31.12 Committee on
Hydrogen Piping and Pipelines. They concurred that, as long as pipelines
operate well below the specified minimum yield strength (SMYS)—below the
stresses for bursting or fracture, fatigue is the likely failure mechanism for
hydrogen pipelines. (At higher operating pressures with respect to the SMYS,
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Figure 4. FCGR data comparing tests
conducted in air, and at hydrogen gas
pressurized to 5.5 MPa and 34 MPa
at a cyclic loading frequency of 1 Hz.
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Figure 5. FCGR data for the three
steels tested at a hydrogen gas
pressure of 5.5 MPa and a cyclic
loading frequency of 1 Hz (lines) and
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data acquired in air are included for
comparison.
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fracture toughness tests are still required.) Furthermore, these fatigue tests
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on the fatigue crack growth rate of
X52 and X70 steels in air (It. gray
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bound that is now part of the
ASME B31.12 code (black line).
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provide the foundation upon which to modify the code. It was decided by the
Committee that rather than requiring each material to be tested, an upper bound
to all the available data that was acquired at hydrogen gas pressures of 21 MPa
or below would be modeled [20] and that would be established as the minimum
fatigue lifetime to which hydrogen pipelines will be designed. Figure 7 shows
all of the NIST data acquired at hydrogen gas pressurized to 5.5 MPa throughout
this test program (including an X52 pipeline steel, ca. 1964, that is not reported
here) and the upper-bound fit to the data. The modification to the code has been
approved by all requisite entities within ASME, and the modification will be
implemented in the 2016 version of the code that is scheduled for release in
February 2017.

CONCLUSIONS

Fatigue tests are a more accurate measure of how pipeline steels will
perform in a pressurized hydrogen environment than tensile tests. However,
sufficient FCGR data on which to base a code for designing hydrogen pipelines
has not been available before now. Scores of tests were conducted at NIST on
X52 steels (currently approved for use without further tests in the ASME B31.12
code) and X70 steels. Both grades of steel exhibited HA-FCGR, which
accelerated crack growth up to 1 to 1.5 orders of magnitude over the FCGR in
air. Since the HA-FCGRs for the two grades are comparable, X70 could be used
for constructing hydrogen pipelines operating at current pressures with no loss
in performance or safety when the modeled upper-bound FCGR is used. The
ASME B31.12 Code on Hydrogen Piping and Pipelines has been revised and
accepted to reflect this finding. Should future pipelines operate at pressures
higher than 21 MPa (the maximum pressure used for the model fit for the code
revision), the model will need to be modified and the code revised to reflect the
higher FCGRs measured on steels tested at higher pressures, such as those
reported here at 34 MPa.

Further studies on the HA-FCGR of the fusion zone and associated heat-
affected zones should be conducted to elucidate whether these areas are more
susceptible to degradation from hydrogen than the base metal. Even more
fundamental, a general study on the interaction of hydrogen and predominant
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microstructural constituents in ferritic steels is needed. With that data, a fully-
predictive physics-based model can be developed.
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ABSTRACT

In this work we further develop a model to predict hydrogen-assisted fatigue
crack growth in steel pipelines and pressure vessels. This model is
implemented by finite element code, which uses an elastic-plastic constitutive
model in conjunction with a hydrogen diffusion model to predict the
deformation and concentration of hydrogen around a fatigue crack tip. The
hydrogen concentration around the crack tip is used to inform our fatigue crack
growth model and account for the effect of hydrogen embrittlement. We first
use our model to predict the fatigue crack growth of X100 pipeline steel at
different levels of applied hydrogen pressure. The simulated results are within a
factor of + 2 of the experimental X100 results.

INTRODUCTION

Hydrogen is expected to play a key role in transitioning the United States’
energy and transportation sectors away from fossil fuels towards a more
sustainable and climate-friendly alternative. While not an energy source, per se,
hydrogen is seen as an energy carrier. In which case, hydrogen is used in
conjunction with a catalyst to produce energy. Hydrogen may also be used to
store energy from green energy-producing alternatives such as solar, wind,
wave, and so on that produce energy regardless of demand. In order for
hydrogen to see widespread use as an energy carrier, hydrogen must be safely
and efficiently transported from the source to the location of end-use.

Hydrogen fuel cell vehicles are currently being manufactured and sold by
Toyota, Hyundai, and Honda. Mercedes-Benz, Lexus, and Nissan have concept
and evaluation vehicles currently in testing [1]. Unfortunately, there are
currently only 29 hydrogen fueling stations in the United States [2]. The vast
majority of those are in Northern and Southern California. The infrastructure
required to transport hydrogen across the United States efficiently does not
currently exist. Steel pipeline is thought to be the best method to transport
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hydrogen long-distances. While the United States currently has on the order of
305,000 miles of natural gas pipeline [3] there is currently only approximately
700 miles to 1500 miles of hydrogen-dedicated pipeline for hydrogen delivery
[4, 5]. A primary barrier to the use of steel pipeline to transport hydrogen is
hydrogen’s deleterious effects on steels monotonic and fatigue deformation
response [6, 7]. The ASME B31.12 Committee on Hydrogen Piping and
Pipelines is supporting the design, engineering, and installation of hydrogen-
dedicated pipeline by creating and updating the B31.12 code based upon current
hydrogen-assisted fatigue crack growth (HA-FCG) data collected at laboratories,
such as the National Institute of Standards and Technology (NIST) and Sandia
National Laboratories (SNL) [8-10] The data collected has been used to inform
a phenomenological HA-FCG model for pipeline steels that predicts cycles to
failure for known operating conditions. The model was based initially upon
closed-form solutions for the crack-tip deformation response, the hydrogen
diffusion within the material, and the coupling of the two [11, 12]. This work
details the implementation of these key aspects of the HA-FCG model into the
finite element code ABAQUS'. The results from the combination of
deformation and hydrogen diffusion in ABAQUS are then coupled with the
phenomenological HA-FCG model to predict the crack-growth response of
X100 compact tension (CT) specimens tested in 1.72 MPa, 6.89 MPa, and 20.68
MPa gaseous hydrogen (250 psi, 1000 psi, and 3000 psi gaseous hydrogen).

Hydrogen-Assisted Fatigue Crack Growth Model
The existing phenomenological HA-FCG model, calibrated to X100

pipeline steel, is detailed in [11, 12]. The form of the model is as follows:

da da da

ato'cal = ﬁfatigue + S(PH B Pch) EH' EQ !
where, a is the crack length, N is the number of cycles, and P is the hydrogen
pressure. From left to right, the total fatigue crack growth is calculated as a
summation of the fatigue crack growth resulting from fatigue only and the
hydrogen-assisted fatigue crack growth. The HA-FCG term has the form:

1 i1t
da da da
i [(EPH) + () ] : Q.2
where the overall contribution of HA-FCG is modeled as a competition between

a hydrogen-pressure-dominated component, Z—; , and a component dominated
PH
by hydrogen-assistance from the crack-extension driving force ,:—; . This
AK

competition is a result of two independent damage mechanisms. When the
crack extension per cycle is on the order of the fatigue process zone (FPZ) size,
the crack growth rate is dominated by the accumulated damage of the FPZ and
the increased hydrogen concentration within the FPZ. However, when the crack
extension per cycle extends far beyond the FPZ, Py, the crack growth rate is
dominated less by the effects within the FPZ and more by the far-field crack
driving force, AK. The hydrogen-pressure-dominated FCG term is defined as

! Identified for clarity only, no endorsement by NIST is implied
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da —Q+foh))d1 EQ. 3

— =alAK5 (P}’{"lexp( RT
dNp,

and is referred to as transient HA-FCG, where AK is the stress intensity range, O
is the activation energy for hydrogen diffusion; V is the partial molar volume of
hydrogen in the metal; R is the universal gas constant; T the absolute
temperature; oy, is the hydrostatic stress at a critical distance in front of the crack
tip; Pu is the ambient hydrogen pressure; and al, Bl, ml, and dI are fitting
parameters. The component dominated by hydrogen-assistance from the crack-
extension driving force is defined as

da 7Q+Vcrh)

ax a2AK B2 (P,Tzexp( RT EQ. 4

and is referred to as the steady-state HA-FCG, where a2, B2, m2, and d2 are
fitting parameters.  Explicit details of the model justification, constants,
parameters, calibration, etc. may be found in [11]. One will note that Eqs. 3 and
4 employ closed-form solutions for the stress-free hydrogen concentration

within the material, P{J*?, the stress field at a crack tip, oy, and the stress-assisted
—Q+Voy
hydrogen concentration near the crack tip, P2 exp( RT )

daz

ABAQUS Implementation

Ultimately, the HA-FCG model defined above is to be implemented in a
physics-based format that predicts the FCG, based upon microstructure-specific
material responses, such as hydrogen diffusivity, hydrogen-dislocation
interactions, microstructure-specific deformation, etc. A first step towards this
aim is to determine the stress-free and stress-assisted hydrogen concentration
within the material, both near the crack tip and far field, by use of the finite

element code ABAQUS. For this purpose, Eq. 3 is then replaced by
da

— = alAKBY(C)H, EQ.5
dNpy

where Cy is the spatial- and time-dependent lattice hydrogen concentration
determined from ABAQUS (defined in EQ. 10 below). Equation 4 is also

replaced with
da

— = a2AKP%(C)?, EQ.6
dNag
and a2, B2, m2, and d?2 are fitting parameters [12].

The finite-element implementation to determine Cp requires an
understanding of the elastic-plastic deformation response of the material. This
modeling effort employs the Ramberg-Osgood (RO) elastic-plastic constitutive
model

£ [ [ n

;=0—0+a(0—0), EQ7
where ¢ is the total strain, ¢ is the total stress, ¢y and oy are the strain and stress
at yielding, respectively, and a and n are constants. The Ramberg-Osgood
deformation model is implemented in ABAQUS with the existing cyclic
plasticity model incorporating linear kinematic hardening.

Hydrogen transport is modeled in ABAQUS by use of a new user-defined
subroutine, H-diff, which is built upon the structure of the existing ABAQUS
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subroutine UMATHT. The subroutine H-diff explicitly calculates the hydrogen
concentration, C, the plastic-hardening curve, and the hydrostatic stress by use
of EQ. 7 at the integration points as a function of time. The hydrogen
concentration is calculated via the hydrogen transport equation of [13] and
modified by [14]
D D i ONL) aeP
L% pyic, - v- (226,70, - (zjnfe%fg) 2 EQ8

The variables in Eq. 8 are as follows: D is the hydrogen diffusion coefficient,
Desr is the effective diffusion coefficient, Cy is the hydrogen concentration in the
normal interstitial lattice site (NILS), Vu is the partial molar volume of
hydrogen, R is the universal gas constant, 7 is the absolute temperature, oy, is the
hydrostatic stress, # is the number of trapping sites per trap type j, 6r is the trap
site occupancy for a given trap site j, Nris the trap-site density for a given trap
site j, &P is the equivalent plastic strain and the V is the mathematical vector
differential operator. Equation 8 is an extension of Fick’s law that incorporates
the influence of both hydrostatic stress and plastic strain on hydrogen transport.
While Eq. 8 may be used for three types of traps, i.e. carbides, grain boundaries
and dislocations, this model implementation is only concerned with the so-called
weak traps. In this case, Eq. 8 is used to model hydrogen diffusion resulting
only from NILS and dislocations. Oriani’s theory [15] provides the relationship

between the trap-site occupancies, GT", and the lattice-site occupancies, 6;, as

0} oL w)
- = exp|=> EQ.9
1-6)  1-6L Plzr) Q

where WBJ is the trap binding energy for the trap of interest, dislocations in this
case. The hydrogen concentration in the NILS and the trap sites is given by EQ.
10 and EQ. 11, respectively.

C, = BN, 6, EQ. 10

Cl =n/NS6L EQ. 11
Literature values are used for the number of interstitial sites per atom, f, the
number of solvent atoms per unit volume, Ni, and the number of trap sites per
trap type, #/. The trap densities for a given trap type, N, taken here as the trap
density for only dislocations, is solved as a function of equivalent plastic strain,
per the work of [16]. The relationship is given in EQ. 12

1023:26-2.33exp(~5.5¢P)
— EQ. 12

where N, is Avogadro’s constant. Finally, the effective hydrogen diffusion is
calculated by use of

D _ acq
=1+ 550 EQ 13.

Equations 8 through 13 are solved for each integration point at each time step
within the new user-defined material model H-Diff.

NTrjlslocatlons —

HA-FCG Calibration to an API-5L X100 Pipeline Steel

An API-5L X100 pipeline steel has been characterized at NIST and was
used as the model material for the original HA-FCG implementation [11]. HA-
FCG tests were conducted on compact tension specimens in the transverse-
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longitudinal (TL) orientation at a load ratio of R=0.5 (were R=Kji/Kynq in this
case) in various hydrogen pressures. The material’s chemical composition is
provided in Table 1. The material’s microstructure is shown in Fig. la and can
be characterized by having an average grain size on the order of 1 micron.

01 -
& Air
001 . ©L172MPa .
13 2 6.89 MPa o eg
S a8
< 0001 . 22068MPa g
1T o
E &5 "
z 00001 %g e
® e
T 0.00001 - &f’?ﬁ;‘“
S
&
0.000001 % ‘
5 50

. : — AK (MPa-m1/2)
(a) (b)
Figure 1: (a) Image of X100 microstructure, (b) HA-FCG of X100 steel as a
function of environment, R=0.5.
The monotonic test results for this material, Ramberg-Osgood fit parameters, as
a function of air and varying hydrogen pressures, along with its HA-FCG
response are detailed in [11, 12] and provided here for completeness. Full
experimental details for collection of the data in Table 2 and Figure 1b are
provided in [11, 17].

Table 1: Chemical composition of API steels tested, mass %.

Al C Co Cr Cu Fe Mn Mo
X100 0.012 0.064 0.003 0.023 0.28 96.90 1.87 0.23
N Nb Ni P Si Ti \4
X100 0.003 0.017 0.47 0.009 0.099 0.017 0.002

Table 2: Monotonic test results and R-O fitting parameters for X100 [12].

H, Pressure Go & n a E
Material MPa MPa - - - GPa

X100 AIR 693.01 0.0032 13.48 0.92 214.14
Longitudinal 5.5 700.37 0.0032 13.39 1.01 219.17
13.8 700.90 0.0032 13.78 1.11 218.89

27.6 708.86 0.0031 13.56 1.03 229.61

68.9 714.01 0.0033 14.34 0.97 215.74

X100 AIR 804.47 0.0035 17.18 297 229.58
Transverse 13.8 810.23 0.0035 15.33 3.52 230.52
X52 AIR 442.21 0.0021 11.74 3.10 212.42

One will note from Table 2 that for a given orientation with respect to the rolling
direction (longitudinal or transverse), the X100 tested has relatively stable
yielding and post-yielding response as a function of environment, as indicated
by the R-O parameters. Perhaps not surprising given the microstructural texture
shown in Fig. la, the material exhibits noticeable orientation anisotropy in both
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its yielding and post-yielding behavior. Figure 1b depicts the FCG results of the
X100 in both air and high-pressure hydrogen. Figure 1b indicates that the X100
material tested is susceptible to changes in hydrogen pressure, with increased
FCG rates at higher pressures.

To determine the hydrogen lattice concentration, Ci, a one-half symmetry
CT specimen was modeled in ABAQUS and is shown in Fig. 2a. The symmetry
plane was created along the presumed crack path at the geometric center line.
Given that the CT specimens were tested in the TL orientation, the X100
material properties from the transverse orientation were used in this study.
Specimens having various crack lengths were created. The crack lengths and
applied loads were calculated by use of ASTM E647 to ensure resulting AK
values of 7 MPa-m®3, 9 MPa-m®>, 11 MPa-m®>, 13 MPa-m®, and 15 MPa-m°".
Simulations were then run at the five AK values for air, and hydrogen gas
pressures of 1.72 MPa, 6.89 MPa, and 20.68 MPa. The ambient hydrogen
pressure was implemented in ABAQUS by way of the calculated chemical
potential. The full model parameters required for the hydrogen diffusion study
in ABAQUS are taken from [14] and are given in Table 3. Figure 2b provides
the resulting imagery of the lattice hydrogen concentration at a crack tip of a CT
specimen experiencing AK=15 MPa-m®? in 6.89 MPa gaseous hydrogen.

Table 3: Hydrogen diffusion material parameters.
D (m?/s) |v,, (m*/mol)|N, (mol/m?)| W, (J/mol) B n
1.28x10°| 2.0x10° | 846x10%° | 6.1x10* 1 1

(a) (b)

Figure 2: (a) Symmetry CT specimen geometry; (b) Predicted hydrogen
concetration at the crack tip for AK=15 MPa-m°%, R=0.5, and a hydrogen
pressure of 6.89 MPa.

Although no data currently exists to calibrate the lattice hydrogen concentration,
the results provided in Fig. 2b are as expected [13]. The predicted fatigue crack
growth for the twenty combinations of AK and environments of interest were
calculated by use of the lattice hydrogen concentrations predicted from
ABAQUS in conjunction with Egs. 5 and 6. The FCG predictions are shown
with the experimental data in Fig. 3. The results depicted in Fig. 3 indicate that
the model implementation performs very well at predicting the HA-FCG for a
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CT-specimen of X100 for varying AK and hydrogen pressures with predicted
values within a factor of + 2 of the experimental results.
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Figure 3: Experimental and predicted HA-FCG for an X100 steel at various
pressures of hydroegn gas.

CONCLUSIONS

A new ABAQUS user-defined material model for stress- and plastic strain-
assisted hydrogen diffusion, has been created by use of the existing ABAQUS
UMATHT. The new hydrogen diffusion model has been coupled with the
elastic-plastic material response to predict predict hydrogen-free deformation,
deformation in the presence of hydrogen, and the lattice hydrogen concentration
of an API-5L X100 material. Furthermore, the physics-based model, which
combines deformation and the hydrogen diffusion, has been coupled with an
existing phenomenological HA-FCG model. The modeling results accurately
predict HA-FCG within a factor of + 2.
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ABSTRACT

In this work, we applied a finite element model to predict the cyclic lifetime of
4130 steel cylinders under the influence of hydrogen. This example is used to
demonstrate the efficacy of a fatigue crack growth (FCG) model we have
developed. The model was designed to be robust and incorporate features of
stress-assisted hydrogen diffusion, large-scale plasticity, hydrogen gas pressure,
loading frequency, and effects of microstructure. The model was calibrated to
the 4130 steel material by use of tensile tests and experimental FCG results of a
compact tension specimen. We then used the model to predict the hydrogen-
assisted FCG rate and cycle life of a pressurized cylinder with a deliberate initial
thumbnail crack. The results showed good correlation to the cyclic lifetime
results of 4130 pressurized cylinders found in the literature.

INTRODUCTION

If hydrogen is to be used as an energy carrier to provide an alternative to
fossil fuels, a vast network of pipelines is required to transport the hydrogen
across the country. Furthermore, truck-mounted and loose pressure vessels will
likely continue to be employed as short-distance hydrogen transportation and
storage solutions. Steel pipelines are likely the most economical means of long-
distance hydrogen transportation. The most common materials used in natural
gas pipelines are API-SL grade steels that have a specified minimum yield stresses
between 52 ksi (358 MPa) and 80 ksi (551 MPa). These steels carry the
designation of API-SL X52, X65, X70, X80, etc. Future hydrogen-specific pipe
installations may include the use of X100 and X120 pipeline steels. Pressure
vessels for hydrogen use are commonly produced with ASTM SA/A516 or AISI
413X steels, where the X is replaced with a 0 or 5 depending upon carbon content.
While the difference in geometries and boundary conditions between pipes and
the cylinder portion of pressure vessels may be easily represented, the steels used
comprise vastly different microstructures. Although the differing microstructures
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may or may not yield significantly different deformation responses under normal
operating conditions, they do likely produce varying hydrogen diffusivities [1-4]
and, therefore, have the potential for significantly different fatigue and fracture
responses in the presence of hydrogen.

The pipeline and infrastructure required to transport hydrogen across the
United States does not currently exist. Given that steel pipelines have for a long
time been the best method to transport fuels long distances, the United States will
need a hydrogen transmission network similar to that of the current natural gas
transmission network in size. The United States currently has approximately
305,000 miles of natural gas pipelines [5] and only one half of one percent of that
quantity is hydrogen-dedicated pipeline [6, 7]. A primary barrier to the use of
carbon steel to transport hydrogen, whether by pipeline or pressure vessel, is the
deleterious effect that hydrogen has upon the deformation, fracture, and fatigue
response of the steel [8, 9]. Design and engineering codes for hydrogen
transmission via pipeline [10] and distribution via piping [11], as well as pressure
vessels [12], have been developed to ensure safe and effective use of these steels
for hydrogen service. The newest versions of the codes that support the
transmission and distribution of hydrogen and hydrogen-bearing gasses are being
informed by the recent experimental results from laboratories such as the National
Institute of Standards and Technology (NIST) and Sandia National Laboratories
(SNL) [13-15]. It is nearly universally understood that microstructure-specific
physics-based models are required to inform the large-scale infrastructure
expansion required to meet the needs of a future network for hydrogen
transmission.

A phenomenological hydrogen-assisted fatigue crack growth (HA-FCG)
model that predicts cycles to failure for given material-specific calibration
parameters and known initial and boundary conditions has been created and used
to inform the forthcoming 2016 version of the ASME B31.12 Hydrogen Piping
and Pipeline code (to be released in 2017). The current HA-FCG model is based
upon the understanding that the crack-growth response of a steel results from an
interaction between competing damage mechanisms and was initially
implemented with closed-form solutions to the crack stress response and the
stress-assisted hydrogen diffusion [16, 17]. In our current effort, the elastic-
plastic deformation response coupled with the hydrogen diffusion model is
implemented in the finite element (FE) program ABAQUS'!. The predicted
hydrogen concentration, as a function of elastic and plastic deformation and gas
pressure, is coupled with the existing phenomenological framework to predict the
HA-FCG response of the steel. The strength of this modeling framework is that
one can predict a steel’s HA-FCG response, for any geometry that can be
modeled, based upon laboratory results from simple specimens, e.g. compact
tension (CT) specimens. This work details the use of the modeling framework to
predict cycles to failure for pipes and pressure vessels that have thumbnail-shaped
internal cracks. Ultimately, the model implementation will be updated to include

! Identified for clarity only, no endorsement by NIST is implied

606

Amaro, Robert; Drexler, Elizabeth; Long, Benjamin; O’Connor, Devin; Slifka, Andrew.
” Application of a Model of Hydrogen-Assisted Fatigue Crack Growth in 4130 Steel.”
Paper presented at International Hydrogen Conference 2016, Moran, WY, United States. September 11, 2016 - September 14, 2016.

SP-98



microstructure-specific steel domains and their associated deformation and
hydrogen diffusion properties.

Coupled Hydrogen-Assisted Fatigue Crack Growth Model
The phenomenological HA-FCG model, calibrated to X100 pipeline steel is
detailed in [16, 17]. The model has also been partially calibrated to X52 and X70

steels [18]. The model has the following functional form:
da da da
o _da 8(Py— Py, )— EQ. 1
dNtotal ~ dNfatigue + ( H ch) dNy’ Q
where, a is the crack length, N is the number of cycles, and P is the hydrogen
pressure. The model predicts the total fatigue crack growth as the sum of the
fatigue crack growth resulting from fatigue only and the HA-FCG. HA-FCG is

predicted by

1 i1t
E:[(‘i_‘l ) +(d_a ) ] ) EQ.2
dNy dNpy dNAg
Equation 2 predicts that the HA-FCG results from a competitive interaction
. d
between a hydrogen-pressure-dominated component, ﬁ , and a component
Pu

. . . . d
dominated by hydrogen-assistance from the crack-extension driving force, ﬁ
AK

The hydrogen-pressure-dominated FCG term is defined as

da B1 d1

ey alAKBY(C)™, EQ.3
where AK is the stress intensity range, Cy. is the spatial and time-dependent
lattice hydrogen concentration determined from ABAQUS, and a/, B1, and d!
are fitting parameters. The component dominated by hydrogen-assistance from

the crack-extension driving force is defined as

da

T a2AKB?2(C )%, EQ. 4
and a2, B2, and d2 are fitting parameters.

The lattice hydrogen concentration, Cy, is predicted by use of a new user-
defined material (UMAT) model that we developed in ABAQUS called H-diff.
The UMAT H-diff is based upon the architecture of the existing high-temperature
material model UMATHT as in [19]. In order to account for hydrogen trapping
by dislocations, H-diff utilizes the extended Fick’s law provided in [20]. The
elastic-plastic material response is predicted by the Ramberg-Osgood (RO)
constitutive model by use of the ABAQUS “Deformation Plasticity” parameters.

The R-O model,
& o o n
;‘G_ﬁ“(;)’ EQ.5

calculates the total strain, ¢, as a function of the total stress, o, or vice versa. The
parameters & and oy are the strain and stress at yielding, respectively, and a and
n are constants. The hydrogen concentration is calculated via the hydrogen
transport equation of [21] and modified by [20]

D25 _ pyzc, —v- (2 vg,) - (5, mif 2) 28
Dog 3t DVEC, = V- (o CLVon Xm0 e ) o0 EQ. 6
The parameters that are required in order to solve for the hydrogen concentration

are defined as follows: D is the hydrogen diffusion coefficient, D is the effective
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diffusion coefficient, Cy. is the hydrogen concentration in the normal interstitial
lattice site (NILS), V4 is the partial molar volume of hydrogen, R is the universal
gas constant, T is the absolute temperature, ay, is the hydrostatic stress, 7 is the
number of trapping sites per trap type j, Or is the trap site occupancy for a given
trap site j, Nris the trap-site density for a given trap site j, ¢” is the equivalent
plastic strain and the V is the mathematical vector differential operator. Equation
6 is an extension of Fick’s law that incorporates the influence of both hydrostatic
stress and plastic strain on hydrogen transport. The hydrogen concentration
equation has the capability to solve for the hydrogen concentration in the lattice
and three separate trap sites. This implementation is concerned with only the
weakly-trapped hydrogen, in which case the model only determines the hydrogen
diffusion resulting from NILS and dislocations. Oriani’s theory [22] provides the
relationship between the trap-site occupancies, 9{, and the lattice-site
occupancies, 6y, as

ol oL wj
- = exp | — EQ.7
1-6)  1-6L P\zr) Q

where WB] is the trap binding energy for the trap of interest (dislocations in this
case). The hydrogen concentration in the NILS and the trap sites is given by EQ.
8 and EQ. 9, respectively.

CL = BN 6, EQ. 8
Cl=n/N)ol EQ.9
Literature values are used for the number of interstitial sites per atom, S, the
number of solvent atoms per unit volume, Ny, and the number trap sites per trap
type, /. The trap densities for a given trap type, NTJ, taken here as only the trap
density for dislocations, is solved as a function of equivalent plastic strain per the

work of [23]. The relationship is given in EQ. 10

1023:26-2.33exp(~5.5¢P)
— EQ. 10

where N, is Avogadro’s constant. Finally, the effective hydrogen diffusion is
calculated by use of

1432t EQ. 11
Degf Jocy, Q

Equations 6 through 11 are solved at each integration point and at each time step
within the new user-defined material model H-Diff.

N;lislocations —

D_

HA-FCG Calibration to a 4130 Pressure Vessel Steel

The data in [24] are leveraged here to calibrate the elastic-plastic constitutive
behavior, the HA-FCG response and the diffusivity parameters. The R-O
parameters and the hydrogen diffusion parameters are provided in Tables 1 and 2,
respectively. The experimental HA-FCG results of the 4130 steel [25] are
provided in Fig. 1(a).

Table 1: Ramberg-Osgood parameters for 4130 steel

Material | &, |0,(MPa) a n
4130 | 0.0034 762 0.58 20
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Table 2: Model input data for hydrogen diffusion

D (m?/s)|v,, (m*/mol) [N, (mol/m®)| W ()/mol)| B n
15x10%| 20x10° | 846x10° | 6.1x10' 1 1
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5 5 50
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Figure 1: (a) Experimental HA-FCG results for 4130 steel in air and 45 MPa
gaseous hydrogen [25], (b) experimental and predicted HA-FCG results for 4130
steel in air and 45 MPa hydrogen gas.

A one-half symmetry CT specimen was modeled in ABAQUS to elucidate the
predictive capabilities of the model for HA-FCG of 4130 steel. The coupled
deformation-hydrogen diffusion parameters are provided in Table 2. Figure 1(b)
shows the predicted HA-FCG results of the 4130 CT specimen in 45 MPa gaseous
hydrogen, a frequency of 1 Hz, and a load ratio of R=0.1. The fatigue crack
growth values were predicted at AK values of 7 MPa-m®®, 9 MPa-m®3, 11 MPa-
m®3, 13 MPa-m®3, and 15 MPa-m®3. The predicted data is overlaid upon the
experimental data of [25]. Analysis of the predictions in Fig. 1(a) indicate that
the coupled model predicts HA-FCG within a factor of + 1.5 and is deemed to be
sufficiently calibrated to HA-FCG of 4130 steel. Of interest, then, is to use the
model implementation on realistic geometries. To do so, this work leverages the
results of [26], in which 4130 pressure vessels with engineered flaws of known
size, semi-elliptical shape with nominal root radius 0.5 mm and an aspect ratio
(a/2¢) of 1/3 aligned along the length of the cylinder, are cycled from 3.5 MPa
(500 psi) to 43.8 MPa (6350 psi) until failure. A finite element model of the
pressure vessel, which incorporates extensive symmetry boundary conditions,
was created in ABAQUS and is shown in Fig. 2a.
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(@ (b)

Figure 2: (a) Pressure vessel FE model with thumbnail-shaped crack, (b) predicted
hydrogen concentration at the crack tip resulting from 43.8 MPa internal hydrogen
pressure. Thumbnail-shaped crack has root radius of 0.5 mm in both images.

The UMAT H-diff was then used to determine the hydrogen concentration at the
crack tip as a function of the internal hydrogen pressure, 3.5 MPa (500 psi) and
43.8 MPa (6350 psi), and the elastic-plastic deformation response resulting from
each loading condition. Model predictions for the hydrogen coverage are
provided in Fig. 2b. Coupling the hydrogen-concentration prediction from
ABAQUS and the phenomenological HA-FCG model described above,
predictions of cycles to failure have been generated, based the size of the initial
thumbnail-shaped crack. The model predictions, shown as a blue line, are
compared to the experimental results of [26], in Fig. 3. The model accurately
predicts the cycles to failure of the 4130 pressure vessels tested in [25] within a
factor of 2 and is currently being updated for use with other pipeline and
pressure vessel steels of interest.

~N
o

Predicted Cycles to Failure

\ = 4130T1 Geometry
Experimental (Failed)

\ ® 4130 T1 Geometry
\ N Experimental (Not Failed)

\ ~ — - -Life Prediction Bound (2X)
10

Depth of Initial Defect (% of wall thickness)

o

0 10000 20000 30000 40000 50000

Cycles to Failure
Figure 3: Cycles to failure for internal, thumbnail-shaped cracks in pressure
vessels. HA-FCG predictions and experimental results as a function of initial crack
size.
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CONCLUSIONS

A coupled HA-FCG model framework has been implemented that accurately
predicts the cycles to failure of laboratory specimens and realistic pipe and
pressure vessel geometries. The current model implementation requires minimal
calibration to steels of interest (Tables 1 and 2). The strength of this current model
implementation is in its ability to predict HA-FCG for many grades of steel and
geometries of interest.
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ABSTRACT

In situ transmission Bragg edge measurements of the strain fields in an X70 steel
were performed near fatigue cracks grown in air and in hydrogen. Through the
use of a novel test chamber which is capable of pressurization with hydrogen
gas, and amenable to neutron-scattering measurements, fatigue cracks were
grown in X70 steel specimens at the NG-6 neutron-imaging beam line at the
NIST Center for Neutron Research. The measured strain fields are presented and
discussed in the context of proposed mechanisms of hydrogen-assisted fatigue
crack growth.

INTRODUCTION

Pipelines are the most likely means of transporting gaseous hydrogen to
support clean power generation and clean transportation[1]. Although steels are a
cost-effective solution for the construction of hydrogen gas pipelines, their fatigue
and fracture properties are adversely affected by the presence of gaseous
hydrogen[2-4]. The corrosive effect of hydrogen on steels manifests in fatigue
crack growth rates (FCGRs) which are one to two orders of magnitude faster when
grown in Hy compared with those grown in air. Although the embrittlement effect
has been observed since 1875[5], the exact mechanism (or mechanisms) that
dominates remains to be elucidated. Until recently, most hydrogen embrittlement
research comprised anecdotal material-specific observations, and concentrated on
urgent technical problems[6]. Determination of the mechanism(s) is necessary to
develop designs for high-functioning hydrogen transportation and storage
applications, which may, in turn, provide insight into hydrogen effects in other
material classes.

The National Institute of Standards and Technology (NIST) has an ongoing
program to generate hydrogen-assisted FCGR (HA-FCGR) data[7]. The
laboratory at NIST is one of only a few capable of performing FCGR
measurements in gaseous hydrogen — the same failure mode that would be
expected in service. The program has recently begun expanding to complement
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in-air and HA-FCGR data with physics-based modeling and a scientific
corroboration of the prevailing mechanisms. Ultimately, the goal is to use the data
collected at NIST to create and calibrate a physics-based predictive model for the
damage and deformation response of pipeline steels in gaseous hydrogen.

There exist several proposed mechanisms of embrittlement including
hydrogen-enhanced decohesion (HEDE) and hydrogen-enhanced localized
plasticity (HELP)[8-9]. In the HEDE mechanism, interstitial accumulation of
hydrogen at locations of high triaxial stresses leads to the weakening of Fe-Fe
bonds once the hydrogen concentration reaches a critical concentration. In the
HELP mechanism, the introduction of hydrogen gas creates areas of extended
dislocations in the Fe lattice and enhances dislocation mobility in the steel
framework. A full quantification of the elastic and plastic deformation as a
function of stress and hydrogen concentration is not yet determined.

Neutron-diffraction measurements of strain in steel are readily available to
study elastic lattice deformation leading to HA-FCGR. In these measurements, a
spatial mapping of the atomic lattice spacing is produced. With an appropriate
measurement of an unstressed lattice spacing, the measured lattice spacing during
mechanical loading can then determine the elastic lattice strain. However, the
determination of strain fields near fatigue cracks grown in H» is challenging
experimentally, because of the rapid diffusion of hydrogen from the steels. Even
after extended exposure to H», in-air FCGRs are observed in steels once the
specimen is removed from the H, [10]. In order to fully understand the HA-FCGR
mechanism, it is necessary to perform any measurements in situ. To achieve this,
a test chamber has been developed that can hold moderate gas pressure (3.4 MPa,
500 psi), and has the capability of mechanical loading of steel specimens for
neutron and synchrotron x-ray scattering measurements. The chamber has been
designed to be nearly transparent to neutron radiation, ideal for diffraction and
radiography. The chamber is compatible with load frames available at the user
facilities at Argonne National Laboratory Advanced Photon Source, the NIST
Center for Neutron Research, and Oak Ridge National Laboratory Spallation
Neutron Source.

In this paper, we present neutron Transmission Bragg Edge Spectroscopy
(TBES) measurements of the strain fields around crack tips grown via fatigue in
air and in a hydrogen environment. Drastic differences in both magnitude and
spatial extent of the crack tip strain fields grown in each condition are
demonstrated.

MATERIALS

The material used for this study was an X70 pipeline steel. The material was
chosen due to its heavy use in pipelines as well as the abundance of in-air and
hydrogen-assisted FCGR data on the material. Table 1 shows the chemical
composition of the material used in this study; the balance is Fe. Table 2 shows
the tensile properties of the material used in this study. From optical microscopy,
the X70 steel was determined to be polygonal ferrite and either acicular ferrite or
bainite. There may be other constitutents that are not resolvable without
employing more advanced analytical techniques.
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Table 1: Chemical compositions of the X70 pipeline steel, in mass percent.

C Mn P S Si ICu INi
Mass % .048 1.43 0.009 0.001 0.17 0.220 0.014

Cr Mo \4 INb Ti Al Fe
Mass % .240 0.005 0.004 0.054 0.027 0.015 Balance

Table 2: Tensile properties of the X70 pipeline steel, measured in the
transverse orientation.

Yield Strength
(MPa)

(MPa)

Ult. Tensile Strength

509

609

METHODS
Fatigue Crack Growth Rate Measurements

Measurement of the FCGR was performed according to ASTM E647[11] for
compact tension (C(T)) specimens (length W = 26.67 mm and thickness B = 3
mm) with a Crack Mouth Opening Diplacement (CMOD) gauge attached to the
load line. All C(T) specimens were fatigue pre-cracked in air to obtain a sharp
initial crack. The pre-crack length for all specimens was approximately 10 mm.
All FCGR measurements were performed at a load ratio R = 0.5 and maximum
load Pmax = 1.7 kN. A cycling frequency f= 1 Hz was used for the H2 test and a
cycling frequency of f= 10 Hz was used for the air test. Research-grade (99.9995
% pure) H was used for testing. Analysis of the test gas indicated O and H20
concentrations below the detection limits of 0.5 ppm for O and 1 ppm for H20.
Figure 1 shows the FCGR for the X70 steel in air and H2.

Figure 1: FCGR measured in air and in H2. Note the presence of a "knee",
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Gas Pressure Chamber

Figure 1 shows a diagram of the test chamber utilized for this experiment. To
be sufficiently transparent to neutrons and x-rays, the chamber was constructed of
the aluminum alloy 6061-T6. The wall thickness of the thin portion of the
chamber is 3.175 mm, which allows = 95% of incident neutrons to be transmitted
through the chamber.

Top o-ring Seal

Top Vent

Seal Nut Load Chain
O —— —uo

Compression Spacer

Thrust Washer——————————trwmn

Top U-cup Seal Pull Rod

Bottom Vent

End cap
O-ring

Bottom U-cup Seal/

Alignment Pin

Specimen

o Internal Load Cell I
Radiation Beam

Load Frame [-—Load Chain
Connection Connection

Figure 2: Schematic of the test chamber.

Strain Measurements

TBES measurements were performed at the NIST Center for Neutron
Research (NCNR) NG-6 beamline[12]. This beamline uses a pyrolytic graphite
double monochromator system to vary the incident neutron wavelength. A LiF
pixelated detector plate was used [13]. The detector plate is 28 cm X 28 cm in
area, and the pixel size is 50 pm X 50 pm. For strain measurements, a C(T)
specimen with length W = 26.67 mm and thickness B = 6 mm was used. Fatigue
cracks were grown with a load ratio R = 0.5, maximum load Pmax = 3.4 kN, and
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a cycling frequency f =0.033 Hz. A larger Pmax was used for the strain
measurements compared to the FCGR measurements because of the larger
specimen thickness. The loading frequency was limited because of the constraints
of a stepper motor on the load frame. Separate, identically prepared specimens
were used for the in-air and in- H2 measurements. Each fatigue crack was
cyclically loaded for at least N = 3000 cycles to ensure fresh crack growth in each
environment. The specimens were then held at a given load for the TBES
measurements. TBES employs Bragg’s law[14-15]:

A = 2 dyysinb 1)

where A is the wavelength of incident radiation, dhkl is the lattice spacing
corresponding to reflection from a particular crystallographic (hkl) plane, and 6
is half of the scattering angle. For a given (hkl) reflection, the Bragg angle
increases with A until the back-scattering condition, 8 = 7. For larger
wavelengths, A > 2dhkl, Eqn. 1 is no longer satisfied for any 6, and therefore no
scattering from that particular crystallographic plane occurs, and the
transmission through the sample will increase sharply (so-called “Bragg Edge”,
see Fig. 3). Thus, by locating the wavelength in which a Bragg Edge occurs, the
material lattice spacing can be determined. In practice, the sharp increase in
transmitted intensity is smoothed by the finite wavelength resolution of the
instrument. Close to the Bragg Edge, the transmitted intensity is accurately
expressed as the convolution of a step function, which represents the Bragg
edge, and a Gaussian function, which represents the instrument wavelength
broadening. The convolution of a step and Gaussian function can be written as a
complimentary error function,

Tr(d) = A + C Erfe(h- diyy/20)  (2)

where A is a parameter related to the background intensity, C is related to the
neutron scattering cross section and the thickness of the specimen, and ¢ is related
to the full-width at half-maximum of the distribution of neutron wavelengths from
instrument broadening. Figure 3 shows a sample of the transmission acquired over
a 2x2 pixel area (100 pm x 100 pm), as well as the fit to Eqn. 2. Thus, a
measurement of the transmission of neutrons, through a material and incident on
each detector pixel, provides a route to a fast, accurate determination of the lattice
spacing, d, of the material with spatial resolution governed by the pixel size. Shifts
in this measured lattice spacing with respect to a reference, unstrained lattice
spacing, do, provide a measure of the material’s strain, given by
d-dy

E=—= 3

Figure 4 shows radiographs of the experimental setup using incident neutron
wavelength above and below the Bragg edge.
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Figure 3:Sample Bragg edge spectra acquired during the TBES
measurement, with fit function according Eqn 2. The transmission was
averaged over a 2x2 pixel area to achieve the counting statistics indicated
by the error bars.

Figure 4: Radiograph of the experiment setup with wavelength below the
Bragg edge (left) and above the Bragg edge (right). On the left side of each
image are a clip gauge and wires associated with the load cell. In the top
and bottom center the two dark areas are the two clevises, which hold the
C(T) specimen during the test. The transmission through the specimen is
noticeably larger for the radiograph above the Bragg edge.

RESULTS AND DISCUSSION

Contour images of the measured strain fields in air and in H2 for loading
P=5.15 kN are shown in Fig. 5. The contour images show a larger compressive
crack tip strain for the crack grown in H2 as compared to air. Because a tensile
load is applied in the plane of the specimen, the through-thickness strain
component observed via TBES is compressive. The results of this study appear
to suggest that the effect of hydrogen is to enhance the crack-tip strain for a given
applied load beyond that observed in air.
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This result is consistent with the HEDE mechanism; as H absorbs into the
material, the presence of H in the lattice decreases the Fe-Fe interaction energy,
leading to larger elastic strains for a given applied load. The HEDE mechanism
predicts both an intragranular decohesion, between the Fe atoms within the lattice,
as well as an intergranular decohesion, between grains in the material. However,
it should be emphasized that the strain measurements presented here provide only
a measurement of the elastic lattice strain. Because lattice strain is measured,
hydrogen-induced intergranular decohesion is not indicated in these
measurements.

O
O

Figure 5: Measured strain fields for the cracks grown in air (left) and in H2
(right).

. 2500
!

HStrain

-2500

However, the results are consistent with an intragranular decohesion due to
the presence of H2. Further, because only elastic strains are measured without
any information on plasticity (ie. dislocation pileups), this measurement cannot
provide evidence for, or against, the HELP mechanism. It has been argued that
the increase in dislocation pileup due to the HELP mechanism likely aides in
providing the large hydrogen concentrations necessary for inter- and intra-
granular decohesion in the HEDE mechanism[16]. These measurements are
primarily susceptible to effects of the HEDE mechanism, it is therefore likely for
concurrent mechanisms to be acting.

The power in the measurements presented here is the possibility to quantify
the extent of the enhanced elastic strain field ahead of the crack tip. For distances
ahead of the crack tip in which the material conforms to Linear Elastic Fracture
Mechanics (LEFM), the crack tip stress intensity factor, K, completely defines the
stress state ahead of the crack tip. In order to achieve the enhanced elastic strain
field in H2 shown here, the stress state must be characterized by a larger K than
observed in air. Because AK is the independent variable in FCGR measurements,
this quantification is crucial to understand the differences in air and H2
environment FCGR, as presented in Fig. 2. Attempts are underway to quantify
these differences for a range of loads, crack lengths, and gas pressures.

CONCLUSIONS
Strain fields near fatigue crack tips that we