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Foreword

NIST is committed to the idea that results of federally funded research are a valuable na-
tional resource and a strategic asset. To the extent feasible and consistent with law, agency
mission, resource constraints, and U.S. national, homeland, and economic security, NIST
will promote the deposit of scientific data arising from unclassified research and programs,
funded wholly or in part by NIST, except for Standard Reference Data, free of charge in
publicly accessible databases. Subject to the same conditions and constraints listed above,
NIST also intends to make freely available to the public, in publicly accessible repositories,
all peer-reviewed scholarly publications arising from unclassified research and programs
funded wholly or in part by NIST.

This Special Publication represents the work of Communications Technology Laboratory,
Information Technology Laboratory, and Material Measurement Laboratory researchers at
professional conferences, as reported in Fiscal Year 2018.

More information on public access to NIST research is available at https://www.nist.gov/
open.
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Passwords are tightly interwoven with the digital fabric of our current society. Unfortunately, passwords 
that provide better security generally tend to be more complex, both in length and composition. Complex 
passwords are problematic both cognitively and motorically, leading to both memory and motor errors 
during recall and entry. It is important that we better understand and disentangle the two error sources, as 
password entry errors can have significant negative consequences, such as being locked out of a critical 
information system. We present a computational cognitive model of password recall and typing, with  
memory and motor errors each contributing to password entry error. With this synthesis we can study 
human-computer interaction issues involving the usability of computer access control systems, specifically 
the password as an authentication mechanism. Ultimately we hope to make science-based 
recommendations for password policies that promote the use of passwords that are more usable. 

INTRODUCTION 
Despite widespread recognition that character-based 

passwords are a deeply problematic method of user 
authentication (Honan, 2012), they are tightly interwoven with 
the digital fabric of our current society. The ubiquity of 
passwords is true both for personal and work place accounts, 
as is the challenge of complying with a variety of password 
policies (Shelton, 2014; Choong & Theofanos, 2015). People 
are forced to remember—or in some other way keep track of
—a large and ever-increasing number of passwords as they 
interact with a variety of systems and accounts each day 
(Florencio & Herley, 2007; Choong, Theofanos, & Liu, 2014).  

In addition to an increasing number of passwords, people 
must also contend with passwords of increasing length. 
Computer security specialists suggest increasing the length of 
passwords; this increases their entropy, or randomness, which 
makes them more computationally expensive to guess. 
Furthermore, passwords are increasing in complexity as well 
as length. For most systems—particularly systems in higher-
security enterprise environments—passwords containing only 
lowercase letters are not permitted. In addition to lowercase 
letters, the inclusion of uppercase letters, numbers, and special 
characters is also required, as using all four character 
categories is often recommended for increasing password 
security (United States Department of Homeland Security, 
2009).  

Most password requirements also prohibit the use of 
words, as dictionary attacks on passwords are so successful, 
even since the late 1970s (Morris & Thompson, 1979). This 
means that higher-entropy passwords can differ greatly from 
the natural language words used in studies on skilled typing 
and transcription typing (e.g., Coover, 1923; Gentner, 1981; 
Salthouse, 1984; Salthouse, 1986). While words follow 
orthographic rules and are predictable given neighboring 
semantic content, passwords should ideally be as random as 

possible to help mitigate guessing. While non-word strings of 
random letters have been included in prior transcription typing 
research (e.g., Salthouse, 1984), the numbers and special 
characters suggested for passwords were not. 

Although there are longterm research efforts underway to 
replace passwords (National Strategy for Trusted Identities in 
Cyberspace, 2011), widespread implementation will take some 
time. Furthermore, even as newer identity management 
systems and authentication technologies such as biometrics 
become more prevalent, legacy systems may remain reliant 
upon passwords. Therefore, balance between usability and 
security in password policies remains important. 

Unfortunately, due to privacy and security concerns, it can 
be difficult to collect real-world password data. To collect 
laboratory data from large numbers of participants across a 
variety of password requirement combinations would require 
prohibitively large investments of time and money. Usable 
security is certainly not the only domain where access to 
human data can be challenging, and as in other domains, 
computational cognitive modeling offers a promising 
alternative to augment existing behavioral research.  

Drawing upon theories from cognitive science and 
experimental psychology can help understand the roles that 
human cognition and motor movement play in generating, 
rehearsing, recalling, and typing passwords on various 
devices. Unifying theories of memory and motor error can 
help inform recommendations for password policies that better 
address both the limits and capabilities of human performance. 
By supplementing behavioral data from prior password studies 
with predictive models of human performance, we can test 
theories and hypotheses in ways that neither research method 
can do alone.  

In particular, we are interested in whether existing 
theories and models can disentangle memory from motor 
errors for those complex, system-generated passwords 
suggested or required in higher-security enterprise 
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environments. In such enterprise environments, passwords 
differ from words in several important ways, which means that 
traditional memory, transcription typing, and mobile text entry 
literature and theory may not be completely sufficient to 
inform and test predictive models of password typing. The 
usable security literature may address this somewhat, yet 
many password studies do not report sufficiently detailed data 
for model validation purposes. 

REVIEW 
There have certainly been many studies on memory in 

general (e.g., Miller, 1956; Baddeley & Hitch, 1974; 
Unsworth & Engle, 2007), and password memorability in 
particular (Vu, Bhargav-Spantzel, & Proctor, 2003; Forget & 
Biddle, 2008; Chiasson et al., 2009). There is also a large 
existing body of literature examining expert typing and 
transcription typing from the 1920s to the 1980s (e.g., Coover, 
1923; Gentner, 1981; Salthouse, 1984; Salthouse, 1986). There 
has been a comprehensive cognitive model of transcription 
typing, Bonnie John’s TYPIST model (1996), which 
quantified 19 of the 29 phenomena reviewed by Salthouse 
(1986), as well as two additional phenomena. However, these 
studies did not include stimuli similar enough of complex 
passwords to suit our modeling goals. 

Although the typing literature and models do well at 
examining the cognitive and perceptual-motor facets of 
typing, there are certain distinctions between passwords and 
words that may not be fully addressed by existing theory and 
research. For example, the cost of errors and error recovery 
can differ significantly between typing for communicative 
purposes, such as composing emails, and typing for 
authentication tasks (i.e., password entry). Typos in 
communication can be embarrassing, but typos in passwords 
can cause failed authentication attempts, which in turn cause 
accounts to be locked. Users are sensitive to the time (and 
frustration) cost of unlocking an account, which may impact 
their speed-accuracy tradeoff function specifically for 
password entry in comparison with other text entry tasks. This 
may be particularly true on mobile devices, where users 
cannot rely on the now common predictive algorithms for 
password entry. There is a rich body of mobile text entry 
literature examining factors such as the effect of devices 
(Castellucci & MacKenzie, 2011), motion (Nicolau & Jorge, 
2012), and age (Nicolau & Jorge, 2012) on how people type 
words or phrases, but again, such stimuli are not representative 
of the complex passwords we are interested in modeling. 

One important difference between general text entry and 
password entry is the lack of visual feedback during password 
entry tasks. On desktop computers, text is masked 
immediately as it is typed. On mobile devices, the character 
just typed is generally visible for a moment  before being 2

masked. An additional difference between general text entry 
and complex password entry is the required navigation back 
and forth between multiple onscreen keyboards that password 
entry requires of the user. Passwords requiring a number of 
onscreen keyboard changes, or screen depth changes, can have 
disproportionately large effects across both entry times and 
error rates (Greene, Gallagher, Stanton, & Lee, 2014). 

Studies using password-like stimuli and masked text can 
help to address the aforementioned literature gaps and provide 
much-needed data to inform computational cognitive models 
of the often onerous password entry task. There have been 
both desktop (Stanton & Greene, 2014) and mobile studies 
(Greene, Gallagher, Stanton, & Lee, 2014; Gallagher, 2015) 
using such complex password-like stimuli. As our current 
focus is on modeling desktop password entry errors, we focus 
much of our review on the desktop study and model that 
motivated our work. 

Stanton and Greene (2014) examined the usability of 
system-generated passwords by having participants memorize 
a series of ten passwords and type them repeatedly using a 
desktop computer. Participants were given one password at a 
time. For each password, there was a set of three task phases: 
practice, verification, and entry. During the practice phase, 
participants could practice typing the password as many (or as 
few) times as they wished. The password was visible, and 
typed text was also visible during the practice phase. During 
verification, typed text was still visible, but the password was 
not. Participants had to enter the memorized password 
correctly during the verification phase in order to move on to 
the entry phase. During the entry phase, participants had to 
type the the memorized password ten times. After the series of 
three phases (practice, verification, and entry) was completed 
for each of the ten passwords, there was a surprise recall test. 
For the surprise recall test, typed text was visible.  

 The Stanton and Greene (2014) study examined the 
fundamentals of desktop password typing, contributing 
baseline data on human performance with stimuli 
representative of the complex, system-generated passwords 
found in higher-security enterprise environments. Most 
relevant for the current work were Stanton and Greene’s 
(2014) error findings: at 45% of the total error corpus, 
incorrect capitalization errors were by far the most prevalent. 
Incorrect capitalization, or shifting, errors were almost three 
times as likely as the next most prevalent error category 
(missing character errors, or omissions, were 17% of the total 
error corpus). 

The nature of the most common error category (incorrect 
capitalization, or shifting errors) is interesting for several 
reasons. The high frequency of incorrect capitalization errors 
was particularly important given the fact that most modern 
password policies—and certainly those in higher-security 
enterprise environments—require at least one uppercase letter. 
Additionally, most special characters (which are also required 
by many password policies) require a shift action. Twenty-one 
of the total 32 possible special characters require shifting; only 
11 special characters can be executed without requiring a shift 
action. Finally, of greatest interest for our modeling efforts is 
the fact that based purely on the behavioral data reported in 
Stanton and Greene (2014), it cannot be fully determined 
whether those errors were memory errors or motor execution 
errors (or a combination of both).  

Greene and Tamborello (2015) began modeling work to 
disambiguate memory from motor errors using a single 
password from the Stanton and Greene (2014) stimuli set. 
They report a cognition-only ACT-R model of password 
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rehearsal, finding that recall errors alone were insufficient to 
fully explain the incorrect capitalization errors of interest. 
They also report an expansion of ACT-R’s native typing 
abilities to support password-specific typing needs, giving 
ACT-R the ability to type capital letters and symbols, and to 
err while doing so. Such modifications were necessary to 
explore the role of motor error during desktop password entry, 
as the canonical ACT-R architecture is limited to perfect 
typing performance and would not predict the motor execution 
errors expected with typing complex passwords. Furthermore, 
the canonical ACT-R architecture does not support case-
sensitivity in typing, nor does its typing vocabulary support all 
possible symbols; without such capacity, it would be 
impossible to model typing complex passwords. 

ACT-R 
We use the ACT-R cognitive architecture (Anderson et al, 

2004) to model user password recall and typing. ACT-R is a 
hybrid symbolic and subsymbolic computational cognitive 
architecture that takes as inputs knowledge (both procedural 
and declarative about how to do the task of interest) and a 
simulated environment in which to run. It posits several 
modules, each of which perform some aspect of cognition 
(e.g., long-term declarative memory, vision). Each module has 
a buffer into which it can place a symbolic representation that 
is made available to the other modules. ACT-R contains a 
variety of computational mechanisms and the output of the 
model is a time stamped series of behaviors including 
individual attention shifts, speech output, button presses, and 
the like. It can operate stochastically and so models may be 
non-deterministic. 

NEW CONTRIBUTION 
Our model works by incorporating and coordinating two 

distinct systems underlying prospective memory and motor 

operations. The former operates on the principle of associative 
spreading activation (Anderson et al., 2004) while the latter 
builds upon the motor models embodied in EPIC (Meyer & 
Kieras, 1997A & B) and ACT-R (Anderson et al, 2004). 

Password Sequence Recall 
Sequential tasks require prospective memory to remember 

what comes next. Our model uses this memory process, 
selecting the next character using the current character to 
prime retrieval.  

Selecting the next character. Sequence memory is a 
prospective memory task, using a representation of the current 
character to associatively prime retrieval of a memory 
representation of the next character. We use ACT-R’s 
spreading activation mechanism to implement prospective 
memory. Furthermore, activation propagates from active 
buffer contents to long-term memory according to what we 
assume to be learned association from each context to its 
subsequent action (Botvinick & Plaut, 2004).  

Memory Errors 
Memory errors arise out of the interaction of noise with 

the processes of normal task execution (Figure 1).  
Omission. We assume that association is somewhat 

imprecise in that there is not a clean one-to-one mapping of 
cue to target. Instead, some association “bleeds” over from the 
target to a handful of subsequent items, with each subsequent 
item receiving less association than the one coming before it 
in sequence. The model may omit a character when transient 
noise is such that it simultaneously suppresses activation of 
the correct next step and enhances activation of one of these 
subsequent items. 

Investigating the source of password entry errors is a 
perfect application opportunity for cognitive modeling to shed 
light on the root cause of error that was intractable to ascertain 
through prior behavioral data alone. By implementing support 
for an ACT-R model that can type capital letters, one could 
then test different models to see whether those incorrect 
capitalization errors were memory errors or motor execution 
errors (where a shift key press had been attempted but simply 
not executed properly, such as by prematurely releasing the 
shift key). The ability to type capital letters raises interesting 
theoretical questions. For each letter of the alphabet, do people 
have two distinct versions in their memory, one lowercase and 
one uppercase? Or is an uppercase letter encoded as the 
lowercase plus a required shift action? 

Implementation Issues in ACT-R 
In order to support modeling of incorrect capitalization 

typing errors, two limitations in ACT-R first required 
addressing: missing special characters and lack of case-
sensitivity in typing. 

Missing Special Characters. Of the non-alphanumeric 
characters available on typical American English keyboards, 
ACT-R previously included support only for the period, 
semicolon, slash, and quote (Bothell, 2014, see “key” on page 
320 of the ACT-R Reference Manual). Therefore, in order to 
enable modeling typing of the remaining special characters, 
we added support for all remaining ASCII printable characters 
not previously supported by ACT-R. 

Associative Spreading Activation

Correct Recall

Transient
Activation

Noise

Omission

Figure 1. The role of noise in the model’s memory processes: 
Associative spreading activation is the prospective memory 
process underlying selection of correct actions. When transient 
activation noise, a fundamental property of human memory, 
spikes during prospective retrieval it can lead to an omission.
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Lack of Case-Sensitivity. Regardless of whether calling 
ACT’R’s “press-key” motor module request (Bothell, 2014, 
see page 317 of the ACT-R Reference Manual) with a capital 
or lowercase letter, the output will be the same in ACT-R’s 
current instantiation. This is somewhat problematic for 
modeling incorrect capitalization errors, which requires that 
ACT-R be capable of press-and-hold capability for the left and 
right shift keys, combined with a simultaneous key press of a 
second key (i.e., chorded typing). Therefore we added to ACT-
R a capability to type key chords and output case-sensitive 
text, as described in the following section. 

Stochastic Typing Extension for ACT-R 
The standard ACT-R distribution (Anderson, et al, 2004; 

Anderson 2007) does not predict any typing errors as a matter 
of motor error (Bothell, 2014). However, real humans, even 
very skilled typists, are imperfect, and tend to err at rates from 
0.5% to 35% (Salthouse, 1986; Panko, 2008; Landauer, 1987). 
We wished to explain password entry errors, but because some 
errors are due to memory processes and some are due to motor 
processes, we had to extend our modeling framework of 
choice, ACT-R, so that it, too, would be capable of such motor 
errors. Furthermore, we needed to implement the low-
frequency, non-alphanumeric characters that information 
systems often require their users to incorporate into their 
passwords as a matter of security policy, e.g. “*” or “?”. 
Source code for the ACT-R stochastic typing extension may be 
downloaded from https://github.com/usnistgov/CogMod. 

Motor Errors in Typing 
Our typing extension for ACT-R redefines some of ACT-

R’s existing code so that any requested typing action can 
stochastically result in the output of a typed key other than the 
one intended. It adapts the ellipsoid motor movement error 
equation of May (2012) and Gallagher and Byrne (2013), 
producing greater error along the axis of movement than off 
the axis, the off-axis error being scaled to .75 of the on-axis. 
However, because here the units are keys rather than pixels as 
in May’s study, and ACT-R assumes most keys are the same 
width, the width term in May’s equation is simplified to 1. 

Hold-Key. Because typing non-alphanumeric characters 
typically involves holding a shift key while striking another 
key, and standard ACT-R provides no way to hold any such 
modifier key, it was necessary to invent such a method. Our 
errorful typing extension provides two motor module request 
extensions (see “extend-manual-requests” on page 325 of the 
ACT-R Reference Manual, Bothell, 2014) to enable the 
holding and releasing of modifier keys such as shift.  

The new hold-key motor module request acts like press-
key, translating the requested key to be held into a peck 
movement (Bothell, 2014, pp. 315-316) with the appropriate 
features. Once the hold-key motor movement is executed, 
ACT-R will have a state indicating that the appropriate key is 
being held. This state in turn causes ACT-R to now output a 
different character for the same press-key requests that follow 
for the given keys. The model can request the release-key 
function to release the given modifier key and end the 
modifier key state. 

Nonalphanumeric Characters. With a shift key held, 
ACT-R can now type non-alphanumeric ASCII characters 
such as “*” and “?.” It can now also type capital letters as well 

as lower-case letters, a critical feature for case-sensitive 
passwords lacking in standard ACT-R. 

DISCUSSION 
As in other domains, computational cognitive modeling 

can be a useful tool in the usable security research field, where 
behavioral data from prior password studies can be 
supplemented with predictive models of human performance. 
Although the study that motivated our work was focused on 
passwords for higher-security enterprise environments, our 
work has implications beyond that restrictive environment. By 
extending a widely used cognitive architecture to address 
motor errors in a way it previously did not, we contribute to 
the growing corpus of typing models (e.g., John, 1988; John, 
1996; Das & Stuerzlinger, 2007; Gallagher, 2015; Gallagher & 
Byrne, 2015; Greene & Tamborello, 2015), all of which act 
together to test and expand the ACT-R theory. 

Memory Errors 
The kinds and frequencies of sequence memory errors 

arise from the fundamental properties of that memory system. 
Work on this problem from other domains (e.g. Anderson et al, 
2004; Botvinick and Plaut, 2004) lend strong support to the 
memory account we use here, associative spreading activation. 

Motor Errors 
Motor errors are their own important contributor to 

password entry error, as the shifting errors in Stanton and 
Greene’s (2014) study so strikingly exemplify. Moreover, as 
mobile touchscreen computers continue to gain importance it 
will become necessary to understand the mechanics of motor 
errors involved with that interface and how they contribute to 
password entry errors. 
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Abstract. Zero-day attacks continue to challenge the enterprise net-
work security defense. A zero-day attack path is formed when a multi-
step attack contains one or more zero-day exploits. Detecting zero-day 
attack paths in time could enable early disclosure of zero-day threats. 
In this paper, we propose a probabilistic approach to identify zero-day 
attack paths and implement a prototype system named Pr0bA. A Sys-
tem Object Instance Dependency Graph (SOIDG) is first built from sys-
tem calls to capture the intrusion propagation. To further reveal the 
zero-day attack paths hiding in the SOIDG, our system constructs an 
SOIDG-based Bayesian network. By leveraging intrusion evidence, the 
Bayesian network can quantitatively compute the probabilities of object 
instances being infected. The object instances with high infection proba-
bilities reveal themselves and form the candidate zero-day attack paths. 
The experiment results show that our system can successfully identify 
zero-day attack paths and the paths are of manageable size. 

1 Introduction 

Defending against zero-day attacks is one of the most fundamentally challenging 
problems yet to be solved. Zero-day attacks are usually enabled by unknown 
vulnerabilities. The information asymmetry between what the attacker knows 
and what the defender knows makes zero-day exploits extremely difficult to 
detect. Signature-based detection assumes that a signature is already extracted 
from detected exploits. Anomaly detection [1–3] may detect zero-day exploits, 
but this solution has to cope with high false positive rates. 

Recently, one noticeable research progress is based on a key observation that 
in many cases identifying zero-day attack paths is substantially more feasible 
than identifying individual zero-day exploits. A zero-day attack path is a multi-
step attack path which includes one or more zero-day exploits. When not every 
exploit in a zero-day attack path is zero-day, part of the path can already be 
detected by commodity signature-based IDS. That is, the defender can leverage 
one weakness of the attacker: in many cases he is unable to let an attack path 
be completely composed of zero-day exploits. 

Both alert correlation [4,5] and attack graphs [6–9] are limited in identifying 
zero-day attack paths. They both can identify the non-zero-day segments (i.e., 
“islands”) of a zero-day attack path; however, none of them can automatically 
bridge these islands into a meaningful path, especially when different segments 
may belong to totally irrelevant attack paths. 

Jun, Dai; Liu, Peng; Singhal, Anoop; Sun, Xiaoyan; Yen, John.
”Towards Probabilistic Identification of Zero-day Attack Paths.”

Paper presented at 2016 IEEE Conference on Communications and Network Security (CNS), Philadelphia, PA, United States. October 17, 2016
- October 19, 2016.

SP-6



2 Xiaoyan Sun, Jun Dai, Peng Liu, Anoop Singhal, John Yen 

To address these limitations, Dai et al. proposed to use (data and control) 
dependencies between OS-level objects (e.g., files, processes, sockets) to bridge 
the non-zero-day islands so that the zero-day segments can be revealed [10]. 
Nevertheless, this approach has a main limitation, namely the explosion in the 
number and size of zero-day attack path candidates. The forward and backward 
tracking from intrusion detection points can result in a large number of candidate 
paths, especially when lots of intrusion detection points are available. In addition, 
a candidate path can be too big because it preserves every tracking-reachable 
object. With the large number and size, discerning from the candidates and 
verifying the real zero-day attack paths becomes unpractical. As a consequence, 
in many cases this approach may generate a big “haystack” for the defender to 
find a “needle” in it. 

In this paper, we propose a probabilistic zero-day attack path identification 
approach to address the explosion problem. The goal is to make the “haystack” 
orders of magnitude smaller. Our approach is to 1) establish a System Object In-
stance Dependency Graph (SOIDG) to capture the intrusion propagation, where 
an instance of an object is a “version” of the object with a specific timestamp; 2) 
build a Bayesian network (BN) based on the SOIDG to leverage the intrusion ev-
idence collected from various information sources. Intrusion evidence can be the 
abnormal system and network activities that are noticed by human admins or 
security sensors such as Intrusion Detection Systems (IDSs). With the evidence, 
the SOIDG-based BN can quantitatively compute the probabilities of object in-
stances being infected. Connected through dependency relations, the instances 
with high infection probabilities form a path, which can be viewed as a candi-
date zero-day attack path. As a result, the SOIDG-based BN can significantly 
narrow down the set of suspicious objects and make the manual verification of 
the zero-day attack paths feasible. 

This approach is proposed based on the following insights: 1) A BN is able 
to capture cause-and-effect relations, and thus can be used to model the infec-
tion propagation among instances of different system objects: the cause is an 
already infected instance of one object, while the effect is its infection to an 
innocent instance of another object. We name this cause-and-effect relation as a 
type of infection causality, which is formed due to the interaction between the 
two objects in a system call operation. 2) An SOIDG can reflect the infection 
propagation process by capturing the dependencies among instances of different 
system objects. 3) Based on above insights, a BN can be constructed on top of 
the SOIDG because they couple well with each other: the dependencies among 
instances of different system objects can be directly interpreted into infection 
causalities in the BN. The BN’s graphical nature makes it fit well with SOIDG. 

We made the following contributions. 
– To the best of our knowledge, this work is the first probabilistic approach

towards zero-day attack path identification.
– We proposed constructing Bayesian network at the low system object level

by introducing System Object Instance Dependency Graph.
– We have designed and implemented a system prototype named Pr0bA, which

can successfully identify the zero-day attack paths.
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1

t1: process A reads file 1

t2: process A creates process B

t3: process A creates process C

t4: process B writes file 2

t5: process C writes file 1

t6: process B reads file 3

process Afile 3

file 1

process Cprocess B

file 2

t1

t5t3t2

t4

t6

(a) simplified system call log in time-order (b) SODG 

Fig. 1: An SODG generated by parsing an example set of simplified system call log. 
The label on each edge shows the time associated with the corresponding system call. 

2 Motivation and Approach Overview 

2.1 System Object Dependency Graph 

This paper classifies OS-level entities in UNIX-like systems into three types of 
objects: processes, files and sockets. The operating system performs a set of 
operations towards these objects via system calls such as read, write, etc. For 
instance, a process can read from a file as input, and then write to a socket. 
Such interactions among system objects enable intrusions to propagate from one 
object to another. Generally an intrusion starts with one or several seed objects 
that are created directly or indirectly by attackers. The intrusion seeds can 
be processes such as compromised service programs, or files such as viruses, or 
corrupted data, etc. As the intrusion seeds interact with other system objects via 
system call operations, the innocent objects can get infected. We call this process 
as infection propagation. Therefore the intrusion will propagate throughout the 
system, or even propagate to the network through socket communications. 

To capture the intrusion propagation, previous work [10,16,17] has explored 
constructing System Object Dependency Graphs (SODGs) by parsing system 
call traces. Each system call is interpreted into three parts: a source object, 
a sink object, and a dependency relation between them. The objects and the 
dependencies respectively become nodes and directed edges in SODGs. For ex-
ample, a process reading a file in the system call read indicates that the process 
(sink) depends on the file (source). The dependency is denoted as file→process. 
Similar rules (Table 5 in Appendix) as used in previous work [10, 16, 17] can 
be adopted to generate dependencies from system calls. Fig. 1b is an example 
SODG generated by parsing the simplified system call log shown in Fig. 1a. 

2.2 Why use Bayesian Network? 

The SODG can be used directly to identify the candidate zero-day attack paths 
through forward and backward tracking from intrusion detection points. How-
ever, such tracking will result in an explosion in the number and size of zero-day 
attack path candidates. The explosion is two-fold. First, in addition to real zero-
day attack paths, the number of false positive path candidates is proportional 
to the number of false alerts. Second, an individual candidate path may con-
tain too many objects for security analysts to comprehend, because it preserves 
every tracking-reachable object. Therefore, discerning from the candidates and 
verifying the real paths becomes difficult. 

Jun, Dai; Liu, Peng; Singhal, Anoop; Sun, Xiaoyan; Yen, John.
”Towards Probabilistic Identification of Zero-day Attack Paths.”

Paper presented at 2016 IEEE Conference on Communications and Network Security (CNS), Philadelphia, PA, United States. October 17, 2016
- October 19, 2016.

SP-8



4 Xiaoyan Sun, Jun Dai, Peng Liu, Anoop Singhal, John Yen 

...

...

p1

p2 p3

p4

1

CPT at node p2

p1=T p1=F

p2=T 0.9 0.01

p2=F 0.1 0.99

Fig. 2: An example Bayesian network. 

A Bayesian network can effectively deal with the explosion problem. The key 
reason is that a BN can quantitatively compute the probabilities of objects being 
infected through incorporating intrusion evidence from a variety of information 
sources. By only focusing on the objects with high infection probabilities, the set 
of suspicious objects can be significantly narrowed down. The candidate zero-
day attack paths formed by the high-probability objects through dependency 
relations can be of manageable size. 

The BN is a probabilistic graphical model that represents the cause-and-
effect relations. It is formally defined as a Directed Acyclic Graph (DAG) that 
contains a set of nodes and directed edges, where a node denotes a variable of 
interest, and an edge denotes the causality relations between two nodes. The 
strength of such causality relation is indicated using a conditional probability 
table (CPT). Fig. 2 shows an example BN and the CPT tables associated with 
p2. Given p1 is true, the probability of p2 being true is 0.9, which can be rep-
resented with P (p2 = T |p1 = T ) = 0.9. Similarly, the probability of p4 can be
determined by the states of p2 and p3 according to a CPT table at p4. BN is able 
to incorporate the collected evidence by updating the posterior probabilities of 
interested variables. For example, after evidence p2 = T is observed, it can be 
incorporated by computing probability P (p1 = T |p2 = T ).

2.3 Problems of Constructing Bayesian Network based on SODG 

SODG has the potential to serve as the base of BN construction. For one thing, 
BN has the capability of capturing cause-and-effect relations in infection propa-
gation. For another thing, SODG reflects the dependency relations among system 
objects. Such dependencies imply and can be leveraged to construct the infection 
causalities in BN. For example, the dependency process A→file 1 in an SODG
can be interpreted into an infection causality relation in BN: file 1 is likely to 
be infected if process A is already infected. In such a way, an SODG-based BN 
can be constructed by directly taking the structure topology of SODG. 

However, several drawbacks of the SODG prevent it from being the base of 
BN. First, an SODG without time labels cannot reflect the correct information 
flow according to the time order of system call operations. This is a problem 
because the time labels cannot be preserved when constructing BNs based on 
SODGs. Lack of time information will cause incorrect causality inference in the 
SODG-based BNs. For example, without the time labels, the dependencies in 
Fig. 1b indicates infection causality relations existing among file 3, process B 
and file 2, meaning that if file 3 is infected, process B and file 2 are likely to 
be infected by file 3. Nevertheless, the time information shows that the system 
call operation “process B reads file 3” happens at time t6, which is after the 
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operation “process B writes file 2” at time t4. This implies that the status of file 
3 has no direct influence on the status of file 2. 

Second, the SODG contains cycles among nodes. For instance, file 1, process 
A and process C in Fig. 1b form a cycle. By directly adopting the topology of 
SODG, the SODG-based BN inevitably inherits cycles from SODG. However, 
the BN is an acyclic probabilistic graphical model that does not allow any cycles. 

Third, a node in an SODG can end up with having too many parent nodes, 
which will render the CPT assignment difficult and even impractical in the 
SODG-based BN. For example, if process B in Fig. 1b continuously reads hun-
dreds of files (which is normal in a practical operating system), it will get hun-
dreds of file nodes as its parents. In the corresponding SODG-based BN, if each 
file node has two possible states that are “infected” and “uninfected”, and the 
total number of parent file nodes are denoted as n, then the CPT table at pro-
cess B has to assign 2n numbers in order to specify the infection causality of the 
parent file nodes to process B. This is impractical when n is very large. 

To address the above problems, we propose a new type of dependency graph, 
System Object Instance Dependency Graph, which is a mutation of SODG. 

2.4 System Object Instance Dependency Graph 

In SOIDG, each node is not an object, but an instance of the object with a 
certain timestamp. Different instances are different “versions” of the same object 
at different time points, and can thus have different infection status. 

Definition 1. System Object Instance Dependency Graph (SOIDG) 
If the system call trace in a time window T [tbegin, tend] is denoted as ΣT and 
the set of system objects (mainly processes, files or sockets) involved in ΣT is 
denoted as OT , then the SOIDG is a directed graph GT (V , E), where: 

– V is the set of nodes, and initialized to empty set ∅; 
– E is the set of directed edges, and initialized to empty set ∅; 
– If a system call syscall ∈ ΣT is parsed into two system object instances 
srci, sinkj , i, j ≥ 1, and a dependency relation depc: srci→sinkj (according 
to dependency rules in Table 5), where srci is the ith instance of system 
object src ∈ OT , and sinkj is the jth instance of system object sink ∈ OT , 
then V = V ∪ {srci, sinkj }, E = E ∪ {depc}. The timestamps for syscall, 
depc, srci, and sinkj are respectively denoted as t syscall, t depc,t srci, and 
t sinkj . The t depc inherits t syscall from syscall. The indexes i and j are 
determined before adding srci and sinkj into V by: 
◦ For ∀ srcm, sinkn ∈ V , m, n ≥ 1, if imax and jmax are respectively the 
maximum indexes of instances for object src and sink, and; 

◦ If ∃ srck ∈ V , k ≥ 1, then i = imax, and t srci stays the same; Otherwise, 
i = 1, and t srci is updated to t syscall ; 

◦ If ∃ sinkz ∈ V , z ≥ 1, then j = jmax+1; Otherwise, j = 1. In both 
cases t sinkj is updated to t syscall ; If j ≥ 2, then E = E ∪ {deps: 
sinkj−1→sinkj }. 

– If a→b ∈ E and b→c ∈ E, then c transitively depends on a. 
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file 3 instance 1

process B instance 2

t6

file 1 instance 1

process A instance 1
t1

file 1 instance 2

t5

process C instance 1

t3

process B instance 1

t2

t5

file 2 instance 1

t4t6

Fig. 3: An SOIDG generated by parsing the same set of simplified system call log as 
in Fig. 1a. The label on each edge shows the time associated with the corresponding 
system call operation. The dotted rectangle and ellipse are new instances of already 
existed objects. The solid edges and the dotted edges respectively denote the contact 
dependencies and the state transition dependencies. 

According to Definition 1, for src object, a new instance is created only when 
no instances of src exist in the SOIDG. For sink object, however, a new instance 
is created whenever a src→sink dependency appears. The underlying insight is
that the status of the src object will not be altered by the src→sink, while the
status of sink will be influenced. Hence a new instance for an object should be 
created when the object has the possibility of being affected. A dependency depc
is added between the most recent instance of src and the newly created instance 
of sink. We name depc as contact dependency because it is generated by the 
contact between two different objects through a system call operation. 

In addition, when a new instance is created for an object, a new dependency 
relation deps is also added between the most recent instance of the object and 
the new instance. This is necessary and reasonable because the status of the new 
instance can be influenced by the status of the most recent instance. We name 
deps as state transition dependency because it is caused by the state transition 
between different instances of the same system object. 

The SOIDG can well tackle the problems existing in the SODG for con-
structing BNs. It can be illustrated using Fig. 3, an SOIDG created for the 
same simplified system call log as in Fig. 1a. First, the SOIDG is able to reflect 
correct information flows by implying time information through creating object 
instances. For example, instead of parsing the system call at time t6 directly 
into file 3→process B, Fig. 3 parsed it into file 3 instance 1→process B instance
2. Comparing to Fig. 1b in which file 3 has indirect infection causality on file
2 through process B, the SOIDG in Fig. 3 indicates that file 3 can only infect 
instance 2 of process B but no previous instances. Hence in this graph file 3 
does not have infection causality on file 2. 

Second, SOIDGs can break the cycles contained in SODGs. Again, in Fig. 3, 
the system call at time t5 is parsed into process C instance 1→file 1 instance 2,
rather than process C→file 1 as in Fig. 1b. Therefore, instead of pointing back
to file 1, the edge from process C is directed to a new instance of file 1. As a 
result, the cycle formed by file 1, process A and process C is broken. 

Third, the mechanism of creating new sink instances for a relation src→sink
prevents the nodes in SOIDGs from getting too many parents. For example, 
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...

...

sinkj srci

sinkj+1

...

1

CPT at node sinkj+1

sinkj=Infected sinkj=Uninfected

srci=Infected srci=Uninfected srci=Infected srci=Uninfected

sinkj+1=Infected 1 1 ⌧ ⇢

sinkj+1=Uninfected 0 0 1 � ⌧ 1 � ⇢

Fig. 4: The infection propagation models. 

process B instance 2 in Fig. 3 has two parents: process B instance 1 and file 
3 instance 1. If process B appears again as the sink object in later src→sink 
dependencies, new instances of process B will be created instead of directly 
adding src as the parent to process B instance 2. Therefore, a node in the SOIDG 
only has 2 parents at most: one is the previous instance for the same object; the 
other one is an instance for a different object that the node depends on. 

3 SOIDG-based Bayesian Networks 

To build a BN based on an SOIDG and compute probabilities for interested 
variables, two steps are required. First, the CPT tables have to be specified 
for each node via constructing proper infection propagation models. Second, 
evidence from different information sources has to be incorporated into BN for 
subsequent probability inference. 

3.1 The Infection Propagation Models 

In SOIDG-based BNs, each object instance has two possible states, “infected” 
and “uninfected”. The strength of the infection causalities among the instances 
has to be specified in corresponding CPT tables. Our infection propagation mod-
els in this paper deal with two types of infection causalities, contact infection 
causalities and state transition infection causalities, which correspond to the 
contact dependencies and state transition dependencies in SOIDGs. 

Contact Infection Causality Model. This model captures the infection 
propagation between instances of two different objects. Fig. 4 shows a portion 
of BN constructed when a dependency src→sink occurs and the CPT table 
associated with sinkj+1. When sinkj is uninfected, the probability of sinkj+1 

being infected depends on the infection status of srci, a contact infection rate τ 
and an intrinsic infection rate ρ, 0 ≤ τ, ρ ≤ 1. 

The intrinsic infection rate ρ decides how likely sinkj+1 gets infected given 
srci is uninfected. In this case, since srci is not the infection source of sinkj+1, if 
sinkj+1 is infected, it should be caused by other factors. So ρ can be determined 
by the prior probabilities of an object being infected, which is usually a very 
small constant number. 

The contact infection rate τ determines how likely sinkj+1 gets infected 
when srci is infected. The value of τ determines to which extent the infection 
can be propagated within the range of an SOIDG. In an extreme case where 
τ = 1, all the object instances will get contaminated as long as they have contact 
with the infected objects. In another extreme case where τ = 0, the infection 
will be confined inside the infected object and does not propagate to any other 
contacting object instances. Our system allows security experts to tune the value 
of τ based on their knowledge and experience. 
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Fig. 5: Local observation model. 

Since a large number of system call traces with ground truths are often 
unavailable, it is very unlikely to learn the parameters of τ and ρ using statistical 
techniques. Hence, currently these parameters have to be assigned by security 
experts. We will evaluate the impact of τ and ρ in Section 6.2. 

State Transition Infection Causality Model. This model captures the 
infection propagation between instances of the same objects. We follow one rule 
to model this type of causalities: an object will never return to the state of 
“uninfected” from the state of “infected”4. That is, once an instance of an object 
gets infected, all future instances of this object will remain the infected state, 
regardless of the infection status of other contacting object instances. This rule 
is enforced in the CPT tables as exemplified in Fig. 4. If sinkj is infected, the 
infection probability of sinkj+1 keeps to be 1, no matter whether srci is infected 
or not. If sinkj is uninfected, the infection probability of sinkj+1 is decided by 
the infection status of srci according to the contact infection causality model. 

3.2 Evidence Incorporation 

BN is able to incorporate security alerts from a variety of information sources as 
the evidence of attack occurrence. Numerous ways have been developed to cap-
ture intrusion symptoms, which can be caused by attacks exploiting both known 
vulnerabilities and zero-day vulnerabilities. A tool Wireshark [12] can notice a 
back telnet connection that is instructed to open; an IDS such as Snort [13] 
may recognize a malicious packet; a packet analyzer tcpdump [14] can capture 
suspicious network traffic, etc. In addition, human security admins can also man-
ually check the system or network logs to discover other abnormal activities that 
cannot be captured by security sensors. As more evidence is fed into BN, the 
identified zero-day attack paths get closer to real facts. 

In this paper, we adopt two ways to incorporate evidence. First, add evidence 
directly on a node by providing the infection state of the instance. If human se-
curity experts have scrutinized an object and proven that an object is infected at 
a specific time, they can feed the evidence to the SOIDG-based BN by directly 
changing the infection status of the corresponding instance into infected. Sec-
ond, leverage the local observation model (LOM) [22] to model the uncertainty 
towards observations. Human security admins or security sensors may notice 
suspicious activities that imply attack occurrence. Nonetheless, these observa-
tions often suffer from false rates. As shown in Fig. 5, an observation node can 
be added as the direct child node to an object instance. The implicit causality 

4 This rule is formulated based on the assumptions that no intrusion recovery opera-
tions are performed and attackers only conduct malicious activities. 
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Fig. 6: System design. 

relation is that the actual state of the instance can likely affect the observation to 
be made. If the observation comes from security alerts, the CPT inherently indi-
cates the false rates of the security sensors. For example, P (Observation = True 
| Actual = Uninfected) shows the false positive rate and P (Observation = False 
| Actual = Infected) indicates the false negative rate. 

4 System Design 

Fig. 6 shows the overall system design, which includes 7 components. 
System call auditing and filtering. System call auditing is performed against 

all running processes and should preserve sufficient OS-aware information. Sub-
sequent system call reconstruction can thus accurately identify the processes and 
files by their process IDs or file descriptors. The filtering process basically prunes 
system calls that involve redundant and very likely innocent objects, such as the 
dynamic linked library files or some dummy objects. We conduct system call 
auditing at run time towards each host in the enterprise network. 

System call parsing and dependency extraction. The collected system call 
traces are then sent to a central machine for off-line analysis, where the depen-
dency relations between system objects are extracted according to Table 5. 

Graph generation. The extracted dependencies are then analyzed line by line 
for graph generation. The generated graph can be either host-wide or network-
wide, depending on the analysis scope. A network-wide SOIDG can be con-
structed by concatenating individual host-wide SOIDGs through instances of 
the communicating sockets. Algorithm 1 is the basis algorithm for SOIDG gen-
eration, which is designed according to the logic in Definition 1. 

BN construction. The BN is constructed by taking the topology of an SOIDG. 
The instances and dependencies in an SOIDG become nodes and edges in BN. 
Basically the nodes and the associated CPT tables are specified in a .net file, 
which is one file type that can carry the SOIDG-based BN. 

Evidence incorporation and probability inference. Evidence is incorporated by 
either providing the infection state of the object instance directly, or constructing 
an local observation model (LOM) for the instance. After probability inference, 
each node in the SOIDG receives a probability. 

Candidate Zero-day Attack Paths Identification. To reveal the candidate zero-
day attack paths from the mess of SOIDG, the nodes with high probabilities 
are to be preserved, while the link between them should not be broken. We 
implemented Algorithm 2 on the basis of depth-first search (DFS) algorithm [24] 
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to tag each node in the SOIDG as either possessing high probability itself, or 
having both an ancestor and a descendant with high probabilities. The tagged 
nodes are the ones that actually propagate the infection through the network, 
and thus should be preserved in the final graph. Our system allows a probability 
threshold to be tuned for recognizing high-probability nodes. For example, if the 
threshold is set at 80%, only instances that have the infection probabilities of 
80% or higher will be recognized as the high-probability nodes. 

5 Implementation 

The whole system includes online system call auditing and off-line data analysis. 
For system call auditing, we share with Patrol [10] the same component that 
is implemented with a loadable kernel module. For the off-line data analysis, 
our prototype is implemented with approximately 2915 lines of gawk code that 
constructs a .net file for the SOIDG-based BN and a dot-compatible file for 
visualizing the candidate zero-day attack paths in Graphviz [25], and 145 lines 
of Java code for probability inference, leveraging the API provided by the BN 
tool SamIam [23]. 

An SOIDG can be too large due to the introduction of instances. Therefore, 
in addition to system call filtering, we also develop several ways to prune that 
SOIDGs while not impede reflecting the major infection propagation process. 

One helpful way is to ignore the repeated dependencies. It is common that 
the same dependency may happen between two system objects for a number of 
times, even through different system call operations. For example, process A may 
write file 1 for several times. In such cases, each time the write operation occurs, 
a new instance of file 1 is created and a new dependency is added between the 
most recent instance of process A and the new instance of file 1. If the status of 
process A is not affected by any other system objects during this time period, 
the infection status of file 1 will not change neither. Hence the new instances of 
file 1 and the related new dependencies become redundant information in under-
standing the infection propagation. Therefore, a repeated src→sink dependency 
can be ignored if the src object is not influenced by other objects since the last 
time that the same src→sink dependency appeared. 

Another way to simplify an SOIDG is to ignore the root instances whose 
original objects have never appear as the sink object in a src→sink dependency 
during the time period of being analyzed. For instance, file 3 in Fig. 3 only 
appears as the src object in the dependencies parsed from the system call log 
in Fig. 1a, so file 3 instance 1 can be ignored in the simplified SOIDG. Such 
instances are not influenced by other objects in the specified time window, and 
thus are not manipulated by attackers, neither. Hence ignoring these root in-
stances does not break any routes of intrusion sequence and will not hinder the 
understanding of infection propagation. This method is helpful for situations 
such as a process reading a large number of configuration or header files. 

A third way to prune an SOIDG is to ignore some repeated mutual depen-
dencies, in which two objects will keep affecting each other through creating 
new instances. One situation is that a process can frequently send and receive 
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Fig. 7: Attack scenario. 

messages from a socket. For example, in one of our experiments, 107 new in-
stances are created respectively for the process (pid:6706, pcmd:sshd) and the 
socket (ip:192.168.101.5, port: 22 ) due to their interaction. Since no other ob-
jects are involved during this procedure, the infection status of these two objects 
will keep the same through all the new instances. Thus a simplified SOIDG can 
preserve the very first and last dependencies while neglect the middle ones. An-
other situation is that a process can frequently take input from a file and then 
write the output to it again after some operations. The middle repeated mutual 
dependencies could also be ignored in a similar way. 

6 Experiments 

6.1 Attack Scenario 

We built a test-bed network and launched a three-step attack towards it. Fig. 7 
illustrates the attack scenario, which is similar to the one in [10]. Step 1, the 
attacker exploits vulnerability CVE-2008-0166 to gain root privilege on SSH 
Server through a brute-force key guessing attack. Step 2, since the export table 
on NFS Server is not set up appropriately, the attacker can upload a malicious 
executable file to a public directory on NFS. The malicious file contains a Trojan-
horse that can exploit CVE-2009-2692. The public directory is shared among all 
the hosts in the test-bed network. Step 3, once the malicious file is mounted and 
installed on the Workstation 3, the attacker is able to execute arbitrary code on 
Workstation 3. To capture the intrusion evidence for subsequent BN probability 
inference, we deployed security sensors in the test-bed, such as firewalls, Snort, 
Tripwire, Wireshark, Ntop [26] and Nessus. For sensors that need configuration, 
we tailored their rules or policy files to match our hosts. 

Since zero-day exploits are not readily available, we emulate zero-day vul-
nerabilities with known vulnerabilities. For example, we treat CVE-2009-2692 
as a zero-day vulnerability by assuming the current time is Dec 31, 2008. In 
addition, the configuration error on NFS is also viewed as a special type of un-
known vulnerability because it is ruled out by vulnerability scanners like Nessus. 
The strategy of emulation also brings another benefit. The information for these 
“known zero-day” vulnerabilities can be available to verify the correctness of our 
experiment results. 

Jun, Dai; Liu, Peng; Singhal, Anoop; Sun, Xiaoyan; Yen, John.
”Towards Probabilistic Identification of Zero-day Attack Paths.”

Paper presented at 2016 IEEE Conference on Communications and Network Security (CNS), Philadelphia, PA, United States. October 17, 2016
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Fig. 8: The zero-day attack path in the form of SOIDG. 

6.2 Experiment Results 

While conducting the three-step attack, we simultaneously log the system calls 
on each host and collect the security alerts. After analyzing a total number of 
143120 system calls generated by three hosts, an SOIDG-based BN with 1853 
nodes and 2249 edges is constructed. The evidence as in Table 1 is collected and 
fed into BN. 

Correctness. Given the evidence, Fig. 8 illustrates the identified candidate 
zero-day attack paths in the form of an SOIDG, with the contact infection rate 
τ as 0.9, the intrinsic infection rate ρ as 0.001, and the probability threshold 
of recognizing high-probability nodes as 80%. The processes, files, and sockets 
are denoted with rectangles, ellipses, and diamonds respectively. We mark the 
evidence with red color and the nodes that are verified to be malicious with 
grey color. Therefore, Fig. 8 shows that our approach can successfully reveal 
the actual zero-day attack path. It is worth noting that although no evidence 
is provided on NFS Server, but the identified attack path can still demonstrate 
how NFS Server contributes to the overall intrusion propagation: the file work-
station attack.tar.gz is uploaded from SSH Server to the /exports directory on 
NFS Server, and then downloaded to /mnt on Workstation 3. More importantly, 
the identified path can expose key objects that are related to the exploits of zero-
day vulnerabilities. For example, the identified system objects on NFS Server can 
alert system admins for possible configuration errors because SSH Server should 
not have the privilege of writing to the /exports directory. As another example, 
the object PAGE0: memory(0-4096) on Workstation is also exposed as highly 
suspicious on the identified attack path. Page-zero is actually what triggers the 
null pointer dereference and enables attackers gain privilege on Workstation 3. 
Therefore, exposing the page-zero object can help system admins to further di-
agnose how the intrusion happens and propagates. 

An additional merit of our approach is that the SOIDG-based BN can clearly 
show the state transitions of an object using instances. By matching the in-

Jun, Dai; Liu, Peng; Singhal, Anoop; Sun, Xiaoyan; Yen, John.
”Towards Probabilistic Identification of Zero-day Attack Paths.”

Paper presented at 2016 IEEE Conference on Communications and Network Security (CNS), Philadelphia, PA, United States. October 17, 2016
- October 19, 2016.
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Fig. 9: The zero-day attack path in the form of SODG. 

stances and dependencies back to the system call traces, it can even find out the 
exact system call that causes the state-changing of the object. For example, the 
node x2086.4:(6763:6719:tar) in Fig. 8 represents the fourth instance of process 
(pid:6763, pcmd:tar). Previous instances of the process are considered as inno-
cent because of their low infection probabilities. The process becomes highly sus-
picious only after a dependency occurs between node x2082.2:(/home/user/test-
bed/workstation attack.tar.gz:1384576) and node x2086.4. Matching the depen-
dency back to the system call traces reveals that the state change of the pro-
cess is caused by “syscall:read, start:827189, end:827230, pid:6763, ppid:6719, 
pcmd:tar, ftype:REG, pathname:/home/user/test-bed/workstation attack.tar.gz, 
inode:1384576 ”, a system call indicating that the process reads a suspicious file. 

Table 1: The Collected Evidence 
ID Host Evidence 
E1 SSH Server Snort messages “potential SSH brute force attack” 
E2 Workstation Tripwire reports “/virus is added” 
E3 Workstation Tripwire reports “/etc/passwd is modified” 
E4 Workstation Tripwire reports “/etc/shadow is modified” 

Size of Candidate Zero-day Attack Paths. If all the instances belonging 
to the same object are merged into one node, we will generate a zero-day attack 
path in the form of SODG as shown in Fig. 9. This path contains only objects 
and can be used for verification when details regarding instances are not needed. 
The main candidate path identified by Patrol contains 175 objects, while the 
path by our system is composed of only 77 objects, and thus can be verified 
with ease. Considering that the total number of objects involved in original 
SOIDG is only 913, the 56% reduction of path size is substantial. Our further 
investigation shows that when the time period of being analyzed is longer, our 
system can generate candidate paths much smaller than Patrol without hurting 
the correctness of the paths. 

Influence of Evidence. We choose a number of nodes in Fig. 8 as the 
representative interested instances. Table 2 shows how the infection probabilities 
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of these instances change after each piece of evidence is fed into BN. We assume 
the evidence is observed in the order of attack sequence. The results show that 
when no evidence is available, the infection probabilities for all nodes are very 
low. When E1 is added, only a few instances on SSH Server receive probabilities 
higher than 60%. After E2 is observed, the infection probabilities for instances 
on Workstation 3 increase, but still not much. As E3 and E4 arrive, 5 of the 9 
representative instances on all three hosts become highly suspicious. Therefore, 
the evidence makes the instances on the actual attack paths emerge gradually 
from the “sea” of instances in the SOIDG. However, it is also possible that the 
arrival of some evidence may decrease the probabilities of certain instances, so 
that these instances will get removed from the final path. In a word, as more 
evidence is collected, the revealed zero-day attack paths become closer to the 
actual fact. 

Table 2: The Influence of Evidence 

Evidence 
SSH Server NFS Server Workstation 

x4.1 x10.1 x253.3 x1007.1 x1017.1 x2006.2 x2083.1 x2108.1 x2311.32 
No Evi. 

E1 
E2 
E3 
E4 

0.56% 0.51% 0.57% 
63.76% 57.38% 79.13% 
63.76% 57.38% 79.13% 
86.82% 78.14% 80.76% 
86.84% 78.16% 80.77% 

0.51% 0.54% 
57.38% 46.54% 
57.38% 46.94% 
84.50% 75.63% 
84.53% 75.65% 

0.54% 0.51% 0.51% 1.21% 
41.92% 37.75% 24.89% 26.93% 
42.58% 38.34% 27.04% 30.09% 
81.26% 79.56% 75.56% 81.55% 
81.3% 79.59% 75.60% 81.66% 

Influence of False Alerts. We assume that E4 is a false alarm generated by 
Tripwire and evaluate its influence to the BN output. Table 3 shows that when 
only one piece of evidence exists, the observation of E4 will at least greatly 
influence the probabilities of some instances on Workstation 3. However, when 
other evidence is fed into BN, the influence of E4 decreases. For instance, given 
just E1, the infection probability of x2006.2 is 97.78% when E4 is true, but 
should be 29.96% if E4 is a false alert. Nonetheless, if all other evidence is 
already input into BN, the infection probability of x2006.2 only changes from 
81.13% to 81.3% if E4 becomes a false alert. Therefore, the impact of false alerts 
can be reduced substantially if sufficient evidence is collected. 

Table 3: The Influence of False Alerts 
Evidence x4.1 x10.1 x253.3 x1007.1 x1017.1 x2006.2 x2083.1 x2108.1 x2311.32 

Only E1 
E4=True 
E4=False 

98.46% 88.62% 81.59% 98.20% 88.30% 97.78% 97.67% 90.23% 94.44% 
56.33% 50.70% 78.60% 48.65% 37.60% 29.96% 24.92% 10.89% 12.48% 

All Evidence 
E4=True 
E4=False 

86.84% 78.16% 80.77% 84.53% 75.65% 81.3% 79.59% 75.60% 81.66% 
86.74% 78.06% 80.76% 84.41% 75.54% 81.13% 79.42% 75.39% 81.38% 

Sensitivity Analysis and Influence of τ and ρ. We also performed sen-
sitivity analysis and evaluated the impact of the contact infection rate τ and the 
intrinsic infection rate ρ by tuning these numbers. ρ is usually set at a very low 
value, so our experiment results are not very sensitive to the value of ρ. Since 
τ decides how likely sinkj get infected given srci is infected in a srci→sinkj
dependency, the value of τ will definitely influence the probabilities produced 
by BN. If a node is marked as infected, other nodes that are directly or indi-
rectly connected to this node should expect higher infection probabilities when 

Jun, Dai; Liu, Peng; Singhal, Anoop; Sun, Xiaoyan; Yen, John.
”Towards Probabilistic Identification of Zero-day Attack Paths.”

Paper presented at 2016 IEEE Conference on Communications and Network Security (CNS), Philadelphia, PA, United States. October 17, 2016
- October 19, 2016.

SP-19



Pr0bA 15 

τ is bigger. Our experiments show that adjusting τ within a small range (e.g. 
changing from 0.9 to 0.8) does not influence the output probabilities much, but 
a major adjustment of τ (e.g. changing it from 0.9 to 0.5) can largely affect the 
probabilities. However, we still argue that although τ influences the produced 
infection probabilities, it will not greatly affect the identification of zero-day 
attack paths. Our rationale is that the probability threshold of recognizing high-
probability nodes for zero-day attack paths can be adjusted according to the 
value of τ . For example, when τ is a small number such as 50%, even nodes that 
have low infection probabilities of around 40% to 60% should be considered as 
highly suspicious because it is hard for an instance to get infected with such a 
low contact infection rate. 

Complexity. One concern of adopting SOIDG is that it can become too 
large due to introduction of instances. However, the techniques of pruning the 
SOIDG can significantly reduce the number of instances. Table 4 summarizes the 
total number of instances in SOIDGs for each host before and after the pruning. 
It shows that the number of instances can be reduced to an acceptable value. 

The experiment results also show that the off-line data analysis is very effi-
cient. Considering that our system shares the system call logging component with 
Patrol, we will not repeat the evaluation of its run-time performance overhead. 
We only evaluate time cost for the off-line data analysis, which includes the time 
for SOIDG-based BN generation, probability inference and zero-day attack path 
identification. The time cost for probability inference depends on the algorithm 
employed in SamIam. The time complexity can be O(|V |2) for both SOIDG-
based BN generation and zero-day attack path identification, because the DFS 
algorithm is applied towards every node in the SOIDG. For our experiments, Ta-
ble 4 already shows the time required for constructing the SOIDG-based BN for 
each host, so the total time of BN construction comes to around 27 seconds. For 
a BN with approximately 1854 nodes, assuming that the evidence is already fed 
into BN and the algorithm used is recursive conditioning, the average time cost 
is 1.57 seconds for BN compilation and probability inference, and 59 seconds for 
zero-day attack path identification. Combining all the time required together, 
the average data analysis speed is 280 KB/s, which is reasonable comparing to 
the system call generation speed of around 1.03 KB/s [10]. The average memory 
used for compiling a BN with approximately 1854 nodes is 4.32 Mb. 

Table 4: The Impact of Pruning the SOIDG 
SSH Server NFS Server Workstation 

before after before after before after 
number of syscalls in raw data trace 
size of raw data trace (MB) 
number of extracted object dependencies 
number of objects 

82133 
13.8 
10310 
349 

14944 
2.3 

11535 
20 

46043 
7.9 

17516 
544 

number of instances(nodes) in SOIDG 
number of dependencies(edges) in SOIDG 
number of contact dependencies 
number of state transition dependencies 
average time for graph generation(s) 
.net file size(KB) 

10447 
20186 
9888 
10298 
14 

2000 

745 
968 
372 
596 
11 
123 

11544 
19863 
8329 
11534 

6 
2200 

39 
37 
8 
29 
5 
8 

17849 
34549 
17033 
17516 
13 

3600 

1069 
1244 
508 
736 
11 
180 
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7 Related Work 

The work that is most related to us is Patrol. Our work differs from Patrol in sev-
eral aspects. First, Patrol relies on “shadow indicators” to distinguish zero-day 
attack paths from other candidate paths. However, investigating and crafting 
shadow indicators requires human analysts’ or even the whole community’s ef-
forts. Instead, our approach solely relies on the collected intrusion evidence to 
generate a zero-day attack path. Second, Patrol identifies the candidate zero-day 
attack paths by tracking from a trigger point. If the trigger points are provided 
by security sensors with high false rates, the identified paths can also suffer from 
certain false rates. In constrast, our system does not perform any tracking, but 
only relies on the computed probabilities. By taking various evidence in, the 
SOIDG-based BN can cope with false rates to a large extent. Third, Patrol only 
conducts qualitative analysis and treats every object on the identified paths as 
having the same malicious status. Scrutinizing every object on the path to verify 
its status is a daunting job, especially when the identified path is very big. Com-
pared to Patrol, the SOIDG-based BN quantifies the infection status of system 
objects with probabilities. By only focusing on system objects with relatively 
high probabilities, we can significantly reduce the set of suspicious objects, and 
make the subsequent verification of zero-day attack paths practical. 

Other related work includes system call dependency tracking and zero-day 
attack identification. System call dependency tracking is first proposed in [16] to 
help the understanding of intrusion sequence. It is then applied for alert corre-
lation in [4, 5]. Instead of directly correlating these alerts, our system takes the 
alerts as evidence and quantitatively compute the infection probabilities of sys-
tem objects. [27] conducts an empirical study to reveal the zero-day attacks by 
identifying the executable files that are linked to exploits of known vulnerabili-
ties. A zero-day attack is identified if a malicious executable is found before the 
corresponding vulnerability is disclosed. Attack graphs have been employed to 
measure the security risks caused by zero-day attacks [19–21]. Nevertheless, the 
metric simply counts the number of required unknown vulnerabilities for com-
promising an asset, rather than detects the actually occurred zero-day exploits. 
Our system takes an approach that is quite different from the above work. 

8 Limitation and Conclusion 

The current system still has some limitations. For example, when some attack 
activities evade the system calls (although difficult, but possible), or the attack 
time span is much longer than the analyzed time period, the constructed SOIDG 
may not reflect the complete zero-day attack paths. In such cases, our system 
can only reveal partial of the paths. 

This paper proposes to use Bayesian networks to identify the zero-day attack 
paths. For this purpose, a System Object Instance Dependency Graph is built to 
serve as the basis of Bayesian networks. By incorporating the intrusion evidence 
and computing the probabilities of objects being infected, the implemented sys-
tem Pr0bA can successfully reveal the zero-day attack paths at run-time. 
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Disclaimer 
This paper is not subject to copyright in the United States. Commercial products 
are identified in order to adequately specify certain procedures. In no case does 
such identification imply recommendation or endorsement by the National Insti-
tute of Standards and Technology, nor does it imply that the identified products 
are necessarily the best available for the purpose. 
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Appendix 

Table 5: System Call Dependency Rules 
Dependency Events System calls 
process→file a process creates or writes a file write, pwrite64, rename, mkdir, fchmod, chmod, 

fchownat, etc. 
file→process a process reads or executes a file stat64, read, pread64, execve, etc. 
process→process a process creates or kill a process vfork, fork, kill, etc. 
process→socket a process writes a socket write, pwrite64, send, sendmsg, etc. 
socket→process a process reads a socket read, pread64,recv, recvmsg, etc. 
socket→socket socket communication sendmsg, recvmsg, etc. 
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Algorithm 1 Algorithm of SOIDG Generation 

Require: set D of system object dependencies 
Ensure: the SOIDG graph G(V , E) 
1: for each dep: src→sink ∈D do 
2: look up the most recent instance srck of src, sinkz of sink in V 
3: if sinkz ∈/V then 
4: create new instances sink1 

5: V ← V ∪ {sink1}
6: if srck ∈/V then 
7: create new instances src1 

8: V ← V ∪ {src1}
9: E ← E ∪ {src1→sink1}
10: else 
11: E ← E ∪ {srck→sink1}
12: end if 
13: end if 
14: if sinkz ∈V then 
15: create new instance sinkz+1 

16: V ← V ∪ {sinkz+1}
17: E ← E ∪ {sinkz →sinkz+1}
18: if srck∈/V then 
19: create new instances src1 

20: V ← V ∪ {src1}
21: E ← E ∪ {src1→sinkz+1}
22: else 
23: E ← E ∪ {srck→sinkz+1}
24: end if 
25: end if 
26: end for 
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Algorithm 2 Algorithm of Candidate Zero-day Attack Paths Identification 

Require: the SOIDG graph G(V , E), a vertex v ∈ V 
Ensure: the candidate zero-day attack path Gz (Vz , Ez ) 
1: function DF S(G, v, direction) 
2: set v as visited 
3: if direction = ancestor then 
4: set nextv as parent of v that nextv →v ∈ E 
5: set flag as has high probability ancestor 
6: else if direction = descendant then 
7: set nextv as child of v that v→nextv ∈ E 
8: set flag as has high probability descendant 
9: end if 
10: for all nextv of v do 
11: if nextv is not labeled as visited then 
12: if the probability for nextv prob[nextv ]≥ threshold or nextv is marked 

as flag then 
13: set find high probability as T rue 
14: else 
15: DF S(G, nextv , direction) 
16: end if 
17: end if 
18: if find high probability is T rue then 
19: mark v as flag 
20: end if 
21: end for 
22: end function 
23: for all v ∈ E do 
24: DF S(G, v, ancestor) 
25: DF S(G, v, descendant) 
26: end for 
27: for all v ∈ V do 
28: if prob[v]≥ threshold or (v is marked as has high probability ancestor and v 

is marked as has high probability descendant) then 
29: Vz ← Vz ∪ v 
30: end if 
31: end for 
32: for all e : v→w ∈ E do 
33: if v ∈ Vz and w ∈ Vz then 
34: Ez ← Ez ∪ e 
35: end if 
36: end for 
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Abstract—Within the Edge computing umbrella, mobile cloud 

computing is an emerging area where two trends come together to 

compose its major pillars. On one hand, the virtualization 

affecting the data centers hypervisors. On the other hand, device’s 

mobility, especially Smart Phones, which proved to be the most 

effective and convenient tools in human life. This emerging area is 

then changing the game in terms of mobility of workspaces and the 

interaction with the connected devices and sensors. This paper 

provides a formal specification of the Mobile cloud component 

using the π-calculus. The proposed model  defines the mobile cloud 

component, the virtual device representation, and interaction that 

leads to application offloading and device composition. This paper 

describe our contribution that enables the composition of virtual 

devices from physical devices, sensors, and actuators available on 

the network. Moreover, we present a model of application 

offloading and virtual devices networking on mobile clouds. Our 

architectural model is inspired from the Cloudlet based system. In 

addition to the formal specifications and architecture this paper 

presents a case studies showing the structural congruence between 

a locally executed application and an offloaded version of that 

same application.  

Keywords— formal definition; migration; mobile; mobile cloud 

computing; offloading; virtualization; virtual device representation, 

fog, internet of things 

I. INTRODUCTION

Mobile devices are increasingly having an essential usage in 
human life as the most effective and convenient communication 
tools. The unbounded time and place usage introduced by those 
devices allows mobile users to accumulate a rich experience of 
various services and applications. The execution of those 
services is not limited to the mobile device itself, more and more 
applications use nowadays remote servers via wireless networks 
to interact with services. Architectures based on the n-tiers 
computing have become a powerful trend in the development of 
IT technology as well as in the commerce and industry fields on 
mobile computing [1]. Such a systems can accept any (finite) 
number of layers (or tiers). Where each tier like presentation, 
application processing, and data management functions is 
physically separated from the others. 

However, mobile devices have considerable hardware 
limitations. Mobile computing faces many challenges in 
attempting to provide the various applications living on a single 
device with limited resources such as battery, storage, and 
bandwidth. Communication challenges like mobility and 
security arise too. Those challenges motivate the delegation of 
the resources-consuming application modules to remote servers 
using the cloud service platforms. Google offers one of the major 

solutions called AppEngine [2]. Such a solution is allowing 
developers without previous understanding or knowledge of 
cloud technology infrastructure to deploy services and use the 
cloud. These platforms execute the deployed services and 
expose them as a remote service. That enables delegation of 
massive computation pieces of the mobile software to the cloud 
infrastructure. 

As one component of the Edge computing, current mobile 
cloud architectures are based on cloud computing abstractions 
(IaaS, PaaS and SaaS) [3] and adapt this concepts for a 
deployement at the edge of the network. This architecture 
addresses the virtualization and distribution of the deployed 
services. However, the mobility aspect is not designed for the 
nomadic usage of mobile devices. The lack of specific 
formalism to address mobile virtualisation contribute to the 
heterogeneity of the actual solutions. Indeed, the virtualisation 
of devices and services is following the server architectures that 
are not suitable for the mobile platforms. This is due to the 
heterogeneity of the hardware architectures and the available 
resources. Another limitation is the lack of specific 
representation of the mobile devices on the cloud. The deployed 
services artefacts are a classical web service. There is no specific 
representation that makes abstraction for the application 
offloading and the location management. Moreover, using a 
generic representation makes the remote services 
implementations dependant of both the cloud platform and the 
devices capability. In term of development, this constraint 
implies that the software component developed as a remote 
cannot be reused in the client side. In addition, interfaces that 
exposes the same services may be deffirent from an 
implementation to an other.  

Our contribution aims to define an additional abstraction 
level on the cloud to specify a structure that represents mobile 
devices. It enables a common interface to communicate with 
differents devices like mobile devices, sensors and actuators. 
Communications addressed to the devices are translated to the 
specific protocols by this representation. And the responses are 
stored on a cache which is the virtual state of the device. This 
representation act also as a “mobile-friendly” platform within 
the cloud. Indeed, the representation is built on emulation 
capabilities that offer a compliant environment with the physical 
device on which the representation is associated. 

We distinguish three kinds of representations depending on 
their association (or not) with the physical devices. The first type 
of representations are those associated with simple sensors or 
actuators. They are the simplest forms for the representation 
where there act as a cached proxy with a common interface. The 

Battou, Abdella; Mahmoudi, Charif; Mourlin, Fabrice.
”Formal Definition of Edge Computing: An Emphasis on Mobile Cloud and IoT Composition.”

Paper presented at The Third IEEE International Conference on Fog and Mobile Edge Computing, Barcelona, Spain. April 23, 2018 - April 26,
2018.

SP-26



second type is the representations associated with the mobile 
devices. This representation offers offloading capabilities, and 
keeps a cached state of the differents sensors and actuators 
available on the mobile device. We consider this second type of 
representations as a composition of resources associated with a 
mobile device and it is not the exact image of the device. It can 
be used as an extension to the resources available locally on the 
device. The third type of representations have no direct 
association with a physical device. It is a composition of 
multiple representations. We define this representation as a 
composition of resources distributed over the network which 
transforms the mobile device into a sort of “super device” by 
eliminating the physical limitation. The composite 
representation adds smartness to the devices by enabling the 
composition of multiple devices in a smooth way. 

This paper describes, in Section II, the various challenges 
faced during virtualization and how they are addressed in work 
related work. We describe the existing cloud techniques that are 
useful for mobile cloud computing and presents the formalism 
efforts that are related to the differents virtualization aspects. We 
end this section with an introduction to the π-calculus which is 
the formalism used for our definition. In Section III, we expose 
our definition of the Virtual Device Representation(VDR) using 
a formal language and how we address the orchestration and the 
networking for these VDRs. In section IV, we will expose our 
proposed architecture for Mobile Cloud Computing (MCC) and 
the approach that we use in order to have a high performance 
mobile cloud network. The last Section describes a case study 
for an MCC platform highlighting the structural congruence 
between the system when a mobile application is running 
directly on the device and when this same application is 
offloaded to a mobile cloud. 

II. RELATED WORK 

A. Mobile Device Challenges

The role of mobile devices has expanded into the modern 
workplace. Workplaces are not limited to the office and the 
warehouse anymore. They have expanded to include airport 
terminals, loading docks and delivery trucks, physician waiting 
rooms, and even playing fields and family gatherings. Mobile 
devices have erased workplace boundaries, and as a result, 
employees can connect with their corporate networks almost 
anytime, anywhere. 

With the emergence of Fog, the network connections 
between edge devices and the cloud are reconsidered as part of 
the computational processes being done close to the edge 
devices called edge computing. Mobile Cloud is one of the 
implementations of the Edge to incorporate the network needed 
to get processed data to its destination. The mobile technology, 
which is easing access to business data and applications is also 
providing various means of communications. These features 
continue to be embraced by users. For IT point of view, mobile 
technology and the unprecedented pace of change in the mobile 
arena will generate new IT management challenges. Indeed, as 
mobile innovation continues, machine-to-machine (M2M) 
connectivity (or Internet of Things) will further accelerate 
mobile opportunity [4] and transform how people, enterprises, 
and governments interact with the many aspects of modern life. 

Several trends -- and the way companies react to them -- will 
create challenges for IT, as organizations attempt to exercise 
some control over devices that are not necessarily designed to be 
secure and manageable. With careful planning and an 
understanding of best practices and Mobile Device Management 
(MDM) [5] options. IT can go a long way toward meeting those 
challenges. With a well-implemented MDM strategy, 
enterprises can enforce corporate security policies without 
stifling user productivity. 

B. Cloud and Virtualization

The virtualization is used for abstracting the Operating 
System (OS) and applications from the physical hardware to 
build a more cost-efficient, agile and simplified server 
environment. There are two types of virtualization and many 
major uses of virtualization.  

1) Virtualization types
Two kinds of virtualization are used to simulate the machine

hardware and allow the execution of a guest OS. First is 
emulation where VM emulates (or simulates) complete 
hardware if the unmodified guest OS for a different PC cannot 
be run. There are some hypervisors specialized on “emulation” 
like Bochs, VirtualPC for Mac and Qemu [6]. Second is 
full/Native where VM simulates “enough” hardware to allow an 
unmodified guest OS to be run in isolation. This virtualization 
type requires that the same hardware CPU if used by the VM 
and the hypervisor. This type is supported also by many 
hypervisors like, VMWare Workstation [7] and Microsoft 
Hyper-V [8]. 

2) Virtualization usage
By using virtualization, multiple VM instances containing

operating systems can run on a single physical server or a single 
VM can use hardware from multiple physical servers, each with 
access to the underlying server's computing resources. The 
virtualization is used to addresses the resources waste caused by 
the fact that the host servers operate at less than 15 percent of 
capacity, leading to server sprawl and complexity. According to 
VMware statistics [9], virtualization can deliver 80 percent 
greater utilization of resources on the server and 10:1 or better 
server consolidation ratio.  

The objective of this kind of virtualization -- considered as a 
subset of server virtualization-- is to provide an abstraction of 
the networking resources into a logical model that have the same 
behavior as the physical resources. The virtual networking 
resources are divided in two categories: first is the physical 
resources virtualization like vRouter (Router) and vSwitch 
(Switch), the second is the resources appliances like FWaS 
(Firewall) and LBaaS (Load balancer). This network 
virtualization approach is called Network Functions 
Virtualization (NFV) [12]. It aims to consolidate and deliver the 
networking components needed to support a fully virtualized 
infrastructure and shared by multiple tenants in a secure and 
isolated manner. 

Existing efforts aims formalizing the cloud services 
interactions [10] and orchestration [11]. However, those efforts 
do not address the virtualization aspect of such cloud systems. 
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C. Virtualization Formalizm

In parallel with the pragmatic work on the networking, there
is many existing efforts on the definition of formalism dedicated 
to networking. U. Montanari and M. Sammartino have worked 
on a proper extension [13] of the π-calculus. The resulting 
process calculi provide both an interleaving and a concurrent 
networking oriented semantics. A. Singh et al have also worked 
on an extension called ω-calculus [14] that formally modeling 
and reasoning about mobile ad hoc wireless networks. These 
works focus on the reasoning and the verification of the 
networking protocols and does not address the virtualization 
aspect. This lack of networking virtualization formalism 
motivates our high-level definition of network virtualization in 
the next section.  

III. VIRTUAL DEVICE REPRESENTATION

In our approach, the VDR aims to address the mobile cloud 
computing virtualization paradigm. We have identified three 
types of VDRs, and each type has a specific role within the 
mobile cloud. 

1. Sensor VDR (SVDR): it represents a physical
sensor or actuator within to the mobile cloud.

2. Device VDR (DVDR): it represents a physical
mobile device within to the mobile cloud.

3. Composite VDR (CVDR): it represents a
composition of SVDR, DVDR, and mobile cloud
resources.

In this section, we present the different aspects turning 
around the VDR by giving our definition of the VDR, a formal 
definition using the Higher-Order π-Calculus (HOπC) [15], 
stressing the orchestration mechanism for the VDRs, and the 
networking aspect. Our choice for the HOπC is motivated by the 
need of expressing the mobility of the VDRs in the mobile cloud, 
also the mobility of mobile applications between the physical 
devices and the VDRs. In our definition, we do not use the 
network related extensions of the π-calculus for two reasons: 
first, those extensions do not address the higher-order paradigm, 
next, there are designed to express networking protocols not the 
virtualization-oriented communication. 

A. Definition

VDR is defined as composition of resources (CPU, RAM,
and Storage), devices, and sensors. It is a software composite 
component that provides emulation of the behavior of the 
physical hardware that it represents.  

A VDR is a small VM instance used in cloud computing, 
typically hosting a mobile OS and exposing management 
services that emulate a display screen and/or a keyboard. As 
same as the physical handheld computing device that it 
represents, it can run various types of mobile applications 
(known as apps) and it have a network connection.  

A VDR can be associated to a physical device nor sensor in 
this case, a 1:1 association is control their interactions (ex: 
SVDR and DVDR). We call this category “Emulated VDR” A 
VDR can be free of any hardware association, in this case, it is 
a composed VDR (CVDR) that aggregates it components 
hardware associations and have then a 0:n association to the 

hardware devices. This category of VDR is called “Native 
VDR”. 

B. Formal Specification

The VDR operates according to an event driven architecture.
Every interaction is initiated by a message sent from a driver 
(further to hardware sensing activity) nor a service call. We 
define an event vector representing all interfaces of a VDR. This 
event vector, illustrated in (1) contains channels that are used to 
exchange messages 

𝑒𝑣⃗⃗⃗⃗ ≝ [𝑐𝑎𝑚𝑒𝑟𝑎𝑚 , 𝑚𝑖𝑐𝑟𝑜𝑛 ,  𝑛𝑓𝑐𝑜, 𝑘𝑒𝑦𝑏𝑜𝑎𝑟𝑑𝑝, … ] (1) 

The event vector 𝑒𝑣⃗⃗⃗⃗  is used only for the interactions between 
VDRs, the interactions between DVDR on one hand SVDR and 
the physical device on the other hand, are using a service based 
channel called 𝑤𝑠 that represents a web service based exchange. 

𝑉𝐷𝑅(𝑤𝑠⃗⃗⃗⃗  ⃗) ≝ 

(𝜈 𝑒𝑣⃗⃗⃗⃗ )  

(

(𝜆 𝑒𝑣⃗⃗⃗⃗  𝑤𝑠𝑖)𝑆𝑉𝐷𝑅
+

(𝜆 𝑒𝑣⃗⃗⃗⃗  𝑤𝑠𝑗)𝐷𝑉𝐷𝑅

+
(𝜆 𝑒𝑣⃗⃗⃗⃗ )𝐶𝑉𝐷𝑅

+
∅ )

(2) 

We define the generalization called 𝑉𝐷𝑅 as a 
nondeterministic choice between the three types of VDRs as 
illustrated in (2)   

The term 𝑉𝐷𝑅(𝑤𝑠⃗⃗⃗⃗  ⃗) have a vector 𝑤𝑠⃗⃗⃗⃗  ⃗ of web services 
channels as parameter, these channels are shared with the mobile 
cloud system and are transmitted to the specific VDRs to allow 
the communication with the physical devices. The term VDR 
creates a new 𝑒𝑣⃗⃗⃗⃗  vector containing the channels that are used to 
interface the specific VDRs. We benefit in the VDRs definition 
of the use abstractions where (𝜆 𝑒𝑣⃗⃗⃗⃗  𝑤𝑠𝑖)𝑆𝑉𝐷𝑅 is a natural way
to write 𝑆𝑉𝐷𝑅(𝑒𝑣⃗⃗⃗⃗ , 𝑤𝑠), and so on for the two other VDR types. 
The specific VDR is activated iff the corresponding element in 
the 𝑤𝑠⃗⃗⃗⃗  ⃗ vector is a valid channel and not an empty process ∅. 

The SVDR is activated behind the physical sensor 
connection event. Once connected, the physical sensor sends the 
identification data to the SVDR through the 𝑤𝑠 channel. This 
data is persisted inside the SVDR using the term 𝐷𝑒𝑣𝐼𝑑 defined 
in (5) that give back the identification data if requested through 
the right event channel. 

𝑆𝑉𝐷𝑅(𝑒𝑣⃗⃗⃗⃗ , 𝑤𝑠) ≝ 

𝑤𝑠(𝑖𝑑). 𝜏. (
𝐷𝑒𝑣𝐼𝑑(𝑒𝑣𝑖 , 𝑖𝑑)

|𝑉𝑖𝑟𝑡𝑢𝑎𝑙𝑆𝑒𝑛𝑠𝑜𝑟(𝑒𝑣⃗⃗⃗⃗ , 𝑤𝑠)
) 

(3) 

As illustrated in (3), the term 𝑆𝑉𝐷𝑅 uses the term 
𝑉𝑖𝑟𝑡𝑢𝑎𝑙𝑆𝑒𝑛𝑠𝑜𝑟 defined in (4) to dispatch the data perceived by 
the physical sensor using the event channel. At this level, we 
consider the mapping between the sensor and the matching 
channel as an invisible action represented by 𝜏. Two possible 
behaviors can be adapted by the term 𝑉𝑖𝑟𝑡𝑢𝑎𝑙𝑆𝑒𝑛𝑠𝑜𝑟 as 
illustrated in (4): if a Stop command (15) is received, the process 
will end, else, the dispatching action is executed. The parallel 
composition of the term 𝑆𝑉𝐷𝑅 allows the administrator to 
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retrieve the VDR identifier using the environment channel 𝑒𝑣𝑖
and don’t impact the execution of the virtual sensor. 

𝑉𝑖𝑟𝑡𝑢𝑎𝑙𝑆𝑒𝑛𝑠𝑜𝑟(𝑒𝑣⃗⃗⃗⃗ , 𝑤𝑠) ≝ 

𝑤𝑠(𝑠𝑒𝑛𝑠). (
[𝑠𝑒𝑛𝑠 = 𝑆𝑡𝑜𝑝] 𝑆𝑡𝑜𝑝

+
𝜏. 𝑒𝑣𝑖̅̅ ̅̅ 〈𝑠𝑒𝑛𝑠〉. 𝑉𝑖𝑟𝑡𝑢𝑎𝑙𝑆𝑒𝑛𝑠𝑜𝑟(𝑒𝑣⃗⃗⃗⃗ , 𝑤𝑠)

) 

(4) 

𝐷𝑒𝑣𝐼𝑑(𝑟𝑒𝑞, 𝑖𝑑) ≝ 𝑟𝑒𝑞(𝑐𝑏). 𝑐𝑏̅̅ ̅〈𝑖𝑑〉. 𝐷𝑒𝑣𝐼𝑑(𝑟𝑒𝑞, 𝑖𝑑) (5) 

Messages sent through the 𝑤𝑠 channel are initiated by the 
mobile device or the sensor. However, these messages are 
forwarded to the target VDR by the networking infrastructure 
defined in (19) and (22). 

The DVDR specification respects the same fundamentals as 
the SVDR. As illustrated in (6), it uses the term 𝐷𝑒𝑣𝐼𝑑 to persist 
and give back the device identifier and use term called 
𝑉𝑖𝑟𝑡𝑢𝑎𝑙𝐷𝑒𝑣𝑖𝑐𝑒 to manage the virtual device behavior. 
However, the DVDR can run applications instead of SVDR that 
only proxy the sensor events.  

𝐷𝑉𝐷𝑅(𝑒𝑣⃗⃗⃗⃗ , 𝑤𝑠) ≝ 

𝑤𝑠(𝑖𝑑). 𝜏. (
𝐷𝑒𝑣𝐼𝑑(𝑒𝑣𝑖 , 𝑖𝑑)

|𝑉𝑖𝑟𝑡𝑢𝑎𝑙𝐷𝑒𝑣𝑖𝑐𝑒(𝑒𝑣⃗⃗⃗⃗ , 𝑤𝑠)
) 

(6) 

We need to dissociate between sensing events sent from the 
device embedded sensors and the application offloading 
requests. To do that, we define a type called 𝐴𝑝𝑝 (7) that 
encapsulate the offloaded application. 

𝐴𝑝𝑝(𝐵𝑎𝑐𝑘𝐸𝑛𝑑𝑃𝑟𝑜𝑐(𝑤𝑠)) ≝ 𝐵𝑎𝑐𝑘𝐸𝑛𝑑𝑃𝑟𝑜𝑐(𝑤𝑠) (7) 

We define in (8) the term 𝑉𝑖𝑟𝑡𝑢𝑎𝑙𝐷𝑒𝑣𝑖𝑐𝑒 that execute the 
offloaded application if need, else, it proxies the sensing data.  

𝑉𝑖𝑟𝑡𝑢𝑎𝑙𝐷𝑒𝑣𝑖𝑐𝑒(𝑒𝑣⃗⃗⃗⃗ , 𝑤𝑠) ≝  

𝑤𝑠(𝑚𝑠𝑔).

(

[𝑚𝑠𝑔 = 𝑆𝑡𝑜𝑝] 𝑆𝑡𝑜𝑝
+

(

 𝑐𝑎𝑠𝑒 𝑚𝑠𝑔 𝑜𝑓 

∶ 𝐴𝑝𝑝(𝑃(𝑥)) ⇒ 𝑃(𝑥)

∶ 𝑚𝑠𝑔 ⇒ 𝜏. 𝑒𝑣𝑖̅̅ ̅̅ 〈𝑚𝑠𝑔〉

)  

       . 𝑉𝑖𝑟𝑡𝑢𝑎𝑙𝐷𝑒𝑣𝑖𝑐𝑒(𝑒𝑣⃗⃗⃗⃗ , 𝑤𝑠))

(8) 

We used to this definition the syntactic sugar introduced by 
R. Milner in [16] by using the “case of” instruction to distinguish

between the offloading action represented by 𝐴𝑝𝑝(𝑃(𝑥)) and

sensing actions. Where we run the higher-order parameter 𝑃(𝑥)
within the DVDR on the offloading action, elsewhere, we proxy 
the message to the corresponding event channel as we do for
SVDR. The service channel used for the communication 
between the physical device and the offloaded application is set
as parameter 𝑥 before the offloading action, this channel is
different from the service channel that connects the DVDR and
the physical device.

The CVDR in (9) have no direct association with a physical 
device, its interactions pass through a SVDR nor a DVDR. The 
term 𝐶𝑉𝐷𝑅 is defined as an aggregation of SVDR and DVDR 
that are sharing the same events vector. 

𝐶𝑉𝐷𝑅(𝑒𝑣⃗⃗⃗⃗ ) ≝ (𝜈 𝑖𝑑)  

𝐷𝑒𝑣𝐼𝑑(𝑒𝑣𝑖 , 𝑖𝑑)|𝐶𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑒𝐷𝑒𝑣𝑖𝑐𝑒(𝑒𝑣⃗⃗⃗⃗ ) (9)

A identifier is created the term 𝐶𝑉𝐷𝑅 and returned trough 
the right event channel 𝑒𝑣𝑖 .using the term 𝐷𝑒𝑣𝐼𝑑.

𝐶𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑒𝐷𝑒𝑣𝑖𝑐𝑒(𝑒𝑣⃗⃗⃗⃗ ) ≝ 

𝑒𝑣𝑖(𝑒 ). 𝐶𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑒𝐷𝑒𝑣𝑖𝑐𝑒(𝑒𝑣⃗⃗⃗⃗ ^𝑒 ) (10)

The term 𝐶𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑒𝐷𝑒𝑣𝑖𝑐𝑒 defined in (10) is used to 
aggregate the events channels 𝑒𝑣⃗⃗⃗⃗  (the event channel associated 
with the actual 𝐶𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑒𝐷𝑒𝑣𝑖𝑐𝑒) and 𝑒  (the event channel 
associated with the VDR to add to this composition) using the 
concatenation operator ^.  

C. Orchestration

In an MCC context, orchestration is the automation of the
management and coordination tasks of the services and 
components. In addition to the interconnection processes 
running across heterogeneous systems, the localization of 
services is an important issue. Processes and VDRs must cross 
multiple organizations, systems and firewalls. 

The mobile cloud orchestration aims to automate the 
configuration, coordination and management of VDRs and 
VDRs interactions in such an environment. The process involves 
automating workflows required for the composition of VDRs 
and the offloading of mobile Apps. Involved tasks include 
managing virtualization and emulation in server runtimes, 
directing the communication flow of Apps among VDRs and 
dealing with exceptions to typical workflows. 

In our approach, the orchestrator is composed by three main 
components as illustrated in (11), we define these three 
components as common orchestration tasks: 1) Configuration 
where the cloud orchestrator manages the storage, compute, and 
networking. In this paper, we do not focus on the resources 
allocation algorithm (compute and storage), this aspect will be 
stressed in a future publication. A high-level specification of the 
networking mechanism is presented in the next sub section. 2) 
Provisioning where the cloud orchestrator manages the VDRs 
by providing the run, suspend, and terminate operations. 3) 
Security where the cloud orchestrator manages the monitoring, 
and reporting. We describe the details of this aspect also on a 
separate paper where we describe our implementation and 
detailed algorithms.  

In the term 𝐶𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 in (12), we illustrate the use of 
the configuration 𝑎𝑝𝑖 that is used for the allocation of resources, 
the deallocation (free) of resources, and to suspend the 
execution. The 𝑎𝑝𝑖 is a vector in two-dimensional space. The 
contravariant indicates the target module (ex: 𝑎𝑝𝑖𝑐 where 𝒄

stand for 𝑪𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛). The covariant indicates the service 
called within the module (ex: 𝑎𝑝𝑖𝑎  where 𝒂 stand for
𝒂𝑙𝑙𝑜𝑐𝑎𝑡𝑒). The system administrator will use the vector 𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗   

𝐶𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ ) ≝ 

𝑂𝑟𝑐ℎ𝑒𝑠𝑡𝑟𝑎𝑡𝑜𝑟(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ ) ≝  

𝐶𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ )|Provisioning(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ ) 

|(𝜈 𝑑𝑎𝑡𝑎)𝑀𝑜𝑛𝑖𝑡𝑜𝑟𝑖𝑛𝑔(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ , 𝑑𝑎𝑡𝑎⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗)

(11) 
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(

𝑎𝑝𝑖𝑎
𝑐(𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒). 𝜏. (𝜈 𝑟𝑒𝑠)𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅〈𝑟𝑒𝑠〉

|𝑎𝑝𝑖𝑓
𝑐(𝑓𝑟𝑒𝑒). 𝜏

|𝑎𝑝𝑖𝑠
𝑐(𝑠𝑢𝑠𝑝𝑒𝑛𝑑). 𝜏

)  

. 𝐶𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ )  

(12) 

The term Provisioning in (13) uses also an 𝑎𝑝𝑖 to ask the 
configuration module for resource allocation. Once allocated, it 
delegates the creation of the VDR to the term 𝑅𝑢𝑛 defined in 
(14). We use the abstraction of the resources information 
returned by the term 𝐶𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 to communicate this 
information to the term 𝑅𝑢𝑛 that is preconfigured with the two 

parameters before its reception through the channel 𝑎𝑝𝑖𝑟
𝑝
.

Provisioning(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ ) ≝  

(

(
𝑎𝑝𝑖𝑟

𝑝(𝑅𝑢𝑛). (𝜈 𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒)𝑎𝑝𝑖𝑎
𝑐̅̅ ̅̅ ̅̅ 〈𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒〉

       |𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒(𝑟𝑒𝑠). (𝜆 𝑟𝑒𝑠)𝑅𝑢𝑛( ) 
)

|𝑎𝑝𝑖𝑠
𝑝(𝑠𝑢𝑠𝑝𝑒𝑛𝑑). 𝑎𝑝𝑖𝑠

𝑐̅̅ ̅̅ ̅̅ 〈𝑠𝑢𝑠𝑝𝑒𝑛𝑑〉

|(
𝑎𝑝𝑖𝑡

𝑝(𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒). 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒(𝑤𝑠)

 . 𝑤𝑠̅̅ ̅̅ 〈𝑆𝑡𝑜𝑝〉. 𝑎𝑝𝑖𝑓
𝑐̅̅ ̅̅ ̅̅ 〈𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒〉

)
)

. Provisioning(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ ) 

(13) 

The suspension is delegated to the term 𝐶𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 
where it is represented as an invisible action 𝜏. The provisioning 
sends the term 𝑆𝑡𝑜𝑝 to the VDR to terminate its execution. We 
use for that the 𝑤𝑠 channel sent through the channel 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒. 

The term 𝑅𝑢𝑛 defined in (14) composes a vector depending 
on the type of the VDR that the initiator wants to create. After 
the creation of the VDR, it creates and sends a new identifier 
using the 𝑤𝑠 channel to start the new created VDR. 

𝑅𝑢𝑛(𝑤𝑠 , 𝑡𝑦𝑝𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗  ⃗) ≝ 

𝜏. (

  [𝑡𝑦𝑝𝑒𝑣 = 𝑡𝑦𝑝𝑒𝑠] 𝑉𝐷𝑅(𝑤𝑠 ∅̂ ∅̂)

|[𝑡𝑦𝑝𝑒𝑣 = 𝑡𝑦𝑝𝑒𝑑] 𝑉𝐷𝑅(∅ 𝑤̂𝑠 ∅̂)

|[𝑡𝑦𝑝𝑒𝑣 = 𝑡𝑦𝑝𝑒𝑐] 𝑉𝐷𝑅(∅ ∅̂ ∅̂)  

)| (𝜈 𝑖𝑑)𝑤𝑠̅̅ ̅̅ 〈𝑖𝑑〉 

(14) 

𝑆𝑡𝑜𝑝( ) ≝ ∅ (15) 

To keep our definitions as clear as possible, we didn’t 
integrate the communications between the VDRs and the 
monitoring module defined in 𝑀𝑜𝑛𝑖𝑡𝑜𝑟𝑖𝑛𝑔. We can easily 
imagine that after each communication on the events vector 𝑒𝑣⃗⃗⃗⃗  
channels, an information must be sent to the monitoring module 
using the 𝑎𝑝𝑖𝑝𝑢𝑡

𝑚  channel. This information is stored in data 

vector 𝑑𝑎𝑡𝑎⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ on the recursive call in (16) to the term 
𝑀𝑜𝑛𝑖𝑡𝑜𝑟𝑖𝑛𝑔. 

𝑀𝑜𝑛𝑖𝑡𝑜𝑟𝑖𝑛𝑔(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ , 𝑑𝑎𝑡𝑎⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) ≝

(
𝑎𝑝𝑖𝑝𝑢𝑡

𝑚 (𝑑𝑎𝑡𝑢𝑚). 𝜏. (𝜈 𝑖𝑑)𝑎𝑝𝑖𝑟𝑒𝑡
𝑚 (𝑖𝑑)

|𝑎𝑝𝑖𝑔𝑒𝑡
𝑚 (𝑖𝑑). 𝑎𝑝𝑖𝑟𝑒𝑠

𝑚 (𝑑𝑎𝑡𝑎𝑖𝑑)
) 

. 𝑀𝑜𝑛𝑖𝑡𝑜𝑟𝑖𝑛𝑔(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ , 𝑑𝑎𝑡𝑎⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ 𝑑̂𝑎𝑡𝑢𝑚)

(16) 

D. Networking

On our mobile cloud approach, multiple tenants can use the
same physical infrastructure. The network virtualization 
simplifies the multi-tenancy. The shared infrastructure allows 

independence of the VDRs regarding the physical host on which 
it’s located. The VDR should be movable between the hosts 
based on the need. We commit our networking definition to 
allow VDRs across 2 different Layer 3 (L3) networks look like 
they are in the same Layer 2 (L2) domain.  

The proposed virtual networking model allows the 
provisioning module (13) to manage the virtual network 
component like a VDR and hide the complexity from the user. 
The model allows also to bypass the scale perspective 4096 
VLAN limit as proposed on VXLAN by the Internet 
Engineering Task Force (IETF) RFC 7348 [17]. Our model 
definition is composed from two terms: 𝑣𝑆𝑤𝑖𝑡𝑐ℎ defined in (19) 
and 𝑣𝑅𝑜𝑢𝑡𝑒𝑟 defined in (22). 

For our network modelling, we define the structure of the 
packet transiting on the networking infrastructure. The vector 

𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   in (17) represents the L2 frame where the names 
𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡𝑑𝑠𝑡  and 𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡𝑠𝑟𝑐 are the channels corresponding to
the 𝑤𝑠𝑥  used by the VDRs in (2). 𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡𝑖𝑝contains the 

information needed by the 𝑣𝑅𝑜𝑢𝑡𝑒𝑟 and the message as 
𝑖𝑝𝑝𝑎𝑦𝑙𝑜𝑎𝑑. The names that composes the vectors in (17) and (18)

are abbreviations of header fields of the packets as described in 
the IETF RFC 791. 

𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ≝ [𝑑𝑠𝑡, 𝑠𝑟𝑐, 𝑡𝑎𝑔, 𝑡𝑦𝑝𝑒, 𝑖𝑝⃗⃗  ⃗, 𝑐ℎ𝑒𝑐𝑘] (17) 

𝑖𝑝⃗⃗  ⃗ ≝ [
𝑣𝑒𝑟𝑠𝑖𝑜𝑛, 𝑖ℎ𝑙, 𝑡𝑜𝑠, 𝑙𝑒𝑛, 𝑖𝑑, 𝑓𝑙𝑎𝑔, 𝑓𝑟𝑎𝑔, 𝑡𝑡𝑙
  , 𝑝𝑟𝑜𝑡𝑜, 𝑐ℎ𝑒𝑐𝑘, 𝑠𝑟𝑐, 𝑑𝑠𝑡, 𝑜𝑝𝑡, 𝑝𝑎𝑦𝑙𝑜𝑎𝑑

] 
(18) 

Given that our objective is not to stress the networking 
protocols but to point out the communications between the 
virtual components, we abstract all network behavior that is not 
directly related to the virtualization as non-observable 
operations 𝜏.  

The term 𝑣𝑆𝑤𝑖𝑡𝑐ℎ defined in (19) represents the 
virtualization of the L2 switch. It is modelled as a congruency 

𝑣𝑆𝑤𝑖𝑡𝑐ℎ (𝑐𝑛𝑡𝑙, 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗ ) ≝ 

𝐶𝑜𝑛𝑡𝑟𝑜𝑙 (𝑣𝑆𝑤𝑖𝑡𝑐ℎ (𝑐𝑛𝑡𝑙, 𝑎𝑑𝑟⃗⃗⃗⃗ ⃗⃗  ⃗ ), 𝑐𝑛𝑡𝑙, 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗ )

 |
𝑎𝑑𝑟𝑖(𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ). 𝜏. 𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡𝑑𝑠𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 〈𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡𝑖𝑝𝑝𝑎𝑦𝑙𝑜𝑎𝑑〉

. 𝑣𝑆𝑤𝑖𝑡𝑐ℎ (𝑐𝑛𝑡𝑙, 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗ )

(19) 

𝐶𝑜𝑛𝑡𝑟𝑜𝑙 (𝑇𝑎𝑟𝑔𝑒𝑡, 𝑐𝑛𝑡𝑙, 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗ ) ≝ 

  𝑐𝑛𝑡𝑙𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑙𝑖𝑛𝑘). 𝑇𝑎𝑟𝑔𝑒𝑡 

|
𝑐𝑛𝑡𝑙𝑑𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑙𝑖𝑛𝑘). (𝜈 𝑝 )  

(𝐷𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑇𝑎𝑟𝑔𝑒𝑡, 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗, (𝜈 𝑝 ), 𝑙𝑖𝑛𝑘, 𝑂 ))

(20) 

𝐷𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑇𝑎𝑟𝑔𝑒𝑡, 𝑜𝑙𝑑⃗⃗⃗⃗ ⃗⃗ , 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗, 𝑝𝑜𝑟𝑡, 𝑖 ) ≝

[𝑖 =  ‖𝑜𝑙𝑑⃗⃗⃗⃗⃗⃗ ‖](𝜆  𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗)𝑇𝑎𝑟𝑔𝑒𝑡 

|
[𝑜𝑙𝑑𝑖 =  𝑝𝑜𝑟𝑡] 

  𝐷𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑐, 𝑜𝑙𝑑⃗⃗⃗⃗ ⃗⃗ , 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗, 𝑝𝑜𝑟𝑡, 𝑖 + 1 )

|𝐷𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑐, 𝑜𝑙𝑑⃗⃗⃗⃗ ⃗⃗ , 𝑛𝑒𝑤⃗⃗⃗⃗⃗⃗ ⃗⃗  𝑝̂𝑜𝑟𝑡, 𝑝𝑜𝑟𝑡, 𝑖 + 1 )

(21) 

Battou, Abdella; Mahmoudi, Charif; Mourlin, Fabrice.
”Formal Definition of Edge Computing: An Emphasis on Mobile Cloud and IoT Composition.”

Paper presented at The Third IEEE International Conference on Fog and Mobile Edge Computing, Barcelona, Spain. April 23, 2018 - April 26,
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between a control (20) that manage the VDRs connections and 
a L2 network bridge. 

The term 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 has three parameters, the first one is 
higher-order called 𝑇𝑎𝑟𝑔𝑒𝑡 that is used to pass the terms 
𝑣𝑆𝑤𝑖𝑡𝑐ℎ and 𝑣𝑅𝑜𝑢𝑡𝑒𝑟. The second is called 𝑐𝑛𝑡𝑙 and it is used 
as a channel to control connections of the VDRs. The third one 
the vector containing connected VDRs channels. The 𝑇𝑎𝑟𝑔𝑒𝑡 
parameter is passed also to the term 𝐷𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡 defined in (21), 

we use the abstraction 𝜆 to override the addresses vector 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗

that is still a free name in 𝑇𝑎𝑟𝑔𝑒𝑡 when a device is disconnected.  

𝑣𝑅𝑜𝑢𝑡𝑒𝑟 (𝑖𝑝𝐴𝑑𝑟, 𝑐𝑛𝑡𝑙, 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗ ) ≝

𝐶𝑜𝑛𝑡𝑟𝑜𝑙 (
𝑣𝑅𝑜𝑢𝑡𝑒𝑟 (𝑖𝑝𝐴𝑑𝑟, 𝑐𝑛𝑡𝑙, 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗ )  

        , 𝑐𝑛𝑡𝑙, 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗ 
)  

|

| 𝑎𝑑𝑟𝑖(𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ). 𝜏.

(

[𝑖𝑝𝐴𝑑𝑟 = 𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡𝑖𝑝𝑑𝑒𝑠𝑡]

 𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡𝑑𝑠𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅〈𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  〉
+

𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡𝑖𝑝𝑑𝑒𝑠𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ 〈𝑒𝑡ℎ𝑒𝑟𝑛𝑒𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  〉 )

  . 𝑣𝑅𝑜𝑢𝑡𝑒𝑟 (𝑐𝑛𝑡𝑙, 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗ 𝑙̂𝑖𝑛𝑘 )

(22) 

The term 𝑣𝑅𝑜𝑢𝑡𝑒𝑟 defined in (22) represents the 
virtualization of the L3 routing. It is modelled as a congruency 
between a control (20) that manage the virtual switches nor 
VDRs connections and a L3 network bridge. In this model, we 
don’t illustrate some features like IP forwarding to keep our 
definition clear. 

The management of the networking infrastructure in exposed 
as a part of the provisioning API. To do so, we illustrate in (23) 
an extension of the term Provisioning defined initially in (13). 

Provisioning(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ ) ≝  

(

…
…
…

|

𝑎𝑝𝑖𝑣𝑠𝐶𝑟𝑒𝑎𝑡𝑒
𝑝 (𝑟𝑒𝑡). (𝜈 𝑐𝑛𝑡𝑙)  

(
𝜏. (𝜈 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗)𝑣𝑆𝑤𝑖𝑡𝑐ℎ (𝑐𝑛𝑡𝑙, 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗ )

| 𝑟𝑒𝑡̅̅ ̅̅ 〈𝑐𝑛𝑡𝑙〉  
)  

|𝑎𝑝𝑖𝑣𝑠𝐶𝑜𝑛𝑛𝑒𝑐𝑡
𝑝 (𝑐𝑛𝑡𝑙, 𝑎𝑑𝑟). 𝜏. 𝑐𝑛𝑡𝑙𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑎𝑑𝑟)  

|𝑎𝑝𝑖𝑣𝑠𝐷𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡
𝑝 (𝑐𝑛𝑡𝑙, 𝑎𝑑𝑟). 𝜏. 𝑐𝑛𝑡𝑙𝑑𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑎𝑑𝑟)

… )

. 𝑃𝑟𝑜𝑣𝑖𝑠𝑖𝑜𝑛𝑖𝑛𝑔(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ ) 

(23) 

In (12), we describe the Switch related provisioning API, the 

channel 𝑎𝑝𝑖𝑣𝑠𝐶𝑟𝑒𝑎𝑡𝑒
𝑝

 is used to create the virtual switch and return 

the control channel 𝑐𝑛𝑡𝑙 to the initiator of the request. The 
Router provisioning API is like the Switch one, the two 

differences is that the 𝑎𝑝𝑖𝑣𝑠∗
𝑝

channels are defined as 𝑎𝑝𝑖𝑣𝑟∗
𝑝

 and

the 𝑎𝑝𝑖𝑣𝑟𝐶𝑟𝑒𝑎𝑡𝑒
𝑝

 is used to create a virtual router, to keep our 

definition clear, we omit this part of the definition. 

The previous terms are formally defined in the objective to 
model a new architecture of cloudlet. The definitions are useful 
not only for this current work but also for all software researcher 
in cloud computing domain. 

IV. ARCHITECTURE

The definition presented in the previous section is made 

based on the state-of-art regarding the MCC research [18] [19] 
that converge into the Cloudlet-based MCC. The cloudlets are 
defined as trusted and resource-rich network computers that 
offer bridging capabilities to the Internet and is available for use 
by nearby mobile devices through a direct and well-connection. 
In this section, we describe our Cloudlet-based architecture by 
illustrating some of the technical aspects that was abstracted in 
the formal definition. We also link the technical implementation 
with their correspondent formal model. Moreover, we introduce 
our contribution to the migration pattern and stress the projection 
of the ACID (Atomicity, Consistency, Isolation, and Durability) 
properties from the formal model to the implementation model. 

A. Cloudlet-based MCC

In our approach, we have identified the need of a set of rules 
and regulations, as a protocol, which determine how data and 
processes are transmitted between the different components of 
the MCC. The Fig. 1 illustrate our vision of the MCC that is 
composed by three layers: the first is the Device Layer (DL) 
composed by physical sensor and mobile devices. The second is 
the Cloudlet Layer (CL) that is composed from the network of 
Cloudlets, each Cloudlet may contain the VDRs, Virtual Service 
Representation (VSR), and local services. The third layer is the 
Internet Layer (IL) composed by the central Cloud that contains 
Cloud services and needed registries in addition to Internet 
services like the media sensors. 

Fig. 1. Global architecture 

In the CL, we define a networking infrastructure based on 
the NFV. As illustrated in Fig. 2, the device is connected to the 
VDR through a vRouter defined in (22) and a vSwitch defined 
in (19). The networking infrastructure is managed using the 
cloud orchestrator API, in our implementation model, we use 
OpenStack [20] that contains a powerful networking module 
called Neutron. Is module is based on Open vSwitch [21]. This 
implementation and provide a ReST [22] API for the creation 

𝐶𝑜𝑛𝑡𝑟𝑜𝑙 (𝑇𝑎𝑟𝑔𝑒𝑡, 𝑐𝑛𝑡𝑙, 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗ ) ≝ 

  𝑐𝑛𝑡𝑙𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑙𝑖𝑛𝑘). 𝑇𝑎𝑟𝑔𝑒𝑡 

|
𝑐𝑛𝑡𝑙𝑑𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑙𝑖𝑛𝑘). (𝜈 𝑝 )  

(𝐷𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑇𝑎𝑟𝑔𝑒𝑡, 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗, (𝜈 𝑝 ), 𝑙𝑖𝑛𝑘, 𝑂 ))

𝐷𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑇𝑎𝑟𝑔𝑒𝑡, 𝑜𝑙𝑑⃗⃗⃗⃗ ⃗⃗ , 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗, 𝑝𝑜𝑟𝑡, 𝑖 ) ≝

[𝑖 =  ‖𝑜𝑙𝑑⃗⃗⃗⃗⃗⃗ ‖](𝜆  𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗)𝑇𝑎𝑟𝑔𝑒𝑡       

|
[𝑜𝑙𝑑𝑖 =  𝑝𝑜𝑟𝑡]  

  𝐷𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑐, 𝑜𝑙𝑑⃗⃗⃗⃗ ⃗⃗ , 𝑎𝑑𝑟⃗⃗⃗⃗⃗⃗  ⃗, 𝑝𝑜𝑟𝑡, 𝑖 + 1 )

|𝐷𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑐, 𝑜𝑙𝑑⃗⃗⃗⃗ ⃗⃗ , 𝑛𝑒𝑤⃗⃗⃗⃗⃗⃗ ⃗⃗  𝑝̂𝑜𝑟𝑡, 𝑝𝑜𝑟𝑡, 𝑖 + 1 )
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and the managing of the provided virtual networking 
infrastructure. 

Fig. 2. Cloudlet structure and networking 

B. Mobile application offloading

As a part of our contribution with the Mobile Oriented
Cloudlet Protocol (MOCP), the formal definition of this paper 
focus on the communications especially used by the Core 
MOCP for the migration of the Apps from the physical device 
to the VDRs. Our implementation model, as illustrated in Fig. 3, 
extends the formal definition in (6) by adding technical details 
to the abstract definition. The two components of the VDR are 
the Device Descriptor that is modelled by the 𝐷𝑒𝑣𝐼𝑑 in (5) and 
the Virtual device is modelled in (8). The Backend app is 
modelled as the higher-order parameter 𝐵𝑎𝑐𝑘𝐸𝑛𝑑𝑃𝑟𝑜𝑐 in (7). 
The OSGi [23] container operations are considered as non-
observable operations.  

Our offloading approach differs from the actual overlays 
oriented [24] approaches. We consider the Backend application 
as an ACID service that can migrate from one host to another 
one. Our definition of the DVDR in (8) allows the ACID 
properties by isolating the Backend app in an atomic process, 
which runs that makes durable impact on the target VDR. These 
properties are extended to the implementation model by using 
the OSGi framework that isolates the class-loading inside the 
JVM and guarantees a strict lifecycle of the Backend app bundle. 
This lifecycle management guarantees the consistency of the 
service execution. The Apache Felix [25] OSGi implementation 
in used in our architecture due to an Android porting effort that 
Apache has been supporting since the version 1.3. This 
mechanism works with stateless Backend services that provides 
a response after for the Frontend Cloudlet Android Application 
Package (CAPK) request, and then requires no further attention. 
Regarding the stateful Backend service where subsequent 
Frontend CAPK requests depend on the results of the first 
request, they are more difficulties to manage because a single 
action typically involves more than one request. We thus need 
another isolation level in top of the OSGi.  

To address the issue of the state management, we use a 
chroot of ArchLinux that provides an additional layer of 
abstraction using the Docker package available with this 
distribution. We are working on the integration of Docker on 
Android to bypass the need of a chroot and to allow a native 
isolation support on Android. 

Fig. 3. DVDR implementation model 

V. CASE STUDIES

Our case of study aims to show the structural congruence 
between a Backend app offloaded in a VDR and the same 
backend app running in the device. Our objective is to illustrate 
that a Backend App (7) that runs in a VDR are identical up to 
structure parallel composition to the Backend App which runs in 
a mobile device. This result is obtained after the reduction of 
both systems to an identical system. 

A. Mobile device

We first define the terms 𝐹𝑟𝑜𝑛𝑡𝐸𝑛𝑑 which represents the
Frontend CAPK and 𝐵𝑎𝑐𝑘𝐸𝑛𝑑 which represents the Backend 
app used in our study. Those terms are composing the mobile 
devices defined in (26) and (27). 

The term 𝐹𝑟𝑜𝑛𝑡𝐸𝑛𝑑, defined in (24), is a model of a “web 
view” which sends messages to the Backend using the channel 
𝑤𝑠, once the response received from the Backend, the Frontend 
execute another iteration as a recursion. This term has also the 
𝑡𝑜𝑢𝑐ℎ channel as parameter to communicate with the user 
defined in (29). 

𝐹𝑟𝑜𝑛𝑡𝐸𝑛𝑑(𝑡𝑜𝑢𝑐ℎ, 𝑤𝑠) ≝  (𝜈 𝑐𝑏) 

𝑡𝑜𝑢𝑐ℎ(𝑒𝑣𝑒𝑛𝑡). 𝜏. 𝑤𝑠̅̅ ̅̅ 〈𝑒𝑣𝑒𝑛𝑡, 𝑐𝑏〉 

|𝑐𝑏(𝑟𝑒𝑠). 𝐹𝑟𝑜𝑛𝑡𝐸𝑛𝑑(𝑤𝑠) 

(24) 

The term 𝐵𝑎𝑐𝑘𝐸𝑛𝑑, defined in (25), react to the message 
sent by the Frontend. If the abstraction 𝑖𝑛𝑡𝑟𝑎 binds to the same 
channel as the parameter 𝑤𝑠, the Backend app is executed 
locally to the mobile device. Else, the Backend send a message 
containing a copy of itself to the corresponding VDR and 
terminate the local execution. The execution continues into the 
VDR after the offloading.  

𝐵𝑎𝑐𝑘𝐸𝑛𝑑(𝑤𝑠) ≝ (𝜆 𝑖𝑛𝑡𝑟𝑎) 

𝑤𝑠(𝑒𝑣𝑒𝑛𝑡, 𝑐𝑏). 𝜏 

. (
[𝑖𝑛𝑡𝑟𝑎 = 𝑤𝑠]. 𝑖𝑛𝑡𝑟𝑎̅̅ ̅̅ ̅̅ ̅〈 〉  

+ 𝑤𝑠̅̅ ̅̅ 〈𝐴𝑝𝑝((𝜆 𝑤𝑠)𝐵𝑎𝑐𝑘𝐸𝑛𝑑(𝑤𝑠))〉. ∅
) 

|𝑖𝑛𝑡𝑟𝑎( ). 𝜏. (𝜈 𝑟𝑒𝑠)𝑐𝑏̅̅ ̅〈𝑟𝑒𝑠〉 

(25) 

We define two parallel composition as models for the mobile 
devices. The first mobile device is defined in (26) as the parallel 
execution of a Frontend and a locally executed Backend. The 
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second mobile device is defined in (27) as the parallel execution 
of a Frontend and a Backend which is configured to be offloaded 
to the VDR. 

𝐷𝑒𝑣𝑖𝑐𝑒𝑙𝑜𝑐𝑎𝑙(𝑤𝑠, 𝑡𝑜𝑢𝑐ℎ) ≝ 

𝐹𝑟𝑜𝑛𝑡𝐸𝑛𝑑(𝑡𝑜𝑢𝑐ℎ, 𝑤𝑠)|(𝜆 𝑤𝑠)𝐵𝑎𝑐𝑘𝐸𝑛𝑑(𝑤𝑠)  (26) 

𝐷𝑒𝑣𝑖𝑐𝑒𝑅𝑒𝑚𝑜𝑡𝑒(𝑤𝑠, 𝑡𝑜𝑢𝑐ℎ) ≝ (𝜈 𝑙𝑜𝑐𝑎𝑙) 

(𝐹𝑟𝑜𝑛𝑡𝐸𝑛𝑑(𝑡𝑜𝑢𝑐ℎ, 𝑙𝑜𝑐𝑎𝑙)|(𝜆 𝑙𝑜𝑐𝑎𝑙)𝐵𝑎𝑐𝑘𝐸𝑛𝑑(𝑤𝑠))  (27) 

To keep the clarity of our specification, we omit the details 
of the definition of the term 𝐴𝑑𝑚𝑖𝑛, we define just the signature 
in (28). It is important to note that this term send all needed 
messages using the vector 𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ . It starts the networking 
infrastructure and the VDRs. 

𝐴𝑑𝑚𝑖𝑛(𝑤𝑠, 𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ ) ≝ ⋯ (28) 

The term 𝑢𝑠𝑒𝑟 defined in (29) represents a device user 
executing a single action by sending an event to the Frontend 
through the channel 𝑡𝑜𝑢𝑐ℎ that represents the device’s touch 
screen. We have defined a simple action for the user to have a 
system which can be reduced manually by a human is a 
reasonable time slot. 

𝑢𝑠𝑒𝑟(𝑡𝑜𝑢𝑐ℎ) ≝ (𝜈 𝑒𝑣𝑒𝑛𝑡)𝑡𝑜𝑢𝑐ℎ̅̅ ̅̅ ̅̅ ̅̅ 〈𝑒𝑣𝑒𝑛𝑡〉 (29) 

B. Systems

To verify the structural congruence, we define two systems
as parallel composition of the mobile user, mobile device, 
administrator, and the orchestrator. The term 𝑆𝑦𝑠𝑡𝑒𝑚𝑀𝑖𝑔 
defined in (30) represents the system that will give raise to a 
Backend offloading after some reductions. 

𝑆𝑦𝑠𝑡𝑒𝑚𝑀𝑖𝑔 ≝ (𝜈 𝑤𝑠) 

(

(𝜈 𝑡𝑜𝑢𝑐ℎ) (
𝑢𝑠𝑒𝑟(𝑡𝑜𝑢𝑐ℎ)

|𝐷𝑒𝑣𝑖𝑐𝑒𝑅𝑒𝑚𝑜𝑡𝑒(𝑤𝑠, 𝑡𝑜𝑢𝑐ℎ)
)

|(𝜈 𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ ) (
𝐴𝑑𝑚𝑖𝑛(𝑤𝑠, 𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ )

|𝑂𝑟𝑐ℎ𝑒𝑠𝑡𝑟𝑎𝑡𝑜𝑟(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ )
)

)

(30) 

The term 𝑆𝑦𝑠𝑡𝑒𝑚𝐿𝑜𝑐𝑎𝑙 defined in (31) represents the 
system that initiate a Backend after some reductions. 

𝑆𝑦𝑠𝑡𝑒𝑚𝐿𝑜𝑐𝑎𝑙 ≝ (𝜈 𝑤𝑠) 

(

(𝜈 𝑡𝑜𝑢𝑐ℎ) (
𝑢𝑠𝑒𝑟(𝑡𝑜𝑢𝑐ℎ)

|𝐷𝑒𝑣𝑖𝑐𝑒𝑙𝑜𝑐𝑎𝑙(𝑤𝑠, 𝑡𝑜𝑢𝑐ℎ)
)

|(𝜈 𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ ) (
𝐴𝑑𝑚𝑖𝑛(𝑤𝑠, 𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ )

|𝑂𝑟𝑐ℎ𝑒𝑠𝑡𝑟𝑎𝑡𝑜𝑟(𝑎𝑝𝑖⃗⃗⃗⃗ ⃗⃗ )
)

)

(31) 

C. Structural congruence

We have performed some computations steps to fully to
reach a stable system starting from 𝑆𝑦𝑠𝑡𝑒𝑚𝑀𝑖𝑔. We call this 
stable state reached after those reductions 𝑆𝑦𝑠𝑡𝑒𝑚𝑀𝑖𝑔′ where

𝑆𝑦𝑠𝑡𝑒𝑚𝑀𝑖𝑔
𝑡𝑜𝑢𝑐ℎ̅̅ ̅̅ ̅̅ ̅̅ ̅〈𝑒𝑣𝑒𝑛𝑡〉,…
→ 𝑆𝑦𝑠𝑡𝑒𝑚𝑀𝑖𝑔′.

We have applied the operation to the 𝑆𝑦𝑠𝑡𝑒𝑚𝐿𝑜𝑐𝑎𝑙. 
However, the reduction of this system is simpler by dint of no 
offloading related reductions. Also, we obtain 𝑆𝑦𝑠𝑡𝑒𝑚𝐿𝑜𝑐𝑎𝑙′

where 𝑆𝑦𝑠𝑡𝑒𝑚𝐿𝑜𝑐𝑎𝑙
𝑡𝑜𝑢𝑐ℎ̅̅ ̅̅ ̅̅ ̅̅ ̅〈𝑒𝑣𝑒𝑛𝑡〉,…
→ 𝑆𝑦𝑠𝑡𝑒𝑚𝐿𝑜𝑐𝑎𝑙′.

Only some bound names and non-observables actions 
composes the difference between the two reduced systems. We 
have thus find that 𝑆𝑦𝑠𝑡𝑒𝑚𝑀𝑖𝑔′  ≡ 𝑆𝑦𝑠𝑡𝑒𝑚𝐿𝑜𝑐𝑎𝑙′.

The structural congruence is commutative and associative. 
We can then write: 

given that 𝑆𝑦𝑠𝑡𝑒𝑚𝑀𝑖𝑔 ≡ 𝑆𝑦𝑠𝑡𝑒𝑚𝑀𝑖𝑔′

and 𝑆𝑦𝑠𝑡𝑒𝑚𝐿𝑜𝑐𝑎𝑙 ≡ 𝑆𝑦𝑠𝑡𝑒𝑚𝐿𝑜𝑐𝑎𝑙′

and 𝑆𝑦𝑠𝑡𝑒𝑚𝑀𝑖𝑔′  ≡ 𝑆𝑦𝑠𝑡𝑒𝑚𝐿𝑜𝑐𝑎𝑙′

then  𝑆𝑦𝑠𝑡𝑒𝑚𝑀𝑖𝑔 ≡ 𝑆𝑦𝑠𝑡𝑒𝑚𝐿𝑜𝑐𝑎𝑙 

(32) 

VI. CONCLISION AND FUTURE WORKS

In this paper, we present our formal definition of the MCC. 
This specification focus on the communications interactions on 
the MCC. Moreover,  architectural aspects dedicated to the 
realization of a MCC solution are described. The case studies 
proof the structural congruence between offloading and local 
execution of a mobile application and shows the transparency of 
the offloading in our MCC system. On our future work, we will 
focus on two aspects of the MCC. First one is a formal definition 
of a metric to define a unit to measure the applications migration. 
The second aspect is the definition of the data collection and 
algorithm to calculate the application offloading cost. 

DISCLAIMER  

Any mention of commercial products or organizations is for 
informational purposes only; it is not intended to imply 
recommendation or endorsement by the National Institute of 
Standards and Technology, nor is it intended to imply that the 
products identified are necessarily the best available for the 
purpose. The identification of any commercial product or trade 
name does not imply endorsement or recommendation by the 
National Institute of Standards and Technology, nor is it 
intended to imply that the materials or equipment identified are 
necessarily the best available for the purpose. Certain 
commercial entities, equipment, or materials may be identified 
in this document in order to describe an experimental procedure 
or concept adequately. Such identification is not intended to 
imply recommendation or endorsement by NIST, nor is it 
intended to imply that the entities, materials, or equipment are 
necessarily the best available for the purpose. 
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Abstract—We� consider� here� the� use� of� hovering� unmanned�
aerial� vehicles� (UAVs)� to� test� spectrum� sensing� capabilities� of�
Citizen’s Broadband Radio Service (CBRS) systems�at�3.5�GHz.��
Aircraft�transmit�synthesized�LTE�or�pulsed�radar�modulation�to�
excite� spectrum� sensing� nodes� on� the� ground.� This� kind� of� test�
could�be�useful�either�to�validate�a�system�during�development�or�
to�check�a�deployed�system�in�the�field.��Technical�challenges�that�
will� need� to� be� addressed� include� rotor� blade� effects� on� signal�
fidelity,� waveform� parameter� selection,� and� understanding� of�
positioning�estimation�and�control.
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Abstract—Linear dispersion codes (LDC) can support arbi-
trary configurations of transmit and receive antennas in multi-
input multi-output (MIMO) systems. In this paper, we investi-
gate two transmit diversity applications of LDC for orthogonal
frequency division multiplexing (OFDM) systems in order to
achieve space-time/frequency (ST/SF) diversity gains when trans-
mitting over time-/frequency-selective fading channels. LDC-
aided ST/SF-OFDM is flexible in configuring various numbers of
transmit antennas and time-slots or frequency-tones. Our results
show that the ST-OFDM scheme is sensitive to exploiting diversity
gains, subject to the impact of varying channel Doppler spreads;
while the performance of SF-OFDM is mainly subject to delay
spread. Particularly, when the transmitter employs more than
two antennas, the LDC-aided ST/SF-OFDM outperforms the
orthogonal block codes (e.g. Tarokh’s codes) aided ST/SF-OFDM,
when communicating over higher Doppler/delay spread.

I. INTRODUCTION

Multi-input multi-output (MIMO) [1] is a most attractive
multi-antenna technique that has been adopted by many emerg-
ing wireless communication standards, such as IEEE 802.11n
and 3GPP LTE, owing to the achievable antenna array, multi-
plexing, and diversity gain. In order to improve link reliability,
the diversity gain enabled at transmission can be exploited
by space-time coding, while the diversity gain achieved at
the receiver may benefit from maximum ratio combining
(MRC) [2]–[5]. These gains are obtained without increasing
the transmission power by employing multiple transmit and/or
receive antennas. Particularly, Hassibi’s linear dispersive codes
(LDC) [4], [6]–[8] allow arbitrary configurations in space-time
coding for high-rate MIMO transmissions.

Meanwhile, broadband communication plays an increas-
ingly important role in meeting the growing demand for
high-speed multimedia transmissions in our daily lives. How-
ever, when the bandwidth of a signal exceeds the coherent
bandwidth of the wireless channel, the small-scale fading
imposed on the signal becomes frequency-selective rather than
frequency-flat. Such a fading time-dispersion incurs inter-
symbol interference (ISI) to the air-interface and therefore
degrades the link performance [9]. Orthogonal frequency di-
vision multiplexing (OFDM) [10] is one of the transceiver
techniques designed to combat ISI. When the number of
subcarriers in OFDM is sufficiently larger than the number
of taps, the frequency-selective channel can be decomposed

into mutually independent frequency-flat fading channels on
each subcarrier with the aid of OFDM transmission. Moreover,
a center length of cyclic prefix (CP) or zero-padding (ZP)
should be inserted between any two adjacent OFDM blocks
to mitigate inter-block interference (IBI) incurred by multi-
path fading [11]. As a result, each received signal can be
recovered at the low-complexity single-tap equalizer without
inter-carrier interference (ICI), thanks to the orthogonality
between adjacent subcarriers with flat fading [12].

For transmit diversity aided MIMO systems, a simple time-
reversed space-time block coding scheme [13] was proposed in
the context of a broadband MIMO channel to combat ISI. Such
a large time-reversal frame requires slow channel varying,
which is not suitable for mobile wireless communications [9].
In [14], [15], the space-time block coding (STBC) including
the LDC schemes were investigated when communicating over
uncorrelated and correlated frequency-flat fading channels.
With the aid of a multi-antenna employed at the transmitter,
many of transmit diversity schemes have been invented to
combat the frequency-selective fading incurred by the high-
speed data rate and also achieve diversity gain at the same time
[16]–[19]. Specifically, the space-time block coding (STBC)
schemes that were used in frequency-flat fading channels may
be applied to each subcarrier to achieve space-time diversity
and combat channel time-dispersion [20]. In parallel, rather
than exploiting the achievable diversity by crossing spatial
antennas and time-slots, the alternative approach may benefit
from OFDM’s multi-carrier feature relying on so-called space-
frequency block coding (SFBC) schemes by exploiting the
diversity crossing transmit antennas and subcarriers [21]. A
further combined version of the above two schemes is known
as space-time-frequency block coding, which can exploit
diversity in all three domains [22]–[25]. Furthermore, the
authors in [25], [26] propose various LDC-aided OFDMs
to achieve space-frequency diversity for the constant fading
channel within a single OFDM block; while in [27] the LDC
is designed to obtain diversity from the time and frequency
domain rather than the spatial domain. However, to the best
of our knowledge, there has not been a comprehensive investi-
gation assessing LDC in space-time (ST) and space-frequency
(SF) diversigy gain impacts varying channel coherent times
and bandwidths.
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Fig. 1. Transmitter block diagram for transmit diversity aided OFDM

In this paper, we investigate transmit diversity for the
OFDM system by invoking LDC to take into account the
trade-off between ST and SF diversities. Our contributions are
highlighted as follows:

• We unify the analysing structure of transmit diversity
aided block codes in order to compare LDC with the
corresponding Alamouti’s code and Tarokh’s code [2],
[3] in diverse MIMO configurations.

• The LDC, Alamouti’s and Tarokh’s codes are applied to
OFDM in both the ST and SF approaches.

• Our results show that when the channel is constant
within the coherent time/bandwidth, the ST-OFDM or
SF-OFDM is capable of achieving full diversity gain in
space-time or space-frequency domains, respectively.

• We quantify the performance impact with varying
Doppler spreads. Results show that the ST-OFDM scheme
is sensitive to exploit diversity gains subject to the effect
upon varying channel Doppler spreads.

• In parallel, we examine the performance impacts owing
to varying numbers of paths in terms of delay spread. As
a result, the performance of SF-OFDM is mainly subject
to delay spreads.

• Compared to fixed orthogonal block codes, the LDC-
aided ST/SF-OFDM is flexible to configure various num-
bers of transmit antennas and time-slots or frequency-
tones.

• When a transmitter employs more than two antennas,
the performance of LDC-aided OFDM schemes is less
impacted by channel Doppler/delay spreads, as compared
with orthogonal block codes.

The rest of this paper is structured as follows. We firstly
elaborate on the transceiver system model of MIMO-OFDM
in Section II. The ST- and SF-oriented OFDM schemes that
achieve transmit diversity will be studied in Section III in
both the Alamouti’s and a LDC cases. We will present the
simulation results in Section IV, followed by closing remarks
in Section V.

II. SYSTEM MODEL

A. Transmitted Signal

The multi-antenna aided OFDM transmitter is shown in
Fig. 1. Specifically, the Nb-length binary source data bit
stream bbb = [bbbT

0 , bbbT
1 , · · · , bbbT

Ns−1]
T is fed into the M-ary

Gray labeled phase-shift keying (PSK) mapper transmitting
Q bits per symbol, where we have Ns = Nb/Q and M =
2Q. Moreover, the Ns-length modulated symbol sequence
sss = [s0, s1, · · · , sNs−1]

T is inputed into the transmit diver-
sity module C, which maps the symbols into NTx antennas

-PSK
d z FFT

y0

y1

P/S
y0

y1

-CP

-CPFFT
MLD

Fig. 2. Receiver block diagram for transmit diversity aided OFDM

and NT time-slots or NC subcarriers in terms of ST/SF
coding, which will be further detailed in Section III. The
nTx-th output ST/SF module containing the U -symbol block
xnTx = [xnTx,0, xnTx,1, · · · , xnTx,(U−1)]

T to be transmitted via
the antenna nTx is then converted from serial-to-parallel (S/P)
corresponding to U orthogonal subcarriers in the F-domain.
These U -symbols in xnTx are transformed by U -point IDFT
operation matrix FFFH

U [28] into T-domain at the t-th time-slot
for t = 0, 1, · · · , T − 1, expressed by

xxxnTx [t] = FFFH
NxnTx [t]

=
[
xnTx,0[t], xnTx,1[t], · · · , xnTx,(U−1)[t]

]T
, (1)

The CP is inserted at the beginning of xxxnTx [t] by copying the
last LCP elements of the xxxnTx [t], which results in the (U+LCP)-
element transmitted OFDM symbol block x̃̃x̃xnTx [t] at the t-th
time-slot via the nTx-th antenna.

B. Signal Representation at the BS Receiver

The multi-antenna aided OFDM receiver is shown in Fig. 2.
By satisfying the channel order L < LCP, after removing the
CP at the receiver, the equivalent U -element T-domain signal
block received at the t-th time-slot may be expressed as:

yyynRx [t] =

NTx−1∑

nTx=0

HHHnRx,nTx [t]xxxnTx [t] + nnnnRx [t], (2)

where HHHnRx,nTx denotes the U ×U -element T-domain circulant
matrix [28] holding the channel impulse response (CIR) be-
tween transmit and receive antennas nTx and nRx. In Eq. (2),
nnnnRx is the noise imposed at the nRx-th receiver antenna, each
element of which has a power of Nu = σ2

N.
Hence, after the U -point DFT transforming the signal yyynRx

into the F-domain, we have the equivalent symbol block given
by

ynRx [t] = FFFUyyynRx [t] =

NTx−1∑

nTx=0

HnRx,nTx [t]xnTx [t] + nnRx [t].

(3)

Since we have HHHnRx,nTx = FFFH
U HnRx,nTxFFFU according to [28],

the HnRx,nTx in Eq. (3) is a diagonal matrix with entries
hu,u (u = 0, 1, · · · , U − 1) representing the corresponding
F-domain channel transfer function on U subcarriers, leading
to a low-complexity one-tap channel equalization method. In
Eq. (3), we have nnRx = FFFUnnnnRx with Nu = σ2

N.
Furthermore, we reshape Eq. (3) into an NRx-length multi-

antenna received symbol vector for the u-th subcarrier at time-
slot t expressed by

y̌u[t] = Ȟu[t]x̌u[t] + ňu[t], (4)
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Fig. 3. Schematic diagram of space-time coded OFDM

where Ȟu[t] is a (NRx × NTx)-size MIMO-channel matrix
at time-slot t, in which the (nRx, nTx)-th entry denotes the
F-domain coefficients of HnRx,nTx on the u-th subcarrier;
x̌u[t] =

[
x0,u[t], x1,u[t], · · · , x(NTx−1),u[t]

]T is
NTx-antenna transmitted symbol vector in the F-
domain before IDFT at time-slot t. Additionally,
ňu[t] =

[
n0,u[t], n1,u[t], · · · , n(NTx−1),u[t]

]T is NRx-antenna
noise component added at receiver.

III. TRANSMIT DIVERSITY AIDED MIMO-OFDM
SCHEMES

In this section, we elaborate two transmit diversity aided
OFDM schemes, namely ST coded OFDM and SF coded
OFDM, respectively.

A. Space-Time Coded OFDM

In order to achieve the space- and time-diversity, the OFDM
may be ST-encoded in a subcarrier-by-subcarrier basis as
shown in Fig. 3. Specifically, a Ns-length symbol frame
sss is divided into U segments, and the u-th segment for
u = 0, 1, · · · , U − 1 contains Q symbols in sssu for the input
of ST encoder. The encoder employs specific ST algorithms
procuding the ouput frame for the nTx-th antenna having
T > 1 consecutive OFDM blocks xnTx [t] over time-slots
t = 0, 1, · · · , T − 1 in F-domain. For instance, the Alamouti’s
g2 ST [2] encoded OFDM blocks for NTx = 2, Q = 2 and
T = 2 may be expressed as





xnTx=0[t = 0] = [s0, s2, · · · , s2U−2]
T ,

xnTx=1[t = 0] = [s1, s3, · · · , s2U−1]
T ,

xnTx=0[t = 1] = −x∗
1[0],

xnTx=1[t = 1] = x∗
0[0],

(5)

where the u-th element in symbol vector xnTx [t] is conveyed
onto u-th subcarriers at time-slot t and emitted via antenna
nTx. Alternatively, when the Tarokh’s g4 ST [3] code is

invoked in OFDM for NTx = 4, Q = 4 and T = 8, we
have: 




x0[0] = [s0, s4, · · · , s4U−4]
T ,

x1[0] = [s1, s5, · · · , s4U−3]
T ,

x2[0] = [s2, s6, · · · , s4U−2]
T ,

x3[0] = [s3, s7, · · · , s4U−1]
T ,





x0[1] = −x1[0],
x1[1] = −x0[0],
x2[1] = −x3[0],
x3[1] = x2[0],




x0[2] = −x2[0],
x1[2] = x3[0],
x2[2] = x0[0],
x3[2] = −x1[0],





x0[3] = −x3[0],
x1[3] = −x2[0],
x2[3] = x1[0],
x3[3] = x0[0],





x0[4] = x∗
0[0],

x1[4] = x∗
1[0],

x2[4] = x∗
2[0],

x3[4] = x∗
3[0],




x0[5] = x∗
0[1],

x1[5] = x∗
1[1],

x2[5] = x∗
2[1],

x3[5] = x∗
3[1],





x0[6] = x∗
0[2],

x1[6] = x∗
1[2],

x2[6] = x∗
2[2],

x3[6] = x∗
3[2],





x0[7] = x∗
0[3],

x1[7] = x∗
1[3],

x2[7] = x∗
2[3],

x3[7] = x∗
3[3].
(6)

Furthermore, the LDC encoded OFDM block for the nTx-th
antenna on the u-th subcarrier at time-slot t = 0, 1, · · · , T −1
before IFFT operation is given by

xnTx [t] = [[BBBnTxsss0]t, [BBBnTxsss1]t, · · · , [BBBnTxsssU−1]t]
T , (7)

where BBBnTx is the linear dispersion matrix defined in [6] of
nTx-th antenna and
sssu = [suQ, suQ+1, · · · , s(u+1)Q−1]

T is the u-th input symbol
segment having a legnth of Q for u = 0, 1, · · · , U − 1. Then,
by using Eq. (1), the ST-OFDM symbols may be transmitted.

The detection of ST-OFDM receiver is also operated by
subcarrier-by-subcarrier basis. After the signal transformed
into F-domain by Eq. (4), we consider on the symbol blocks
over all T time-slots, having an equivalent F-domain signal
expression as

y
u

= Huxu + nu, (8)

where each component vector y
u

, xu and nu may

be expressed by au =
[
ǎT

u [0], ǎT
u [1], · · · , ǎT

u [T − 1]
]T ;

while the channel component matrix is given by Hu =[
ȞT

u [0], ȞT
u [1], · · · , ȞT

u [T − 1]
]T

.

B. Space-Frequency Coded OFDM

As shown in Fig. 4, another method to exploit the diversity
in both space and frequency is to invoke SF coding in OFDM
system [21]. Specifically, each consecutive Q elements of
frame sss are SF-encoded having NTx output blocks, each of
which is converyed into M ≤ U subcarriers within a single
time-slot, i.e. t = 0, T = 1. Hence, each OFDM block
requires N = U/M -set consecutive Q-symbol inputs in order
to crossing U subcarriers. For example, the Alamouti’s g2 style
SF-encoded OFDM blocks for NTx = 2, Q = 2 and M = 2
may be expressed as
{

xnTx=0[t = 0] = [s0, −s∗
1, s2, −s∗

3, · · · , sU−2, −s∗
U−1]

T ,
xnTx=1[t = 0] = [s1, s

∗
0, s3, s

∗
2, · · · , sU−1, s

∗
U−2]

T ,
(9)

where the u-th element in symbol vector xnTx [t] is conveyed
onto u-th subcarriers at time-slot t and emitted via antenna

Gharavi, Hamid; Hu, Bin; Zhang, Jiayi.
”MIMO-OFDM Transmissions Invoking Space-Time/Frequency Linear Dispersion Codes Subject to Doppler and Delay Spreads.”

Paper presented at IEEE-wcn.org/, Doha, Qatar. April 3, 2016 - April 6, 2016.

SP-39



s1 s0s3 s2s5 s4

suQ+1 suQ u=0,1,...,U-1

symbol frame s of length: Ns=UQ

s1,s0
STC

s3,s2
STC

s(U/2-1)Q+1,s(U/2-1)Q
STC

the u-th segment su length: Q=2
ant. 0 ant. 1

OFDM U subcarriers

u=0

u=2

u=U-2

u=U-1

t=0, T=1

u=0

u=U-1

u=1
u=1

u=2
u=3

u=3

u=U-2

Fig. 4. Schematic diagram of space-frequency coded OFDM

nTx. When the Tarokh’s g4 based SF code with NTx = 4,
Q = 4 and M = 8 is employed in OFDM, we have:





x0[0] = [s0, −s1, −s2, −s3, s
∗
0, −s∗

1, −s∗
2, −s∗

3, · · · ,
s∗

U−4, −s∗
U−3, −s∗

U−2, −s∗
U−1]

T ,
x1[0] = [s1, −s0, −s3, −s2, s

∗
1, −s∗

0, −s∗
3, −s∗

2, · · · ,
s∗

U−3, s
∗
U−4, s

∗
U−1, −s∗

U−2]
T ,

x2[0] = [s2, −s3, −s0, −s1, s
∗
2, −s∗

3, −s∗
0, −s∗

1, · · · ,
s∗

U−2, −s∗
U−1, s

∗
U−4, s

∗
U−3]

T ,
x3[0] = [s3, −s2, −s1, −s0, s

∗
3, −s∗

2, −s∗
1, −s∗

0, · · · ,
s∗

U−1, s
∗
U−2, −s∗

U−3, s
∗
U−4]

T ,
(10)

Moreover, the LDC encoded OFDM block for the nTx-th
antenna on the u-th subcarrier at time-slot t = 0 (before IFFT
operation) is given by

xnTx [t = 0] =
[
[BBBnTxsss0]

T , [BBBnTxsss1]
T , · · · , [BBBnTxsssN−1]

T
]T

,
(11)

where sssu = [suQ, suQ+1, · · · , s(u+1)Q−1]
T is the u-th input

symbol segment having a legnth of Q for u = 0, 1, · · · , U −1.
Consequently, by using Eq. (1), the SF-OFDM symbols can
be formed.

At the receiver side, the detection of SF-OFDM operates
in subcarrier group-by-group basis. Unlike the Section III-A,
after the signal transformed into F-domain by Eq. (4), the
symbol blocks for the n-th subcarrier group which cross over
subcarriers from nM to (n+1)M −1 for n = 0, 1, · · · , N −1
at time-slot t = 0 can be expressed by

y
n
[0] = Hn[0]xn[0] + nn[0], (12)

where each component vector y
n
[0], xn[0] and nn[0] can be

expressed by

an[0] =
[
ǎT

nM [0], ǎT
nM+1[0], · · · , ǎT

(n+1)M−1[0]
]T

; while
the channel component matrix is given by Hn[0] =[
ȞT

nM [0], ȞT
nM+1[0], · · · , ȞT

(n+1)M−1[0]
]T

.

TABLE I
SIMULATION PARAMETERS

Channel model time/frequency-selective
time-correlated Rayleigh fading

Bits per symbol Q = 1
Normalized Doppler frequency fND = 0.01, · · · , 0.1
No. of CIR paths L = 1, 2, 4, 8, 16
No. of subcarriers U = 128
No. of transmitter antennas NTx = 2, 4
No. of receiver antennas NRx = 1
No. of time-slots per code T = 2, 4, 8
No. of frequency-tone per code M = 2, 4, 8
No. of symbols per code Q = 2, 4

C. Maximum-Likelihood Detection

Based on Eqs. (8) and (12), the equivalent F-domain system
model for detection can be represented by [1]

y = HΞΞΞsssn + nn, (13)

where1 y = vec(y), H = III ⊗H is an equivalent channel ma-
trix with a size of (NRxT ×NTxT )-element for ST-OFDM and
(NRxM × NTxM)-element for SF-OFDM. Most importantly,
ΞΞΞ is referred to as the dispersion character matrix (DCM)
[1], defined by ΞΞΞ = [vec(BBB0)], vec(BBB1)], · · · , vec(BBBQ−1)].
sssn = [s0, s1, · · · , sQ−1]

T is the n-th segment of transmit
signal frame sss in Eq. (1). Additionally, nn = vec(nn).

Therefore, we obtain the estimated symbol vector ŝ̂ŝsn by
maximum likelihood (ML) detection expressed as [1]:

ŝ̂ŝs = arg{min(‖y − HΞΞΞaaa‖2)}, (14)

where aaa denotes all possible combinations of the Q transmitted
symbols in sssn.

IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, we evaluate the performance achieved by the
varying sets of simulation parameters, which are summarized
in Table I.

The BER performance results of ST and SF-oriented OFDM
invoking LDC (2122)2 or LDC (4144) upon varying the
number of normalized Doppler frequency fND are shown in
Fig. 5(a) and Fig. 5(b), respectively. Both LDC (2122) aided
ST-OFDM having NTx = T = Q = 2 and LDC (4144) aided
ST-OFDM associated with NTx = 4, T = 4, Q = 4 achieve
the best performance for fND = 0.01 when L = 4. At the
same time the performance degrades when fND increases up
to 0.06. This means the channel becomes even more time-
selective with the duration of whole ST-OFDM symbol period
for T = 2 and 4. By contrast, the performance of orthogonal
STBC (g4) aided OFDM for NTx = 4, T = 8, Q = 4 is
decreased when L = 4, due to doubling the time slots for
transmissing in comparison to the LDC (4144), upon varying
the fND from 0.01 to 0.06.

1We define the vec(·) operation as the vertical stacking of the columns of
an arbitrary matrix. III is a identity matrix with size of (T ×T ) or (M ×M).
otimes is a Kronecker product operator.

2We denote that LDC (NTx, NRx, T, Q) and (NTx, NRx, M, Q) for ST or
SF-encoded OFDM, respectively.
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Fig. 5. BER performance of MIMO-OFDM experiencing time-
selective fading in terms of varying Doppler spread.

Meanwhile, Fig. 5 also demonstrate that both the LDC and
orthogonal code aided SF-OFDM are capable of achieving a
constant performance in low delay spreads with the number
of CIR taps L = 4 without the impact of increasing fND.

Furthermore, the performance of ST- and SF-OFDM invok-
ing LDC (2122,4144) upon varying L is shown in Fig. 6.
As seen in this figure, the performance of SF-OFDM is not
impacted by the varying delay spreads for a given fND = 0.01.
However, SF-OFDM benefits frequency-diversity for neigh-
boring M subcarriers having correlated fading coefficients
associated with low frequency-selectivity with L = 1, 2, 4
for NTx = 2 and with L = 1, 2 for NTx = 4. Note that,
the performance degrades when increasing L. Particularly,
LDC (4144) aided SF-OFDM having M = 4 outperforms
orthogonal SFBC (g4) aided OFDM with M = 8 when
communicating over the frequency-selective fading channel of
L = 2, 4.
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Fig. 6. BER performance of MIMO-OFDM experiencing frequency-
selective fading in terms of varying delay spread (multipath).

V. CONCLUSIONS

In this contribution, we investigated ST- and SF-diversity
oriented OFDM systems invoking LDC, in order to study
the advantages and disadvantages of transmit diversity based
MIMO transmission over time-/frequency-selective fading
channels. Our results demonstrate that when the channel
is constant within the coherent time/bandwidth, ST- or SF-
OFDM is capable of achieving full diversity gain in ST or SF
domains. The ST-OFDM scheme is sensitive to exploiting di-
versity gains subject to the impact of varying channel Doppler
spreads; while the performance of SF-OFDM is mainly subject
to delay spread. Moreover, compared with the orthogonal
STBC/SFBC (g4), the LDC-aided ST/SF-OFDM is flexible in
configuring various numbers of transmit antenna and time-slots
or frequency-tones. When the transmitter employs more than
two antennas, the performance of LDC-aided ST/SF-OFDM
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schemes is less impacted by channel Doppler/delay spreads,
as compared with orthogonal block codes.

REFERENCES

[1] L. Hanzo, O. Alamri, M. El-Hajjar, and N. Wu, Near-capacity Multi-
functional MIMO Systems: Sphere-packing, Iterative Detection and
Cooperation. Wiley, 2009.

[2] S. M. Alamouti, “A simple transmit diversity technique for wireless
communications,” IEEE J. Sel. Areas Commun., vol. 16, no. 8, pp. 1451–
1458, Oct. 1998.

[3] V. Tarokh, H. Jafarkhani, and A. R. Calderbank, “Space-time block
codes from orthogonal designs,” IEEE Trans. Inf. Theory, vol. 45, no. 5,
pp. 1456–1467, Jul. 1999.

[4] B. Hassibi and B. M. Hochwald, “High-rate codes that are linear in space
and time,” IEEE Trans. Inf. Theory, vol. 48, no. 7, pp. 1804–1824, Jul.
2002.

[5] A. Paulraj, R. Nabar, and D. Gore, Introduction to Space-Time Wireless
Communications. Cambridge University Press, 2003.

[6] J. Heath, R. W. and A. J. Paulraj, “Linear dispersion codes for MIMO
systems based on frame theory,” IEEE Trans. Signal Process., vol. 50,
no. 10, pp. 2429–2441, Oct. 2002.

[7] N. Wu and H. Gharavi, “Asynchronous cooperative MIMO systems
using a linear dispersion structure,” IEEE Trans. Veh. Technol., vol. 59,
no. 2, pp. 779–787, Feb. 2010.

[8] N. Wu, S. Sugiura, and L. Hanzo, “Coherent versus noncoherent,” IEEE
Veh. Technol. Mag., vol. 6, no. 4, pp. 38–48, Dec 2011.

[9] C. Xu and H. Gharavi, “A low-complexity solution to decode diversity-
oriented block codes in MIMO systems with inter-symbol interference,”
IEEE Trans. Wireless Commun., vol. 11, no. 10, pp. 3574–3587, Oct.
2012.

[10] L. Hanzo, M. Münster, B.-J. Choi, and T. Keller, OFDM and MC-CDMA
for Broadband Multi-User Communications, WLANs and Broadcasting.
Wiley, 2003.

[11] B. Muquet, Z. Wang, G. B. Giannakis, M. de Courville, and P. Duhamel,
“Cyclic prefixing or zero padding for wireless multicarrier transmis-
sions?” IEEE Trans. Commun., vol. 50, no. 12, pp. 2136–2148, Dec.
2002.

[12] J. Zhang, L.-L. Yang, L. Hanzo, and H. Gharavi, “Advances in coop-
erative single-carrier FDMA communications: Beyond LTE-advanced,”
IEEE Commun. Surveys Tuts., vol. 17, no. 2, pp. 730–756, 2nd Quarter
2015.

[13] P. Stoica and E. Lindskog, “Space-time block coding for channels with
intersymbol interference,” in Proc. ACSSC 2001, vol. 1, Nov. 2001, pp.
252–256.

[14] A. Kuhestani and P. Azmi, “Design of efficient full-rate linear dispersion
space-time block codes over correlated fading channels,” IET Commun.,
vol. 7, no. 12, pp. 1243–1253, Aug 2013.

[15] A. Kuhestani, H. Pilaram, and A. Mohammadi, “Simply decoded ef-
ficient full-rate space-time block codes over correlated rician fading
channels,” IET Commun., vol. 8, no. 10, pp. 1684–1695, July 2014.

[16] G. Bauch, “Space-time block codes versus space-frequency block
codes,” in IEEE VTC2003-Spring, vol. 1, Apr. 2003, pp. 567–571.

[17] W. Zhang, X.-G. Xia, and K. Ben Letaief, “Space-time/frequency coding
for MIMO-OFDM in next generation broadband wireless systems,”
IEEE Wireless Commun. Mag., vol. 14, no. 3, pp. 32–43, Jun. 2007.

[18] L. Hanzo, Y. Akhtman, L. Wang, and M. Jiang, MIMO-OFDM for LTE,
WIFI and WIMAX: Coherent Versus Non-Coherent and Cooperative
Turbo-Transceivers. Wiley (IEEE Press), Oct. 2010.

[19] H. Gharavi and B. Hu, “Cooperative diversity routing and transmission
for wireless sensor networks,” IET Wireless Sens. Syst., vol. 3, no. 4,
pp. 277–288, Dec. 2013.

[20] G. Stuber, J. Barry, S. McLaughlin, Y. Li, M.-A. Ingram, and T. Pratt,
“Broadband MIMO-OFDM wireless communications,” Proc. IEEE,
vol. 92, no. 2, pp. 271–294, Feb. 2004.

[21] H. Bolcskei, M. Borgmann, and A. Paulraj, “Impact of the propagation
environment on the performance of space-frequency coded MIMO-
OFDM,” IEEE J. Sel. Areas Commun., vol. 21, no. 3, pp. 427–439,
Apr 2003.

[22] A. Molisch, M. Win, and J. Winters, “Space-time-frequency (STF)
coding for MIMO-OFDM systems,” IEEE Commun. Lett., vol. 6, no. 9,
pp. 370–372, Sept 2002.

[23] Z. Liu, Y. Xin, and G. Giannakis, “Space-time-frequency coded OFDM
over frequency-selective fading channels,” IEEE Trans. Signal Process.,
vol. 50, no. 10, pp. 2465–2476, Oct 2002.

[24] W. Su, Z. Safar, and K. Liu, “Towards maximum achievable diversity
in space, time, and frequency: performance analysis and code design,”
IEEE Trans. Wireless Commun., vol. 4, no. 4, pp. 1847–1857, Jul. 2005.

[25] J. Wu and S. Blostein, “High-rate codes over space, time, and frequency,”
in Proc. IEEE GLOBECOM 2005, vol. 6, Dec. 2005, p. 6.

[26] G. V. Rangaraj, D. Jalihal, and K. Giridhar, “Exploiting multipath di-
versity using space-frequency linear dispersion codes in MIMO-OFDM
systems,” in Proc. ICC 2005, vol. 4, May 2005, pp. 2650–2654.

[27] J. Wu and S. Blostein, “High-rate diversity across time and frequency
using linear dispersion,” IEEE Trans. Commun., vol. 56, no. 9, pp. 1469–
1477, Sep. 2008.

[28] L.-L. Yang, Multicarrier Communications. Wiley, 2009.

Gharavi, Hamid; Hu, Bin; Zhang, Jiayi.
”MIMO-OFDM Transmissions Invoking Space-Time/Frequency Linear Dispersion Codes Subject to Doppler and Delay Spreads.”

Paper presented at IEEE-wcn.org/, Doha, Qatar. April 3, 2016 - April 6, 2016.

SP-42



Microwave Radiometry of Blackbody Radiation
Dazhen Gu1, 2 and David K. Walker1

1National Institute of Standards and Technology, Boulder, CO USA
2Department of Electrical, Computer, and Energy Engineering, University of Colorado, Boulder, CO

dazhen.gu@nist.gov

Abstract—We outline the theoretical formulation of radiometry
of the free-space radiation emitted by a blackbody target.
Simulation shows a much smaller drop of radiation intensity
of a Lambertian source than that of an incoherent source in
the near-field region, indicative of a powerful influence produced
by the coherence property of the blackbody source. Further, the
coupling of the radiation to a radiometer is formulated by the
plane-wave scattering theory of the radiation field.

Index Terms—Calibration of remote sensing, coherence prop-
agation, electromagnetic radiation, microwave blackbody, plane-
wave expansion, thermal noise.

I. INTRODUCTION

Microwave radiometry has become more and more crucial
in remote-sensing instruments due to its significant role in
weather forecasting and climate studies. Nearly all the envi-
ronmental parameters observed by such systems are originally
represented by temperature, which is directly extracted from
total-power radiometer measurements. The measurement accu-
racy relies on the radiometric calibration, often including the
observation of two known thermal noise sources. One typical
configuration consists of a man-made blackbody target in
conjunction with the naturally accessible cosmic background.
The radiation from both sources are independently collected
through the front-end antenna of the radiometer to complete
a calibration.

On one hand, the radiation arising from the cosmic back-
ground is fairly well known to us. On the other hand, the
artificial blackbody usually possesses imperfect properties and
measurements of its radiation almost always take place in the
near-field (NF) region. As a consequence, precise knowledge
of the blackbody NF radiation has a preponderant impact on
calibration accuracy. In this paper, we furnish a theoretical
model of radiometric measurements of blackbody radiation
at close range. The radiation emanating from the blackbody
is modeled by coherence-propagation theory and the power
coupled to the antenna is based on the plane-wave scattering-
matrix theory.

II. PLANE-WAVE EXPANSION OF PRIMARY THERMAL
SOURCE

In general, blackbody sources can be compartmentalized
into two categories, namely a primary source and a secondary
source. Throughout this report, we concentrate on the primary
source, which often embodies a thermal object with ideal
emission characteristics. Handling the secondary source is
actually more straightforward and can be simply inferred from
the approaches in what follows.

Fig. 1. Illustration of a radiometer collecting radiation from a blackbody and
some notations for the plane-wave scattering matrix representing an antenna.

We consider that a radiometric receiver detects the radiation
from a planar source located at the plane z = 0, as shown
in Fig. 1. Although portrayed in a circular shape, the source
can have any arbitrary form. We first attempt to obtain the
“cumulative spectra” U of prescribed currents j in vacuum
[1]. It is well known that the vector potential A relates to j
by

A(r) = µ0

∫

A

j(r′)
exp(ik|r− r′|)

4π|r− r′| d2r′, (1)

where µ0 is the permeability of free space, r and r′ symbolize
the field and the source point, respectively. The integration is
carried over the area A occupied by the blackbody. With the
utility of the following identity

exp(ik|r− r′|)
ik|r− r′| =

1

2π

∫
exp (ik · (r− r′))

d2K

kγ
, (2)

the vector potential A can be represented in terms of the
cumulative spectra as

A(r) =
i

2πω

∫
U(k̂) exp(ik · r)

d2K

kγ
, (3)

where U is given by

U(k̂) =
µ0kω

4π

∫

A

j(r′) exp(−ik · r′)d2r′. (4)

Here, the wave vector k is composed of (αx̂+βŷ+γẑ) with
its transverse component K = αx̂ + βŷ and its unit vector
k̂ = k/k. After acquiring the expression of U(k̂), we next
obtain the plane-wave spectrum of the blackbody radiation
from the relation between the electric field E(r) and the vector
potential A(r)

E(r) = iω

(
A(r) +

1

k2
∇∇ ·A(r)

)
. (5)
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In view of (3) and (5), the plane-wave spectrum a(k̂) can be
conveniently expressed as

a(k̂) = (k̂k̂− I) ·U(k̂), (6)

where I is the unit dyad.

III. COHERENCE PROPERTY OF BLACKBODY RADIATION
SOURCE

In contrast to the customary postulation that blackbody
sources are of complete spatial incoherence, the correlation
distance is on the order of the radiation wavelength for any
blackbody source with its far-field (FF) radiation following
the Lambertian cosine law. In light of its coherence property,
the correlation tensor of the blackbody source at any pair of
points (r′1 and r′2) can be factorized into two terms under the
quasi-homogeneous condition [2]:

Wj(r
′
1, r
′
2) = Lj(

r′1+r′2
2 )Cj(r

′
2 − r′1)I, (7)

where Lj is the intensity distribution of j in the source plane
and Cj is the source correlation function.

In spite of a small value, the non-negligible correlation
length renders a remarkable influence on the radiation field
especially in the NF. In Fig. 2, we show the radiation intensity
normalized to its FF value as a function of the separation
distance for blackbody targets of various sizes. All the nor-
malized quantities approach 1 asymptotically and the target
with a smaller footprint appears relatively brighter in the NF.
Furthermore, the inset plot clearly indicates a pronounced
difference between a completely incoherent source and a
partially coherent source (the blackbody).

IV. ANTENNA COUPLING OF RADIATION

Without losing generality, an antenna can be characterized
by the receiving function s(k̂). Referring to Fig. 1, the
emergent wave amplitude b0 at the antenna feed is

b0 = ΓSa0 +

∫
s′(k̂) · a(k̂)

d2K

kγ
. (8)

This is equivalent to a source with a reflection coefficient ΓS
excited by a generated wave bG (the second term on the RHS
of (8)). Here, the receiving function is primed to distinguish its
translated position and rotated orientation (ra;R·x̂,R·ŷ,R·ẑ)
from the nominal (O; x̂, ŷ, ẑ). s′(k̂) relates to s(k̂) through

s′(k̂) = R · s(R−1 · k̂) exp(ik · ra). (9)

R is the transformation matrix pertaining to the Euler angle.
From the radiometric standpoint, the power received by the

radiometer can be found as

Prec =
1

2k2Z0

(1− |ΓL|2)|bG|2
|1− ΓLΓS |2

, (10)

where Z0 ≈ 377 Ω is the wave impedance in vacuum, ΓL
is the reflection coefficient looking into the radiometer from
the antenna feed. With (4), (6), and (8) at our disposal, the

Fig. 2. Normalized radiant intensity (z2 ·Sz) as a function of the separation
distance between the blackbody and the on-axis observation point (ra =
zẑ) for a target radius of 10λ, 15λ, 20λ, 25λ, and 30λ. The inset shows
the comparison between the incoherent source and the Lambertian source
(partially coherent) with a circular profile r0 = 25λ.

essential part of the received power can now be quantified by
the ensemble average:

〈b∗GbG〉 = π2k2µ2
0ω

2

∫
d2K1

kγ∗1

∫
d2K2

kγ2
(11)

s′∗(k̂1) · (k̂∗1k̂∗1 − I) · W̃j(−k̂1, k̂2) · (k̂2k̂2 − I) · s′(k̂2),

where W̃j is the Fourier transform of Wj in (7). So long as
the antenna receiving function (radiation pattern) is available
to us from simulation or measurements, the received power of
the radiometer can be predicted by numerical integration from
the closed form of (11). Although the computational cost may
seem unduly high, a variety of numerical techniques can be
applied to make the calculation feasible in some specialized
yet commonly encountered circumstances.

V. CONCLUSION

We have established the formulation of blackbody-radiation
radiometry in a rigorous way by using coherence-propagation
theory and plane-wave scattering theory. The power received
by a radiometer is closely tied to the coherence function of
the source current in the blackbody through the plane-wave
spectrum of the radiation field. The correlation distance at
a sub-wavelength scale produces a profound effect on the
radiation emerging from the blackbody source. Simulation
results including the NF coupling through antennas will be
reported at the conference.
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Abstract  —  This paper describes the development of a 
waveguide radiometer to measure noise from millimeter wave 
electronic components from 75 GHz to 110 GHz. The radiometer 
will estimate the noise temperature of a device under test (DUT) 
based on comparison with room temperature and 77K noise 
standards. This is a standard physical approach in other NIST 
microwave radiometers. The radiometer is particularly amenable 
to performing noise temperature as well as noise parameter 
measurements for amplifier and transistor characterization. As 
wireless communications progresses towards millimeter wave 
systems, noise characterization of related components and 
subsystems becomes essential. We report our progress in 
radiometer design, construction and verification for millimeter 
wave noise metrology at NIST.   

Index Terms — Noise metrology, radiometry, millimeter waves, 
WR10 band, waveguide radiometer 

I. INTRODUCTION

The thermal noise metrology project at NIST in Boulder has 
a long history of applying radiometry to noise temperature 
measurement. These endeavors have ranged from lab-based 
metrology stations for the characterization of electronic noise 
emitted from active and passive components to blackbody 
reference targets for satellite-based microwave remote 
sensing. The present WR10 radiometer development reflects a 
renewed emphasis in electronic component and circuit noise 
characterization. This is in part due to a recent mandate to 
support advanced wireless communications.  

A radiometer estimates object temperature by comparing the 
radiation it receives from this object with one or more 
standards. For our lab-based WR10 radiometer, the object is a 
one-port electronic DUT. As in other NIST microwave 
radiometers [1], DUT noise is compared to noise from a room 
temperature and a liquid-nitrogen-boiling-point standard using 
the same calibrated receiver. Each noise source is switched 
into the receiver input as shown in Fig.1.  

Usually the DUT is a diode that is designed for enhanced 
noise output. Once the noise spectrum from this diode is 
characterized with the radiometer, two-port electronic 
components such as waveguide amplifiers and filters can be 
inserted between this DUT and the radiometer receiver. In this 
configuration, the diode’s noise can provide a unique source 
of broadband simultaneous frequency excitation.  

When measuring noise power, the assumption of linearity is 
maintained by nibbling a broad noise spectrum in short 

enough spectral segments to accurately estimate temperature 
across any peaks. With short enough spectral segments the 
ratio of the power to the bandwidth of these segments defines 
their local temperature [2]. Broadband noise from each source 
is downconverted in spectral segments that range from 10 
MHz to 1 GHz wide. Noise power measurement per segment 
is slow enough to assume that equilibrium has been reached. 

Peaks in the noise spectrum of an electronic device 
represent non-thermal variations in temperature. A focus on 
these peaks may provide useful information about the 
interplay between materials, structure and circuit topology. 
These effects are often attributed to circuit nonlinearity and 
intermodulation distortion. Injected noise may provide a much 
more thorough way to explore these energy dependencies. We 
proceed with the WR10 radiometer development by assuming 
that its characterization as a linear network, described above, 
remains a valid basis for observing non-thermal variations.  

Kang et al recently reported a WR10 radiometer relying on 
the same physical approach of estimating DUT temperature 
based on room temperature and 77K noise standards [3]. Our 
design uses the same tuned RF receiver architecture and its 
characterization relies on the same theory outlined over the 
last 50 years. We do allow for two paths to contrast balanced 
versus sub-harmonic mixing, but the basic differences in 
sensitivity and accuracy between our radiometer and other 
modern designs will likely be small. The specific difference 
for our work comes from applying this hardware to two-port 
component testing and from a focus on noise spectral features 
for what they reveal about component performance. As a 
specific example, a well-characterized noise diode would 
provide a signal source to the input of a broadband signal 
amplifier DUT. The tuned receiver parses emissions from this 
DUT into short IF spectral segments. In this way DUT 
sensitivity to the simultaneous excitation of one to many 
simultaneous instantaneous frequencies (wavelets) in the 
WR10 band would be revealed in comparison with DUT noise 
at the same bias without noise diode excitation. The average 
noise level between these would be normalized, accentuating 
peaks and valleys. Radiometer characterization for standard 
operation remains fundamental to making such measurements 
and we plan to fully report on this at the conference. Beyond 
this, we hope to report on one such two-port DUT experiment 
performed at narrow IF bandwidth. 
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II. WR10 RADIOMETER  

A. Design 

The WR10 radiometer relies on swapping in temperature 
standards, TRT and TCT, as well as the DUT, TDUT, with a 4-
port rotary waveguide switch in order to piece out 
representative noise spectra about a given frequency in the 
WR10 band by mixing and IF filtering through a shared signal 
path. Our radiometer allows for downconversion through a 
balanced mixer or a 1/3 sub-harmonic mixer with a second 4-
port rotary waveguide switch in order to compare these. 
Receiver operating temperature of 23.0o C ± 0.5o C will be 
maintained with water cooling. However, during this initial 
checkout phase, components operate from 22.0o C to 24o C.  

B. Components and Characterization 

Noise temperature standards in Fig.1 are: a WR10 matched 
load TRT, a NIST custom cryogenic standard TCT that operates 
at the boiling point of liquid nitrogen, 77 K ± 1 K [4] and a 
device under test TDUT , often a noise diode.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1  Architecture of WR10 switching radiometer. 
 

We have two diode noise sources to verify the performance 
of the WR10 radiometer over its operational life. The vendor 
specifies these to have an excess noise ratio (ENR) of 12 dB 
with ± 3 dB flatness across the band. As part of initial testing, 
the input was switched between these two noise diodes and the 
matched termination, directly measuring power for these 
connections at the point “test” in Fig. 1 with a WR10 power 
sensor and no added filtering. The direct ratios of measured 
power between each diode and the matched termination 
provide ENR estimates of 8.0 dB and 8.5 dB, respectively. 
Two amplifiers, each with an average noise figure of 5.5 dB 
(per the vendor’s specification) are concatenated to make up 
the 44 dB gain stage in Fig.1. Considering this noise figure 

and overall amplification, preliminary ENR measurements are 
reasonable. These results confirm operation of each diode and 
the amplifier chain. Next steps will be to characterize the gain 
and noise of the amplifiers in the 44 dB chain in order to de-
embed accurate ENR values for these noise diodes, and to 
measure with short spectral segments using each mixer path, 
in order to see ENR variations. 

Balanced mixer conversion loss was measured with LO 
consistently offset by 100 MHz from the RF. RF and LO 
power were monitored with couplers in these paths with these 
couplings accounted for. Measured IF power is shown offset 
by +15 dBm in Fig.3. Note that the LO signal is between -2 
dBm and +2 dBm while the RF signal is between -10 dBm 
and -13 dBm in Fig.3. The vendor specifies an LO drive 
power of between 2 dBm and 4 dBm and an RF signal level of 
around -10 dBm to limit conversion loss to no more than 12 
dB. Fig. 2 shows conversion loss of 12 dB or less up to ~108 
GHz even at the low LO and RF powers of our initial tests.  

III. CONCLUSIONS 

We will report on further progress towards the full WR10 
radiometer system characterization and implementation at the 
conference. 

 

 

 

 
 
 
 
 
 
 
 
 
Fig. 2.  Balanced mixer conversion loss for the above input powers 
and with sinusoidal LO less than sinusoidal RF by 100 MHz. 
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Abstract—A complete characterization of multiple-device wire-
less interactions must include data relatable to the electro-
magnetic field radiated by each device under test (DUT). If
these field sources are separable in time or frequency, they
can be demultiplexed with a single probe antenna and time
gating or bandpass filtering. Spectrum-sharing coexistence test-
ing, however, may deal with simultaneous co-channel radiation.
Communication channels may realize orthogonality in signal
modulation or coding, for example, instead of time or frequency.
These signals need an alternative to time or frequency as a basis
to discriminate between signals in tests.

We explore here distributed multi-probe detection as a means
to address this problem. Simultaneous coherent detection of
quadrature baseband at multiple probes provides degrees of
freedom necessary to decompose modulated signals with different
origins in space. The approximately deterministic simple prop-
agation behavior in an anechoic chamber allows us to estimate
channel delay, phase shift, and attenuation parameters between
each combination of probes and DUTs. These parameters are
sufficient to extrapolate a transfer matrix across frequency
that we invert to compute a weighting matrix that deembeds
the received superposition of DUT waveforms. We demonstrate
experiments that demultiplex three DUTs: a 802.11n Wi-Fi link
pair and a source of LTE traffic, all in overlapping channels
near 2.4 GHz. The demultiplexed channels show clearly the
channel occupancy of each DUT without time-gating or frequency
filtering.

I. INTRODUCTION

Industry and government are developing technology, stan-
dards, and regulation policy to share spectrum allocations at
the desirable frequencies below 6 GHz. The results of this
work include the proposed Citizen’s Broadband Radio Service
(CBRS) near 3.5 GHz [1], IEEE 802.22 in TV whitespace
bands [2], [3], and the well-known industrial, scientific, and
medical (ISM) bands around 900 MHz, 2.4 GHz and 5.8 GHz.
Increasing access to this spectrum presents an opportunity to
increase wireless data network capacity if existing incumbent
users can be protected from interference.

At its most basic, a spectrum sharing scheme needs to
enable some type of separation of communication channels
separable between different systems. Common mechanisms in
ISM bands include frequency hopping and spread spectrum.
Television whitespace use includes adaptive access by cogni-
tive radio and a centralized database to minimize interference
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Fig. 1. Spatial demultiplexing (“DEMUX”) decomposes a waveform received
from multiple transmitter DUTs. The reference input waveform is defined at
the reference port connected to probe 1. Coherent baseband receivers at probes
2 through K provide the additional necessary input degrees of freedom.

with regional television broadcasting. The proposed CBRS
creates an elaborate three-tier sharing scheme built around
a centralized spectrum access system (SAS) that coordinates
use by non-government tiers [4]. Many approaches to adaptive
spectrum access that use spectrum sensing may need to co-
exist, including combinations of physical orthogonality (time,
frequency, space, or polarization) and/or signal orthogonality
(like modulation or coding).

Spectrum-sensing and adaptive approaches like those above
require tight coordination — ensuring proper radiation from
each spectrum-sharing device becomes vitally important. Im-
proper transmissions could be the result of product imple-
mentation errors, misconfiguration, or abuse, and may de-
grade communication network availability, data throughput,
and latency. The modulation radiated by each transmitter
is therefore exactly the fundamental quantity that needs to
be captured to test coexistence. This means demultiplexing
the signals superimposed over the air into separate channels,
even when every radiator transmits different signals that are
simulataneously in the same frequency band.

Current standards for over-the-air testing in the electromag-
netic compatibility (EMC) and communication communities
often approach measurements at the high and low extremes
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DUT 1

DUT L-1

DUT L

Test zone

(...)

Probe 1 (reference probe)
Probe 2

(...)

Probe K-1

Probe K

Fig. 2. Example distribution of probe antennas and DUTs in the test zone.
They are presumed motionless during test. For demultiplexing, K > L.

of the networking stack. A high-level network performance
measurand, or Key Performance Indicator (KPI), is what is
observable by the user, often throughput or latency [5]. Re-
search and standardization efforts may lead to shared-spectrum
KPI tests that point directly to problems that noticeable to end-
users and network operators (perhaps the network is “slow”
or “won’t connect”), but not diagnostic data to troubleshoot
underlying causes. Low-level physical signal measurands re-
lated to timing, modulation, or power are the usual way to
diagnose problems at the device level. How do we apply
these methods to over-the-air spectrum sharing tests if they
all summed together when they arrive at our signal analyzer?

We propose in this paper a technique to separate baseband
waveforms detected from multiple co-channel DUTs, illus-
trated in Figs. 1 and 2. We establish a two-parameter matrix
model to extrapolate multichannel anechoic interactions across
frequency (Section II). We develop a method to estimate these
parameters from measured data, and invert the probe matrix
over frequency to determine probe weights that demultiplex
the DUTs (Section III). Last, we demonstrate application to
coexistence work by demultiplexing coexisting LTE and Wi-Fi
signals (Section IV).

II. MULTICHANNEL SYSTEM MODEL

This section defines the physical model and notation that
underlie the rest of the paper. We reduce the interactions
between each probe-DUT pair across a band of interest to
a propagation delay and a complex response coefficient.

The environment is an anechoic chamber like the one illus-
trated in Fig. 2. There are K probe antennas, each connected
to a separate channel of a coherent measurement receiver.
The receiver acquires complex in-phase and quadrature (IQ)

baseband waveforms on all of K channels simultaneously. The
test zone in the center of the chamber has L < K DUT
transmitters that, during tests, may potentially all transmit
simultaneously at the same frequencies.

A. CW Signaling Case - Arbitrary Scattering Environment

First consider an unknown quiet scattering environment. For
this subsection only, assume the lth DUT radiates continuous-
wave (CW) with magnitude and phase represented voltage
phasor V DUT

l . The wave propagates to each of the K receive
ports, scaled by transmit-to-receive (DUT-to-probe) response
coefficient hkl. The transmit-receive transfer function en-
capsulates all linear single-frequency attenuation and phase
shift: propagation, scattering, impedance mismatch, antenna
transduction, receiver frequency response, etc. The component
of the voltage phasor received at the kth probe from lth DUT is
represented by the phasor Vkl. The wave undergoes linear and
time-invariant propagation with added receive channel noise,
Nk:

Vkl = hklV
DUT
l + Nk. (1)

We need an equation in terms of probe (not DUT) voltages
for over the air (OTA) tests. To this end, define the receive
transfer function as relative to a reference probe defined at
k = 1: V1l = h1lV

DUT
l . Solve for V DUT

l and substitute into (1)
to find

Vkl =
hkl

h1l
V1l + Nk = HklV1l + Nk. (2)

The response coefficient Hkl = hkl/h1l for h1l �= 0 relates
received phasors, independent of the magnitude or phase of the
transmitter. It is no longer strictly a transfer function, because
it only relates received signals.

Now let all transmit devices excite CW at the same fre-
quency. Each receive channel is related to the reference receive
channel by weighted superposition of each reference antenna
transmitter component l:

Vk =
L∑

l=1

HklV1l + Nk. (3)

This is equivalent to matrix multiplication,

V = HV1 + N. (4)

Here V is the 1 × K row vector of probe receive phasors Vk;
H is the K ×L probe response matrix with elements Hkl; V1

is the 1×L row vector comprising the demultiplexed voltages
at the reference probe, V1l; and N is the 1 × K row vector of
independent and identically distributed (i.i.d.) receive channel
noise samples Nk.

The phasor could be normalized as a node voltage in simulation or
microwave parameter system like pseudowaves for measurement [6]. The
choice of pseudowaves leads to response functions that are a subset of
(K + L)-port scattering parameters.
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B. Modulated Case - Free Field Environment

Each DUT is a communication device, not a swept-
frequency CW test instrument; we need to model the channel
response for modulated signals. The model will stay tractable
in our test scope by exploiting the free-field propagation
approximated by the anechoic chamber.

The ideal transmit-receive response in the the (k, l)th pair
in free space is [7]

hkl(ω) =
1

rkl

Kk

AFDUT
kl AFkl

ejk0rkl . (5)

The variables are AFDUT
kl , the complex-valued [8] antenna

factor of the DUT antenna l toward the receive antenna k;
AFkl, the complex-valued antenna factor of the receive antenna
k toward the transmit antenna l; rkl, the separation distance
between the (k, l)th probe-DUT pair; Kk, a calibration factor
encapsulating physical constants and corrections for hardware
losses and receiver equalization in the receive path of the kth

probe; and k0 = 2π/λ0, the free-space wavenumber.
The receive impulse response between the kth probe and the

1st probe, with the TEM phase relation ωτkl = k0rkl, is

Hkl(ω) =
hkl(ω)

h1l(ω)
=

τ1l

τkl

Kk

K1

AFDUT
1l

AFDUT
kl

AF1l

AFkl
ejω(τkl−τ1l)

≈ Hkle
jωΔτkl . (6)

The complex transfer coefficient Hkl encapsulates all of the τ ,
K, and AF terms, which we assume to be frequency-invariant.
Each (k, l)th probe-DUT response is therefore assumed to be
a delay Δτkl in addition to the complex response coefficient
Hkl. These two parameters are also the basis of delay-and-
sum beamforming [9], though we use it in this paper to excite
a mode in the center of the test zone, not form a beam.

The response Hkl(ω) still fits nicely into a matrix equation.
The dependence on frequency means (4) now has to be
evaluated at each frequency:

V(ω) = H(ω)V1(ω) + N(ω). (7)

Moving forward, practical use of this expression will depend
on determining the delays and response coefficients that char-
acterize H(ω).

If a calibrated reference probe is available, we can simi-
larly demultiplex the incident co-polarized electric field over
frequency, E1l(ω). The complex antenna factor needs to
be known the direction toward each DUT, AF1l, with any
necessary impedance and level adjustments K1:

E1l(ω) = K1AF1l(ω)V1l(ω). (8)

C. Error Sources

The two-parameter delay and weight model in (6) and (7)
requires that a Δτkl exists that leaves Hkl invariant across
the detection bandwidth. This requires ideal reflectionless
transverse electromagnetic (TEM) propagation like the ideal
free field.

For each DUT l,
transmit PRBS

DUT l

(...)

Vl1 Vl2 VlK

Compute each
sample

cross-covariance
sequence, 

Rkl

Interpolate
time scale
200x finer
Rkl  RklRecord each

probe response

Estimate each relative
probe-DUT

time delay, kl

kl = argmax|Rkl|
^

^
Estimate each
probe-DUT

transfer coefficient, Hkl

_

Hkl =
argmax|Rkl|
argmax|R1l|

_̂

Fig. 3. Summary of the transfer matrix estimation process.

An anechoic chamber approximates this behavior, but other
effects arise as error sources, including 1) Reflection inter-
actions in the test zone, 2) Non-TEM near-field interactions
for small rkl/k0, or 3) frequency variation in the ratios
AFDUT

kl /AFDUT
1l , AFkl/AF1l, and Kk/K1. The principal impact

of these errors on our demultiplexing process is distorted
crosstalk between output channels.

III. PROBE WEIGHTING

This section details detection and least-squares weighting
estimation that we use to demonstrate implementing demulti-
plexing in this paper. The process is summarized in Fig. 3.

A. Acquiring Alignment Waveforms
All receive channels acquire and store a detection trace

composed of M samples of complex IQ baseband voltage
at sampling period Ts. Samples are time-synchronized and
phase-locked. Sample acquisition occurs at t[m] = mTs for
each Vkl[m].

The procedure for collecting channel response calibration
data is as follows. At each DUT for l = {1, 2, ..., L},

1) Disable all DUTs.
2) Transmit a pseudo-random bit sequence from the lth DUT
3) Simultaneously acquire the receive waveform on all re-

ceive channels, V1l[m], V2l[m], . . . , VKl[m].
The process results in one M -sample trace for every transmit-
receive pair. The Vkl[m] are the complete set of calibration
data.

B. Probe Response Alignment

We need to estimate Ĥkl and Δ̂τkl from the alignment
data, which we will use to extrapolate the transfer matrix
H. The process proposed here was developed intuitively, and
is therefore almost certainly suboptimal. Significant improve-
ment may be achieved in further efforts in the future.

The sample cross-correlation sequence Rkl[m] between the
kth and 1st probe channels excited by the lth DUT iswith
respect to the reference antenna is

Rkl[n] =
M∑

m=1

(V1l[m]∗)Vkl[m + n] (9)

= F−1
{
F (Vk1[m])

∗ F (Vkl[m])
}

. (10)
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Fig. 4. Example probe channel parameter estimation values taken for DUT
1 (the Wi-Fi AP) from the interpolated cross-correlation sequence R̃k1.

where F{·} denotes discrete Fourier transform and indices n
correspond with time lag τ [n].

The peak of |Rkl[n]| is located near the delay we wish
to estimate, Δτkl. Digitization results in a quantization error
bounded by ετ = ±Ts, resulting in a frequency-domain phase
progression error Δφ. The worst case is |Δφ| = 180◦ at
the acquisition band edges. To mitigate this we upsample
Rkl[n] to produce an oversampled R̃kl[n] on a new time grid
τ̃ [n] = Ti/Tsτ [n]. If Rkl[n] has even symmetry about its peak
(as under the idealized conditions of Section II), upsampling
reduces the maximum phase error to |Δφ| = (Ti/Ts) × 180◦.
We fix the oversampling factor to Ti/Ts = 1/1000 in this
work to keep |Δφ| well below 1◦ across the band.

Each delay pair is estimated by the correlation peak,

Δτ̂kl = argmax
τ̃

∣∣∣R̃kl[n]
∣∣∣ . (11)

This is the discrete naïve cross-correlation method of [10]
(sampling period Ti). Further robustness to noise may be
realized in the future by implementing the complete cross-
correlation method from the same source.

We estimate the weight parameter at the corresponding
magnitude peaks:

Ĥkl =

R̃kl

[
argmax

n

∣∣∣R̃kl[n]
∣∣∣
]

R̃1l

[
argmax

n

∣∣∣R̃1l[n]
∣∣∣
] . (12)

Figure 4 demonstrates the process with data from Section IV.

C. Demultiplexing to Separate DUTs

Now let all DUTs transmit to begin testing. Each measure-
ment receiver channel acquires Mtest samples. Each transfer
function estimator behaves as

Ĥkl(ωn) = Ĥkl exp(−jωnΔ̂τkl). (13)

The sampling rate can be different from that used to estimate
the delay and weighting coefficients in (11)-(12).

Fig. 5. Our demonstration test used K = 4 probes (connected to a 4-channel
vector signal transceiver) to demultiplex L = 3 DUTs: a pair of Wi-Fi devices
and a signal generator sending PRBS LTE.

TABLE I
DUT PARAMETERS

DUTs 1 and 2 (Wi-Fi)
Protocol standard 802.11n

Channel center frequency 2.442 GHz
Channel bandwidth 20 MHz

Transmit power setting 20 dBm
Antenna type 3 cm monopole

Transport UDP
Maximum transport unit 1500 bits

Data payload Unknown

DUT 3 (LTE Downlink Generator)
Protocol standard LTE FDD
Center frequency 2.453 GHz

Bandwidth 20 MHz
Modulation type 64QAM

Transmit power setting 19 dBm
Antenna type 3 cm monopole
Data payload PRBS

The probe weighting matrix from (7) is related to the probe
response matrix by inverse:

V̂1(ωn) = Ĥ
+
(ωn)V(ωn)

= Ŵ(ωn)V(ωn), (14)

where (·)+(ωn) is matrix pseudo-inverse [11] computed at
each ωn. Since each Hkl is normalized to h1l, each Ĥ1l = 1,
and there is no information in the first row of H. Therefore,
H1l = 1 has rank K − 1, and K ≥ L + 1 receive channels
are necessary to demultiplex L transmitters.

The time domain baseband can be recovered by IFFT for
each row of V̂1(ωn).

IV. APPLICATION TO A COEXISTENCE TEST

We demonstrate here the results of an initial experiment
with this technique applied to LTE and Wi-Fi coexistence.

A. Test Setup

Figure 5 shows the semi-anechoic chamber configured for
a Wi-Fi and long-term evolution (LTE) coexistence test.

Like Fig. 2, the DUTs are near the center of the chamber,
and the probes are located around the perimeter. This topology
provides line-of-sight between each pair of DUTs and main-
tains the standard practice of the test zone at the center of
the chamber for the DUTs [12]. Separation between DUTs
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TABLE II
DETECTION SYSTEM PARAMETERS

Probes 1-4
Antenna type LPDA

Manufacturer-specified antenna factor |AFkl| = 46 m−1

2:1 VSWR bandwidth 600 < f < 6000 MHz

Acqusition
Number of channels 4

Center frequency fc = 2.45 GHz
Sampling rate 1/Ts = 60 MHz

Acquisition count M = 106

Sample size 32 bits
Cross-correlation interpolation factor Ts/Ti = 1000

is approximately 1 m, and each probe is approximately 1.5 m
from the nearest DUT. The short D = 3 cm dipoles make these
separations much greater than 2D2/λ.’

Detailed DUT and probe system parameters are in Tables
I-II. The probe antennas are all the same make and model
of log-periodic dipole antenna (LPDA). Their manufacturer
specifies 5 dBi of gain at boresight and linear polarization.
Each is oriented to include all DUTs within ±45◦ of boresight
at approximately vertical polarization (co-polarized with the
DUTs).

Each Wi-Fi DUT is commercial development board hard-
ware with the same make and model. One is configured as an
802.11n access point (AP), and the other is an 802.11n client.
A software interface running on a laptop outside the chamber
controls the devices during test. We use a bandwidth test mode
to radiate by generating uplink (client-to-AP) or downlink
(AP-to-client) traffic. These are actual 802.11n devices that
use clear channel assessment to sense spectrum; at this close
range we expect they will reliably wait to transmit until LTE
vacates the channel.

A commercial radio frequency (RF) signal generator instru-
ment excites a carrier modulated with LTE. The modulation
data load is PRBS traffic on 10 resource blocks. We pulse the
LTE signal at 10 ms period at 50% duty cycle to leave vacant
time on the channel for the Wi-Fi system. The signal generator
synthesizes the LTE without feedback from the channel, so
only the Wi-Fi devices have the sensing information for
opportunistic channel use in this test.

B. Calibration Self-Validation

We implemented the probe response alignment described
in Section III, and applied the demultiplexing procedure to
the original alignment data (baseband traces for each of the
3 DUTs radiating alone). This serves as a validation step,
checking that power is dominated by the diagonal terms.

The results are in Fig. 6. Ideally, each lth DUT waveform
would appear only at the lth demultiplexer output, and only
noise at the other outputs. The crosstalk level averages 21 dB
below the desired signal in its column. This figure of merit
is the isolation, and needs to be high enough to help a
measurement instrument or post-processing tool decode the
information transmit by each DUT. The isolation contributes
to the dynamic range of demultiplexed detection.

Fig. 6. Demultiplexed and residual cross-talk spectra, shown with total
channel power. The average cross-talk level is 21 dB below the desired
“through” channel (the diagonal plots in the grid).

TABLE III
CHANNEL UTILIZATION RATES DECOMPOSED BY DUT

Wi-Fi AP Wi-Fi Client LTE Empty
802.11n downlink test 31% 3% 50% 16%
802.11n uplink test 4% 30% 50% 16%

C. Device-by-Device Channel Occupancy Tests

One use of the demultiplexed output in this application
is to study the channel utilization by each DUT jointly
over time (during simultaneous co-channel operation). We ran
two scenarios to demonstrate this idea, shown in the power
envelopes of Fig. 7: a Wi-Fi uplink test with LTE interference,
and a Wi-Fi downlink test with LTE interference. For clarity,
power levels are averaged in 100 μs bins. Each set of plots
shows the three DUT output channels, plus the “no demux”
raw data received at the reference antenna for comparison. We
emphasize that no spectral filtering or time gating has been
applied here to separate the channels.

The principal remaining uncertainty for estimating channel
occupancy here is whether a waveform feature is produced
by cross-talk the indicated DUT. Figure 6 suggests that the
strongest residual cross-talk will be from the Wi-Fi AP channel
to the Wi-Fi Client channel. This holds true in both scenarios
of Fig. 7. Therefore, assuming that each DUT power envelope
at this time-scale is fully “on” or “off,” we can define an
occupancy power threshold above the cross-talk level for
each channel. Moving one-by-one by output channel, we can
decompose total channel occupancy by device, even during
co-channel transmission. These data are shown in Table III
(averaged over one 10 ms on-off period that we applied to the
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(a) 802.11n downlink test with LTE downlink interference

(b) 802.11n uplink test with LTE downlink interference

Fig. 7. The demultiplexed signal envelopes of multiple spectrum-sharing
DUTs in two spectrum-sharing coexistence test scenarios. Spatial demulti-
plexing divided the raw probe data (violet) into separate channels (red, green
blue), the waveform components detected from each DUT.

LTE). In each case, the Wi-Fi sender channel occupancy is
about 30%, in contrast with the receiving device at 3% to 4%.
The LTE generator occupies the channel at a fixed 50% rate
as configured on the instrument.

Channel occupancy for multiple co-channel DUTs demon-
strated here could be difficult to determine (or define) from test
data without demultiplexing. Are the dips in the raw data near
5.5 ms an instance of destructive interference from a collision
event, or a feature of a single DUT? Answering this question
would need a priori information about the constituent signals.
However, the demultiplexed outputs show straightforwardly
that the dip is a feature of the LTE waveform.

V. CONCLUSION

We demonstrated spatial demultiplexing of co-channel ra-
diators for testing spectrum sharing and wireless coexistence.
The implementation is a simple multiple-input multiple-output

(MIMO) receiver. More study will be needed to characterize
the processing impacts on the fidelity of the demultiplexed
receive channels. Modulation and protocol analysis software
may then be able to decode the waveforms for protocol-level
insights into a spectrum-sharing scenario.

The data here was post-processed in the frequency domain.
However, similar performance might be realized in real-time
digital signal processing by developing of a suitable frac-
tional delay filter. The demultiplexing technique could then
be integrated aboard a multi-channel detection instrument by
including “calibration” or “alignment” feature determine probe
weightings. The most challenging practical aspect here may
be controlling the DUTs to obtain a channel alignment signal;
consumer devices are typically designed to transmit only as
part of bi-directional communication with a larger network.

We were careful here to discuss the process and results in
terms of detection. Developing this technique into a proper
measurement tool will require significant effort in uncer-
tainty analysis for each demultiplexer output channel. This
will require characterizing and propagating uncertainty arising
from sources such as reflections in the test zone, detector
nonlinearity, and antenna responses that do not fit the time
delay and coefficient model.
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Abstract  —  We developed models for Type-N coaxial vector 
network analyzer (VNA) calibration kits within the NIST 
Microwave Uncertainty Framework. First, we created physical 
models of commercially-available standards that support 
multiline thru-reflect-line (TRL) and open-short-load-thru 
(OSLT) calibrations, and included error mechanisms in each of 
the standards’ constituent parameters that were utilized in the 
NIST Microwave Uncertainty Framework to propagate 
uncertainties. Next, we created a measurement-based model of a 
commercial electronic calibration unit (ECU) by characterizing 
the scattering parameters of its internal states with a multiline 
TRL calibration.  Finally, we calibrated a network analyzer using 
the three calibration methods, and compared measurements, 
including uncertainties, made on a number of verification 
devices. We show that the three calibrations agreed to within 
their respective uncertainties. 

Index Terms — calibration, coaxial, electronic calibration unit, 
physical models, uncertainty, vector network analyzer, 
verification. 

I. INTRODUCTION

The multiline, thru-reflect-line (TRL) calibration [1] is 
perhaps the most fundamental and accurate vector network 
analyzer (VNA) calibration for coaxial circuits. Multiline TRL 
calibrations measure the propagation constant of the line 
standards so that the characteristic impedance can be 
transformed to a selected reference impedance, and offer high 
bandwidth and accuracy through the use of multiple 
transmission-line standards.  However, a set of coaxial lines, 
some relatively long, is required to obtain a wide-band 
measurement. Coaxial airlines also require considerable care 
to ensure good connections without damaging the standards. 
Furthermore, a set of lines can be costly, and measurements 
are time-consuming.  

Other types of VNA calibrations make use of compact, 
lumped-element standards, the most common being open-
short-load-thru (OSLT) and line-reflect-match (LRM) 
methods [2]. They provide calibration procedures that are 
easier to perform, oftentimes at the cost of lower accuracy. 

 Over the years, electronic calibration units (ECUs) have 
become a viable alternative to the aforementioned methods. 
First proposed in 1993 [3], these units provide the advantage 
of requiring only one connection and are capable of rapidly 
switching among a large variety of reflection coefficients and 
low-loss transmission coefficients. Recently, newer 
commercial units have been shown to be stable enough to be 
used in place of mechanical verification artifacts [4, 5]. 

In this paper, we utilize the NIST Microwave Uncertainty 
Framework [6-10] to develop physical models of 
commercially available Type-N multiline TRL and OSLT 
coaxial calibrations kits, and then use the multiline TRL 
calibration to create a traceable measurement-based model of 
an ECU. The NIST Microwave Uncertainty Framework 
utilizes parallel sensitivity and Monte-Carlo analyses, and 
enables us to capture and propagate the significant S-
parameter measurement uncertainties and statistical 
correlations between them [11]. By identifying and modeling 
the physical error mechanisms in the calibration standards, we 
can determine the statistical correlations between both the 
scattering parameters at a single frequency and uncertainties at 
different frequencies. These uncertainties can then be 
propagated to measurements of the devices under test. In the 
following sections, we describe our methodology in further 
detail, and compare measurements and uncertainties made on 
a number of verification devices.  

II. MODEL DEVELOPMENT

We began by modeling the multiline TRL calibration 
standards (an offset short, and five airlines of varying lengths) 
for purposes of determining uncertainties. Table I lists the line 
lengths and associated uncertainties for the multiline TRL 
standards, and Table II lists the other sources of uncertainty 
for the standards. Our values and distributions of the 
uncertainties come from a variety of sources, including 
manufacturers’ specifications and an IEEE standard [12]. 

The NIST Microwave Uncertainty Framework was 
employed to construct models for the calibration standards. 
The airline and offset-short standards were modeled with 
closed-form expressions for coaxial lines of finite metal 
conductivity [13]. The framework was also used for 
automatically propagating the uncertainties to the calibrated 
verification devices in conjunction with the calibration engine, 
StatistiCAL™ [14, 15], which utilizes a “mix-and-match” 
philosophy to VNA calibrations. 

Next, the OSLT standards were modeled with the values 
and uncertainties listed in Tables II and III. We modeled the 
load standard as a simple 50 Ohm resistor after observing that 
the magnitudes of the measured reflection coefficients for both 
the male and female connectors were less than -30 dB at most 
frequencies. The offset lengths of the open and short standards 
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were estimated from the respective phase delays measured 
with the multiline TRL calibration. 

 Finally, we created a measurement-based model of our 
ECU by characterizing the S-parameters of its internal states 
with a multiline TRL calibration. The added complication here 
was that our airlines had male connectors on both ports, so a 
male-to-male adapter was required to measure the insertable 
ECU. We then de-embedded the calibrated adapter to properly 
characterize the ECU. 
 
Table I. Lengths and uncertainties of the Type-N TRL 
standards. 

  
 

Line Designation 
 

 
Length (mm) ± Uncertainty 

(Distribution) 
 

 
Airline 1 
Airline 2 
Airline 3 
Airline 4 
Airline 5 

Offset Short 
 

 
36.966 ± 0.005 (Rectangular) 
43.472 ± 0.005 (Rectangular) 
49.959 ± 0.005 (Rectangular) 
56.442 ± 0.005 (Rectangular) 
99.904 ± 0.005 (Rectangular) 
18.955 ± 0.005 (Rectangular) 

 
 
Table II. Physical error mechanisms of the Type-N standards. 

  
 

Mechanism (units) 
 

 
Value ± Uncertainty 

(Distribution) 
 

 
Inner Cond. Diameter (mm) 
Outer Cond. Diameter (mm) 

Pin Diameter (mm) 
Pin Depth (mm) 

Metal Conductivity (S/m) 
Relative Dielectric Constant 

Dielectric Loss Tangent 
 

 
3.04 ± 0.0026 (Rectangular) 
7.0 ± 0.0051 (Rectangular) 

1.651 ± 0.0127 (Rectangular) 
0.051 ± 0.051 (Rectangular) 

7.9×106 ± 4×106 (Rectangular) 
1.000535 ± 0 

0 ± 0 

 
Table III. Physical error mechanisms of the Type-N OSLT 
standards. 
  

 
Mechanism (units) 

 

 
Value ± Uncertainty 

(Distribution) 
 

 
Male Open Offset Length (mm) 

Female Open Offset Length (mm) 
Open Conductance (1/Ω) 
Open Capacitance (pF) 

Male Short Offset Length (mm) 
Female Short Offset Length (mm) 

Short Resistance (Ω) 
Short Inductance (nH) 
Load Resistance (Ω) 

Load Inductance (nH) 

 
6.504 ± 0.005 (Rectangular) 
1.944 ± 0.005 (Rectangular) 

0 ± 0 
0 ± 0 

5.321 ± 0.005 (Rectangular) 
0.000 ± 0.005 (Rectangular) 

0 ± 0 
0 ± 0 

50.0 ± 0.1 (Rectangular) 
0.0 ± 0.1 (Rectangular) 

 

III. MEASUREMENT COMPARISON 

Once the multiline TRL, OSLT, and electronic calibration 
standards were defined, we used the three sets of standards to 
calibrate the measurements of verification devices for 
comparison purposes. Once again, for the TRL calibration, the 
calibrated adapter was required for measuring the insertable 
devices. Figures 1-5 show calibrated S-parameters and 
corresponding 95 % confidence bounds calculated from the 
sensitivity analysis performed in the NIST Uncertainty 
Framework for a 20 dB attenuator, a 50 dB attenuator, an 
airline, and a Beatty line. Dashed curves in the figures 
correspond to confidence bounds. 

In each of the figures, the three calibrated measurements 
agreed to within their respective uncertainties at most 
frequencies, although the OSLT-calibrated measurements 
were visibly noisier. The uncertainties of the OSLT-calibrated 
measurements were also larger in general. For instance, the 
mean confidence intervals for |S21| of the 20-dB attenuator 
were approximately ± 0.07 dB with multiline TRL, ± 0.15 dB 
with OSLT, and ± 0.07 dB with the ECU.    

  

 
  

Fig. 1. Comparing measurements and 95% confidence 
intervals of the airline’s transmission coefficients. 

   

   

Fig. 2. Comparing measurements and 95% confidence 
intervals of the 20 dB attenuator’s transmission coefficients. 
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Fig. 3. Comparing measurements and 95% confidence 
intervals of the 50 dB attenuator’s transmission coefficients. 

Fig. 4. Comparing measurements and 95% confidence 
intervals of the Beatty line’s transmission coefficients. 

Fig. 5. Comparing measurements and 95% confidence 
intervals of the Beatty line’s reflection coefficients. 

IV. CONCLUSIONS

We have developed physical and measurement-based 
models of Type N coaxial calibration kits for vector network 
analyzers that support multiline TRL, OSLT, and electronic 
calibrations within the NIST Microwave Uncertainty 
Framework. The verification devices measured with the three 
calibration approaches agree to within their respective 
uncertainties. Although other sources of uncertainty may be 
included in a final uncertainty analysis, we believe these 
minor additions will not significantly affect the overall 
uncertainties. 

The principle advantage of characterizing an ECU and 
providing uncertainties is that the unit can be used as a 
working set of standards that requires only a single connection 
to calibrate the VNA, saving both time and wear-and-tear on 
the VNA test ports as well as the TRL and OSLT standards. 
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ABSTRACT
In this paper, we address the issue of how to leverage Wi-Fi
Direct (as an outband solution) to enable the Device-to-
Device (D2D) communication that can offload massive data
traffic from the LTE (Long Term Evolution)-based cellular
network and support other applications. Particularly, we
develop a clustering-based scheme that automatically finds
the best candidates to remain connected to the LTE net-
work while the rest of the devices can be disconnected di-
rectly from the LTE-based cellular network. By doing so,
we can reduce the signal interference, increase the average
throughput and spectral efficiency of the network, and also
reduce unnecessary data traffic that can be transmitted lo-
cally by D2D communications instead of going through the
LTE-based cellular network. Devices in established clus-
ters can indirectly communicate with the LTE network via
the cluster head, which can be dynamically selected and re-
mains connected to the LTE network directly. Using the
real-world cellular data collected from a public database re-
lated to the deployment of LTE networks, we show the effec-
tiveness of our proposed scheme in traffic offloading in the
cellular network. We also discuss how to use our developed
techniques to support Internet-of-Things (IoT) applications
such as smart grid communications.
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1. INTRODUCTION
Generally speaking, D2D communication refers to a tech-

nology that empowers devices (User Equipments (UE), smart
meters, sensors, etc.) to send and receive data directly with-
out going through the core wireless network infrastructure
via base stations (or access points) [3]. The D2D commu-
nication can be either inband or outband. Inband refers to
the case where the D2D communication utilizes the same
spectrum that devices use to communicate to the base sta-
tion, while the outband D2D communication refers to the
case where the spectrum used for D2D communication does
not coincide with the one used by base station communica-
tion. Wi-Fi Direct [1] is one known outband D2D commu-
nication technology, which operates at Industrial, Scientific
and Medical (ISM) radio bands. Notice that the question
of how to effectively share spectrum resources and overcome
interferences from devices (UE, smart meters, sensors, base
stations, etc.) remains a challenging issue in inband D2D
communication.

In this paper, we focus on the investigation of the outband
D2D communication technique and demonstrate its feasibil-
ity by offloading traffic in cellular networks and supporting
other applications. Our paramount contributions are listed
as following.

First, we outline our developed clustering-based scheme to
enable the D2D communication for devices that are close to
each other. In this way, massive traffic can be transmitted
via D2D communication in local areas and traffic transmit-
ted via the core cellular network can be reduced. The main
idea behind the clustering scheme is to create small Wi-Fi
networks for communications between devices in local areas
while these devices remain connected indirectly to the cellu-
lar network via the head of the clusters. Within each cluster,
the cluster head directly connects to the LTE network and
is dynamically selected based on various factors (quality of
reception, bandwidth, etc.).

Second, having implemented Wi-Fi Direct as an outband
solution for enabling D2D communication within a simu-
lated LTE network, we demonstrate the effectiveness of our
scheme via a case study: offloading traffic in the cellular net-
work as an example. We leverage the Vienna LTE-A system
level simulator [12]1 and have collected real-world deploy-

1Certain commercial equipment, instruments, or materials
are identified in this chapter in order to specify the exper-
imental procedure adequately. Such identification is not
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ment information of base stations via OpenCellID website
[5]) to demonstrate the effectiveness of our proposed scheme.
The experimental data shows that our developed scheme can
be used to significantly improve the network performance
by offloading traffic in the cellular network. Our proposed
scheme is generic, and can be applied to support other types
of wireless networks and other applications. We discuss how
to use our developed scheme to extend the performance im-
provement to smart grid communications.

The remainder of the paper is organized as follows: We
introduce the background and related work in Section 2. In
Section 3, we present our schedule in detail. In Section 4,
we show the experimental results to validate the effectiveness
of our proposed scheme in offloading traffic in the cellular
network. We conclude the paper in Section 5.

2. BACKGROUND AND RELATED WORK
In this section, we give the background and related work

of D2D communication and Wi-Fi Direct.

2.1 D2D Communication
D2D communication in LTE networks refers to directly

routing data traffic among mobile User Equipment (UEs)
when UEs are close to each other. By doing so, network
performance measured by energy efficiency, throughput, de-
lay, as well as spectrum efficiency can be improved. Such a
communication technique has been considered as a viable so-
lution to deploy the cellular network infrastructure in rural
areas, support public safety applications when the network
infrastructure breaks down during a disaster, and support
the monitoring and control of numerous applications (smart
grid, etc.). For example, in a public safety application, when
a disaster strikes, the mobile devices of emergent response
personnel can directly communicate with each other via D2D
communication so that the data traffic on the wireless net-
work raised by growing traffic demands can be offloaded, or
in the event that wireless infrastructure is not even available.

There have been a number of research efforts on develop-
ing D2D communication techniques to improve the spectral
efficiency of wireless networks [9, 4]. Sharing a widely used
spectrum in the cellular network (also called inband D2D
communication) can be problematic because of the interfer-
ence between the communication spectrum used for both
D2D communication and cellular communication. Notice
that the inband D2D communication in cellular networks
requires additional efforts and changes to the components
of cellular networks. Also, how to efficiently manage the
shared spectrum allocated for D2D communication remains
an open issue. In contrast, because the cellular network uses
a different spectrum from the D2D communication, interfer-
ence will not occur.

With respect to outband-based D2D communication tech-
niques, unlicensed spectrum is commonly used for support-
ing the communication of D2D links. In these techniques,
while no interference issue exists between D2D communi-
cation and cellular communication, mobile devices are nor-
mally required to have an extra wireless communication in-
terface to support the different wireless communication im-

intended to imply recommendation or endorsement by the
National Institute of Standards and Technology, nor is it in-
tended to imply that the materials or equipment identified
are necessarily the best available for the purpose.

plementations (Wi-Fi Direct [6, 2], ZigBee [13], Bluetooth
[10], etc.) through an unlicensed spectrum.

2.2 Wi-Fi Direct
Wi-Fi Direct is a Wi-Fi standard, which tends to enable

wireless devices to easily connect with each other without
the support of wireless access points [1]. Wi-Fi Direct can
negotiate the link with a Wi-Fi management system, which
assigns each device a wireless Access Point (AP) (known as
Software Access Point (Soft AP)). By using Soft AP, a Wi-
Fi Direct-enabled device becomes multi-role, hosting small
networks and clients of other Wi-Fi networks, and supports
multi-hop communication. By using multi-hop technology in
Wi-Fi Direct-enabled networks, the coverage of a small local
network can be easily extended by adding another device
to the network. The throughput of Wi-Fi Direct-enabled
networks can be enhanced due to shorter communication
hops required to send and receive data. In addition, the
battery life of devices will be extended due to low power for
data transmission between nearby devices even though the
destination of the data is far away.

In our proposed clustering-based scheme in Section 3, we
assume that all UEs support Wi-Fi Direct and every cluster
is a Wi-Fi Direct network with a mesh-based topology to
support multi-hopping data transmission. Also, after clus-
tering and selecting the head of the cluster, every cluster is
connected to the cellular network via the head of the cluster.

3. CLUSTERING-BASED D2D SCHEME
In this section, we first give an overview of our clustering-

based D2D scheme and then present the detailed design and
workflow of our proposed scheme.

3.1 Overview
To reduce the traffic overload in the network and improve

the bandwidth efficiency, D2D communication is an effec-
tive solution to offload traffic from the cellular network and
utilize the network resources more efficiently. Recall that
in this paper, we consider the use of Wi-Fi Direct as an
outbound solution to provide D2D communication, which
requires fewer changes in the LTE-based cellular network.
By using Wi-Fi Direct and transmitting data locally among
nearby mobile users, we can offload data traffic from the
cellular network and prevent interference to cellular users as
the Wi-Fi Direct and cellular network operate in different
frequency bands. By doing so, the available bandwidth for
each mobile user can be increased by offloading the local
data traffic from the global cellular network. The local data
can be transmitted in a multi-hop manner in Wi-Fi Direct
networks, where each UE requires a low transmission power
to send and receive data, via a multi-hop fashion even when
the source and destination of the data are significantly far
away in the same Wi-Fi Direct network.

The D2D communication in a mesh-based Wi-Fi Direct
network (denoted as cluster) not only provides improved
coverage because of multi-hop data forwarding, but also en-
hances the throughput of the network due to shorter hops
and extend battery life because many users and meters are
located nearby each other. Nonetheless, if any UE requires
data to be transmitted globally, the head of the cluster in
the Wi-Fi Direct network can provide the communication
to the cellular network indirectly based on the Wi-Fi direct
network that it is already connected to.
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Figure 1: Discovering Neighbours (Discoverer UE in
Blue, Neighbours in Range in Green, Out-of-Range
Neighbours in Grey)

To enable the D2D communication in the cellular network,
we propose a clustering-based scheme, which creates clusters
for small Wi-Fi Direct networks. All the UEs within each
cluster can directly and indirectly communicate with each
other and transfer data without necessarily going through
the core cellular network. In each cluster, the node that
remains directly connected to the cellular network is the
head of the cluster, which is dynamically selected based on
the quality of reception, bandwidth, and other factors. In
the following, we explain how the clustering-based scheme
gathers the statistical data, creates the clusters, merges the
clusters, and then selects the heads for clusters.

3.2 Cluster-Based D2D Communication
The main idea behind the proposed clustering method is

to enable the local D2D communication so that each UE
can communicate with other UEs based on established small
mesh-based Wi-Fi networks dedicated for D2D communica-
tion among UEs while these UEs remain connected indi-
rectly to the LTE network via the head of the cluster. In
each cluster, the node that remains directly connected to
the LTE network is defined as the head of the cluster, which
is dynamically selected based on the quality of reception,
bandwidth and other metrics.

Our developed clustering scheme consists of the following
steps:

Step 1. Discovering devices and finding the nearest neigh-
bours: The first step gives UEs that have the Wi-Fi Direct
capability a way to discover each other, as well as services
that they support. For example, a UE with Wi-Fi Direct
capability can see all compatible devices in a given area
and then narrow down the list of devices that enable the
Wi-Fi Direct D2D communication. Mobile users can decide
whether to join the clustering service or not by turning the
service on and off on their UE. In the simulation tool that
we used [12], as there was no Wi-Fi Direct feature provided,
we have implemented a module to define the Wi-Fi range
for each UE and perform the discovery. We assume that
all discovered UEs are willing to join the D2D-based com-
munication based clusters created. To simulate the Wi-Fi
discovery process and obtain a list of available neighbours
for each UE, we create a discovery list that can store up to
256 neighbours for each UE. As shown in Figure 1, every
neighbour is listed in each UE record only when it is located
within the Wi-Fi range of the current UE. The discovery
list is generated based on the distance between the current
UE and their neighbours, considering the maximum Wi-Fi
range given prior to the simulation.

Step 2. Creating clusters for D2D communication: Once
the UE that has not joined a cluster has generated a list of
discovered nearby devices using the Wi-Fi Direct discovery
service, the clustering process begins. Every UE starts from

the beginning of the discovery list and creates a new cluster
of its own if the UE and its neighbours in the discovery list
have not already been assigned to one cluster. Otherwise,
every UE will join all the clusters it finds in the discovery list
that its neighbours have already connected to. For example,
if UE1 has three UEs (UE2, UE3 and UE4) in its discovery
list and none of them has yet joined any cluster, the UE1

will create a new cluster and allow its three neighbours to
join. On the other hand, if any of the three UEs (say UE3)
has already connected to a cluster, UE1 will not create a new
cluster, but instead will join all of the same clusters as its
neighbors. By doing so, the UE can join multiple clusters at
a same time. Then, later in the merging process, all clusters
that are sharing UEs will be merged and become one cluster.

Step 3. Merging clusters: When a UE is joined to more
than one cluster, all those clusters could be merged into
one cluster. By broadcasting the cluster information, it is
possible to let the head of each cluster know that a new
UE has joined multiple clusters. Then, the head of clusters
can proceed another round of the head election process and
one of them becomes the head of the newly formed merged
cluster. Figure 2 illustrates an example of merged clusters
in regions. As we can see from this example, the Wi-Fi
coverage of every UE is portrayed in green circles. Wherever
these circles intersect each other, a cluster is created and
starts to grow until there are no more circles close enough
to expand the cluster any more. In one case, several small
clusters could be created inside another cluster and those
clusters remain unmerged as there is no UE in between to
connect these clusters.

The clustering-based D2D communication in the cellular
network needs to be periodically updated due to the fact
that mobile users could change their locations dynamically.
As a result, the selection process of the new head of cluster
needs to be conducted periodically. Since UEs are mobile,
they may lose connection from one cluster and join another
cluster. Consequently, the clustering and role changing op-
erations must be performed continuously for each cluster as
well. On one hand, two or more clusters may be merged be-
cause of those clusters are close enough. On the other hand,
one cluster could be broken into two or more clusters be-
cause UEs may go far enough as a group (or alone) to lose
connection from the original cluster and then create their
own clusters. In addition, even in some cases there may be
a few small clusters (inner clusters) created inside a larger
cluster (outer cluster) as the inner clusters cannot reach any
of UEs associated with the outer cluster. In Figure 3, we
show a black arrow pointing to an inner cluster that can-
not merge with the outer cluster unless some of UEs from
either inner or outer clusters move toward the UEs from an-
other cluster and make a D2D connection available. Once
this bridge connection is established, the inner cluster will
merge into the outer cluster.

Step 4. Indirect LTE connection: To reduce the data traf-
fic load of the cellular network, the local data traffic associ-
ated with UEs can be transmitted via D2D communications
within the clusters. Since we do not want to completely re-
move the UEs from the LTE network, we select one of the
UEs in each cluster that is denoted as the head of the cluster,
which remains connected to the LTE network. In each D2D
cluster, only the head of the cluster remains connected to
both the cluster and cellular network directly. Every other
node within the cluster can indirectly connect to the cellular
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Figure 2: Merged Clusters
Figure 3: Out of Range Clusters Not
Merged

network through the head of the cluster, which functions as
a relay node. Notice that the communication between the
cluster member and the cluster head may be a direct link
between them or through multiple one-hop links.

Step 5. Changing cluster head : At the beginning of the
cluster head selection process, each UE considers itself the
head of the cluster. Nonetheless, there might be another UE
inside the same cluster that has better connecting charac-
teristics. In this case, the head of the cluster will be changed
to the latter UE. The re-election process of cluster heads is
a periodic process that gathers the statistical information
about all UEs connected to a single cluster. At the end,
the best candidate will be selected to be the next head of
the cluster. To make the selection, the statistical informa-
tion about signal quality, coverage, and other factors can be
obtained via the network. The re-election process of cluster
heads can be controlled by the service provider via the cellu-
lar network, or be autonomously completed inside the cluster
by the head of the cluster. The maximum average through-
put and maximum average spectral efficiency are two major
factors that the re-election process is based on.

Our proposed scheme produces additional clusters and
later merges them due to the fact that each UE only sees the
other UEs under its own Wi-Fi coverage at the beginning.
By joining other clusters, the heads of the clusters will find
out that they are now connected to each other and can merge
down and release one of the heads (known as “chaining phe-
nomenon”, in particular with the single-linkage clustering
[7]). Notice that the complexity of our proposed clustering
scheme is O(n3), where n is the number of UEs.

Due to the fact that the proposed scheme is implemented
as part of an LTE network simulator, it sees the UEs from
the network perspective. The complexity of this method
of implementation is much higher in comparison with run-
ning the proposed scheme on each UE individually, where
each UE only sees the nearby UEs, making the complexity
much lower and computation more efficient. In other words,
instead of doing the clustering on the LTE network side,
we can let the UEs carry out the clustering themselves in
parallel and then let the LTE network know the structure of
clusters. This information can be later provided for the LTE
network by the heads of clusters for relaying data between
LTE and Wi-Fi direct networks.

From the network operation perspective, there are two
types of D2D communications: controlled and autonomous.

The former is under the supervision of the cellular network,
and the latter is totally independent. Although we use the
controlled type in our implementation, in order to reduce
the complexity and share the computation power required
between the UEs, our proposed clustering scheme can be
implemented with the autonomous type of D2D clustering
as well, which is independent from the cellular network and
uses the UEs computation power to reduce the computa-
tion power needed, and let the UEs carry out the clustering
themselves independently.

3.3 Supporting Other Applications
Our proposed scheme is generic and can support diverse

applications. Particularly, IoT has attracted significant at-
tention and can be considered to a networking infrastruc-
ture which can connect massive amounts of physical ob-
jects belonging to numerous critical infrastructure systems
and others. For example, in the smart grid, the geograph-
ically distributed meters, sensors, actuators and controllers
are tightly integrated through communication networks and
computational cores, enabling the secured and efficient op-
erations of the power grid [8, 14, 15]. We can leverage our
developed clustering-based scheme to establish mesh-based
Wi-Fi Direct networks to connect smart meters (sensors) in
the smart grid. Then, the head of a cluster will provide in-
direct communication links between meters (sensors) in the
cluster and the operation center, either through the cellular
network or by connecting to another nearby cluster.

We have collected real-world data for both eNodeBs and
UEs from OpenCellID (similar to the Case Study in Sec-
tion 4) and smart meters (as UEs) from Google. For the
eNodeBs, we need to define a ROI to obtain the first 1000
tower locations and for the smart meters, we need to gen-
erate complete postal addresses to obtain the locations of
the smart meters one by one. To use real-world data for
smart meters and bring them to the simulation, we used
Google geo-coding APIs and generated HTML“get”requests
in Matlab simulation code to gather the locations of the
smart meters. Since the exact locations of smart meters
that are actually installed are not available to the public,
we use the locations of the addresses that we gather from
Google geo-coding APIs and assume they already installed
a smart meter. In the implementation, those coordinates
of addresses are converted to a two dimensional map using
built-in functions in Matlab that receive latitude and lon-
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Figure 4: Site Locations of Baltimore City Area

gitude and translate them into a 2D position to show on a
2D map (also gathered from Google). Due to limited space,
the detail evaluation of supporting other applications can be
found the extended version of the paper.

4. CASE STUDY: TRAFFIC OFFLOADING
IN CELLULAR NETWORKS

To show the effectiveness of our proposed scheme in the
application case of offloading traffic for cellular users, we
leverage the Vienna LTE-A system level simulator [12] and
collected the real-world deployment information of base sta-
tions via the OpenCellID website [5] to carry out our per-
formance evaluation.

Evaluation Setting: In our simulation, we generate LTE
cells in a honeycomb structure and UEs are randomly de-
ployed throughout the cells. To make our study to reflect
the real-world practice, we have implemented a tool to ob-
tain the deployment information of base stations from cellu-
lar network providers (AT&T, Verizon, T-Mobile, etc.) and
have established realistic cellular networks to carry out the
performance evaluation.

To measure the effectiveness of Wi-Fi Direct-based D2D
communication on the realistic LTE-based cellular network,
we consider the performance metrics, including average UE
throughput, average spectral efficiency, and UE wideband
Signal to Interference and Noise Ratio (SINR). Generally
speaking, the throughput can be computed in symbols per
second. The downlink spectral efficiency of the communi-
cation system can be measured in Bits Per Channel Use
(bpcu) [11]. SINR, as the measurement of signal quality,
can be used to quantify the relationship between RF con-
ditions and throughput in the experimented network. By
comparing metrics in the case without enabling D2D com-
munication to the case with D2D communication, we can
observe the improvement of performance of our proposed
scheme based on these metrics.

Figure 5: 150 Site Locations

Figure 6: Clusters of 150 Sites
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Real-World Data Collection: To use the real-world
data for the location of each eNodeB, we have retrieved the
site locations from an open worldwide database called Open-
CellID [5]. This website provided APIs for making HTTP
(Hypertext Transfer Protocol) requests in different formats,
e.g., XML (Extensible Markup Language) and Comma Sep-
arated Values (CSV). Based on the Region Of Interest (ROI),
we can define the intended location and retrieve 1000 site
locations in each HTTP request. As an example, we have
retrieved the locations of eNodeB in Baltimore city, the state
of Maryland. Figure 4 shows 1000 eNodeBs.

In our simulation, we choose the first 150 site locations
from Baltimore city area and these site locations in the list
downloaded from the online database point to highway 695,
Pikesville, and Parkville as shown in Figure 5. In our simu-
lation, we use these locations of eNodeB and randomly gen-
erate 2250 UEs to run the simulations. After applying our
developed clustering-based D2D communication scheme, we
create clusters for randomly deployed UEs. Figure 6 shows
an example of merged clusters for UEs in the simulated area.

Evaluation Results: We run the simulation for both the
LTE only communication and Wi-Fi Direct assisted LTE us-
ing our proposed method to create clusters. Figure 7 shows
a magnificent increase in the average throughput of UEs
when the D2D communication is used. As we can see from
Figure 7, the number of clusters (blue curve) was 95 (182
clusters merged down to 95) and 1913 UEs out of 2250 were
able to join clusters, while the rest of the UEs were out of
range. Each cluster has one UE (head of cluster), which
connects to the LTE network directly. By doing so, the av-
erage throughput of UEs can be significantly improved in
compared with the case where D2D communication is not
used (red curve).

We also evaluate the network performance comparing with
other metrics when either D2D communication is enabled or

101

Golmie, Nada; Griffith, David; Hematian, Amirshahram; Lu, Chao; Yu, Wei.
”A Clustering-Based Device-to-Device Communication to Support Diverse Applications.”

Paper presented at International Conference on Research in Adaptive and Convergent Systems (RACS ’16), Odense, Denmark. October 11, 2016
- October 14, 2016.

SP-61



Figure 8: UE Average Spec-
tral Efficiency (with D2D As
Green)

Figure 9: UE Average
Throughput (with D2D As
Green)

Figure 10: UE Wideband
SINR (with D2D As Green)

disabled in the LTE network. Figures 8, 9 and 10 show the
CDF of the UE average spectral efficiency, average through-
put, and UE wideband SINR, respectively. As we can see,
when D2D communication is enabled, the average UE through-
put is continuously improved (almost doubled) and this is
exactly what we expect, the average UE spectral efficiency
is decreased because higher throughput demands higher fre-
quencies that can accommodate lower numbers of bits, and
SINR has lower range but still many UEs are in good range
of coverage from the base stations.

5. CONCLUSION
In this paper, we investigated Wi-Fi Direct as an outband

solution of D2D communication in LTE-based cellular net-
works. To enable the communication among devices that are
nearby each other, provide the ability of offloading traffic
transmitted via LTE-based cellular networks, and support
communications for IoT applications such as the smart grid,
we developed a clustering scheme which could create small
Wi-Fi network clusters for nearby devices to remain con-
nected to the LTE-based cellular network. Using real-world
data collected from a public database in LTE networks and
smart meter information, we demonstrated the effectiveness
of our proposed scheme with respect to a comprehensive set
of metrics.
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ABSTRACT

While being critical to the network management, the cur-
rent state of the art in network measurement is inadequate,
providing surprisingly little visibility into detailed network
behaviors and often requiring high level of manual intervention
to operate. Such a practice becomes increasingly ineffec-
tive as the networks grow both in size and complexity. In
this paper, we propose vPROM, a vSwitch enhanced SDN
programmable measurement framework that automates the
measurement process, minimizes the measurement resource
usage, and addresses several significant technical challenges
faced by early works. vPROM leverages the SDN programma-
bility and extends the Pyretic run-time system and OpenFlow
network interface to achieve the measurement automation. The
required measurement resources are minimized by only acquir-
ing the necessary statistics, made possible with instrumented
Open vSwitches 1 with user defined monitoring capability.
By decoupling monitoring from routing, vPROM reduces
the interference between the measurement applications and
other applications, and eliminates the frequent involvement
of the controller. A vPROM prototype is implemented with
DDoS and port-scan detection applications. The performance
of vPROM is evaluated and the comparison results with
other existing programmable measurement approaches are also
presented.

I. INTRODUCTION

SDN is an emerging networking paradigm that enables
the programming of the underlying network. Network mea-
surement and monitoring is an important network application
that can take advantage of the SDN’s programmability. The
SDN programmable measurement automates the measurement
process, minimizes the resource usage by acquiring only the
necessary statistics, and is able to utilize SDN switches as
the measurement points across the networks. The SDN pro-
grammable measurement measures network traffic by actively
installing rules for the flows of interest in the SDN routers’
forwarding tables. The flow stats, such as packet and byte
counts of the flows of interest, are collected through the

1Certain commercial equipment, instruments, or materials are identified in
this paper in order to specify the experimental procedure adequately. Such
identification is not intended to imply recommendation or endorsement by the
National Institute of Standards and Technology, nor is it intended to imply
that the materials or equipment identified are necessarily the best available
for the purpose.

flow entry counts. The measurement is controlled by the
traffic measurement application programmed using network
programming languages, and can be dynamically adjusted
based on measurement needs. The initial endeavor on the SDN
based programmable measurement has shown promises. In [1],
network measurement policies are provided that allow users to
query the network and conduct the measurement function such
as sub-flow monitoring. NetAssay [2] pursues the so-called
intentional network monitoring to capture the minimal set of
traffic that satisfies the operator’s monitoring goal.

While promising, the current SDN programmable mea-
surement faces significant technical challenges: (1) The in-
terference between monitoring and other applications, e.g.,
forwarding, is nontrivial. Each application has its own goal
and a set of policies to enforce. Flow rules installed/removed
by one application often interfere with overlapping rules in-
stalled/removed by other applications [3]. Hence any changes
made by any application may require the run-time system
to recompile to solve the conflicts. The newly generated
forwarding entries then need to be installed into the switches’
forwarding tables - resulting in significant overhead on the
run-time system, the controller, as well as the SDN switches.
In fact, such frequent recompilation negatively affects the
system scalability as shown in [4]; (2) The programmable
measurement may require the continuous involvement of the
controller. For instance, define the subflows to be the fine-
grained flows that belong to a mega-flow. Subflow monitoring
requires the switch to send the first packet of every subflow to
the central controller since the specific subflows are not known
in advance. Such constant controller involvement is undesir-
able. (3) Monitoring packet and byte counts by association
with flow entries in the forwarding table is neither flexible
nor sufficient for supporting various monitoring applications.
One reason is that the header fields that are of interest for
packet forwarding may not always overlap with those that are
of interest for monitoring. The chances of no overlap are likely
to increase further as the number of header fields continues to
grow beyond 40 or so [5]; (4) The amount of Ternary Content-
Addressable Memory (TCAM) at hardware switches is limited.
TCAM, widely used for fast packet forwarding, is expensive
and power hungry, which limits its amount inside a physical
switch. The available TCAM may not be sufficient for the
measurement purpose;

In this paper, we propose to build vPROM, a vSwitch
enhanced SDN programmable measurement framework that
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addresses the aforementioned issues. vPROM runs on the
instrumented Open vSwitches [6], [7] that decouples monitor-
ing from forwarding and can support user-defined monitoring
capability. Furthermore, we extend Pyretic to Pyretic+ run-
time system to parse vPROM applications into flow rule sets
for both forwarding and monitoring, and extend OpenFlow to
OpenFlow+ in order to allow applications to set up monitoring
rules. A client is also built to facilitate the communication
between the controller and the run-time system.

A salient feature of vRPOM is the extensive use of Open
vSwitches (OVS) as measurement vantage points. OVS often
runs on a general purpose computer and acts as the edge
router for the virtual machines (VMs) hosted on the same
machine. Compared to a physical core router, an OVS routes at
a slower speed, encounters a smaller number of flows, and has
access to much more memory and CPU resources. In addition,
because the flows monitored at an OVS are either originated or
terminated at the VMs, some management functionality, e.g.,
intrusion/anomaly detection, can be migrated from the central
administration point to the edge. The instrumented Open
vSwitch, called UMON [7], supports the explicit measurement
function that decouples the measurement function from the
packet forwarding function. The decoupling is achieved via
the introduction of the monitoring flow table, which separates
the monitoring rules from the forwarding rules. Users can
thus freely install monitoring rules without worrying about
the possible interference with the forwarding rules.

vPROM extends the Pyretic run-time system to Pyretic+
so that a vPROM measurement application programmed in
Pyretic can seamlessly utilize the UMON capabilities. The
run-time system is modified to automatically identify the
measurement capability of a SDN switch, and use the mon-
itoring flow table if the switch is instrumented. A Ryu SDN
controller is used in vPROM. A Ryu client is built so that
the Pyretic+ run-time system can communicate with the Ryu
controller to configure SDN switches and retrieve states from
SDN switches. To demonstrate the capability of vPROM, we
implemented a prototype and several vPROM applications.
The performance of vPROM is evaluated and the compar-
ison results with other existing programmable measurement
approaches are also presented.

The paper is organized as follows. Related work is summa-
rized in Section II. The vPROM architecture are described in
Section III. A vPROM application is presented in Section IV.
Evaluation results are presented in Section V. Concluding
remarks are in Section VI.

II. RELATED WORK

Network programmability has been studied extensively and
several network programming languages, e.g., [8], [1], [9],
[10], among others, have been developed. The programming
languages offer high level abstractions that make the program-
ming of complex network functions/applications [11], [12],
[13] possible. Sophisticated SDN applications can be pro-
grammed and run simultaneously without worrying about the
intricate interactions among them. The study in [4], however,

shows that it may take minutes to compile policies of different
applications and generate millions of forwarding rules that
need to be installed in the data plane for a realistic large
Internet exchange point. In vPROM, measurement points, the
vSwitches, are instrumented with the explicit measurement
function. The network measurement function is thus decoupled
from other functions, eliminating the interactions.

Network measurement has been programmed as SDN ap-
plications or query policies [1], [12], [2]. These network mea-
surement applications run on top of the run-time system and
the controller and often require repeated involvement of both
elements, e.g., when conducting sub-flow monitoring. vPROM
addresses this issue by decoupling the monitoring from the
forwarding. We further extend the OpenFlow API to allow
the measurement applications to directly control measuring
switches through the controller. Trumpet [14] takes a different
approach and designs its own distributed packet monitors and
centralized event monitoring system. Trumpet packet monitors
collect stats associated with pre-defined 5-tuple flows. vPROM
favors customized monitoring that can dynamically change
monitoring resolutions demanded by users/applications. In
addition, vPROM leverages the existing open source software
and latest research advancement on network programming
languages.

III. VPROM DESIGN

Fig. 1 depicts the architecture of vPROM. As shown in the
figure, vPROM consists of five major components: (1) UMON
vSwitches, the instrumented Open vSwitches that provide
user-defined monitoring capability and some local application
functions being pushed from the central controller to the edge;
(2) OpenFlow+, the augmented OpenFlow API that allows
the applications to set the monitoring rules at UMON and
to control the application threads running at the vSwitches;
(3) the Ryu client, which serves as the “interpreter” between
the run-time system and the Ryu controller; (4) Pyretic+, the
extended Pyretic run-time system that can parse a vPROM app
into the flow rule sets for traditional SDN switches and the
monitoring rule sets for UMON vSwitches; and (5) vPROM
applications programmed using extended Pyretic language.
vPROM applications obtain measurement stats from both
traditional SDN switches and UMON switches. Below we
present the Pyretic+ and OpenFlow+, after an overview of
UMON, the instrumented OVS.

A. Background on UMON
The UMON design [7] strives to achieve three goals: (1)

decoupling monitoring from forwarding; (2) supporting sub-
flow monitoring and monitoring based on non-routing fields;
and (3) supporting application threads. To achieve these goals,
the major challenge lies in how to implement the decoupling
in the existing vSwitch architecture. The packet forwarding
pipeline is defined in the Openflow specification [15] and
implemented in the Open vSwitch’s user space (see top part
of Fig. 2). In UMON, a new table, monitoring flow table, is
designed and implemented to separate monitoring rules from
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forwarding rules, as shown in Fig. 2. Users can thus freely
install monitoring rules without worrying about the possible
interferences with forwarding rules. The subflow monitoring is
also supported by a newly defined subflow monitoring action,
which acts as a local controller. The subflows subjected to
the monitoring are inserted into the subflow table where the
monitoring results are gathered and stored. The measurement
results can be actively collected by vPROM applications
through the OpenFlow+ API. Application threads, such as
the port-scan detection threads and DDoS attack detection
threads, run in UMON using the locally collected stats. These
application threads, running at UMONs distributed across
the network, scale up the central vPROM application, and
reduce the measurement traffic from the switches to the central
controller.

The architecture of the Open vSwitch is more complex than
the pipeline as depicted in Fig. 2. It includes a kernel module
which caches the flow rules to speed up the packet forwarding.
In Section IV-A, we instrumented UMON to support quick
large flow detection using coincidence counting scheme [16].
We address the challenge of dividing the tasks between kernel
module and user-space modules. Finally, in order to support
subflow monitoring and monitoring on non-routing fields, it is

infeasible to employ a dedicated flow table in the OpenFlow
pipeline to replace the monitoring table.

B. OpenFlow+ Protocol

OpenFlow+ extends the OpenFlow protocol to enable the
SDN controller to manage the UMON monitoring table,
collect the measurement stats, and start/stop the application
threads at UMON vSwitches. The OpenFlow protocol contains
three types of messages: Controller-to-Switch messages, Asyn-
chronous messages, and Symmetric messages. The controller-
to-switch messages are initiated by the controller and may or
may not require a response from the switch. Asynchronous
messages are sent by switches to the controller without solici-
tation. Switches send asynchronous messages to the controllers
to signal a packet arrival, change of switch state, or an error.
Symmetric messages, such as Hello and Echo, are sent without
solicitation in either direction. We next describe the additional
messages added in OpenFlow+ and their implementation.
• Monitoring Table Management. Each OpenFlow mes-

sage begins with the OpenFlow header, which includes
a type field indicating the type of a message. We
introduce a new type OFPT MONITOR MOD to indi-
cate that the message is related to the monitoring ta-
ble. Table I lists six new commands. Among them,
five commands, OFPMMC ADD, OFPMMC MODIFY, OF-
PMMC DELETE, OFPMMC MODIFY STRICT, and OF-
PMMC DELETE STRICT, are similar to the forwarding
flow table modification commands. The last one, OFP-
MMC DELETE SUBFLOWS, enables the controller to delete
the subflow tables to save the storage space.

Besides the new commands, we add two types of new mon-
itor actions: OFPAT MONITOR for monitoring non-routing
fields and subflow monitoring, and actions to control appli-
cation threads. The OFPAT MONITOR action structure is as
follows:

struct ofp_action_monitor {
ovs_be16 type;
ovs_be32 monitor_flag;
uint8_t subflow_flag;
struct ofp_match_header subflow;
...

};

The field monitor flag allows users to define the monitoring
of non-routing fields. For instance, monitor flag values of
OFPMT SYN, OFPMT SYNACK, OFPMT FIN, etc., instruct
to collect packet/byte counts of TCP SYN, SYN/ACK, and
FIN. The two parameters, subflow flag and subflow mask,
are for subflow monitoring purpose. The first parameter is a
boolean value indicating if subflow monitoring is turned on. If
it is on, struct ofp match header subflow contains the wildcard
mask for subflow monitoring. The action for application thread
control is described later.
• Stats collection. The stats request from the controller

to the switch is a new multipart message defined as OF-
PMP MONITOR STATS. This stats request allows the con-
troller to collect the stats of the entire monitoring table, or
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TABLE I
OPENFLOW+ COMMANDS MANAGING MONITOR TABLE

Command Functionality
OFPMMC ADD add new monitor rules

OFPMMC MODIFY modify all matching monitoring rules
OFPMMC MODIFY STRICT modify monitoring rules strictly matching wildcards

OFPMMC DELETE delete all matching monitor rules
OFPMMC DELETE STRICT delete monitoring rules strictly matching wildcards

OFPMMC DELETE SUBFLOWS delete subflow tables collected by matching monitor rules

the stats of a specific monitoring rule. The subflow tables
associated with the monitoring rules can also be reported
when available. We use the following data structure for OF-
PMP MONITOR STATS:

struct ofp_monitor_stats_request {
uint8_t type;
uint8_t with_subflows;
uint8_t threshold_type;
ovs_be32 threshold_value;
/* Followed by an ofp_monitor_match

structure for exact match rule request. */
...

};

We define two new types: OFPMR ALL and OFPMR EXACT.
OFPMR ALL requests the stats of the entire monitoring table,
while OFPMR EXACT requests the stats of a specific rule
or rules matching the ofp monitor match field. The field
with subflows indicates if the subflow tables should be re-
ported. If with subflows is on, we also control the granu-
larity at which the subflow tables are reported. The field
threshold value allows to set up a threshold and only the
subflow entries whose byte count or packet count surpasses
the threshold will be reported to the controller. The field
threshold type defines whether byte count (OFPMRT BYTE)
or the packet count (OFPMRT PKT) is chosen in the threshold
comparison.

After receiving the stats request, the switch generates a
reply message including information concerning the matching
monitor rules, the related statistics, and the subflows, if any.

struct ofp_monitor_stats {
uint8_t stat_count;
ovs_be16 n_subflows;
/* Monitor rule match */
/* uint64_t monitor_stats[] */
/* struct ofp_monitor_subflow flows[] */
...

};

In the reply message as shown above, the counter n subflows
represents the number of subflows from the matching monitor
rules. If this value is 0, then there is no subflow reported.
Otherwise, all the subflow info will be gathered together within
a dynamic array constructed as follows:

struct ofp_monitor_subflow {
ovs_be16 tcp_flags;
ovs_be64 packet_count;
ovs_be64 byte_count;
/* subflow match, struct ofp_match_header */
...

};

• Application thread management. For each application
thread, we introduce an action to control this thread. Ap-
plication threads are implemented as UMON threads that
use the measurement stats for various purposes. For in-
stance, we implement the vertical port-scan detection thread,
the horizontal port-scan detection thread, and quick large
flow detection thread (see Section IV-A). Using the port-
scan thread as an example, we introduce the action OF-
PAT PRTSCAN DETECTION for its control. The action struc-
ture is defined as follows:

struct ofp_action_prtscan_detection {
ovs_be16 type;
uint8_t detector_switch;
uint8_t detection_type;
ovs_be64 interval;
ovs_be16 vthresh;
ovs_be16 hthresh;
struct ofp_match_header submatch;
...

};

The parameter detector switch is the knob to enable or
disable the local detection thread. The detection is achieved
by periodic analysis of the subflow stats. The parameter
interval defines the period at which the port-scan detector
runs to analyze the subflow stats. Moreover, we enable two
types of scanning behavior detection, i.e., vertical scan and
horizontal scan. The parameter detection_type dictates
which scan is running. For the purpose of detection, this action
accepts threshold for each type. Parameters vthresh and
hthresh are thresholds used by vertical and horizontal detec-
tion, respectively. During local port-scan detection, whenever
suspicious activities are detected by the application thread, we
use the Asynchronous message for the application thread to
send alert messages to the controller. The data structure for
the alert message is as follows:

struct ofp_prtscan_alert{
uint8_t detection_type;
ovs_be16 n_ports;
ovs_be16 n_attackers;
ovs_be16 n_victims;
ovs_be32 n_subflows;
/* Monitor rule match */
/* uint16_t victim_ports[] */
/* list of attacker ip addresses*/

};
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The message includes the flow rules where attacks are de-
tected.

All the new commands introduced in OpenFlow+ are
compatible with the early versions of OpenFlow. Extra data
structures are necessary on both the controller and the switch
to support the implementation of OpenFlow+.

C. Ryu Client

The controller client serves as an interface for the run-
time system to communicate with the SDN controller. Its
main function is to translate the Pyretic messages (of the run-
time system) to the OpenFlow messages (used by the SDN
controller), and vice versa. We choose to use the Ryu controller
in the vPROM framework over the POX controller used by the
original Pyretic run-time system. Ryu is a long-term supported
project. The Ryu controller continuously upgrades itself to
support newer versions of OpenFlow releases, which will
allow vPROM to support newer version OpenFlow in the
future with minor change to the controller client. In addition,
the implementation of OpenFlow+ in Ryu is quite manageable.

In the Ryu client, an OpenFlow+ interface conducts the
message translation. Furthermore, the Ryu client allows the
Ryu controller to inform the run-time system if a SDN switch
is instrumented, i.e., if a switch is a UMON switch, and if so,
what edge management threads it supports. Such information
will be stored in the run-time system and be used in meeting
vPROM app requirement.

The Ryu client also provides the stats collection service for
run-time system. The stats collected in UMON switches can
be pulled by the Ryu controller. A stats collection module in
the Ryu client periodically instructs the Ryu controller to pull
the stats. The collected stats are then forwarded to the run-time
system and the vPROM applications.

D. Pyretic+ and its run-time system

Pyretic is a Python style network programming language
that offers high-level abstractions for users to write compact
programs to define what the network switches should do
with incoming packets. Pyretic has a corresponding run-time
system that takes multiple Pyretic programs as input, compiles
them together and generates flow rule sets to be installed at
the underlying SDN switches. These flow rule sets satisfy
the collective Pyretic programs’ requirements. We call the
extended Pyretic Pyretic+. Below we first describe how the
Pyretic+ language supports UMON switches semantically. We
then describe how the Pyretic+ run-time system generates the
forwarding rules and monitoring rules separately.

1) Pyretic+ language: Pyretic defines polices and opera-
tors [17]. The basic polices includes match, drop, identity,
forward, flood, if_, etc., and the operators include + (par-
allel composition), >> (sequential composition), etc. Pyretic
further defines three query polices:

• packets(limit=n,group_by=[f1,f2,...]), which
callbacks on every packet received for up to n packets
identical on fields f1,f2,...;

• count_packets(interval=t,group_by=[f1,f2

,...]), which counts every packet received. Callback
every t seconds to provide count for each group;

• count_bytes(interval=t,group_by=[f1,f2

,...]), which counts every byte received. Callback
every t seconds to provide count for each group.

For instances, in the following example, all TCP traffic in-
coming from inport=1 are sub-flow monitored based on
their ‘srcip’ and ‘dstip’. The traffic is then forwarded
to outport=2.

Q = count_packets(interval=t, group_by=[‘srcip
’,‘dstip’])

match(inport=1) >> if_(match(protocol=6), Q,
identity) >> fwd(2)

To support UMON TCP flagged packets monitoring,
Pyretic+ adds the ‘tcpflag’ option in the query poli-
cies’ group_by parameter. Using ‘tcpflag’ option alone,
namely group_by=[‘tcpflag’] indicates that the action
OFPAT MONITOR as defined in OpenFlow+ is active. In con-
trast, if the ‘tcpflag’ option is used along with other options
such as srcip and dstip, the subflow monitoring will be
executed.

New policies are introduced to control individual
edge management threads. For instance, the new policy
prtscan_detection can activate/deactivate local port-scan
detector. The parameter options are defined the same as in
the action OFPAT PRTSCAN DETECTION in OpenFlow+. The
callback function can also be defined and registered to react
to the received alert messages.

2) Pyretic+ run-time system: The Pyretic run-time system
compiles the programs and generates an abstract syntax tree
(AST) that represents the policies and their inter-relationship
as defined by the operators. For example, the abstract syntax
tree (AST) as shown in Fig. 3 is derived from the count_

packets example in Section III-D1. In this figure, all the
operator nodes are marked in green and the polices are in
yellow. The tree is built by parsing the application programs.
The run-time system then generate the flow rule sets for
individual SDN switches based on this AST.

In Pyretic+, the run-time system needs to generate both the
forwarding rules and monitoring rules for a UMON switch.
This is achieved by deriving separate forwarding AST and
monitoring AST using the general AST as in Pyretic run-time
system. The forwarding rules and monitoring rules are created
thereafter.
• Deriving monitoring AST. The Algorithm MON-AST-

GEN describes how to generate monitoring AST and flow
rules. The algorithm starts with finding the query policy nodes
and UMON specific policy nodes as defined by the set C. For
each identified such node, e.g., policy Q in Fig. 3, the while-
loop between line 9 and 15 collects all the operator nodes from
the identified node up to the top-left node. The nodes posterior
to the identified node are ignored since they have no effect
on the monitoring policy. The nodes are further processed
to remove the nodes operated in parallel with the identified
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>>

>>

match(inport=1) +

>>

match(protocol=6) Q

>>

negate

match(protocol=6)

identity

fwd(2)

Fig. 3. Abstract syntax tree (AST) of a measurement application example

nodes, as shown between line 14 and 18 in the algorithm. As
a result, the sub-trees of any of the operators intersection,
sequential and difference are preserved to build mon-
itoring policy. The generated monitoring AST is shown in
Fig. 4(a).

1: function MON-AST-GEN(rt ast)
2: init policies = LIST()
3: C=SET([count_packets, count_bytes,

counts, packets, prtscan_detection])
4: Q=SET([intersection, sequential,

difference])
5: L← all leave nodes of rt ast
6: for l ∈ L do
7: if ISINSTANCE(TYPEOF(l)) ∈ C then
8: set r nds = LIST()
9: while p node 6= the top-left node do

10: r nds.append(p node)
11: p node ← p node.GETPARENT()
12: end while
13: set nd lst = SET()
14: for op ∈ r nds do
15: if ISINSTANCE(TYPEOF(op)) ∈ Q then
16: nd lst.add(relevant nodes from sub-

tree of op)
17: end if
18: end for
19: policies.append(BUILDPOLICY(nd lst))
20: end if
21: end for
22: return policies
23: end function

The function BUILDPOLICY further compiles the monitor-
ing AST into policy, i.e., flow rules, similar to a stack machine
compiler. A stack machine uses a last-in, first-out(LIFO) stack
to hold the temporary values. Most of its instructions assume
the operands are popped from the stack and the operation
results are pushed back to the stack. In MON-AST-GEN,
BUILDPOLICY creates an empty stack and continuously reads
nodes from nd lst. If it reads an operand, the node will be
pushed into the stack. Otherwise, operands will be popped
from the stack based on the operation types.

>>

match(inport=1) +

>>

match(protocol=6) Q

identity

(a) Monitoring AST

>>

>>

match(inport=1) +

identity >>

negate

match(protocol=6)

identity

fwd(2)

(b) Forwarding AST

Fig. 4. Derived forwarding and monitoring ASTs

The algorithm is run once for each SDN switch since the
policies may be different for different switches. For exam-
ple, monitoring policy match(protocol=6)>>if_(match(

switch=1,srcip=‘10.0.0.1’),Q,Q) will generate differ-
ent rules on switch 1 and other switches.
• Deriving forwarding AST. The gist of deriving forward-

ing AST is to remove the nodes relevant to the monitoring
functions. Notice that the forwarding AST is not complemen-
tary to the monitoring AST entirely as shown in Figure 4.
The node match(protocol=6) is unrelated to the forwarding
policy. However, node match(inport=1) is shared by both
ASTs. As a result, algorithm FORWARD-AST-GEN cannot
simply remove all the nodes in monitoring AST. Function
FORWARD-AST-GEN starts from the query policy nodes and
UMON specific policy nodes in the AST. For each such node,
the algorithm iterates upward until it hits the first parallel
operator node. This process will remove all the nodes that are
exclusive to the monitoring AST as identified between line 9
and 15 in the algorithm. Finally, function BUILDPOLICY is
called to build forwarding rules/policies based on the nodes in
the forwarding AST.

IV. VPROM-GUARD: A VPROM USE CASE

To demonstrate vPROM’s effectiveness, we build vPROM-
GUARD, a vPROM application that detects DDoS and port-
scan attacks automatically. Distributed Denial of Service
(DDoS) attacks and port-scan attacks are significant threats
to the Internet. The challenge in DDoS and port-scan defense
is the ability to detect patterns of abusive behaviors amongst
a vast sea of benign individual network exchanges. Security
monitoring systems often utilize the signature-based and/or the
behavior-based approach to detect DDoS attacks. Fine grained
packet-level or microflow-level measurement at line rate is
often required. Such fine grained real-time measurement is
extremely demanding on the hardware and requires sophis-
ticated technologies, resulting in expensive network security
middle-boxes.

In contrast, vPROM is a distributed measurement frame-
work that can be programmed and reconfigured in real time
to respond to ever changing attack vectors. The key idea of
vPROM-GUARD is to employ efficient attack detectors and
monitor the attack cues at a coarse measurement granularity
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function FORWARD-AST-GEN(rt ast)
2: init policies = LIST()

C=SET([count_packets, count_bytes,

counts, packets, prtscan_detection])
4: L← all leave nodes of rt ast

for l ∈ L do
6: if ISINSTANCE(TYPEOF(l)) ∈ C then

set nd lst = SET()
8: set r nds = LIST()

while p node 6= the top-left node do
10: if ISINSTANCE(TYPEOF(p node)) ==

parallel then
break

12: end if
r nds.append(p node)

14: p node = p node.GETPARENT()
end while

16: prune subtree of p node
nd lst ← all the relevant nodes

18: policies.append(BUILDPOLICY(nd lst))
end if

20: end for
return policies

22: end function

when the network is not under attack, and switch to the fine-
grained network monitoring and attack detection/validation
when suspicious activities are detected. The benefits of such
an approach are multifold: (1) the distributed edge mea-
surement and coarse grained measurement level reduce the
overall measurement burden on the network; (2) when under
attack, only the alerted hosts need to conduct fine granularity
measurement and local detection; (3) local detection at edge
mitigates the burden of the central detector; and (4) false
alarms are more tolerable because the detection is controlled
by a program and a false alarm merely triggers the extra fine-
grained measurement at vSwitches rather than frequent human
interventions. If proven to be effective, vPROM-GUARD has
the potential to replace the middle-box solution in a data center
with a pure low cost software solution. Next, we present the
detection methods used in vRPOM-GUARD.

A. Coincidence counting based large flow detection

Quick detection of large flows at the incipient of DDoS
attack is vital for DDoS detection. The authors in [16]
developed the Coincidence Base Traffic Estimator (CATE)
that can estimate flow rates quickly with provable bounds on
estimation error. CATE maintains a predecessor table and a
coincidence count table, as shown in Fig. 5. The predecessor
table includes the most recently received k packet headers. A
flow is defined as f = r&m with r being the packet header
and m the flow mask. Upon the arrival of a new packet,
its corresponding flow id f is compared with every flow id
in the predecessor table. The number of coincidences for
the flow f , lf , is the number of times the flow f occurs in

the predecessor table. If lf > 0 and flow f is not in the
Coincidence count table, f is added into the coincidence
count table with count of lf . If f is already in the coincidence
count table, then the count for f is incremented by lf . Let

3

1

3

8

2

7

Flow Id Count

3 2

7 5

new 

arrival

Predecessor Table

Coincidence Count Table

Fig. 5. CATE scheme.

M(N, f) be the number of coincidences for flow f after N
arrivals with k comparisons for each arrival. The estimated

proportion of traffic from flow f , p̂f , is p̂f =
√

M(N,f)
Nk .

While the CATE scheme is reasonably simple, instrument-
ing UMON to support CATE is not trivial. The coincidence
counting is conducted for every new arrival. If CATE is
implemented in the kernel module of OVS, it can slow down
the data path forwarding speed. We adopt a strategy that
offloads the CATE from the critical data forwarding path.
Specifically, we implement the CATE scheme as a user-level
thread in the OVS. A copy of the incoming packet header
is made in the kernel module, and a batch of packet headers
is periodically delivered to the user-level CATE. User-level
CATE executes the coincidence counting upon receiving the
newly arrived packet headers. The strategy minimizes the
overhead imposed on the UMON data path.

B. Change-point monitoring for attack cues

The authors in [18] developed the change-point monitoring
for TCP based attack detection. The technique is based on the
observation that TCP {SYN, SYN/ACK} and {SYN, FIN}
are request-response pairs that should be balanced in a normal
network environment, and they deviate from the balanced state
when under attacks. The Cumulative Sum Method [19], [20]
is employed to detect the deviation. Specifically, let qi and pi

be the number of requests and responses, respectively, in the
i-th measurement epoch. The difference, δi, is δi , qi − pi.
Define δ̃i to be the normalized difference,

δ̃i = δi/Pi, (1)

with Pi = αPi−1 + (1−α)pi and α being a positive constant
less than one. To detect the deviation of δ̃i from its mean,
which should be close to zero, the Cumulative Sum method is
used. Define Si to be the cumulative sum:

Si = (Si−1 + δ̃i − t)+, (2)

where t is a constant threshold and (·)+ takes the positive value
or zero. The value of t is chosen such that δ̃i > t indicates a
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potential attack. When the cumulative sum Si becomes greater
than the threshold T , Si > T , a potential TCP based attack is
detected. The value of t and T are design parameters that affect
the attack detectability, false alarm interval and detection
delay.

In order for the change-point monitoring to detect an attack,
δ̃i needs to be greater than t, δ̃i > t when the attack is on.
Otherwise δ̃i−t is negative in Eqn (2), and does not contribute
to the cumulative sum Si. Therefore the average number of
on-going TCP connections, i.e., the value of Pi, needs to be
comparable to that of δi (see Eqn (1)). Otherwise the attack
becomes either not detectable, or the variation in the normal
TCP connections is greater than the value of t, which leads to
a large number of false alarms (see Eqn (2)). For example, if
the goal is to detect if one machine inside a large organization
is under attack, conducting the change-point monitoring at the
gateway for the entire organization likely does not work since
the number of on-going TCP sessions is much larger than the
attacking sessions. vPROM-GUARD addresses the issue by
conducting the monitoring at individual machines hosting a
small number of VMs.

C. Attack detection in vPROM-GUARD

The attack detection in vPROM-GUARD is accomplished
in two phases: big flow and coarse-grained indicator/cue
monitoring and fine-grained attack detection/validation. In the
first phase, vPROM-GUARD periodically detects big flows
(via CATE), and collects packet counts of TCP SYN, SYN-
ACK, FIN, and RST and runs Cumulative Sum (CUSUM)
algorithm. Assume that there are J hosts in total. The change-
point monitoring at host j is:

δj
i = qj

i − pj
i , (3)

δ̃j
i = δj

i /P j
i , (4)

Sj
i = (Sj

i−1 + δ̃j
i − t)+, (5)

for j = 1, 2, . . . , J . Comparing to the centralized change-point
monitoring [18], the distributed change-point monitoring at
individual hosts shortens the detection delay and localizes the
attacks. For instance, if only host j is under SYN flood attack,
then δj

i = δi but P j
i ≤ Pi. Thus δ̃j

i ≥ δ̃i and Sj
i ≥ Si,

leading to early detection. Furthermore, the distributed change-
point monitoring localizes the detection. Only the hosts whose
cumulative sum Sj

i is greater than threshold T need to be
further examined.

vPROM-GUARD starts the detection process by turning on
CATE monitoring, and installing monitoring rules for TCP
SYN, SYN/ACK, FIN, and RST packet counts into UMON
at each hosting machine. Then the big flow info and the
packets counts are collected periodically by vPROM-GUARD
using OpenFlow+ stats collection commands. The change-
point monitoring is conducted for individual hosts using the
collected stats. If a big flow is detected and the change-point
monitoring detects the deviation, a TCP SYN flood attack is
likely to be detected. We further install rules to collect TCP
flag packet counts associate with this big flow to validate the

type of attack. If a big flow is detected but the TCP flag packet
counts do not deviate from the balance, it still indicates a
potential DDoS attack. The vPROM-GUARD controller can
implement whatever policy the users prefer to further classify
this flow. Finally, if no big blow is detected but the change-
point monitoring issues potential attack alerts to/from a host,
the vPROM-GUARD starts the subflow monitoring and port-
scan detection threads on that host. The vPROM-GUARD,
running at a central location, also periodically collects the
subflow stats from the hosts under alert, and runs DDoS
detection and port-scan detection across the subflow stats
collected from these suspected hosts. This allows the detection
of attacks that may spread across multiple hosts.

V. EVALUATION

We instrument the Open vSwitch (version 2.3.2) and run
it on a four-core, 3.2GHz CPU machine with 10GB memory.
The machine is equipped with an Intel NIC with two 10GHz
ports. The Ryu controller (version 3.25), Ryu client, Pyretic+,
and vPROM apps run on another machine of the same con-
figuration. Both machines use the Ubuntu 14.04.3 LTS kernel.
We use a third machine as both the packet generator and the
packet sink so as to avoid clock synchronization problem. The
packet generator and sink are connected to the vSwitch via
two 10GHz ports. The packet generator uses Tcpreplay [21] to
replay a data center traffic trace collected by Benson et al. [22].
The trace lasts for a period of about 65 minutes.

A. Comparison of subflow monitoring: vPROM vs Pyretic

Subflow monitoring is an important monitoring capability
for applications such as heavy-hitter flow detection and port
scanning attack detection. Subflow monitoring is supported
in Pyretic by so-called query policies [17], which can be
conjoined to any of the other policies, e.g., routing policies.
It is straightforward to program for the subflow monitoring in
Pyretic:

m=[‘srcmac’,‘dstmac’,‘srcport’,‘dstport’]
Q=count_packets(interval=t,group_by=m)
match(srcip=A, dstip=B) >> Q

The first line defines the subflow mask that is based on source
MAC address, destination MAC address, source port Id, and
destination port Id. The function count packets() returns the
packet counts every t seconds for each subflow. The megaflow
is defined using match(). match(srcip=A, dstip=B) captures all
packets from A to B and hands them to subflow monitoring
policy Q.

Below we compare the performance of vPROM and Pyretic
in supporting subflow monitoring. In the Pyretic experiment,
we employ a simple routing that forwards all packets from the
input port in port to the output port out port that connects to
the sink. The Pyretic routing policy is:

match(inport=in_port) >> fwd(out_port)

This routing policy runs in parallel with the subflow moni-
toring policy. The same routing and subflow monitoring are
conducted using UMON in vPROM. In addition, since the
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(a) vPROM

(b) Pyretic

Fig. 6. Overhead in Data Plane

subflow monitoring is a built-in capability of UMON, vRPOM
can directly insert the monitoring rules for each monitored
source-destination pair into the monitoring table with the
subflow mask of srcmac, dstmac, srcport, and dstport on.

We first evaluate the subflow monitoring overhead imposed
on the switches, an UMON vSwtich in vPROM and an non
instrumented Open vSwitch in Pyretic. Overhead is measured
using the CPU utilization of three types of threads: handler,
revalidator, and ovs-vswitchd [6], [7]. ovs-vswitchd is a user
space daemon that handles the communication with the SDN
controller, among other things. Figure 6 depicts the CPU
utilization of different threads for vPROM and Pyretic. We
vary the number of monitored source-destination pairs, from
three to thirty-three, to change the monitoring workload. In
all cases, the CPU utilization of all threads increases with the
number of monitored pairs. The CPU utilization of threads
handler and revalidator is similar for vPROM and Pyretic,
but differs for ovs-vswitchd thread. For vPROM, no CPU
resources are consumed by thread ovs-vswitchd since all packet
processing decisions are made locally and there is no need
to communicate with the controller. In contrast, the subflow
monitoring in Pyretic requires the visibility of every matching
subflows. Thread ovs-vswitchd needs to forward the matching
packets to the controller, resulting in CPU consumption.

Next we measure the control plane overhead. Figure 7
depicts the number of Packet In messages received at the
controller (curves with the left Y -axis) and CPU utilization of
the controller (bars with the right Y -axis) against the number
of monitored src/dst pairs. Since UMON has no interactions
with the controller, the CPU utilization and Packet In count

Fig. 7. Overhead in Control Plane

remain at zero throughout the experiment. For Pyretic, the
number of Packet In messages increases when more pairs are
monitored. The CPU utilization of the controller also increases
proportionally to the number of received Packet In messages.

To further compare the scalability of both solutions, we
increase the number of monitored pairs to stress both the
vSwitch and the controller. The test results are shown in
Figure 8. In this figure, we present two sets of results. First,

Fig. 8. Stress Test Results

we plot the number of delivered data packets by vPROM and
Pyretic (curves with Y -axis on the right). The trace used for
the evaluation contains 19,855,388 packets in total. The curves
of delivered packets show that vPROM is able to deliver all
packets as more and more pairs are monitored, while Pyretic
starts to suffer from the packet losses when the number of
monitored pairs is greater than 67 pairs.

We investigate the cause of the data path packet losses in
Pyrectic. For that we examine the Pyretic’s control plane over-
head. We plot the number of Packet In messages generated
by Open vSwitch, sent by Open vSwitch, and received by the
Pyretic (see bar charts with Y -axis on the left in Figure 8). We
observe that Pyretic starts to lose Packet In messages at both
vSwitch and Pyretic (which runs on top of the SDN controller)
when the number of monitored pairs surpasses 67 pairs. The
difference between the number of OVS generated Packet In
messages and the number of Packet In messages being sent
out indicates the packet loss inside the vSwitch, which is due
to the overflow of the Packet In queue inside the vSwitch.
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Meanwhile, the difference between the number of sent-out
Packet In and the number of Packet In received by the Pyretic
application indicates the packet loss at the controller. The
controller employs the event queue for dispatching various
events, such as Packet In event, to the applications. The
losses are due to the overflow of event queues maintained by
Pyretic [1]. The results show that the frequent communications
between the vSwitch and the controller greatly degrade the
performance of both the vSwitch and the controller. Due to
the Packet In message loss, the Pyretic monitor application
can not offer accurate subflow monitoring results. vPROM
addresses the problem by instrumenting the vSwitch and
localizing the subflow monitoring task.

B. Performance of DPDK UMON

As a software based switch, the performance of vSwitch
is important. UMON imposes extra overhead on vSwitch for
the monitoring activities. The initial work [7] showed that the
overhead from UMON is tolerable. With the recent availability
of DPDK [23], further speedup of the packet processing is
made possible. DPDK is a set of libraries and drivers that
map the memory from the NIC directly to user space, which
improves the packet processing performance by up to ten
times. DPDK has been adopted by vSwitch to improve its
performance. In this section, we examine the performance of
UMON in a DPDK accelerated vSwitch.

We use MoonGen [24] for playing back the trace since
it can utilize the hardware features of the Intel NICs to
enable the sub-microsecond packet time-stamping. The packet
generation logic is controlled by Lua [25] scripts for flexibility.
The trace is split into two groups: background traffic and
monitored traffic. Different traffic groups are sent out through
different queues, and the monitored traffic is time-stamped at
outgoing port and incoming port to measure latency. Thus the
measured latency includes the delay on the wire (from the
packet generator/sink to the vSwitch, and from vSwitch back
to the packet generator/sink) and the delay incurred at the
UMON vSwitch. It is an upper bound of the UMON vSwitch
delay. We play back the trace at the line rate so as to fill up
the 10G pipe.

The results are shown in Figure 9. We vary the number
of monitoring pairs and the revalidator thread poll intervals
to examine their impact. The poll interval determines the
frequency the measurement results are reported. There are
ten groups of data, each with a different poll interval. The
delay increases as the number of monitored pairs increases
and as the poll interval decreases. The more monitored pairs,
the more data needs to be fetched from the data path. The
smaller poll interval causes the revalidator thread to be called
more frequently. Though the increasing delay suggests degra-
dation of the switch performance, the delay is mostly small.
Monitoring 336 source-destination pairs only incurs less than
0.04 millisecond delay.

Next, we investigate the CPU utilization of the handler
thread and the revalidator thread. The results are shown in
Fig. 10 and Fig. 11. For each thread, the CPU utilization

increases proportionally to the number of monitored pairs
and decreases with the increasing poll interval. In addition,
comparing results in this figure with those in the Figure 6
when 33 pairs of src/dst are monitored, the CPU utilization
for the DPDK accelerated UMON is about 3-4.5 times higher.
Such an increase is explained in [26] because the default
DPDK configuration uses only one core to run all the standard
OVS threads (e.g., main process, handler, revalidator) to avoid
wasted resources.

C. vPROM-GUARD attack detection

We use two data traces containing verified attacks to evalu-
ate the effectiveness of vPROM-GUARD. For the SYN Flood
attack, we use Endpoint Traffic collected from three different
deployment points in NUST SEECS labs [27]. In this data-set,
eight ports on two hosts are under known SYN Flood attacks.
The attacking rate varies from 10 pkts/second to 1000 pkts/sec-
ond and the average background traffic rate varies between 200
to 650 pkts/second. There are in total 2325 hosts in this data
trace. For the port scanning attack, we use the trace collected
by Mawilab [28]. In this data-set, one horizontal scanning
attack and three vertical scanning attacks are known. We
use Emulab in our lab to conduct the experiments. vRPOM-
GUARD runs on the vPROM framework at one machine, and
two UMON switches and a CATE capable switch controlled by
vPROM-GUARD are running on another machine. The CATE
capable switch emulates the gateway switch; While the two
UMON machines emulate the vSwitches at two host machines
in a data center, each hosting about 20 IPs with some of IPs
being under attack. We set the polling intervals for all the
detection to be one second, and t to be 0.4 and T to be 1.
For the CATE scheme, we set the threshold for the large flow
detection at 0.05, i.e., a flow is deemed to be large if it is
more than 5% of overall traffic rate. The detected big flows
are reported to vPROM-GUARD every one second.

vPROM-GUARD manages to detect all attacks in the data
traces. Fig. 12(a) shows the eight SYN flood attack detec-
tion time. Attacks target the two hosts, with IP address of
87.51.34.132 (top of Fig. 12(a)) and 69.63.178.11 (bottom of
Fig. 12(a)) with different port ids, as shown in the Y-axis.
The horizontal bar indicates the starting and finishing time
of the attack, with the vertical line indicating the moment
at which the CATE issues a big-flow warning. Once a big
flow is detected, a monitoring rule collecting TCP flag packet
counts is installed to validate if the large flow is a SYN flood
attack. The dot indicates the moment at which the vPROM-
GUARD actually validates the attack as SYN flood attack.
The lightweight design and implementation of CATE enables
vPROM-GUARD to detect such attacks quite efficiently. The
average detection time is about 3 seconds, including the attack
validation time.

For the port-scan attacks in our trace, they do not generate
big enough traffic flows to be detected by CATE. As a result,
change-point monitoring and subflow collections are required
for the detection. Fig. 12(b) shows the detection time of
the vertical and horizontal port-scan attacks. The detection
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Fig. 9. Packet delay of DPDK UMON Fig. 10. Revalidator CPU utilization of DPDK
UMON

Fig. 11. Handler CPU utilization of DPDK UMON
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Fig. 12. Attack detection in vPROM-GUARD

time for vertical port-scan attack is about 10 seconds. The
horizontal port scan attack detection takes about 25 seconds.
The horizontal port-scan spreads the attack traffic among
multiple IPs, hence a smaller attacking rate for one IP and
takes longer time to detect.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we present the design and implementation
of vPROM, a vSwitch enhanced programmable measurement
framework that allows users to program the network mea-
surement and control applications. vPROM uses instrumented
Open vSwitches (UMON) as the measurement points, and aug-

ments the OpenFlow API to OpenFlow+ so that the UMONes
can be directly controlled by the applications via the SDN
controller. In vPROM, we also extend the Pyretic program-
ming language and run-time system to Pyretic+ and build a
controller client in order to support and automate the pro-
grammable measurement. To demonstrate its usefulness, we
also build the vPROM-GUARD, a DDoS and port-scan attack
detection application that demonstrates the major features of
vPROM. Performance evaluations and comparisons with other
approaches show the advantages of vPROM. Moving forward,
we are building more vPROM applications and investigating
how to use both UMONes and physical SDN switches as the
monitoring points simultaneously. In addition, we are studying
to employ the behavior based anomaly detection as the coarse
granularity monitoring cues.
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Abstract— This article presents challenges and solutions to 
testing systems based on the underlying products and services 
commonly referred to as the Internet of ‘things’ (IoT). 
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I. INTRODUCTION

Can you test the Internet? No - it is unbounded. Can you 
test the Internet of Things (IoT)?  Same answer. 

You could test sub-nets of the IoT and other bounded 
components of it. The Internet and its ‘things’ are only bound-
able for mere instants in time, therefore testing is problematic. 
Testing systems-at-rest is easier than testing systems 
reorganizing themselves in real-time and at massive scale. The 
Internet at time zero is different than the Internet at time zero + 
x, where x is a millisecond.  

We argue that testing the Internet and the IoT is not 
feasible. We further argue that we can use the concept of a 
Network of ‘Things’ (NoT) [1] to create testing schemes that 
are practical. This definition allows for measurement, and 
allows for one NoT to be compared to another.  In addition, 
this definition allows for estimating the testability1 of a specific 
NoT, which when said slightly differently, asks the question: is 
this NoT testable, meaning is testing even worth the effort you 
will put into it?  

The general concept behind the term Network of ‘Things’ 
involves communication, computation, sensing, and actuation. 
These are simple ideas that have existed in distributed 
computing for years. But what makes IoT and NoT different 
from previous large-scale distributed computing systems is 
scale, heterogeneity, data integrity, sensing, and possible non-

1Testability here refers to the likelihood that defects can be discovered during 
testing [3]; testability is clearly a function of what type of testing is occurring 
and how test cases are selected. 

ownership of the assets in a purposed and proprietary NoT. By 
‘non-ownership’ of assets, we include leased cloud services, 
leased data from vendor sensors, leased wireless 
communications, leased hardware and 3rd party software, and 
so on. This paper uses the concept of a NoT as the entity under 
test. 

II. UNDERSTANDING A NETWORK OF ‘THINGS’
To address such concerns, the National Institute of 

Standards (NIST) Special Publication 800-183 [1] offered a 
scientific foundation to describe the underpinnings of a 
Network of ‘things.’  It breaks these four activities into core 
distributed system components termed “primitives.” The 
document then defines a simple class of “elements” that allow 
for the foreshadowing of the trustworthiness of systems built 
from IoT-based components, services, and commercial 
products. (NIST has not released a specific definition for IoT at 
this time). 

The primitives proposed in [1] are: 1) Sensor, 2) 
Aggregator, 3) Communication channel, 4) eUtility, and 5) 
Decision trigger. Here are their descriptions from the 
document: 

1. A sensor is an electronic utility that digitally measures
physical properties (e.g. temperature, acceleration, weight, 
sound, etc.) and outputs raw data.  

2. An aggregator is a software implementation based on
mathematical function(s) that transforms/consolidates groups 
of raw data into intermediate data.  

3. A communication channel is a medium by which the
data is transmitted (e.g., physical via USB, wireless, wired, 
verbal, etc.) between sensor, aggregator, communication 
channel, decision trigger, or eUtility.  
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4. An eUtility (external utility) is a software or hardware 
product or service, providing computing power that 
aggregators will likely network of ‘things’ have.  

5. A decision trigger creates the final result(s) needed to 
satisfy the purpose, specification, and requirements of a 
specific network of ‘things.’ 

III. TESTABILITY OF A NETWORK OF ‘THINGS’ 
A specific, purposed network of ‘things’ is likely to have a 

dynamic and rapidly changing dataflow and workflow. It will 
likely have numerous inputs from a variety of sources.  This 
will, in turn, create a massive internal state space of data states 
created throughout the computational workflow of a NoT, and 
a vast number of potential interactions among components.  

One way to think about the testing problems from this 
state-space explosion is by trying to answer the question: Do 
NoTs of large scale have an impact on testability? To answer 
that, we will first look at the Domain Range Ratio (DRR) 
[2][3] metric, first proposed in the 1990s by Voas and Miller. 

We contend that the DRR metric addresses the inherent 
problem of testing networks that employ IoT-based 
components and services, e.g. clouds. The DRR is simply the 
cardinality of the set of all possible test cases for that system 
divided by the cardinality of the set of all possible outputs. A 
fundamental issue is that a particular network of ‘things’ is 
likely to process large amounts of data for the purpose of 
making rather limited output decisions, such as ‘actuate’ or ‘do 
not actuate.’ This situation makes it difficult to observe internal 
failures due to corrupted internal data during testing time.  

For example, Fig. 1 represents a simplistic NoT purposed 
to buy or not buy a certain stock. (Figure 1 is not intended to 
represent real NoTs, but rather to highlight the primitives in 
[1].)  This NoT has 15 sensors clustered into 3 groups, 5 
aggregators, and 3 eUtilities (2 clouds, and 1 laptop). Note that 
Sensor 5 and Sensor 6 are blue, illustrating that they are 
sending out data of suspicious integrity. This NoT has 22 
communication channels that carry the data that eventually gets 
aggregated and then fed into the NoT’s decision trigger.  The 
decision trigger is binary –a value of ‘1’ means buy the stock, a 
value of ‘0’ means do not. Stated simply, the combinatorics of 
faults and internal failures that can go wrong with 15 sensors, 5 
aggregators, 3 eUtilities, and 22 communications channels is 
quite large. 

Now assume that each binary value of the decision trigger 
variable is obtained approximately 50% of the time. Because of 
this minimal output space size, a fair coin toss also has a 50-50 
chance of providing a correct output for any given input. Hence 
building a system that generates a random ‘1’ or ‘0’ result via a 
coin flip is equivalent to and cheaper than building this 
complex and expensive NoT.  Worse, consider the scenario 
where ‘1’ and ‘0’ are not evenly distributed, e.g., the 
specification states that for 1 million unique test cases only 10 
should produce a ‘1’ and the other 999,990 should produce a 
‘0’.  One could build a NoT to compute this function or one 
could write a piece of code that just says: for all inputs output 
(‘0’). This incorrect code is still 99.999 reliable, and it would 
be nearly impossible to discover the defect in the code with a 

handful of random tests sampled from the 1 million. In short, 
random testing here has a minimal probability of detecting this 
fault because each test case has a very low probability of 
revealing the defective logic due to the tiny output space, and 
its probability density function for each output. Note also that 
this argument likely applies to aggregators – if an aggregator is 
fed much sensor data and reduces that data to a single output 
value, in particular a binary value, this problem is the same.   

 

Fig. 1.  A Simple NoT With a Feed-Back Loop 

Furthermore, in this system, corrupted data (regardless of 
the reason for the corruption) can travel through any of the 
communication channels – it can originate from eUtilities, 
aggregators, sensors, and even communication channels. Given 
the many data-related events that happen before a decision 
trigger is executed, how does a system-level test of a NoT give 
assurance and confidence to the prior event’s trustworthiness?   
This is the same question that resulted in the concept of 
software unit testing. We apply the same principles here to 
NoTs. We will discuss this situation further using assertions. 

IV. THE ORACLE PROBLEM FOR NETWORKS ‘THINGS’ 
The traditional software testing problem of having access to 

a usable oracle can be paraphrased as follows: if you do not 
know if an output is correct after a test is performed, what is 
the point of testing? Further, this problem can be subdivided 
into two problems: (1) a defective oracle, and (2) not having an 
oracle at all.  

For NoTs, the oracle problem is exacerbated by this: it is 
unlikely that the intended functionality of a general-purpose, 
short-lived NoT will remain static long enough for an oracle to 
be built. (Hopefully for most security-critical and safety-critical 
properties of NoTs, this concern can be avoided.) This problem 
exists because NoTs offer more extensibility and malleability 
of the intended functionality than in previous distributed 
systems. For example, the sensors, eUtilities, and 
communication channels can all be quickly swapped out and 
replacements swapped in; and the algorithms and the software 
(in the aggregators, communication channels, and decision 
trigger) can be continuously tweaked when the purpose of a 
NoT changes.  
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The ability to “modify-on-the-fly” a NoT is one of the 
advantages of this advancement in distributed computing and 
control but is problematic for testing using oracles. Hence, 
testing efficiency is critical. Using the Template 

V. ASSERTIONS

Three conditions are necessary for software to fail: (1) a 
fault is executed, (2) a defective internal data state is created, 
and (3) the defective state propagates causing incorrect output 
(failure). By testing internal data states using assertions, we 
observe whether (2) occurs if the assertion is correctly coded 
and placed. 

Assertions are internal self-tests that probe either: (1) the 
output of a component or function, or (2) data states that exist 
anytime during computation. Assertions increase testability by 
increasing the size of the range [4][5]. The goal is not to test 
the functionality of eUtilities, aggregators, sensors, and 
communication channels, but rather to test the data they 
produce.  

To do this, the notion of wrappers connected to interfaces 
(between primitives) is possibly the easiest implementation 
approach for building assertions. For example, in the interface 
between a sensor and an aggregator, insert a wrapper on the 
data leaving the sensor before it rides on the communication 
channel, or insert a wrapper before it leaves the communication 
channel and enters the aggregator, or both (if there is concern 
something might go wrong during transmission). Tests at the 
interface points offer two advantages for NoTs: (1) this testing 
can be done even if most of the primitive ‘things’ are black-
box entities, and (2) no access to any software or algorithms is 
required. 

VI. COMBINATORIAL TESTING

Among the unique challenges of testing NoTs, one of the 
most significant is the potential for an enormous number of 
interactions. Instead of two, or a few, components sending and 
receiving data, NoTs may have 10s or 100s of nodes 
interacting. While internet e-commerce and information 
systems include thousands of nodes, interactions are typically 
client-server. NoTs, in contrast, may require cooperation 
among a much larger set of nodes to meet their design 
objectives.  The difficulty of testing these networks has led to 
recognition of the need for combinatorial test methods 
[12][13], which are designed specifically for testing complex 
interactions.  

Software faults may involve one or multiple factors 
interacting.  For example, a device failure that occurs only 
when pressure < 10 AND volume > 300 AND velocity = 5 
(where pressure, volume and velocity are integer variables) is a 
3-way interaction fault.  Interaction faults remain dormant until
the particular combination of values is encountered in practice.
Combinatorial testing (CT) is an increasingly popular method
for reducing the cost of finding such complex faults. The
empirical basis for CT’s effectiveness was shown in a series of
NIST studies [6][7][8][9] that demonstrated the following:
most faults involve a single parameter or two parameters; and
progressively fewer interaction faults involve 3, 4, 5, and 6

parameters (a fault involving more than six parameters has not 
been seen) [8]. This empirical finding, referred to as the 
interaction rule, has important implications for software 
testing, because it means that compressing t-way combinations 
into a small number of tests can provide more efficient fault 
detection than conventional methods.  

Matrices known as covering arrays [10] are used to 
produce tests covering t-way combinations of values, for some 
specified level of t ≥ 2; e.g., if t = 3, then the covering array 
contains all 3-way combinations of variable values.  The key 
property of a covering array is that it includes all t-way 
combinations of values at least once, and algorithms developed 
in the past 10-15 years can efficiently generate test arrays for 
high-order interactions, typically up to t=6. (In the past, nearly 
all combinatorial testing had been limited to pair-wise, or t=2.) 
For example, suppose we want to test a module for a lighted 
text display, which might be controlled using an Arduino board 
or similar small system. The function allows 10 effect settings 
for enhancing the text, each of which has two possible settings: 
flashing (on, off), size (large, small), three light colors that can 
each be on or off to produce different effects, a "glow" effect 
(on, off), etc.  Testing all combinations would require 210, or 
1024 tests.  The 10 effects are labeled A through J. If we 
represent “on” as 1, and “off” as 0, then the array in Fig. 2 
provides a compact test set that covers all 3-way combinations.   

 

Fig. 2.  3-way covering array 

Fig. 2 shows a 3-way covering array for 10 variables with 
two values each, where each row represents a test and each 
column specifies values for a variable setting.  The interesting 
property of this array is that any three columns contain all eight 
possible values for three binary variables.  For example, taking 
columns D, E, and G, we can see that all eight possible 3-way 
combinations (000, 001, 010, 011, 100, 101, 110, 111) occur 
somewhere in the three columns together.  In fact, any 
combination of three columns chosen in any order will also 
contain all eight possible values.  Collectively, therefore, this 
set of tests will exercise all 3-way combinations of input values 
in only 13 tests, as compared with 1,024 for exhaustive 
coverage.  Similar arrays can be generated to cover up to all 6-
way combinations.  The larger the problem, the greater the 
improvement over exhaustive testing, because for a given 

Tests 

A     B     C     D     E     F    G    H      I     J 
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interaction strength, the number of rows (tests) in a t-way 
covering array increases with log n, for n parameters, while the 
exhaustive test set size of course increases exponentially. 
(Note that covering arrays are not restricted to binary variables; 
these are used here to simplify the presentation.) For example, 
with 34 on-off switches, there are approximately 17 billion 
possible combinations, but all 3-way settings can be covered 
with only 33 tests, and all 4-way combinations with 85 tests.  

An extensive body of empirical work shows that these 
methods are highly cost effective.  In practical applications, 
combinatorial testing has been shown to provide significant 
advantages, with reduced cost and greater fault detection 
[10][11]. Fortunately, these methods can solve some of the 
unique problems of testing NoTs. 

VII. APPLYING COMBINATORIAL TESTING TO THE EXAMPLE

How can we adequately test NoTs, given the constraints
identified by the DRR for these systems?  Consider again the 
example for which 10 inputs from an input domain of 10 
million produce a ‘1’, with the rest producing ‘0’. For any 
computed result, there must be some specification that defines 
the conditions under which each possible result is produced. In 
general, these conditions will be specified by some logical 
predicate, especially for NoTs, where decision predicates 
receive inputs from various sensors and generated values 
elsewhere in the system. One such example is shown in figure 
1. Here we have the decision trigger  “if g(x,y) > 100 then buy
Z shares of stock S”. In this example, an expression of two
values, x and y, is used in the decision; we assume different
combinations of x and y values not shown in the figure may
generate different results. For decision triggers in the network,
many additional expressions with different combinations of
values may be used in decision triggers.  It is easy to produce
positive tests for this example:  simply specify values to make
the expression g(x,y) > 100 true. But what if we want to ensure
that “buy Z shares of stock S” action is not triggered under
some other conditions? If the DRR tells us that there is only a
small portion of the input space for which this action is correct,
how will it be possible to test the huge portion of inputs for
which the result should not be to buy Z shares of stock S?

One approach to achieving this assurance is to use the 
pseudo exhaustive test method described in [14], where we 
have a small set of possible outputs. This method produces two 
test arrays for each possible output, or class of outputs. One 
array includes tests for each condition where a particular result 
should be produced. For example, suppose a decision trigger is 
“x+y > 200 && x >100 || x < 100 && y > 500 || y  > 1000  
then R1”, where R1 is a Boolean output corresponding to some 
action that the system performs. Only three positive tests are 
needed, one for each conjunct within the expression. A more 
difficult challenge is showing that the code implementing the 
expression does not generate the result for some combination 
of variables inappropriately. This expression is in disjunctive 
normal form, where each term contains at most two variables, 
so it is in 2-DNF.  By generating a 2-way covering array of 
values for x and y, but excluding the positive cases, we have a 
test set with all possible 2-way combinations of values where 
R1 should not be produced. Thus we address the oracle 
problem by verifying that results for tests in each array are 

equivalent, rather than specifying a set of inputs and 
determining the output specifically for each one. In the first 
array, we should see R1 as the output for each test, and the 
second array we should not see R1. Because we verify positive 
and negative results for each output Ri, (i=1,2,3,…), we have a 
sound and complete set of tests without the conventional test 
oracle problem of computing outputs for each set of inputs.  

To see the power of this method, consider the example 
introduced previously, with roughly one million possible 
inputs, where 10 produce an output of '1' and all others produce 
an output of '0'.  This could occur with a system of 20 Boolean 
parameters, for example, resulting in 220 = 1,048, 576 possible 
inputs. From the specification, we derive the conditions under 
which '1' is produced, in the form of if-then-else rules or a 
decision tree.  Transforming these rules into k-DNF form, we 
produce a set of conjunctions that result in the '1' output. 
Suppose that the 10 conditions that result in an output of '1' 
contain at most three Boolean literals (e.g., x && ~a  && y).  It 
is easy to produce tests to verify this output for each of the 10 
conditions, but how can we ensure that none of the other 1,048, 
566 inputs will produce a '1' instead of the correct value of '0'? 
Surprisingly, we can verify this for all 3-way combinations of 
inputs with only 28 tests, by generating a covering array of all 
3-way combinations, excluding the 10 conditions that should
produce '1' [14]. The test arrays will also catch a large
proportion of combinations with more than three Booleans, or
we can generate arrays up to 6-way with less than 400 tests.
This method is not restricted to Boolean inputs, but may be
applied to complex conditionals as well, and as a result is
especially well suited to testing complex conditionals in
decision triggers.

Given a formal specification of the conditions for each 
decision trigger, the test arrays described above can be 
produced mechanically, but many tests will still be needed. 
Thus, even though a conventional test oracle is not needed 
(because each of the two arrays should produce the same 
result), the large number of tests may be prohibitive in some 
applications. The DRR calculation can be used to identify the 
most difficult to test interface points, helping to establish 
priorities and allocate testing resources. 

VIII. SUMMARY

We believe that because of the necessary role of decision 
triggers, specifically purposed NoTs have testability concerns. 
We explained how the testing oracle problem applies to NoTs 
as well as other distributed systems, and that the problem may 
be worse compared with other complex IT systems due to 
“leased assets.” And finally, we described applications of 
combinatorial testing and the domain range ratio, and how 
these methods provide a practical approach to IoT testing 
complexities.  

We hope this review of challenges and potential solutions 
will offer new insights into how to more efficiently test NoTs. 
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ABSTRACT 
The current ASME B31.12 code used to guide the design of hydrogen pipelines 
favors the use of API 5L X52, but is being modified to include higher strength 
steels, such as X70 to enable cost reductions without affecting safety. To 
provide a scientific basis for code modification, fatigue crack growth (FCG) 
tests were conducted on an X52 pipeline steel that is currently in service 
transporting hydrogen gas, as well as two X70 pipeline steels designed for 
natural gas. Compact tension specimens were tested in hydrogen gas 
pressurized to 5.5 MPa or 34 MPa. A comparison of these tests, conducted at a 
cyclic loading frequency of 1 Hz, shows that there is very little difference 
between the FCG rates of the base metal among the three steels at a given 
hydrogen pressure. All three metals exhibited some increase in FCG rate at a 
hydrogen pressure of 34 MPa compared with 5.5 MPa. Analysis of the data 
provide a rationale for allowing higher strength steels to be used for hydrogen 
gas transport. A recommendation was made to the ASME B31.12 Committee 
on Hydrogen Piping and Pipelines to allow higher-strength steels that is based 
on this and other data acquired at hydrogen pressures ≤ 21 MPa. 

INTRODUCTION 
Two federal agencies are tasked with ensuring that present and future hydrogen 
pipelines are safe and efficient. According to the US Department of Energy 
(DOE) [1], there are approximately 1500 miles of steel pipelines for the 
transportation of hydrogen gas in service today. That number is likely to 
increase, particularly if hydrogen fuel-cell cars become a popular alternative to 
gasoline-powered cars. Pipelines will be a necessary component to enable 
market penetration beyond the coastal US. The DOE has set a goal to reduce the 
cost of hydrogen delivery by the year 2020 from the production site to the point 
of use in consumer vehicles to <$2/gge (gallon of gasoline equivalent) for at 
least one delivery pathway [2]. This will help pave the way toward making 
hydrogen a competitive choice for powering cars and heating homes. 
Meanwhile, the mission of the Department of Transportation, Pipeline and 
Hazardous Materials Safety Administration (DOT/PHMSA) is to maintain the 
safety of pipelines transporting fuels in the US. 

*Contribution of the National Institute of Standards and Technology, an agency of the US
government; not subject to copyright in the USA.
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Both agencies are working to develop the transmission infrastructure 
needed to support hydrogen fuel cell vehicles. Pipelines are the most cost-
effective means of transporting hydrogen gas, but to attain the DOE goal for 
delivery cost, the expense of laying new pipelines must be further reduced. This 
can be achieved with higher strength steel. Fekete et al. [3] have described the 
savings generated by the use of steel with the grade API 5L X70 instead of API 
X52 for hydrogen pipelines. However, these savings can only be realized if the 
proposed material is as safe for operations as X52.  

At the present time, the code used to design hydrogen pipelines is ASME 
B31.12 Hydrogen Piping and Pipelines [4]. This code states that API 5L X52 
(PSL 2) grade steel can be used for hydrogen pipelines without additional 
testing. If a stronger grade of steel is desired, fracture toughness tests in 
pressurized hydrogen gas must be conducted. As few facilities have the 
capability of testing in pressurized hydrogen gas, X52 is virtually the only grade 
used in the US. This grade became the default choice in the code, because it 
exhibits minimal loss in ductility under monotonic loading in hydrogen gas.  

However, it is rare for a pipeline to fail because it has exceeded its ultimate 
tensile strength, where the loss of ductility becomes critical. Safety factors 
ensure that stresses remain well below the yield strength of the steel. Rather, 
steel pipelines fail because fatigue cracks initiated by damage or flaws 
eventually propagate through the wall thickness of the pipe. If fatigue is the 
failure mechanism of concern, then limiting the choice of steels to X52 may not 
be the most effective means of designing safely operating hydrogen pipelines. 
For example, Cialone and Holbrook [5] found that for X42 pipeline steel there 
the fatigue crack growth rate (FCGR) increased by an order of magnitude for 
tests conducted in pressurized hydrogen and nitrogen. Other research groups 
have also found the FCGR of pipeline steels to increase by an order of 
magnitude or more when tested in pressurized hydrogen gas, as compared with 
those tested in air or an inert environment [6-8]. However, more data are needed 
to characterize the effect of strength on fatigue lifetimes in hydrogen. 

In order to provide the ASME B31.12 Committee on Hydrogen Piping and 
Pipelines with a body of data from which to base a modification to the code, 
FCGR tests have been conducted that compare X52 steel from a currently 
operational hydrogen pipeline that was designed to the current B31.12 code, and 
two X70 steels from natural gas pipelines. Compact tension (CT) specimens 
were cyclically loaded in air and in hydrogen gas pressurized to either 5.5 MPa, 
a typical pressure at which to operate a hydrogen pipeline, or 34 MPa, the 
highest pressure currently considered.  

MATERIALS AND METHODS 
The base metals from two X70 pipeline steels that were designed for natural 

gas transmission and the modern X52 steel that is currently used in a hydrogen 
pipeline that went into operation in 2011 were tested to compare their FCGRs in 
pressurized hydrogen gas. The tests were conducted at a cyclic loading 
frequency of 1 Hz. Other researchers have found that in general there is an 
inverse relationship between the cyclic loading frequency and the hydrogen-
assisted fatigue crack growth rate (HA-FCGR) for most structural alloys, 
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particularly for frequencies at or above 1 Hz [9-13]. A limited number of tests 
were conducted at 0.1 Hz in order to determine the relationship between the 
FCGR for these steels and the loading frequency. 

The chemical compositions of the three low-carbon, micro-alloyed steels 
are found in Table 1. The microstructures from near the mid-line of each steel 
are shown in Figure 1, and from optical microscopy were determined to be 
polygonal and acicular ferrite. There may be other constituents that are not 
resolvable without employing more advanced analytical techniques. Tensile data 
was acquired for each steel in air and in the transverse orientation, according to 
ASTM E8 [14]. The mean of those data and the dimensions of the pipes from 
which they came are shown in Table 2. Note that the X52 has a far higher yield 
strength than might be expected for an X52, although it meets the specification 
for API 5L X52 PSL 2, which has a minimum yield strength of 359 MPa (52 
ksi) and a maximum yield strength of 531 MPa (77 ksi) [15]. 

The fatigue tests were conducted in accordance with ASTM E647 [16] and 
with a constant load ratio (R=0.5). The data generated are (increasing) stress 
intensity range (∆K) and fatigue crack growth rate (da/dN); the tests were 
conducted in load control and regulated by the load cell located within the 
chamber, and the crack length was calculated from compliance, as provided by a 
CMOD (crack mouth opening displacement) gage located at the load line of the 
specimen. An internal load cell was used because it can more accurately 
represent the forces on the specimen(s), as the frictional forces of the seals are 
eliminated. The signal drift of the internal load cell in hydrogen gas up to 34 
MPa results in a change in load ration of less than 2 %. In order to obtain 
sufficient data in a span of two years, a new apparatus was employed that 
permits the cyclic loading of ten specimens simultaneously within a test 
chamber [17]. The CT specimens were machined from the C-L orientation (see 
Figure 1c of ASTM E399 [18]) with a width W= 44.5 mm, a chevron notch to 
facilitate growth of a straight precrack, and the surface roughness Ra≤0.25 µm. 
The precrack was grown in air at a load ratio of R=0.1. The test chamber was 
purged three times with 99.9999 % helium and three times with 99.9995 % 
hydrogen before a final fill with the hydrogen and commencing the fatigue tests. 
The tests continued 24 hours/day, 7 days/week until all specimens were 
completed. The chamber pressure was continuously monitored and 
automatically maintained to ±3 % of the designated pressure. 

Table 1. Chemical composition in mass percent of the steels tested. The balance is Fe. 

Element C Mn P S Si Cu
X52 0.071 1.06 0.012 0.004 0.24 0.016
X70A 0.048 1.43 0.009 0.001 0.17 0.220
X70B 0.053 1.53 0.01 0.001 0.16 0.250

Ni Cr Mo V Nb Ti Al
X52 0.016 0.033 0.003 0.004 0.026 0.038 0.017
X70A 0.14 0.240 0.005 0.004 0.054 0.027 0.015
X70B 0.14 0.230 0.003 0.004 0.054 0.024 0.012
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Figure 1. The microstructure from near the mid-line of the pipe through thickness for the (A) 
X52, (B) X70A, and (C) X70B steels. 

Table 2. The tensile properties and the pipe dimensions for each of the steels reported. 

Material
σy [MPa ± 
std. dev.]

σUTS [MPa ± 
std. dev.]

Pipe 
diameter 
[mm (in)]

Wall 
thickness 
[mm]

X52 487 ± 5 588 ± 5 508 (20) 10.6
X70A 509 ± 19 609 ± 4 914 (36) 18
X70B 553 ± 18 640 ± 9 914 (36) 22

RESULTS 
The purpose of this study was to determine whether X70 can safely be used 

to construct pipelines for hydrogen gas transmission. Variability of the 
measurement on these steels in air can be found in Drexler et al. [17]. It is not 
possible to report on the variability of the measurement at any hydrogen 
condition because there is not sufficient data over the requisite range to allow 
calculations to be performed according to McKeighan et al. [19]. Uncertainty of 
the measurement would be expected to be much smaller than the variability, so 
calculating the uncertainty would not provide meaningful information. 

The data at a cyclic loading frequency of 1 Hz are shown in Figure 3, and 
each dataset (line style) represents one to four individual specimens tested. In 
Figure 3A, it can be seen that for the specimens tested in hydrogen pressurized 
to 5.5 MPa, there is little difference between the FCGRs of steels designated as 
X52 and those designated as X70. The FCGRs of the steels in air (shown for 
comparison) are lower than those tested in hydrogen gas by as much as 20 times 
for the range of data tested. In pressurized hydrogen gas, subtle differences in 
the relative FCGR among the steels exist between low values of ∆K (<11 
MPa·m½) and those at higher values (>15 MPa·m½). These differences are 
negligible when compared with the overall effect of hydrogen-assisted fatigue 
on the FCGR of pipeline steels. 

At a hydrogen pressure of 34 MPa (Figure 3B), there is an even greater 
difference between the air and hydrogen data—as much as 50 times higher for 
the hydrogen data at a given value of ∆K. As seen in the figure, the three tests 
conducted in hydrogen gas on the X52 steel are visibly different. They were 
conducted simultaneously with the new apparatus, so the differences are not 
from variations in test conditions from one test to another. Furthermore, these 
specimens originated from a single piece of material that was removed from the 
pipe, and were from a similar clock position. Rather, this variability appears to 
be attributable to the way hydrogen interacts with microstructural features. 

The data for both hydrogen pressures are shown on the same graph (Figure 
4) to emphasize the effect of hydrogen test pressure on the FCGR of these steels.

A B C
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The fatigue crack grew rapidly in the higher hydrogen pressure, resulting in little 
data acquisition at low ∆K. Nevertheless, it is apparent that at low values of ∆K 
(<15 MPa·m½), the FCGRs of tests conducted at 34 MPa are higher than those 
conducted at 5.5 MPa. Above ∆K=20 MPa·m½, however, the data coalesce. 

The remaining variable, cyclic loading frequency, is illustrated in Figure 5 
for tests conducted at a hydrogen gas pressure of 5.5 MPa. From this graphical 
representation of the data, it is difficult to determine if frequency has a 
consistent effect on the FCGR. To clarify the effect of frequency on FCGR, data 
were analyzed for all materials and hydrogen gas pressures at one value of ∆K. 
A value of 14 MPa·m½ was chosen because it was the value for which the most 
data was available. Bar graphs showing the average value of da/dN for all the 
data available for that condition are shown in Figure 6. This snapshot of these 
limited conditions reveals that the slower cyclic loading frequency leads to 
slight increases in the FCGR for all conditions, except for the X52 steel when 
tested at a hydrogen gas pressure of 5.5 MPa (black bars). The hydrogen gas 
pressure (gray bars represent data acquired at a hydrogen gas pressure of 34 
MPa) has a far larger effect on the FCGR than does the cyclic loading rate.  

DISCUSSION 
It is important to quantify the differences in the hydrogen-assisted fatigue 

crack growth rate (HA-FCGR) in X52 and X70 steels for two reasons. The first, 
as stated earlier, is that pipelines are expected to provide the means by which 
hydrogen fuel is transmitted between where it is produced and the end user. To 
accomplish this at a competitive cost, pipelines will have to be constructed of 
higher grade steel, so that less material can be used while still providing 
comparable margins of safety. Less steel lowers the cost. The impetus for the 
second reason can be found in the tensile data provided in Table 2. The owners 
of the hydrogen pipeline that provided our X52 steel, wanted and thought they 
were getting X52-strength steel. Instead they received material with an average 
yield strength closer to that of an X70 than an X52. It is not unusual for 
foundries to provide steel that exceeds the specified minimum yield strength 
(SMYS), because the API specification provides so much leeway. 

Figure 3. FCGR results from tests conducted at a cyclic loading frequency of 1 Hz and 
hydrogen gas pressures of (A) 5.5. MPa and (B) 34 MPa. Data collected in air are shown 
for comparison. 

A B 
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Figure 6. Bar graphs comparing the average value of the da/dN data at ∆K = 14 MPa·m½

for the available data at cyclic loading frequencies of 1 Hz and 0.1 Hz for the (A) X52 steel, 
(B) X70A, and (C) X70B. Gray bars represent data acquired at a hydrogen gas pressure of
34 MPa and the black at 5.5 MPa.

The FCGR data generated at NIST show that all the reported materials are 
strongly, but comparably, affected by the presence of high-pressure hydrogen. 
This is observed for both hydrogen pressures and both cyclic loading rates 
discussed here. The findings were reported to the ASME B31.12 Committee on 
Hydrogen Piping and Pipelines. They concurred that, as long as pipelines 
operate well below the specified minimum yield strength (SMYS)—below the 
stresses for bursting or fracture, fatigue is the likely failure mechanism for 
hydrogen pipelines. (At higher operating pressures with respect to the SMYS, 
fracture toughness tests are still required.) Furthermore, these fatigue tests  

C 

Figure 4. FCGR data comparing tests 
conducted in air, and at hydrogen gas 
pressurized to 5.5 MPa and 34 MPa 
at a cyclic loading frequency of 1 Hz. 

Figure 5. FCGR data for the three 
steels tested at a hydrogen gas 
pressure of 5.5 MPa and a cyclic 
loading frequency of 1 Hz (lines) and 
0.1 Hz (lines with symbols). FCGR 
data acquired in air are included for 
comparison. 
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provide the foundation upon which to modify the code. It was decided by the 
Committee that rather than requiring each material to be tested, an upper bound 
to all the available data that was acquired at hydrogen gas pressures of 21 MPa 
or below would be modeled [20] and that would be established as the minimum 
fatigue lifetime to which hydrogen pipelines will be designed. Figure 7 shows 
all of the NIST data acquired at hydrogen gas pressurized to 5.5 MPa throughout 
this test program (including an X52 pipeline steel, ca. 1964, that is not reported 
here) and the upper-bound fit to the data. The modification to the code has been 
approved by all requisite entities within ASME, and the modification will be 
implemented in the 2016 version of the code that is scheduled for release in 
February 2017. 

CONCLUSIONS 
Fatigue tests are a more accurate measure of how pipeline steels will 

perform in a pressurized hydrogen environment than tensile tests. However, 
sufficient FCGR data on which to base a code for designing hydrogen pipelines 
has not been available before now. Scores of tests were conducted at NIST on 
X52 steels (currently approved for use without further tests in the ASME B31.12 
code) and X70 steels. Both grades of steel exhibited HA-FCGR, which 
accelerated crack growth up to 1 to 1.5 orders of magnitude over the FCGR in 
air. Since the HA-FCGRs for the two grades are comparable, X70 could be used 
for constructing hydrogen pipelines operating at current pressures with no loss 
in performance or safety when the modeled upper-bound FCGR is used. The 
ASME B31.12 Code on Hydrogen Piping and Pipelines has been revised and 
accepted to reflect this finding. Should future pipelines operate at pressures 
higher than 21 MPa (the maximum pressure used for the model fit for the code 
revision), the model will need to be modified and the code revised to reflect the 
higher FCGRs measured on steels tested at higher pressures, such as those 
reported here at 34 MPa.  

Further studies on the HA-FCGR of the fusion zone and associated heat-
affected zones should be conducted to elucidate whether these areas are more 
susceptible to degradation from hydrogen than the base metal. Even more 
fundamental, a general study on the interaction of hydrogen and predominant 

Figure 7. All of the data acquired 
on the fatigue crack growth rate of 
X52 and X70 steels in air (lt. gray 
circles) and in hydrogen gas (gray 
diamonds) pressurized to 5.5 MPa 
with the modeled fit of the upper 
bound that is now part of the 
ASME B31.12 code (black line). 
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microstructural constituents in ferritic steels is needed. With that data, a fully-
predictive physics-based model can be developed. 
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ABSTRACT 
In this work we further develop a model to predict hydrogen-assisted fatigue 
crack growth in steel pipelines and pressure vessels.  This model is 
implemented by finite element code, which uses an elastic-plastic constitutive 
model in conjunction with a hydrogen diffusion model to predict the 
deformation and concentration of hydrogen around a fatigue crack tip. The 
hydrogen concentration around the crack tip is used to inform our fatigue crack 
growth model and account for the effect of hydrogen embrittlement. We first 
use our model to predict the fatigue crack growth of X100 pipeline steel at 
different levels of applied hydrogen pressure. The simulated results are within a 
factor of ± 2 of the experimental X100 results. 

INTRODUCTION 
Hydrogen is expected to play a key role in transitioning the United States’ 

energy and transportation sectors away from fossil fuels towards a more 
sustainable and climate-friendly alternative.  While not an energy source, per se, 
hydrogen is seen as an energy carrier.  In which case, hydrogen is used in 
conjunction with a catalyst to produce energy.  Hydrogen may also be used to 
store energy from green energy-producing alternatives such as solar, wind, 
wave, and so on that produce energy regardless of demand.  In order for 
hydrogen to see widespread use as an energy carrier, hydrogen must be safely 
and efficiently transported from the source to the location of end-use. 

Hydrogen fuel cell vehicles are currently being manufactured and sold by 
Toyota, Hyundai, and Honda.  Mercedes-Benz, Lexus, and Nissan have concept 
and evaluation vehicles currently in testing [1].  Unfortunately, there are 
currently only 29 hydrogen fueling stations in the United States [2].  The vast 
majority of those are in Northern and Southern California.  The infrastructure 
required to transport hydrogen across the United States efficiently does not 
currently exist.  Steel pipeline is thought to be the best method to transport 
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hydrogen long-distances.  While the United States currently has on the order of 
305,000 miles of natural gas pipeline [3] there is currently only approximately 
700 miles to 1500 miles of hydrogen-dedicated pipeline for hydrogen delivery 
[4, 5].  A primary barrier to the use of steel pipeline to transport hydrogen is 
hydrogen’s deleterious effects on steels monotonic and fatigue deformation 
response [6, 7].  The ASME B31.12 Committee on Hydrogen Piping and 
Pipelines is supporting the design, engineering, and installation of hydrogen-
dedicated pipeline by creating and updating the B31.12 code based upon current 
hydrogen-assisted fatigue crack growth (HA-FCG) data collected at laboratories, 
such as the National Institute of Standards and Technology (NIST) and Sandia 
National Laboratories (SNL) [8-10]  The data collected has been used to inform 
a phenomenological HA-FCG model for pipeline steels that predicts cycles to 
failure for known operating conditions.  The model was based initially upon 
closed-form solutions for the crack-tip deformation response, the hydrogen 
diffusion within the material, and the coupling of the two [11, 12].  This work 
details the implementation of these key aspects of the HA-FCG model into the 
finite element code ABAQUS1.  The results from the combination of 
deformation and hydrogen diffusion in ABAQUS are then coupled with the 
phenomenological HA-FCG model to predict the crack-growth response of 
X100 compact tension (CT) specimens tested in 1.72 MPa, 6.89 MPa, and 20.68 
MPa gaseous hydrogen (250 psi, 1000 psi, and 3000 psi gaseous hydrogen). 

 
Hydrogen-Assisted Fatigue Crack Growth Model 

The existing phenomenological HA-FCG model, calibrated to X100 
pipeline steel, is detailed in [11, 12].  The form of the model is as follows: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑total

= 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑fatigue

+ δ(𝑃𝑃H − 𝑃𝑃Hth) 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑H

,   EQ. 1 

where, a is the crack length, N is the number of cycles, and P is the hydrogen 
pressure. From left to right, the total fatigue crack growth is calculated as a 
summation of the fatigue crack growth resulting from fatigue only and the 
hydrogen-assisted fatigue crack growth.  The HA-FCG term has the form: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑H

= [(𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑃𝑃H

)
−1

+ (𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑∆𝐾𝐾

)
−1

]
−1

,    EQ. 2 

where the overall contribution of HA-FCG is modeled as a competition between 
a hydrogen-pressure-dominated component, 𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑𝑃𝑃H
, and a component dominated 

by hydrogen-assistance from the crack-extension driving force , 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑∆𝐾𝐾

.  This 
competition is a result of two independent damage mechanisms.  When the 
crack extension per cycle is on the order of the fatigue process zone (FPZ) size, 
the crack growth rate is dominated by the accumulated damage of the FPZ and 
the increased hydrogen concentration within the FPZ.  However, when the crack 
extension per cycle extends far beyond the FPZ, PH, the crack growth rate is 
dominated less by the effects within the FPZ and more by the far-field crack 
driving force, ΔK.  The hydrogen-pressure-dominated FCG term is defined as  
                                                           
1 Identified for clarity only, no endorsement by NIST is implied 
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𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑃𝑃H

= 𝑎𝑎𝑎𝑎𝑎𝑎𝐵𝐵𝐵 (𝑃𝑃H𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒(
−𝑄𝑄𝑄𝑄𝑄𝑄𝑄h

𝑅𝑅𝑅𝑅 ))
𝑑𝑑𝑑

,   EQ. 3 

and is referred to as transient HA-FCG, where ∆K is the stress intensity range, Q 
is the activation energy for hydrogen diffusion; V is the partial molar volume of 
hydrogen in the metal; R is the universal gas constant; T the absolute 
temperature; 𝜎𝜎h is the hydrostatic stress at a critical distance in front of the crack 
tip; PH is the ambient hydrogen pressure; and a1, B1, m1, and d1 are fitting 
parameters.  The component dominated by hydrogen-assistance from the crack-
extension driving force is defined as 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑∆𝐾𝐾

= 𝑎𝑎𝑎𝑎𝑎𝑎𝐵𝐵𝐵 (𝑃𝑃H𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒(
−𝑄𝑄𝑄𝑄𝑄𝑄𝑄h

𝑅𝑅𝑅𝑅 ))
𝑑𝑑𝑑

,   EQ. 4 
and is referred to as the steady-state HA-FCG, where a2, B2, m2, and d2 are 
fitting parameters.  Explicit details of the model justification, constants, 
parameters, calibration, etc. may be found in [11].  One will note that Eqs. 3 and 
4 employ closed-form solutions for the stress-free hydrogen concentration 
within the material, 𝑃𝑃H𝑚𝑚𝑚, the stress field at a crack tip, 𝜎𝜎h, and the stress-assisted 

hydrogen concentration near the crack tip, 𝑃𝑃H𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒(
−𝑄𝑄𝑄𝑄𝑄𝑄𝑄h

𝑅𝑅𝑅𝑅 ).  
 

ABAQUS Implementation 
Ultimately, the HA-FCG model defined above is to be implemented in a 

physics-based format that predicts the FCG, based upon microstructure-specific 
material responses, such as hydrogen diffusivity, hydrogen-dislocation 
interactions, microstructure-specific deformation, etc.  A first step towards this 
aim is to determine the stress-free and stress-assisted hydrogen concentration 
within the material, both near the crack tip and far field, by use of the finite 
element code ABAQUS.  For this purpose, Eq. 3 is then replaced by  

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑃𝑃H

= 𝑎𝑎𝑎𝑎𝑎𝑎𝐵𝐵𝐵(𝐶𝐶L)𝑑𝑑𝑑,     EQ. 5 

where CL is the spatial- and time-dependent lattice hydrogen concentration 
determined from ABAQUS (defined in EQ. 10 below).  Equation 4 is also 
replaced with 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑∆𝐾𝐾

= 𝑎𝑎𝑎𝑎𝑎𝑎𝐵𝐵𝐵(𝐶𝐶L)𝑑𝑑𝑑,     EQ. 6 
and a2, B2, m2, and d2 are fitting parameters [12]. 

The finite-element implementation to determine CL requires an 
understanding of the elastic-plastic deformation response of the material.  This 
modeling effort employs the Ramberg-Osgood (RO) elastic-plastic constitutive 
model 

𝜀𝜀
𝜀𝜀0
= 𝜎𝜎

𝜎𝜎0
+ 𝛼𝛼 𝛼 𝜎𝜎𝜎𝜎0)

𝑛𝑛
,     EQ. 7 

where ε is the total strain, σ is the total stress, ε0 and σ0 are the strain and stress 
at yielding, respectively, and α and n are constants. The Ramberg-Osgood 
deformation model is implemented in ABAQUS with the existing cyclic 
plasticity model incorporating linear kinematic hardening. 

Hydrogen transport is modeled in ABAQUS by use of a new user-defined 
subroutine, H-diff, which is built upon the structure of the existing ABAQUS 
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subroutine UMATHT.  The subroutine H-diff explicitly calculates the hydrogen 
concentration, CL, the plastic-hardening curve, and the hydrostatic stress by use 
of EQ. 7 at the integration points as a function of time.  The hydrogen 
concentration is calculated via the hydrogen transport equation of [13] and 
modified by [14] 

 𝐷𝐷
𝐷𝐷eff

𝜕𝜕𝜕𝜕𝐿𝐿
𝜕𝜕𝜕𝜕 = 𝐷𝐷𝐷2𝐶𝐶L − ∇ ∙ (𝐷𝐷𝐷𝐷H3𝑅𝑅𝑅𝑅 𝐶𝐶L∇𝜎𝜎h) − (∑ 𝜂𝜂𝑗𝑗𝜃𝜃T

𝑗𝑗 𝜕𝜕𝜕𝜕T
𝑗𝑗

𝜕𝜕𝜕𝜕p𝑗𝑗 ) 𝜕𝜕𝜕𝜕
p

𝜕𝜕𝜕𝜕 . EQ. 8 
The variables in Eq. 8 are as follows: D is the hydrogen diffusion coefficient, 
Deff is the effective diffusion coefficient, CL is the hydrogen concentration in the 
normal interstitial lattice site (NILS), VH is the partial molar volume of 
hydrogen, R is the universal gas constant, T is the absolute temperature, 𝜎𝜎h is the 
hydrostatic stress, η is the number of trapping sites per trap type j, θT is the trap 
site occupancy for a given trap site j, NT is the trap-site density for a given trap 
site j, εp is the equivalent plastic strain and the ∇ is the mathematical vector 
differential operator.  Equation 8 is an extension of Fick’s law that incorporates 
the influence of both hydrostatic stress and plastic strain on hydrogen transport.  
While Eq. 8 may be used for three types of traps, i.e. carbides, grain boundaries 
and dislocations, this model implementation is only concerned with the so-called 
weak traps.  In this case, Eq. 8 is used to model hydrogen diffusion resulting 
only from NILS and dislocations.  Oriani’s theory [15] provides the relationship 
between the trap-site occupancies, 𝜃𝜃T

𝑗𝑗, and the lattice-site occupancies, 𝜃𝜃𝐿𝐿, as 
𝜃𝜃T
𝑗𝑗

1−𝜃𝜃T
𝑗𝑗 =

𝜃𝜃L
1−𝜃𝜃L

𝑒𝑒𝑒𝑒𝑒𝑒 (𝑊𝑊B
𝑗𝑗

𝑅𝑅𝑅𝑅),     EQ. 9 

where  𝑊𝑊B
𝑗𝑗 is the trap binding energy for the trap of interest, dislocations in this 

case. The hydrogen concentration in the NILS and the trap sites is given by EQ. 
10 and EQ. 11, respectively. 

𝐶𝐶L = 𝛽𝛽𝛽𝛽L𝜃𝜃L      EQ. 10 
𝐶𝐶T
𝑗𝑗 = 𝜂𝜂𝑗𝑗𝑁𝑁T

𝑗𝑗𝜃𝜃T
𝑗𝑗      EQ. 11 

Literature values are used for the number of interstitial sites per atom, β, the 
number of solvent atoms per unit volume, NL, and the number of trap sites per 
trap type, ηj.  The trap densities for a given trap type, 𝑁𝑁T

𝑗𝑗, taken here as the trap 
density for only dislocations, is solved as a function of equivalent plastic strain, 
per the work of [16].  The relationship is given in EQ. 12 

𝑁𝑁Tdislocations =
1023.26−2.33𝑒𝑒𝑒𝑒𝑒𝑒(−5.5𝜀𝜀𝑝𝑝)

𝑁𝑁𝐴𝐴
 ,   EQ. 12 

where NA is Avogadro’s constant.  Finally, the effective hydrogen diffusion is 
calculated by use of  

𝐷𝐷
𝐷𝐷eff

= 1 + ∑ 𝜕𝜕𝜕𝜕T
𝑗𝑗

𝜕𝜕𝜕𝜕L𝑗𝑗  .     EQ 13. 
Equations 8 through 13 are solved for each integration point at each time step 
within the new user-defined material model H-Diff. 
 
HA-FCG Calibration to an API-5L X100 Pipeline Steel 

An API-5L X100 pipeline steel has been characterized at NIST and was 
used as the model material for the original HA-FCG implementation [11].  HA-
FCG tests were conducted on compact tension specimens in the transverse-
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longitudinal (TL) orientation at a load ratio of R=0.5 (were R=Kmin/Kmax in this 
case) in various hydrogen pressures. The material’s chemical composition is 
provided in Table 1.  The material’s microstructure is shown in Fig. 1a and can 
be characterized by having an average grain size on the order of 1 micron. 
 

 
(a)     (b)  
Figure 1: (a) Image of X100 microstructure, (b) HA-FCG of X100 steel as a 
function of environment, R=0.5. 
The monotonic test results for this material, Ramberg-Osgood fit parameters, as 
a function of air and varying hydrogen pressures, along with its HA-FCG 
response are detailed in [11, 12] and provided here for completeness.  Full 
experimental details for collection of the data in Table 2 and Figure 1b are 
provided in [11, 17]. 
 
Table 1: Chemical composition of API steels tested, mass %. 

Al C Co Cr Cu Fe Mn Mo
X100 0.012 0.064 0.003 0.023 0.28 96.90 1.87 0.23

N Nb Ni P Si Ti V
X100 0.003 0.017 0.47 0.009 0.099 0.017 0.002  
 
Table 2: Monotonic test results and R-O fitting parameters for X100 [12]. 

H2 Pressure σ0 ε0 n α E
Material MPa MPa - - - GPa

X100 AIR 693.01 0.0032 13.48 0.92 214.14
Longitudinal 5.5 700.37 0.0032 13.39 1.01 219.17

13.8 700.90 0.0032 13.78 1.11 218.89
27.6 708.86 0.0031 13.56 1.03 229.61
68.9 714.01 0.0033 14.34 0.97 215.74

X100 AIR 804.47 0.0035 17.18 2.97 229.58
Transverse 13.8 810.23 0.0035 15.33 3.52 230.52

X52 AIR 442.21 0.0021 11.74 3.10 212.42  
 
One will note from Table 2 that for a given orientation with respect to the rolling 
direction (longitudinal or transverse), the X100 tested has relatively stable 
yielding and post-yielding response as a function of environment, as indicated 
by the R-O parameters.  Perhaps not surprising given the microstructural texture 
shown in Fig. 1a, the material exhibits noticeable orientation anisotropy in both 
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its yielding and post-yielding behavior.  Figure 1b depicts the FCG results of the 
X100 in both air and high-pressure hydrogen.  Figure 1b indicates that the X100 
material tested is susceptible to changes in hydrogen pressure, with increased 
FCG rates at higher pressures.  

To determine the hydrogen lattice concentration, CL, a one-half symmetry 
CT specimen was modeled in ABAQUS and is shown in Fig. 2a.  The symmetry 
plane was created along the presumed crack path at the geometric center line.  
Given that the CT specimens were tested in the TL orientation, the X100 
material properties from the transverse orientation were used in this study.  
Specimens having various crack lengths were created.  The crack lengths and 
applied loads were calculated by use of ASTM E647 to ensure resulting ΔK 
values of 7 MPa-m0.5, 9 MPa-m0.5, 11 MPa-m0.5, 13 MPa-m0.5, and 15 MPa-m0.5.  
Simulations were then run at the five ΔK values for air, and hydrogen gas 
pressures of 1.72 MPa, 6.89 MPa, and 20.68 MPa.  The ambient hydrogen 
pressure was implemented in ABAQUS by way of the calculated chemical 
potential.  The full model parameters required for the hydrogen diffusion study 
in ABAQUS are taken from [14] and are given in Table 3.  Figure 2b provides 
the resulting imagery of the lattice hydrogen concentration at a crack tip of a CT 
specimen experiencing ΔK=15 MPa-m0.5 in 6.89 MPa gaseous hydrogen. 
 
Table 3: Hydrogen diffusion material parameters. 
D  (m2/s) V H  (m3/mol) N L  (mol/m3) WB  (J/mol) β η

1.28 x 10-8 2.0 x 10-6 8.46 x 10-28 6.1 x 104 1 1  
 

 
(a)     (b)   
Figure 2: (a) Symmetry CT specimen geometry; (b) Predicted hydrogen 
concetration at the crack tip for ΔK=15 MPa-m0.5, R=0.5, and a hydrogen 
pressure of 6.89 MPa. 
 
Although no data currently exists to calibrate the lattice hydrogen concentration, 
the results provided in Fig. 2b are as expected [13].  The predicted fatigue crack 
growth for the twenty combinations of ΔK and environments of interest were 
calculated by use of the lattice hydrogen concentrations predicted from 
ABAQUS in conjunction with Eqs. 5 and 6.  The FCG predictions are shown 
with the experimental data in Fig. 3.  The results depicted in Fig. 3 indicate that 
the model implementation performs very well at predicting the HA-FCG for a 
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CT-specimen of X100 for varying ΔK and hydrogen pressures with predicted 
values within a factor of ± 2 of the experimental results. 

 

 
Figure 3: Experimental and predicted HA-FCG for an X100 steel at various 
pressures of hydroegn gas. 

CONCLUSIONS 
A new ABAQUS user-defined material model for stress- and plastic strain-

assisted hydrogen diffusion, has been created by use of the existing ABAQUS 
UMATHT.  The new hydrogen diffusion model has been coupled with the 
elastic-plastic material response to predict predict hydrogen-free deformation, 
deformation in the presence of hydrogen, and the lattice hydrogen concentration 
of an API-5L X100 material. Furthermore, the physics-based model, which 
combines deformation and the hydrogen diffusion, has been coupled with an 
existing phenomenological HA-FCG model.  The modeling results accurately 
predict HA-FCG within a factor of ± 2. 
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ABSTRACT 
In this work, we applied a finite element model to predict the cyclic lifetime of 
4130 steel cylinders under the influence of hydrogen. This example is used to 
demonstrate the efficacy of a fatigue crack growth (FCG) model we have 
developed. The model was designed to be robust and incorporate features of 
stress-assisted hydrogen diffusion, large-scale plasticity, hydrogen gas pressure, 
loading frequency, and effects of microstructure. The model was calibrated to 
the 4130 steel material by use of tensile tests and experimental FCG results of a 
compact tension specimen. We then used the model to predict the hydrogen-
assisted FCG rate and cycle life of a pressurized cylinder with a deliberate initial 
thumbnail crack. The results showed good correlation to the cyclic lifetime 
results of 4130 pressurized cylinders found in the literature. 

INTRODUCTION 
If hydrogen is to be used as an energy carrier to provide an alternative to 

fossil fuels, a vast network of pipelines is required to transport the hydrogen 
across the country.  Furthermore, truck-mounted and loose pressure vessels will 
likely continue to be employed as short-distance hydrogen transportation and 
storage solutions.  Steel pipelines are likely the most economical means of long-
distance hydrogen transportation.  The most common materials used in natural 
gas pipelines are API-5L grade steels that have a specified minimum yield stresses 
between 52 ksi (358 MPa) and 80 ksi (551 MPa).  These steels carry the 
designation of API-5L X52, X65, X70, X80, etc.  Future hydrogen-specific pipe 
installations may include the use of X100 and X120 pipeline steels.  Pressure 
vessels for hydrogen use are commonly produced with ASTM SA/A516 or AISI 
413X steels, where the X is replaced with a 0 or 5 depending upon carbon content.  
While the difference in geometries and boundary conditions between pipes and 
the cylinder portion of pressure vessels may be easily represented, the steels used 
comprise vastly different microstructures.  Although the differing microstructures 
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may or may not yield significantly different deformation responses under normal 
operating conditions, they do likely produce varying hydrogen diffusivities [1-4] 
and, therefore, have the potential for significantly different fatigue and fracture 
responses in the presence of hydrogen. 

The pipeline and infrastructure required to transport hydrogen across the 
United States does not currently exist.  Given that steel pipelines have for a long 
time been the best method to transport fuels long distances, the United States will 
need a hydrogen transmission network similar to that of the current natural gas 
transmission network in size.  The United States currently has approximately 
305,000 miles of natural gas pipelines [5] and only one half of one percent of that 
quantity is hydrogen-dedicated pipeline [6, 7].  A primary barrier to the use of 
carbon steel to transport hydrogen, whether by pipeline or pressure vessel, is the 
deleterious effect that hydrogen has upon the deformation, fracture, and fatigue 
response of the steel [8, 9].  Design and engineering codes for hydrogen 
transmission via pipeline [10] and distribution via piping [11], as well as pressure 
vessels [12], have been developed to ensure safe and effective use of these steels 
for hydrogen service.  The newest versions of the codes that support the 
transmission and distribution of hydrogen and hydrogen-bearing gasses are being 
informed by the recent experimental results from laboratories such as the National 
Institute of Standards and Technology (NIST) and Sandia National Laboratories 
(SNL) [13-15].  It is nearly universally understood that microstructure-specific 
physics-based models are required to inform the large-scale infrastructure 
expansion required to meet the needs of a future network for hydrogen 
transmission. 

A phenomenological hydrogen-assisted fatigue crack growth (HA-FCG) 
model that predicts cycles to failure for given material-specific calibration 
parameters and known initial and boundary conditions has been created and used 
to inform the forthcoming 2016 version of the ASME B31.12 Hydrogen Piping 
and Pipeline code (to be released in 2017).  The current HA-FCG model is based 
upon the understanding that the crack-growth response of a steel results from an 
interaction between competing damage mechanisms and was initially 
implemented with closed-form solutions to the crack stress response and the 
stress-assisted hydrogen diffusion [16, 17].  In our current effort, the elastic-
plastic deformation response coupled with the hydrogen diffusion model is 
implemented in the finite element (FE) program ABAQUS1.  The predicted 
hydrogen concentration, as a function of elastic and plastic deformation and gas 
pressure, is coupled with the existing phenomenological framework to predict the 
HA-FCG response of the steel.  The strength of this modeling framework is that 
one can predict a steel’s HA-FCG response, for any geometry that can be 
modeled, based upon laboratory results from simple specimens, e.g. compact 
tension (CT) specimens.  This work details the use of the modeling framework to 
predict cycles to failure for pipes and pressure vessels that have thumbnail-shaped 
internal cracks.  Ultimately, the model implementation will be updated to include 

                                                           
1 Identified for clarity only, no endorsement by NIST is implied 
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microstructure-specific steel domains and their associated deformation and 
hydrogen diffusion properties. 

Coupled Hydrogen-Assisted Fatigue Crack Growth Model 
The phenomenological HA-FCG model, calibrated to X100 pipeline steel is 

detailed in [16, 17].  The model has also been partially calibrated to X52 and X70 
steels [18].  The model has the following functional form: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑total

= 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑fatigue

+ δ(𝑃𝑃H − 𝑃𝑃Hth)
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑H

, EQ. 1 

where, a is the crack length, N is the number of cycles, and P is the hydrogen 
pressure. The model predicts the total fatigue crack growth as the sum of the 
fatigue crack growth resulting from fatigue only and the HA-FCG.  HA-FCG is 
predicted by 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑H

= [(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑PH
)
−1

+ (𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∆𝐾𝐾)
−1
]
−1

. EQ. 2 

Equation 2 predicts that the HA-FCG results from a competitive interaction 
between a hydrogen-pressure-dominated component, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑PH

, and a component 

dominated by hydrogen-assistance from the crack-extension driving force, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∆𝐾𝐾
.  

The hydrogen-pressure-dominated FCG term is defined as 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑PH

= 𝑎𝑎1∆𝐾𝐾𝐵𝐵1(𝐶𝐶L)𝑑𝑑1, EQ. 3 

where ∆K is the stress intensity range, CL is the spatial and time-dependent 
lattice hydrogen concentration determined from ABAQUS, and a1, B1, and d1 
are fitting parameters.  The component dominated by hydrogen-assistance from 
the crack-extension driving force is defined as 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑∆K

= 𝑎𝑎2∆𝐾𝐾𝐵𝐵2(𝐶𝐶L)𝑑𝑑2, EQ. 4 
and a2, B2, and d2 are fitting parameters. 

The lattice hydrogen concentration, CL, is predicted by use of a new user-
defined material (UMAT) model that we developed in ABAQUS called H-diff.  
The UMAT H-diff is based upon the architecture of the existing high-temperature 
material model UMATHT as in [19].  In order to account for hydrogen trapping 
by dislocations, H-diff utilizes the extended Fick’s law provided in [20].  The 
elastic-plastic material response is predicted by the Ramberg-Osgood (RO) 
constitutive model by use of the ABAQUS “Deformation Plasticity” parameters.  
The R-O model, 

𝜀𝜀
𝜀𝜀0
= 𝜎𝜎

𝜎𝜎0
+ 𝛼𝛼 ( 𝜎𝜎

𝜎𝜎0
)
𝑛𝑛

, EQ. 5 
calculates the total strain, ε, as a function of the total stress, σ, or vice versa.  The 
parameters ε0 and σ0 are the strain and stress at yielding, respectively, and α and 
n are constants.  The hydrogen concentration is calculated via the hydrogen 
transport equation of [21] and modified by [20] 

𝐷𝐷
𝐷𝐷eff

𝜕𝜕𝐶𝐶L
𝜕𝜕𝜕𝜕 = 𝐷𝐷∇2𝐶𝐶L − ∇ ∙ (𝐷𝐷𝑉𝑉H3𝑅𝑅𝑅𝑅 𝐶𝐶L∇𝜎𝜎h) − (∑ 𝜂𝜂j𝜃𝜃𝑇𝑇

𝑗𝑗 𝜕𝜕𝑁𝑁T
𝑗𝑗

𝜕𝜕𝜀𝜀p𝑗𝑗 ) 𝜕𝜕𝜀𝜀p

𝜕𝜕𝜕𝜕 . EQ. 6 
The parameters that are required in order to solve for the hydrogen concentration 
are defined as follows: D is the hydrogen diffusion coefficient, Deff is the effective 
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diffusion coefficient, CL is the hydrogen concentration in the normal interstitial 
lattice site (NILS), VH is the partial molar volume of hydrogen, R is the universal 
gas constant, T is the absolute temperature, 𝜎𝜎h is the hydrostatic stress, η is the 
number of trapping sites per trap type j, θT is the trap site occupancy for a given 
trap site j, NT is the trap-site density for a given trap site j, εp is the equivalent 
plastic strain and the ∇ is the mathematical vector differential operator.  Equation 
6 is an extension of Fick’s law that incorporates the influence of both hydrostatic 
stress and plastic strain on hydrogen transport.  The hydrogen concentration 
equation has the capability to solve for the hydrogen concentration in the lattice 
and three separate trap sites.  This implementation is concerned with only the 
weakly-trapped hydrogen, in which case the model only determines the hydrogen 
diffusion resulting from NILS and dislocations.  Oriani’s theory [22] provides the 
relationship between the trap-site occupancies, 𝜃𝜃T

𝑗𝑗, and the lattice-site 
occupancies, 𝜃𝜃L, as 

𝜃𝜃T
𝑗𝑗

1−𝜃𝜃T
𝑗𝑗 = 𝜃𝜃L

1−𝜃𝜃L
𝑒𝑒𝑒𝑒𝑒𝑒 (𝑊𝑊B

𝑗𝑗

𝑅𝑅𝑅𝑅 ),     EQ. 7 

where  𝑊𝑊B
𝑗𝑗 is the trap binding energy for the trap of interest (dislocations in this 

case).  The hydrogen concentration in the NILS and the trap sites is given by EQ. 
8 and EQ. 9, respectively. 

𝐶𝐶L = 𝛽𝛽𝑁𝑁L𝜃𝜃L      EQ. 8 
𝐶𝐶T

𝑗𝑗 = 𝜂𝜂𝑗𝑗𝑁𝑁T
𝑗𝑗𝜃𝜃𝑇𝑇

𝑗𝑗      EQ. 9 
Literature values are used for the number of interstitial sites per atom, β, the 
number of solvent atoms per unit volume, NL, and the number trap sites per trap 
type, 𝜂𝜂𝑗𝑗.  The trap densities for a given trap type, 𝑁𝑁T

𝑗𝑗, taken here as only the trap 
density for dislocations, is solved as a function of equivalent plastic strain per the 
work of [23].  The relationship is given in EQ. 10 

𝑁𝑁𝑇𝑇
dislocations = 1023.26−2.33𝑒𝑒𝑒𝑒𝑒𝑒(−5.5𝜀𝜀p)

𝑁𝑁𝐴𝐴
 ,   EQ. 10 

where NA is Avogadro’s constant.  Finally, the effective hydrogen diffusion is 
calculated by use of  

𝐷𝐷
𝐷𝐷eff

= 1 + ∑ 𝜕𝜕𝐶𝐶T
𝑗𝑗

𝜕𝜕𝐶𝐶L𝑗𝑗  .     EQ. 11 
Equations 6 through 11 are solved at each integration point and at each time step 
within the new user-defined material model H-Diff. 
 
HA-FCG Calibration to a 4130 Pressure Vessel Steel 

The data in [24] are leveraged here to calibrate the elastic-plastic constitutive 
behavior, the HA-FCG response and the diffusivity parameters.  The R-O 
parameters and the hydrogen diffusion parameters are provided in Tables 1 and 2, 
respectively.  The experimental HA-FCG results of the 4130 steel [25] are 
provided in Fig. 1(a).  
 
Table 1: Ramberg-Osgood parameters for 4130 steel 

Material ε 0 σ0 (MPa) α n
4130 0.0034 762 0.58 20  

Amaro, Robert; Drexler, Elizabeth; Long, Benjamin; O’Connor, Devin; Slifka, Andrew.
”Application of a Model of Hydrogen-Assisted Fatigue Crack Growth in 4130 Steel.”

Paper presented at International Hydrogen Conference 2016, Moran, WY, United States. September 11, 2016 - September 14, 2016.

SP-100



609

Table 2: Model input data for hydrogen diffusion 

D  (m2/s) V H  (m3/mol) N L  (mol/m3) WB  (J/mol) β η

1.5 x 10-8 2.0 x 10-6 8.46 x 105 6.1 x 104 1 1

(a) (b) 
Figure 1: (a) Experimental HA-FCG results for 4130 steel in air and 45 MPa 
gaseous hydrogen [25], (b) experimental and predicted HA-FCG results for 4130 
steel in air and 45 MPa hydrogen gas. 

A one-half symmetry CT specimen was modeled in ABAQUS to elucidate the 
predictive capabilities of the model for HA-FCG of 4130 steel.  The coupled 
deformation-hydrogen diffusion parameters are provided in Table 2.  Figure 1(b) 
shows the predicted HA-FCG results of the 4130 CT specimen in 45 MPa gaseous 
hydrogen, a frequency of 1 Hz, and a load ratio of R=0.1.  The fatigue crack 
growth values were predicted at ΔK values of 7 MPa-m0.5, 9 MPa-m0.5, 11 MPa-
m0.5, 13 MPa-m0.5, and 15 MPa-m0.5.  The predicted data is overlaid upon the 
experimental data of [25].  Analysis of the predictions in Fig. 1(a) indicate that 
the coupled model predicts HA-FCG within a factor of ± 1.5 and is deemed to be 
sufficiently calibrated to HA-FCG of 4130 steel.  Of interest, then, is to use the 
model implementation on realistic geometries.  To do so, this work leverages the 
results of [26], in which 4130 pressure vessels with engineered flaws of known 
size, semi-elliptical shape with nominal root radius 0.5 mm and an aspect ratio 
(a/2c) of 1/3 aligned along the length of the cylinder, are cycled from 3.5 MPa 
(500 psi) to 43.8 MPa (6350 psi) until failure.  A finite element model of the 
pressure vessel, which incorporates extensive symmetry boundary conditions, 
was created in ABAQUS and is shown in Fig. 2a. 
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(a)     (b) 
Figure 2: (a) Pressure vessel FE model with thumbnail-shaped crack, (b) predicted 
hydrogen concentration at the crack tip resulting from 43.8 MPa internal hydrogen 
pressure. Thumbnail-shaped crack has root radius of 0.5 mm in both images. 

The UMAT H-diff was then used to determine the hydrogen concentration at the 
crack tip as a function of the internal hydrogen pressure, 3.5 MPa (500 psi) and 
43.8 MPa (6350 psi), and the elastic-plastic deformation response resulting from 
each loading condition.  Model predictions for the hydrogen coverage are 
provided in Fig. 2b.  Coupling the hydrogen-concentration prediction from 
ABAQUS and the phenomenological HA-FCG model described above, 
predictions of cycles to failure have been generated, based the size of the initial 
thumbnail-shaped crack.  The model predictions, shown as a blue line, are 
compared to the experimental results of [26], in Fig. 3. The model accurately 
predicts the cycles to failure of the 4130 pressure vessels tested in [25] within a 
factor of 2 and is currently being updated for use with other pipeline and 
pressure vessel steels of interest. 

Figure 3: Cycles to failure for internal, thumbnail-shaped cracks in pressure 
vessels. HA-FCG predictions and experimental results as a function of initial crack 
size. 
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CONCLUSIONS 
A coupled HA-FCG model framework has been implemented that accurately 

predicts the cycles to failure of laboratory specimens and realistic pipe and 
pressure vessel geometries.  The current model implementation requires minimal 
calibration to steels of interest (Tables 1 and 2).  The strength of this current model 
implementation is in its ability to predict HA-FCG for many grades of steel and 
geometries of interest. 
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ABSTRACT 
In situ transmission Bragg edge measurements of the strain fields in an X70 steel 
were performed near fatigue cracks grown in air and in hydrogen. Through the 
use of a novel test chamber which is capable of pressurization with hydrogen 
gas, and amenable to neutron-scattering measurements, fatigue cracks were 
grown in X70 steel specimens at the NG-6 neutron-imaging beam line at the 
NIST Center for Neutron Research. The measured strain fields are presented and 
discussed in the context of proposed mechanisms of hydrogen-assisted fatigue 
crack growth.  

INTRODUCTION 
Pipelines are the most likely means of transporting gaseous hydrogen to 

support clean power generation and clean transportation[1]. Although steels are a 
cost-effective solution for the construction of hydrogen gas pipelines, their fatigue 
and fracture properties are adversely affected by the presence of gaseous 
hydrogen[2-4]. The corrosive effect of hydrogen on steels manifests in fatigue 
crack growth rates (FCGRs) which are one to two orders of magnitude faster when 
grown in H2 compared with those grown in air. Although the embrittlement effect 
has been observed since 1875[5], the exact mechanism (or mechanisms) that 
dominates remains to be elucidated. Until recently, most hydrogen embrittlement 
research comprised anecdotal material-specific observations, and concentrated on 
urgent technical problems[6]. Determination of the mechanism(s) is necessary to 
develop designs for high-functioning hydrogen transportation and storage 
applications, which may, in turn, provide insight into hydrogen effects in other 
material classes. 

The National Institute of Standards and Technology (NIST) has an ongoing 
program to generate hydrogen-assisted FCGR (HA-FCGR) data[7]. The 
laboratory at NIST is one of only a few capable of performing FCGR 
measurements in gaseous hydrogen — the same failure mode that would be 
expected in service. The program has recently begun expanding to complement 
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in-air and HA-FCGR data with physics-based modeling and a scientific 
corroboration of the prevailing mechanisms. Ultimately, the goal is to use the data 
collected at NIST to create and calibrate a physics-based predictive model for the 
damage and deformation response of pipeline steels in gaseous hydrogen. 

There exist several proposed mechanisms of embrittlement including 
hydrogen-enhanced decohesion (HEDE) and hydrogen-enhanced localized 
plasticity (HELP)[8-9]. In the HEDE mechanism, interstitial accumulation of 
hydrogen at locations of high triaxial stresses leads to the weakening of Fe-Fe 
bonds once the hydrogen concentration reaches a critical concentration. In the 
HELP mechanism, the introduction of hydrogen gas creates areas of extended 
dislocations in the Fe lattice and enhances dislocation mobility in the steel 
framework. A full quantification of the elastic and plastic deformation as a 
function of stress and hydrogen concentration is not yet determined. 

Neutron-diffraction measurements of strain in steel are readily available to 
study elastic lattice deformation leading to HA-FCGR. In these measurements, a 
spatial mapping of the atomic lattice spacing is produced. With an appropriate 
measurement of an unstressed lattice spacing, the measured lattice spacing during 
mechanical loading can then determine the elastic lattice strain. However, the 
determination of strain fields near fatigue cracks grown in H2 is challenging 
experimentally, because of the rapid diffusion of hydrogen from the steels. Even 
after extended exposure to H2, in-air FCGRs are observed in steels once the 
specimen is removed from the H2 [10]. In order to fully understand the HA-FCGR 
mechanism, it is necessary to perform any measurements in situ. To achieve this, 
a test chamber has been developed that can hold moderate gas pressure (3.4 MPa, 
500 psi), and has the capability of mechanical loading of steel specimens for 
neutron and synchrotron x-ray scattering measurements. The chamber has been 
designed to be nearly transparent to neutron radiation, ideal for diffraction and 
radiography. The chamber is compatible with load frames available at the user 
facilities at Argonne National Laboratory Advanced Photon Source, the NIST 
Center for Neutron Research, and Oak Ridge National Laboratory Spallation 
Neutron Source. 

In this paper, we present neutron Transmission Bragg Edge Spectroscopy 
(TBES) measurements of the strain fields around crack tips grown via fatigue in 
air and in a hydrogen environment. Drastic differences in both magnitude and 
spatial extent of the crack tip strain fields grown in each condition are 
demonstrated.  

MATERIALS 
The material used for this study was an X70 pipeline steel. The material was 

chosen due to its heavy use in pipelines as well as the abundance of in-air and 
hydrogen-assisted FCGR data on the material. Table 1 shows the chemical 
composition of the material used in this study; the balance is Fe. Table 2 shows 
the tensile properties of the material used in this study.  From optical microscopy, 
the X70 steel was determined to be polygonal ferrite and either acicular ferrite or 
bainite. There may be other constitutents that are not resolvable without 
employing more advanced analytical techniques. 
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Table 1: Chemical compositions of the X70 pipeline steel, in mass percent. 
 C  Mn  P  S  Si  Cu  Ni  

Mass %  0.048  1.43  0.009  0.001  0.17  0.220   0.014  
 Cr  Mo  V  Nb  Ti  Al  Fe  

Mass %  0.240  0.005  0.004  0.054  0.027   0.015  Balance  

Table 2: Tensile properties of the X70 pipeline steel, measured in the 
transverse orientation. 

Yield Strength 
(MPa) 

Ult. Tensile Strength 
(MPa) 

509 609 

METHODS 
Fatigue Crack Growth Rate Measurements 

Measurement of the FCGR was performed according to ASTM E647[11] for 
compact tension (C(T)) specimens (length W = 26.67 mm and thickness B = 3 
mm) with a Crack Mouth Opening Diplacement (CMOD) gauge attached to the
load line. All C(T) specimens were fatigue pre-cracked in air to obtain a sharp
initial crack. The pre-crack length for all specimens was approximately 10 mm.
All FCGR measurements were performed at a load ratio R = 0.5 and maximum
load Pmax = 1.7 kN. A cycling frequency f = 1 Hz was used for the H2 test and a
cycling frequency of f = 10 Hz was used for the air test.  Research-grade (99.9995
% pure) H  was used for testing. Analysis of the test gas indicated O and H2O
concentrations below the detection limits of 0.5 ppm for O and 1 ppm for H2O.
Figure 1 shows the FCGR for the X70 steel in air and H2.

Figure 1: FCGR measured in air and in H2.  Note the presence of a "knee", 
or a sharp increase in FCGR in the H2 data at ~ ΔK = 12 MPa m1/2. 
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Gas Pressure Chamber 
Figure 1 shows a diagram of the test chamber utilized for this experiment. To 

be sufficiently transparent to neutrons and x-rays, the chamber was constructed of 
the aluminum alloy 6061-T6. The wall thickness of the thin portion of the 
chamber is 3.175 mm, which allows ≈  95% of incident neutrons to be transmitted 
through the chamber. 

Strain Measurements 
TBES measurements were performed at the NIST Center for Neutron 

Research (NCNR) NG-6 beamline[12]. This beamline uses a pyrolytic graphite 
double monochromator system to vary the incident neutron wavelength. A LiF 
pixelated detector plate was used [13]. The detector plate is 28 cm ×  28 cm in
area, and the pixel size is 50 μm ×  50 μm. For strain measurements, a C(T)
specimen with length W = 26.67 mm and thickness B = 6 mm was used. Fatigue 
cracks were grown with a load ratio R = 0.5, maximum load Pmax = 3.4 kN, and 

Figure 2: Schematic of the test chamber.  

Bradley, Peter; Connolly, Matthew; Drexler, Elizabeth; Slifka, Andrew.
”In Situ Neutron Transmission Bragg Edge Measurements of Strain Fields Near Fatigue Cracks Grown in Air and in Hydrogen.”

Paper presented at International Hydrogen Conference 2016, Jackson Hole, WY, United States. September 26, 2016 - September 29, 2016.

SP-108



427

a cycling frequency f =0.033 Hz. A larger  Pmax was used for the strain 
measurements compared to the FCGR measurements because of the larger 
specimen thickness. The loading frequency was limited because of the constraints 
of a stepper motor on the load frame. Separate, identically prepared specimens 
were used for the in-air and in- H2 measurements. Each fatigue crack was 
cyclically loaded for at least N = 3000 cycles to ensure fresh crack growth in each 
environment. The specimens were then held at a given load for the TBES 
measurements. TBES employs Bragg’s law[14-15]: 

𝜆𝜆𝜆𝜆 = 2 𝑑𝑑𝑑𝑑ℎ𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠        (1) 

where λ is the wavelength of incident radiation, dhkl is the lattice spacing 
corresponding to reflection from a particular crystallographic (hkl) plane, and θ 
is half of the scattering angle. For a given (hkl) reflection, the Bragg angle 
increases with λ until the back-scattering condition, θ = π. For larger 
wavelengths, λ > 2dhkl, Eqn. 1 is no longer satisfied for any θ, and therefore no 
scattering from that particular crystallographic plane occurs, and the 
transmission through the sample will increase sharply (so-called “Bragg Edge”, 
see Fig. 3).  Thus, by locating the wavelength in which a Bragg Edge occurs, the 
material lattice spacing can be determined.  In practice, the sharp increase in 
transmitted intensity is smoothed by the finite wavelength resolution of the 
instrument. Close to the Bragg Edge, the transmitted intensity is accurately 
expressed as the convolution of a step function, which represents the Bragg 
edge, and a Gaussian function, which represents the instrument wavelength 
broadening. The convolution of a step and Gaussian function can be written as a 
complimentary error function,  

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝜆𝜆𝜆𝜆) = 𝐴𝐴𝐴𝐴 + 𝐶𝐶𝐶𝐶 Erfc(λ- 𝑑𝑑𝑑𝑑hkl/2𝜎𝜎𝜎𝜎) (2) 

where A is a parameter related to the background intensity, C is related to the 
neutron scattering cross section and the thickness of the specimen, and σ is related 
to the full-width at half-maximum of the distribution of neutron wavelengths from 
instrument broadening. Figure 3 shows a sample of the transmission acquired over 
a 2x2 pixel area (100 μm x 100 μm), as well as the fit to Eqn. 2.  Thus, a 
measurement of the transmission of neutrons, through a material and incident on 
each detector pixel, provides a route to a fast, accurate determination of the lattice 
spacing, d, of the material with spatial resolution governed by the pixel size. Shifts 
in this measured lattice spacing with respect to a reference, unstrained lattice 
spacing, d0, provide a measure of the material’s strain, given by  

𝜀𝜀𝜀𝜀 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑0
𝑑𝑑𝑑𝑑0

 (3) 

Figure 4 shows radiographs of the experimental setup using incident neutron 
wavelength above and below the Bragg edge. 
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Figure 3:Sample Bragg edge spectra acquired during the TBES 
measurement, with fit function according Eqn 2. The transmission was 
averaged over a 2x2 pixel area to achieve the counting statistics indicated 
by the error bars. 

Figure 4: Radiograph of the experiment setup with wavelength below the 
Bragg edge (left) and above the Bragg edge (right). On the left side of each 
image are a clip gauge and wires associated with the load cell.  In the top 
and bottom center the two dark areas are the two clevises, which hold the 
C(T) specimen during the test.  The transmission through the specimen is 
noticeably larger for the radiograph above the Bragg edge. 

RESULTS AND DISCUSSION 
Contour images of the measured strain fields in air and in H2 for loading 

P=5.15 kN are shown in Fig. 5.  The contour images show a larger compressive 
crack tip strain for the crack grown in H2 as compared to air.  Because a tensile 
load is applied in the plane of the specimen, the through-thickness strain 
component observed via TBES is compressive.  The results of this study appear 
to suggest that the effect of hydrogen is to enhance the crack-tip strain for a given 
applied load beyond that observed in air.  
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This result is consistent with the HEDE mechanism; as H absorbs into the 
material, the presence of H in the lattice decreases the Fe-Fe interaction energy, 
leading to larger elastic strains for a given applied load.  The HEDE mechanism 
predicts both an intragranular decohesion, between the Fe atoms within the lattice, 
as well as an intergranular decohesion, between grains in the material.  However, 
it should be emphasized that the strain measurements presented here provide only 
a measurement of the elastic lattice strain. Because lattice strain is measured, 
hydrogen-induced intergranular decohesion is not indicated in these 
measurements. 

Figure 5: Measured strain fields for the cracks grown in air (left) and in H2 
(right). 

However, the results are consistent with an intragranular decohesion due to 
the presence of H2.  Further, because only elastic strains are measured without 
any information on plasticity (ie. dislocation pileups), this measurement cannot 
provide evidence for, or against, the HELP mechanism.  It has been argued that 
the increase in dislocation pileup due to the HELP mechanism likely aides  in 
providing the large hydrogen concentrations necessary for inter- and intra-
granular decohesion in the HEDE mechanism[16].  These measurements are 
primarily susceptible to effects of the HEDE mechanism, it is therefore likely for 
concurrent mechanisms  to be acting. 

The power in the measurements presented here is the possibility to quantify 
the extent of the enhanced elastic strain field ahead of the crack tip.  For distances 
ahead of the crack tip in which the material conforms to Linear Elastic Fracture 
Mechanics (LEFM), the crack tip stress intensity factor, K, completely defines the 
stress state ahead of the crack tip.  In order to achieve the enhanced elastic strain 
field in H2 shown here, the stress state must be characterized by a larger K than 
observed in air.   Because ΔK is the independent variable in FCGR measurements, 
this quantification is crucial to understand the differences in air and H2 
environment FCGR, as presented in Fig. 2.  Attempts are underway to quantify 
these differences for a range of loads, crack lengths, and gas pressures.  

CONCLUSIONS
Strain fields near fatigue crack tips that were grown in air and in H2 are 

presented. In H2, the magnitude and spatial extent of the strain field was enhanced 
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compared with the strain field in air. The results presented are consistent with a 
presumed intragranular HEDE mechanism contributing to the deformation. In 
order to fully elucidate the range over which the HEDE mechanism is exhibited, 
it is crucial to determine the crack-tip strain field over a larger range of applied K. 
In addition, the strain field must be measured as a function of H pressure, 
mechanical load, and crack length to provide the physics-based models with 
sufficient data to be fully predictive. Future measurements are planned to acquire 
this information, including synchrotron x-ray measurements, which will increase 
the spatial resolution of the measurements by a factor of ≈  5. Further, the
combination of elastic strain measurements with a quantification of the plasticity 
via the dislocation density, which can be acquired through synchroton x-ray 
measurements, will further elucidate the mechanisms of HA-FCG. 
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We investigate the role of the electric field and its normal derivative in three-
dimensional electromagnetic scattering theory. In particular, we present an al-
ternative integral equation formulation that uses the electric field and its normal
derivative as the boundary unknowns. In particular, we extend a traditional formu-
lation that is used in two-dimensional scattering theory to three-dimensions. Our
formalism may be advantageous in some avant-garde applications such as cloaking
(invisibility) devices that have fascinated minds for decades, if not centuries. It is
well-known that the boundary conditions have an extensive effect on the solution,
and thus it is not surprising that unorthodox boundary conditions provide the most
elegant means for achieving a solution. Indeed, for cloaking applications, such un-
orthodox boundary conditions on the normal components of the electromagnetic
field or its derivative, rather than on the tangential components, provide the re-
quired solution. In particular, it has been shown that the vanishing of these normal
components is required to achieve some cloaking aspects (R. Weder, J. Phys. A:
Math. Theor., 41, 415401, 2008 and I.V. Lindell and A.H. Sihvola, IEEE Trans. An-
tennas Propag., 58, 1128–1135, 2010).

The presentation begins with a derivation of the continuity conditions for the electric
field and its normal derivative across an interface. From these conditions, we uncover
several intriguing relationships involving closed surface integrals of the field and/or
its normal derivative. For example, we show that

∫

Σ
N · ∂E

∂N
dS = 0

for closed surfaces with a zero mean curvature. We end the presentation with a phys-
ical interpretation of the surface integrals appearing in the above discussed integral
equation formulation. In order not to obscure the physical/geometric awareness,
the presentation is given from a tensor-calculus perspective.
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Abstract—Software testing criteria differ in effectiveness, 
numbers of required test cases, and a process of test generation. 
Specific criteria are often compared with random testing as a 
simplest basic approach and, in some cases, random testing 
shows a surprisingly high level of effectiveness. One of the 
reasons is that any random test set has a specific level of coverage 
according to any coverage criterion. Numerical evaluation of 
coverage levels of random testing according various coverage 
criteria is interesting research task important for understanding 
relationship between different testing approaches. In this paper 
we experimentally evaluate coverage levels of random testing for 
two criteria – MC/DC and combinatorial t-way testing. The 
results could be used for selection optimal methods for practical 
testing, and development of new testing methods based on 
integration of existing approaches. 

Keywords—random testing; combinatorial testing; MC/DC; 
pairwise; coverage 

I. INTRODUCTION  
Testing coverage criteria are widely used in software 

testing. According to ISO/IEC/IEEE 29119-1:2013 Standard 
[1], test coverage is “a degree, expressed as a percentage, to 
which specified test coverage items have been exercised by a 
test case or test cases”. Simple examples include statement 
coverage, path coverage, and branch coverage. A more 
sophisticated example is t-way combinatorial coverage, which 
requires every possible combination of values of t parameters 
be included in some test case in the test suite [2, 3]. In the most 
basic form for t=2, this criterion is known as pairwise testing 
and requires all possible pairs of values be covered [4]. One of 
the strongest coverage criteria for testing logical predicates is 
Modified Condition/Decision Coverage (MC/DC) [5], which 
requires every condition in a decision be covered, and “each 
condition has been shown to independently affect the 
decision’s outcome” [6]. MCDC coverage subsumes branch 
coverage, and in turn, statement coverage of code.   

Because MCDC is such a strong criterion, the US Federal 
Aviation Administration (FAA) has for many years required 
MCDC testing for Level A (life critical) software aboard 
commercial aircraft [7, 8], but it is rarely used outside of the 
aerospace industry. One of the most significant barriers to 
wider use of MCDC is its expense. While testing for consumer 
grade software is roughly the same as the cost of producing the 
code, in the aviation industry spending could be seven times 
more on verification than development [9]. To encourage wider 

use of MCDC beyond the aerospace industry, the cost of its 
application will need to be reduced.  

Testing criteria differ in effectiveness, numbers of required 
test cases, and a process of test generation. Empirical 
evaluation and experimental comparison of testing criteria 
started in 1980’s [10, 11] but this is still an important research 
direction [12, 13, 14]. Specific criteria are often compared with 
random testing as a simplest basic approach [15, 16, 17, 18]. 

In some cases, random testing shows a surprisingly high 
level of effectiveness. For example, for testing logical 
expressions, t-way testing have an advantage over random 
testing but this benefit is not significant [18, 19]. One of the 
reasons is that any random (or any other) test set has a specific 
level of coverage according to any coverage criterion. Thus, 
random testing has a certain level of pairwise coverage, etc. 
This level is never 100% but could be quite high. Numerical 
evaluation of coverage levels of random testing according 
various coverage criteria is interesting and important research 
task. It could be useful for understanding relationship between 
different testing approaches, selection optimal methods for 
practical testing, and development of new testing methods 
based on integration of existing approaches. 

In this paper we experimentally evaluate coverage levels of 
random testing for two criteria – MC/DC and t-way testing. 
The paper is structured as follows: Section II considers a 
general problem of the integration of testing techniques to 
reduce the number of test cases and increase the code coverage 
and testing effectiveness. As a part of this problem, the more 
specific research question about evaluation of the MC/DC and 
combinatorial coverage levels of random testing is discussed. 
The methods and scope of the investigation are described in 
Section III. Section IV provides experimental results on the 
MC/DC coverage level of random testing and Section V 
provides similar results for combinatorial coverage levels. 
Conclusions and directions for future work are presented in 
Section VI. 

II. RESEARCH QUESTION 
Testing according to any coverage criterion, as well as 

other testing approaches, has some benefits and some 
challenges. For example, MC/DC has good effectiveness for 
testing logical expressions but the process of test generation to 
satisfy MC/DC is quite complicated. Random testing could be 
effective but usually only for a large number of test cases. 
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Combinatorial criteria are very effective in many situations but 
not for testing logical expressions. 

Taking this into consideration, a natural idea is trying to 
combine different testing approaches to use advantages of each 
of them. The purpose of such combination is to minimize a 
number of test cases, maximize effectiveness of testing, and 
simplify test generation as much as possible. Researches in this 
direction include combining functional and structural testing 
[20, 21], model-based and combinatorial testing [22], model-
based and search-based testing [23] and more. 

Some preliminary research suggests that using 
combinatorial testing in conjunction with model-based 
approaches can significantly reduce the cost of achieving 
MCDC coverage [24]. Part of the savings occurs because tests 
based on t-way covering arrays will necessarily also cover 
some proportion of MCDC and branch coverage. For example, 
a test set covering all 2-way combinations of binary variable 
settings will ensure that branch predicates containing only two 
binary variables will be instantiated in all possible ways. But 2-
way (pairwise) test sets will also cover some proportion of t-
way combinations for all t > 2, up to n, where n is the number 
of variables. Similarly, tests with random values will also cover 
a significant proportion of t-way combinations.  

Even when two criteria are completely independent and use 
different principles, a test set satisfied the first criterion has 
some level of coverage according to the second criterion and 
opposite. For example, 100% MC/DC test set has some 
pairwise coverage and the test set provided 100% pairwise 
coverage also provides a certain percentage of MC/DC 
coverage. This fact is well-known and there are some initial 
results on such relationships (i.e., for pairwise and MC/DC 
testing [14]) but this area still requires more numerical 
evaluations based on empirical investigations. 

Because of its simplicity, random testing is a good 
candidate for combining with coverage criteria. For this 
purpose it is necessary to understand how good random testing 
is in providing coverage for different criteria and how level of 
coverage changes depending on the number of test cases in the 
random test set. We consider two specific research questions: 

• RQ1: What is the level of MC/DC coverage of random 
test sets of different sizes?  

• RQ2: What is the level of t-way coverage of random 
test sets of different sizes?  

Answers on these questions do not solve the problem of 
combining different testing criteria but are necessary and 
important steps in this direction. 

III. METHODS AND SCOPE OF INVESTIGATION 

A. Used tools 
To measure MC/DC coverage, we used CodeCover and 

Testwell CTC++ tools. CodeCover is an open-source white-
box testing tool developed at the University of Stuttgart, 
Germany in 2007 [25, 26]. CodeCover measures several types 
of coverage including term coverage (subsumes MC/DC) and 
supports several programming languages including Java and C. 

Testwell CTC++ is a code coverage and dynamic analysis tool 
for C and C++ code but also supports Java, and C#. The tool 
has been developed by Testwell Ltd company (Finland) [27] 
and since 2013 is owned by Verifysoft Technology GmbH 
[28]. As well as CodeCover, CTC++ provides measurements 
of several types of coverage including MC/DC. A sample 
report produced by Testwell CTC++ is presented in Fig. 1. 

We used two tools to evaluate MC/DC levels because 
results of such evaluation for the same software and the same 
test sets often are different for different tools. The main reason 
for this is that there is no commonly accepted definition of an 
incomplete (not 100%) MC/DC coverage. Different principles 
are used in different tools. Some tools evaluate coverage 
separately for each logical condition and calculate an average 
value then. Other tools create complete MC/DC test sets, 
compare them with actually used test sets, and evaluate 
percentage of coverage based on this. 

 

Fig. 1. Testwell CTC++ sample report. 

It is not our task in this paper to judge different approaches 
to MC/DC evaluation. There are some justifications for all of 
them. However, we provide the results of MC/DC evaluation 
from two tools and compare them in Section 4.  

To measure t-way coverage, we used the Combinatorial 
Coverage Measurement (CCM) tool developed by National 
Institute of Standards and Technology (NIST) and the Centro 
Nacional de Metrologia of Mexico [29, 30]. CCM can analyze 
existing levels of t-way (t=2…6) coverage for any test set. Fig. 
2 shows CCM tool user interface. The tool displays a graph 
showing the coverage for the given tests. Additional tests can 
be added to increase the coverage. The percentage of coverage 
can be viewed in the “Results” tab. 

B. Main steps and the scope of the investigation 
The general organization of experimental evaluation is 

illustrated in Fig. 3. 
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Fig. 2. CCM tool user interface. 

 

 

Fig. 3. Organization of experimental evaluation. 

The investigation included the following main steps: 

Step 1. Generation of logical expressions of different sizes 
(i.e., different numbers of logical variables in expressions). The 
sets of expressions were put into software programs which are 
without real functionality but used only for testing purposes to 
evaluate coverage levels. A total of 100 logical expressions 
were generated for testing. 50 expressions were generated from 
10 fixed input variables and another 50 from 20 fixed input 
variables. Both sets contain 25 simple and 25 complex 
expressions of different sizes: 25 expressions of size 3, 15 of 
size 4, 5 of size 5, 2 of size 6, and 1 of each size 7, 8, and 9. 
Some examples of the generated expressions from 10 variables 
are presented in Table I. The sizes of expressions were chosen 
in such a way that they reflect situations in real software i.e. 
more expressions of small size and less of large size. The used 

proportion of different sizes approximately corresponds with 
data on expression sizes reported at [31, 32]. 

TABLE I.  EXAMPLES OF LOGICAL EXPRESSIONS 

 Simple expressions Complex expressions 
Size 3 d∨f∨c (i∨!d) ∧ (!i∨!e) 
Size 4 (c∨f) ∧ (i∨g) (f∧ (a∨h)) ∨ (!h∧e∨!f) 
Size 5 (c∧e) ∨ (!a∧f∨d) (!h∨!f) ∧ (!c∨h∨e∧a) ∧ (f∨!e) 

 
Step 2. Generation of random test sets of different sizes, 

where the size of a random test set is the number of test cases 
in it. To generate test cases and check that all test cases in a test 
set are different, we create a simple software program which 
used Java random number generator. 42 random test sets of 
different sizes were generated for 10 variables and 42 similar 
sets for 20 variables. The sizes of the generated random test 
sets were 1, 2, 3,… 25, 30, 40,…100, 200,….900, 1024. For 
each size, 3 test sets were generated, so the coverage for any 
random test size was the average of the three coverage values. 

Step 3. Evaluation of MC/DC coverage for random test sets 
using the CodeCover tool. 

Step 4. Evaluation of MC/DC coverage for random test sets 
using the Testwell CTC++ tool. 

Step 5. Evaluation of t-way coverage for random test sets 
using the CCM tool. 

Step 6. Analysis of experimental data. 

The total numbers of logical expressions and test sets are 
summarized in Table II. 

TABLE II.  SCOPE OF EXPERIMENTAL TESTING 

Number of 
Logical 

Variables 
Logical Expressions of 

mixed sizes 
Random 
Test Sets 

10 50 126 
20 50 126 

Total 100 252 

IV. MC/DC LEVEL OF RANDOM TESTING 
All test inputs in generated random test sets have values T 
(True) or F (False). The example of the test set of size 5 as one 
of 42 generated random test sets is presented in Table III. 
Detailed data on MC/DC coverage by CoderCover and CTC++ 
tools for all random test sets are given in Table IV. 

TABLE III.  EXAMPLE OF THE RANDOM TEST SET OF SIZE 5 

 a b c d e f g h i j 
1 T T F F T F F F T F  
2 T F T F F T T F F F  
3 T F T F T T T T T F  
4 T T F F F T F F F F  
5 F T F F F T T T T F  

 
The obtained results showed that MC/DC coverage 
demonstrated a fast growing trend when the number of 
random test cases increased. This trend was shown both by 
CoderCover (Fig. 4) and CTC++ (Fig. 5) tools for the simple 
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and complex expressions. For the simple expressions, MC/DC 
coverage reached 99% level for 55 random test cases and 
complete 100% MC/DC coverage was achieved started from 
100 tests. The results by CoderCover  and CTC++ for simple 
expressions were similar and close to each other (Fig. 6). 

For complex expressions, more test cases were required to 
reach maximum MC/DC coverage. The coverage was very 
close to maximum from 200 test cases and maximum MC/DC 
coverage required approximately 400 random test cases. 
However, it is necessary to mention two distinctive features of 
estimation of MC/DC coverage for complex expressions: 

• The MC/DC levels reported by two tools were 
significantly different (Fig. 7). 

• The maximum of MC/DC coverage did not reach 
100%. Even for exhaustive testing (all 1024 possible 
test cases for 10 variables), the maximum level of 
MC/DC coverage was 93% according to CodeCover 
and only 77% according to CTC++. 
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Fig. 4. MC/DC coverage by CodeCover for Random tests (10 variables). 
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Fig. 5. MC/DC coverage by Testwell CTC++ for Random tests (10 
variables.). 
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Fig. 6. Comparison of CodeCover and Testwell CTC++ results for Simple 
Expressions (10 variables). 
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Fig. 7. Comparison of CodeCover and Testwell CTC++ results for Complex 
Expressions (10 variables). 
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Fig. 8. MC/DC coverage by CodeCover for Random tests (20 variables). 

The similar situation is not only for CodeCover and CTC++ 
but also for other tools provided MC/DC coverage, for 
example, Kalimetrix Logiscope [33] or TESSY [34]. The 
reason, as it was mentioned in Section 3.A, could be that 
different tools could use different principles for coverage 
evaluation. They also can evaluate different types of MC/DC, 
for example, Unique-Cause MC/DC vs. Masking MC/DC.  
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Other factors that affect evaluation of coverage are how tools 
treat short-circuit Boolean expressions and multiple 
occurrences of logical variables in expressions. Thus, in our 
case, CTC++ considers multiple occurrences of the same 
variable as different variables and requires test cases with 
different values of the first and second occurrences of the 
variable, that is impossible. Under this definition used, 

complex expressions never can have 100% MC/DC coverage. 
In contrast with CTC++, CodeCover considers multiple 
occurrences as the same variable so 100% MC/DC coverage 
for complex expressions is possible. However, when the short-
circuit operator is used for evaluation of expression values, 
CodeCover considers some variables as uncovered even if test 
cases provide necessary coverage. 

TABLE IV.  MC/DC COVERAGE FOR RANDOM TESTS (10 VARIABLES) 

Random 
Test Set 

Size 

MC/DC Coverage for Simple and 
Complex Expressions 

MC/DC Coverage for  
Simple Expressions 

MC/DC Coverage for  
Complex Expressions 

CodeCover Testwell 
CTC++ CodeCover Testwell 

CTC++ CodeCover Testwell 
CTC++ 

1 17.97 16.00 21.63 21.00 16.40 15.00 
2 32.50 23.67 37.13 32.33 30.30 21.00 
3 42.47 32.00 49.13 42.00 38.93 27.67 
4 48.30 36.33 53.80 47.00 45.47 31.33 
5 56.50 44.00 65.10 58.33 51.77 36.00 
6 59.10 45.67 66.87 59.67 54.93 37.67 
7 68.60 53.67 74.70 68.33 65.30 45.33 
8 67.43 54.67 74.57 69.33 63.50 47.00 
9 69.17 54.67 76.30 69.33 65.27 45.67 

10 73.03 59.67 79.90 76.00 69.23 50.00 
11 73.97 59.00 77.33 72.33 72.20 51.33 
12 78.53 65.67 87.13 82.33 73.77 55.67 
13 81.07 64.67 84.03 78.67 74.27 56.67 
14 83.70 66.67 86.60 81.67 76.90 58.00 
15 81.93 68.00 87.27 83.00 79.00 59.67 
16 82.77 70.67 91.40 89.33 77.90 59.33 
17 85.47 72.67 91.73 88.33 81.97 63.33 
18 85.10 72.67 91.93 89.33 81.27 63.00 
19 86.87 75.00 95.33 93.67 82.07 64.00 
20 84.37 71.33 91.10 87.33 80.67 62.00 
21 87.33 75.00 92.97 90.00 84.23 66.33 
22 85.23 73.33 89.33 86.33 82.93 65.67 
23 88.00 75.33 94.67 92.67 84.23 65.33 
24 89.73 77.00 95.53 92.67 86.47 67.67 
25 87.90 75.00 94.67 91.67 84.10 65.67 
30 89.13 76.67 97.10 96.00 84.60 65.00 
40 93.20 82.33 98.63 98.00 90.13 72.67 
50 92.90 81.67 98.80 98.00 89.53 71.33 
60 93.53 83.33 99.83 99.67 89.93 73.00 
70 93.40 83.00 99.83 99.67 89.77 73.00 
80 93.27 82.33 99.13 99.67 89.93 73.00 
90 94.47 84.00 99.13 98.67 91.80 75.00 
100 94.50 84.33 100.00 100.00 91.30 74.67 
200 95.30 85.33 100.00 100.00 92.60 76.33 
300 95.50 85.67 100.00 100.00 92.90 76.67 
400 95.70 86.00 100.00 100.00 93.20 77.00 
500 95.70 86.00 100.00 100.00 93.20 77.00 
600 95.70 86.00 100.00 100.00 93.20 77.00 
700 95.70 86.00 100.00 100.00 93.20 77.00 
800 95.70 86.00 100.00 100.00 93.20 77.00 
900 95.70 86.00 100.00 100.00 93.20 77.00 

1024 95.70 86.00 100.00 100.00 93.20 77.00 
       

To investigate how the total number of logical variables in 
software affects MC/DC coverage of random testing, we 
repeated testing with 20 variables instead of 10 variables. The 
sizes of logical expressions remained the same (from 3 to 9) 
but variables for each expression were selected from the set of 
20 variables. Each random test case had also 20 input values 
though not all of them where used for each expression. 
Detailed data for this testing are presented in Table V and Fig. 
8 and 9. 

Some conclusions were similar for 10 and 20 variables: 

• The levels of MC/DC coverage for simple expressions 
by CodeCover and CTC++ were close each other 
(Fig.10). 

• The levels of MC/DC coverage for complex 
expressions by CodeCover and CTC++ were 
significantly different (Fig. 11) and CodeCover reported 
higher levels of coverage. 
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TABLE V.  MC/DC COVERAGE FOR RANDOM TESTS (20 VARIABLES) 

Rando
m Test 
Set Size 

MC/DC Coverage for Simple 
and Complex Expressions 

MC/DC Coverage for  
Simple Expressions 

MC/DC Coverage for  
Complex Expressions 

CodeCover Testwell CTC++ CodeCover Testwell CTC++ CodeCover Testwell CTC++ 
1 19.10 16.00 18.40 20.00 20.13 17.00 
2 34.60 26.67 33.80 31.67 35.67 26.00 
3 44.87 34.00 43.83 38.67 46.00 33.33 
4 48.03 39.00 46.53 43.33 49.50 37.33 
5 57.57 43.67 55.87 49.00 59.13 42.33 
6 65.67 51.00 62.23 53.67 68.40 50.67 
7 66.00 53.33 60.63 54.33 70.17 53.67 
8 67.57 54.67 63.37 57.33 70.87 54.33 
9 71.80 57.67 64.47 57.33 77.43 59.33 

10 74.63 62.67 69.83 64.33 78.40 63.00 
11 76.97 63.67 72.50 65.67 80.43 63.67 
12 79.67 67.33 74.47 68.33 83.67 68.33 
13 81.50 68.33 77.93 75.33 84.27 68.00 
14 80.53 68.00 74.77 68.67 84.97 68.33 
15 83.73 72.00 80.47 74.67 86.27 71.67 
16 84.87 74.00 79.83 75.00 88.73 74.67 
17 85.17 74.00 80.33 75.00 88.83 74.33 
18 88.67 78.67 87.13 83.00 89.90 76.33 
19 89.00 79.00 84.10 80.33 92.70 78.67 
20 86.67 75.67 80.97 76.67 90.93 76.33 
21 87.93 77.33 81.93 77.00 92.50 78.33 
22 89.40 79.67 85.83 81.33 92.13 78.67 
23 89.20 79.33 84.30 79.00 92.97 80.00 
24 91.37 81.00 86.97 81.33 94.60 81.33 
25 91.07 82.00 85.73 81.67 95.07 82.67 
30 91.87 82.67 88.10 86.67 94.73 82.00 
40 95.67 88.00 94.27 91.67 96.70 85.00 
50 95.57 88.33 94.63 93.00 96.33 85.00 
60 96.27 89.00 95.70 94.33 96.70 85.33 
70 97.23 90.67 98.10 97.33 96.57 85.67 
80 96.57 90.00 96.37 95.33 96.80 85.67 
90 97.50 91.33 98.40 97.67 96.80 86.00 
100 97.00 90.67 97.30 96.00 96.80 86.00 
200 98.07 92.00 99.67 99.33 96.80 86.00 
300 98.20 92.00 100.00 100.00 96.80 86.00 
400 97.70 92.00 100.00 100.00 96.80 86.00 
500 98.20 92.00 100.00 100.00 96.80 86.00 
600 98.20 92.00 98.90 98.33 96.80 86.00 
700 98.20 92.00 100.00 100.00 96.80 86.00 
800 98.20 92.00 100.00 100.00 96.80 86.00 
900 98.20 92.00 100.00 100.00 96.80 86.00 

1024 98.20 92.00 100.00 100.00 96.80 86.00 
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Fig. 9. MC/DC coverage by Testwell CTC++ for Random tests (20 
variables). 

 

• Maximal level of MC/DC coverage for complex 
expressions did not reach 100%. 

However, numerical data were slightly different for 20 
variables vs. 10 variables: 

• For the simple expressions, MC/DC coverage reached 
99% level for 200 random test cases and complete 
100% MC/DC coverage was achieved started from 400 
tests. 

• For the complex expressions, the maximal possible 
levels of MC/DC coverage was 96.8% by CodeCover 
and 86% by CTC++. 

• For the complex expressions, the maximal levels of 
MC/DC coverage were reached after 100 random test 
cases. 
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Fig. 10. Comparison of CodeCover and Testwell CTC++ results for Simple 
Expressions (20 variables). 
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Fig. 11. Comparison of CodeCover and Testwell CTC++ results for Complex 
Expressions (20 variables). 

In general, random test cases achieved a high level of 
MC/DC coverage very fast when the number of test increased. 
The precise data are given above but, very approximately, 
around 100 random tests provided high MC/DC coverage in all 
cases. Of course, this number is much higher than the amount 
of MC/DC test cases for one expression which is n+1 for 
expressions size n, i.e., maximum 10 tests for expressions size 
9. However, the number of different MC/DC tests necessary 
for all expressions together can be close to these 100 tests. At 
the same time, the process of MC/DC test generation is much 
harder comparing with random testing and should been done 
separately for each expression. It makes random testing a good 
basis for development new approaches to achieve MC/DC 
coverage. 

V. COMBINATORIAL COVERAGE LEVEL OF RANDOM TESTING 
In contrast to MC/DC, combinatorial coverage level does 

not depend on logical expressions in software and depends 
only on input variables. 

In this section we evaluate t-way coverage of random test 
cases for t=2…6. Similar to Section IV, we consider this 
coverage for 10 input variables (Table VII) and 20 input 
variables (Table VIII). We use the same random test cases as in 
Section IV with sizes from 2 to 1024. 

To understand how high the combinatorial coverage level 
of random test cases is, it is necessary to random sets of the 
same sizes as t-way sets. The sizes of combinatorial test sets 
for t=2…6 and for n=10 and n=20 are presented in Table VI. 
They are not optimal (minimal) but are close to optimal values 
and reflect sizes of combinatorial test sets generated by ACTS 
tool. 

TABLE VI.  SIZES OF COMBINATORIAL TEST SETS 

Number of 
logical variables 

2-
way  

3-
way  

4-
way  

5-
way  

6-
way  

10 10 20 44 93 178 
20 12 27 66 165 375 

TABLE VII.  COMBINATORIAL COVERAGE FOR RANDOM TESTS (10 
VARIABLES) 

Random 
Test Set 

Size 
2-way  3-way  4-way  5-way  6-way  

2 46.85 24.51 12.44 6.25 3.12 
3 60.55 34.27 18.08 9.25 4.67 
4 68.33 41.24 22.63 11.86 6.08 
5 76.85 49.51 28.12 14.96 7.70 
6 83.52 55.49 32.11 17.31 9.01 
7 85.74 59.23 35.48 19.58 10.33 
8 85.92 63.96 39.61 22.20 11.78 
9 92.78 70.48 44.58 25.28 13.47 

10 96.85 76.70 49.29 27.94 14.86 
11 94.44 76.60 51.57 30.10 16.20 
12 98.52 81.39 54.71 32.17 17.52 
13 97.78 83.40 57.68 34.31 18.76 
14 97.78 83.16 58.00 35.03 19.48 
15 99.26 87.95 63.13 38.37 21.18 
16 98.15 86.84 63.43 39.53 22.30 
17 99.44 91.42 69.30 43.66 24.43 
18 99.44 90.73 68.26 43.27 24.63 
19 99.81 94.10 73.06 46.64 26.40 
20 98.89 91.18 70.29 45.43 26.21 
21 99.81 94.69 75.81 50.24 29.09 
22 99.81 95.69 77.41 51.41 29.87 
23 100.00 95.49 77.80 52.35 30.76 
24 100.00 96.84 79.70 54.14 32.02 
25 100.00 97.51 81.58 56.31 33.43 
30 100.00 98.23 86.07 61.76 37.85 
40 100.00 99.51 92.74 72.51 47.37 
50 100.00 99.96 97.12 81.48 55.84 
60 100.00 100.00 96.32 84.80 60.76 
70 100.00 100.00 99.01 93.29 75.71 
80 100.00 100.00 99.53 93.01 73.16 
90 100.00 100.00 99.65 94.43 76.68 

100 100.00 100.00 99.87 96.60 81.34 
200 100.00 100.00 100.00 99.96 97.42 
300 100.00 100.00 100.00 100.00 99.61 
400 100.00 100.00 100.00 100.00 99.98 
500 100.00 100.00 100.00 100.00 100.00 
600 100.00 100.00 100.00 100.00 100.00 
700 100.00 100.00 100.00 100.00 100.00 
800 100.00 100.00 100.00 100.00 100.00 
900 100.00 100.00 100.00 100.00 100.00 
1024 100.00 100.00 100.00 100.00 100.00 

 

As it is possible to conclude from Tables VII and VIII, the 
level of combinatorial coverage of random test cases is quite 
high. Thus, in all situations for any n and t, this level for 
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random test sets of the same size as combinatorial test sets is 
around 90-97%. 

The level of combinatorial coverage grows very fast when 
the number of random tests increases. However, after 90% the 
increase becomes significantly slow. To reach 100% of 
combinatorial coverage, significantly more random tests are 
required comparing with the combinatorial test sets.  Thus, 23 
(for n=10) and 24 (for n=20) random test cases are necessary to 
archive 100% pairwise coverage comparing with 10 and 12 test 
cases in pairwise test sets. The similar situations are for t-way 
coverage as it is possible to see from Tables VII and VIII. 

TABLE VIII.  COMBINATORIAL COVERAGE FOR RANDOM TESTS (20 
VARIABLES) 

Random 
Test Set 

Size 
2-way  3-way  4-way  5-way  6-way  

2 46.57 24.43 12.41 6.23 3.12 
3 58.34 33.41 17.80 9.16 4.64 
4 64.02 38.91 21.67 11.54 6.01 
5 77.19 48.80 27.50 14.62 7.54 
6 84.61 56.70 32.82 17.60 9.10 
7 88.03 61.58 36.68 20.02 10.46 
8 90.48 65.84 40.40 22.46 11.86 
9 92.19 68.71 43.16 24.45 13.07 

10 94.38 74.22 48.49 28.14 15.29 
11 95.97 77.20 50.84 29.45 15.89 
12 96.88 80.29 54.19 31.79 17.26 
13 97.24 81.22 55.66 33.22 18.27 
14 98.64 84.71 59.52 35.94 19.83 
15 98.64 85.55 61.20 37.54 20.94 
16 99.47 90.09 66.24 40.86 22.71 
17 99.65 89.75 66.19 41.38 23.33 
18 99.69 91.83 69.41 43.92 24.87 
19 99.56 91.38 69.98 45.04 25.82 
20 99.56 92.38 71.31 46.10 26.54 
21 99.83 94.10 73.94 48.33 27.96 
22 99.96 95.95 77.69 51.54 29.88 
23 99.91 95.73 78.03 52.40 30.72 
24 100.00 96.79 80.17 54.36 31.96 
25 99.96 96.99 81.05 55.43 32.81 
30 100.00 98.69 86.76 62.43 38.18 
40 100.00 99.60 92.40 71.66 46.51 
50 100.00 99.89 96.10 79.74 54.68 
60 100.00 99.94 97.82 84.91 60.86 
70 100.00 99.99 98.86 88.99 66.54 
80 100.00 100.00 99.52 92.51 72.08 
90 100.00 100.00 99.64 93.97 75.40 

100 100.00 100.00 99.84 95.59 78.80 
200 100.00 100.00 100.00 99.83 95.64 
300 100.00 100.00 100.00 99.99 99.10 
400 100.00 100.00 100.00 100.00 99.79 
500 100.00 100.00 100.00 100.00 99.96 
600 100.00 100.00 100.00 100.00 99.99 
700 100.00 100.00 100.00 100.00 100.00 
800 100.00 100.00 100.00 100.00 100.00 
900 100.00 100.00 100.00 100.00 100.00 
1024 100.00 100.00 100.00 100.00 100.00 
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Fig. 12. Combinatorial coverage for Random tests (10 variables). 
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Fig. 13. Combinatorial coverage for Random tests (20 variables). 

VI. CONCLUSIONS AND FUTURE WORK 
This paper evaluates the ability of random testing to 

provide coverage according to MC/DC and t-way testing 
criteria. One hundred logical expressions of different sizes 
were generated. We also generated 252 random test sets with 
from 2 to 1024 test cases in a set. These sets were used to test a 
software program with logical expressions and the levels of 
coverage were evaluated using the structural coverage tools 
CodeCover, Testwell CTC++, and CCM, which measures the 
coverage of input value combinations in a test suite. 

Our experiments show that for simple expressions, when 
the number of random test cases increased, they quickly reach 
a high level of coverage both for MC/DC and 2-way. The close 
to 100% level of MC/DC coverage is achieved after 
approximately 100 random tests in many cases, but full 
coverage may require doubling test set size. Complex 
expressions required a much larger test set size for MC/DC 
coverage on the order of 90%, again doubling the number of 
tests for full coverage. The paper provides detailed data for 
different types of expressions and different testing tools. 

An unexpected result of the study was that structural 
coverage tools differ in their definition of partial MC/DC 
coverage, resulting in significant variation in coverage 
calculations. The primary standard for MC/DC coverage, 
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RTCA DO-178B, requires full coverage, so partial coverage 
numbers are generally not used. In cases where knowledge of 
less than complete MC/DC coverage is of interest, a consistent 
definition of partial coverage will need to be specified.   

Random test sets of the same sizes as t-way sets provide the 
90-97% level of combinatorial coverage. However, much more 
random tests are required to reach 100% coverage. The paper 
provides detailed data for different numbers of input variables, 
different types of expressions, and t-way coverage for t=2…6. 

The obtained results can help for integration random testing 
with other approaches (in particular, MC/DC and 
combinatorial testing) to increase of effectiveness of testing 
software with complex logical structure. 
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Abstract— With the congestion and scarcity of available
spectrum resources, spectrum sharing between long-term evo-
lution (LTE) and the IEEE 802.11 (aka. WLAN) systems is an
ongoing research topic. Considering the LTE license assisted
access (LAA) with the listen before talk (LBT) procedure, recent
research efforts try to evaluate the performance in several LTE-
LBT and WLAN coexistence scenarios. However, the available
approaches have not adequately modeled and analyzed general
case of LBT (such as Category 4), and the case when there
are more than two types of transmissions. In this paper, to fill
this technical gap, we implement a systematic modelling and
analysis of the media access control (MAC) layer coexisting
performance of LTE-LBT and WLAN systems. We consider the
coexistence scenario of multiple LTE downlink with multiple
WLAN uplink and downlink transmissions. We develop analytical
results on time-efficiency throughput, transmission and collision
probabilities of LTE and WLAN nodes, and then generalize the
result to multiple types of transmissions (e.g., more than three
types). To validate the analysis, we implement LBT and WLAN
MAC algorithm programming and extensive simulations, which
confirm the accuracy of our analysis. Our result shows that
replacing WLAN stations with LTE transmitters may, in some
cases, significantly degrade the overall throughput, depending on
the original efficiencies of WLAN systems and channel access
schemes. To address this, we propose a 4-way handshaking
channel access scheme for LTE-LBT, which can significantly
improve the coexistence performance. These results put new
insight into relationship between coexistence performance and
MAC parameters of LTE-LBT and WLAN systems, and may
aid in the design and optimization of coexistence systems.

I. INTRODUCTION

To enable the coexistence between cellular and IEEE 802.11
wireless local area network (WLAN) systems in the industrial,
scientific, and medical (ISM) radio band, the long-term evolu-
tion (LTE) with license assisted access (LAA) has been pro-
posed and studied by the 3rd Generation Partnership Project
(3GPP), industry, and research community [1]–[7]. Construc-
tive coexistence between unlicensed LTE with WLAN relies
on proper medium access control (MAC) layer channel access
coordination between the heterogeneous systems. To avoid
destructive collision between LTE and other radio systems,
the 3GPP LAA has proposed features such as dynamic carrier
selection, discontinuous transmission with limited maximum
transmission duration, transmit power control, and listen be-
fore talk (LBT) [4], [5], [7].

The LAA has defined 4 categories of LBT schemes [5], [6].
Category 1 has no LBT, and category 2 defines LBT without

U.S. Government work, not subject to U.S. copyright.

random back-off, related to the frame-based (FBE) sensing
and access. Category 3 LBT includes random back-off with
fixed size of contention window (CW), and category 4 LBT
uses variable size of CW with multiple-stage random back-
off [5]. Among them, Categories 3 and 4 LTE-LBT schemes
implement load-based coexistence, and have attracted major
interest from the telecom industry and research community.
Various coexistence settings based on LTE-LBT and WLAN
transmissions have been intensively evaluated, and abundant
experimental and field test results are reported in [5]–[7].

Recently, some analytical approaches for the performance
evaluation of LTE-LBT and WLAN coexistence systems have
been developed, see e.g. [8], [9]. In [8], coexistence of WLAN
access points (APs) and LTE-LBT downlink transmissions
is modelled and analyzed. The LTE-LBT transmission uses
higher data rate when there is no collision, and a low rate
when a collision is detected. In another LTE-LBT scheme
[9], LTE base stations (BSs) share unlicensed spectrum with
WLAN APs in downlink transmissions, and the overall system
throughput is examined when some APs are replaced by an
equal number of BSs. The work in [8], [9] evaluate only
Category-3 LBT schemes, and analytical curves are provided
as numerical result (there is no evidence that simulation results
are provided in [8], [9]).

Some recent work [10]–[12] try to optimize the coexis-
tence performance under various fairness constraints. In [10],
the authors propose an LBT scheme that has short initial
clear channel assessment (CCA) duration, which controls the
access priority of LTE and WLAN systems. They develop
optimization method to maximize the LTE-LAA system per-
formance under constraint of fair channel sharing with the
WLAN system. A new LBT protocol was developed in [11] to
maximize the LTE and WLAN overall normalized channel rate
by adjusting the LTE transmission durations, under a constraint
of protection to WLAN service. In [12], an adaptive LBT
scheme was developed to satisfy the quality of service (QoS)
requirement of LTE users under condition that the resulting
collision probability of WLAN users is constrained.

While the above mentioned [8]–[12] and other works pro-
vide new performance evaluation and optimization methods
on LTE-LAA and WLAN coexistence, the general case of
Category-4 LTE-LBT based coexistence has not been clearly
modelled and well analyzed. Furthermore, in most of the
available works, only two types of transmissions were consid-
ered, namely WLAN downlink and LTE LBT-based downlink.
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However, future coexistence applications will likely involve
three or more types of transmissions, and related performance
analysis is lacking.

In this paper, we study the coexistence of multiple types of
LTE-LBT and WLAN transmissions with different parameters,
and provide a stationary steady-state analysis method of chan-
nel access probability, collision probability, and throughput,
assuming saturated transmissions. Many recent works claim
that the overall throughput performance is typically enhanced
by replacing some WLAN APs with LTE nodes [5], [7],
[9]. Here, we try to examine the conditions when the overall
performance improves or degrades, supported by simulation.

The contribution of this paper is highlighted as follows:

∙ Following Category-4 LBT given by recent 3GPP LTE-
LAA document [5], we provide new performance analysis
that is valid for multiple types of LTE and WLAN
transmissions, and generalize the analysis to more than 3
types of transmissions.

∙ We implement computer programming and extensive sim-
ulation to evaluate the MAC-layer coexistence of LTE-
LBT and WLAN systems, and validate our analytical
results.

∙ Our results show that the coexistence sum throughput
may either improve or degrade when WLAN APs are
replaced by LTE nodes, depending on system parameters
and efficiency of the original WLAN system. Also, we
propose a 4-way handshaking access scheme for LTE
LBT, which is shown to provide significantly enhanced
coexistence performance.

Finally, our new analytical result can be utilized for optimiza-
tion design of general LBT schemes in coexistence scenario.

The remainder of this paper is organized as follows: Sec-
tion II describes the LTE and WLAN coexistence system
model, and Section III presents the performance analysis for
Category-4 LBT assuming 3 types of transmissions. Technical
discussions are provided in Section IV, and numerical results
and conclusions are given in Sections V and VI, respectively.

II. SYSTEM MODEL

Suppose several LTE small cells with 𝑁𝐿 enhanced
NodeB’s (eNBs) coexist with multiple WLAN networks. The
LTE-LAA utilizes carrier aggregation (CA), with primary
traffic on licensed channels and secondary traffic on unli-
censed channels. It shares the unlicensed channels with WLAN
transmissions, and hence the LBT is important for system
coexistence. Note that the LTE and WLAN aggregation (LWA)
is another spectrum sharing candidate technique, which relies
on dual connectivity of licensed LTE and unlicensed WLAN
systems, and allows the LTE traffic to be carried by WLAN
transmissions. The study of the LWA method is outside the
scope of this paper.

Here, we consider the case that LTE LAA utilizes only
unlicensed spectrum and shares it with incumbent WLAN
users. In this model, the LTE-LBT downlink transmissions
coexist with incumbent WLAN downlink and uplink trans-
missions in the same spectrum band, and all of them have

Fig. 1: Flow diagram of LTE downlink LAA LBT Category-4
procedure (adopted from [5], [6] with modifications).

saturated incoming traffic. In WLAN enhanced distributed
channel access (EDCA), based on QoS requirement, different
transmissions may belong to different access categories in
terms of arbitration inter-frame space (AIFS), transmission
duration, and initial CW size and backoff cut-off stage [18],
[19]. In the model considered here, we assume that WLAN
uplink and downlink transmissions have different CW sizes.
We propose an LTE downlink LAA Category-4 LBT scheme
adopted from [5] and [6], and show it in Fig. 1. It is modified
from Fig. 7.2.1.6.1 of [5] in that we remove the buffer idle
states, and explicitly show the relation between CW size 𝑄
and the receiver acknowledgement. It is also related to the
Category-3 LBT figure given in [6] which has fixed CW size.
In comparison with [5] and [6], we made one additional major
change that the order of blocks “extended CCA” and “𝑧 > 0”
is switched in Fig. 1. This change removes the channel access
priority of an LAA node which just finishes a transmission,
and makes it different from the case of transmission of a
WLAN node.

The initial CCA in Fig. 1 has dual purposes: it implements
initial channel sensing of duration 𝑇iCCA to avoid collision
with other transmissions, and it is implemented after a busy
channel (either successful transmission or collision), for a
duration called defer period 𝑇Defer [5], [6]. When the counter
𝑧 is reduced to 0, transmission starts. The CW size is adjusted
based on ACK and NACK responses via hybrid automatic
repeat request (HARQ) from the receiver. We assume that
after NACK, the CW size is doubled until the cutoff stage
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is reached, similarly to the WLAN distributed coordination
function (DCF) procedure.

III. PERFORMANCE ANALYSIS

A. Markov Model of Category-4 LBT Procedure

Based on Fig. 1, we provide a Markov chain-based mod-
elling of the LTE-LBT process in Fig. 2, which has maximum
backoff stage 𝑅𝐿 (also called cutoff stage). In each stage, the
counter decrements when the channel is sensed idle for an
extended CCA duration, denoted as 𝑇eCCA. When the backoff
counter is reduced to 0, an LTE downlink transmission starts.
The 𝑃𝑓,𝐿 is the probability that the LTE eNB experiences
collision when it senses the channel idle and transmits. When
we consider only the 0th backoff stage (with fixed CW size),
this Markov chain state diagram models a Category-3 LBT
process.

It appears that the Markov model in Fig. 2 is similar to the
model given in [13], [15]. They are related and yet have some
differences. First, after active transmission, the LTE node has
to wait for channel idle duration 𝑇iCCA+𝑇eCCA, before counter
decrement. We assume that 𝑇Defer = 𝑇iCCA = 𝑇DIFS, where
𝑇DIFS is the WLAN DCF inter-frame space (DIFS) duration.
Define 𝛿𝐿 as an LBT idle slot (or eCCA) duration. In Fig. 1,
we let the LTE node with a successful transmission to wait
for an additional 𝛿𝐿, so that it does not have priority over
other competing stations. This is in contrast to the WLAN
transmission case [15]. The difference is reflected in the stage
0 backoff counter in Fig. 2, where in [15] the backoff CW size
after successful transmission is shorter than the CW size after
a collision. Second, MAC parameters of LTE LBT procedure
may be different from those of WLAN. The transmission
packet duration of LTE is assumed to be larger than the WLAN
packet duration in this paper. To facilitate the coexistence
analysis, however, we assume that 𝛿𝐿 = 𝛿𝑊 , where 𝛿𝑊 is
the backoff idle slot duration of WLAN system.

B. Stationary Probability and Throughput Analysis
Based on the LTE-LBT Markov model in Fig. 2, a perfor-

mance analysis of LTE and WLAN coexistence is provided
next. The conditional state transition probabilities are given
by:

𝑃 (0, 𝑘∣𝑗, 0) = (1− 𝑃𝑓,𝐿)/𝑍0, 𝑗 ∈ [0, 𝑅𝐿 − 1] (1)

𝑃 (0, 𝑘∣𝑅𝐿, 0) = 𝑃𝑓,𝐿/𝑍0, (2)

𝑃 (𝑗, 𝑘∣𝑗, 𝑘 + 1) = 1, 𝑗 ∈ [0, 𝑅𝐿], 𝑘 ∈ [0, 𝑍𝑗 − 2]

(3)

where 𝑍𝑗 is the CW size at backoff stage 𝑗, 𝑗 = 0, 1, . . . , 𝑅𝐿,
𝑘 ∈ (0, 𝑍𝑗 − 1) is the backoff counter value, and 𝑅𝐿 is the
cutoff stage for LTE Category-4 LBT.

We define 𝜋𝑗,𝑘 as the stationary probability of state (𝑗, 𝑘).
Using 𝜋 as stationary probability of Markov state is consistent
with the notations used in the literature [17], [18]. From eqs.
(1)–(3) it follows that:

𝜋𝑗,0 = 𝑝𝑗𝑓,𝐿𝜋0,0, 𝑗 ∈ [0, 𝑅𝐿],

𝜋𝑗,𝑘 =
𝑍𝑗 − 𝑘

𝑍𝑗
𝜋𝑗,0 𝑘 ∈ [0, 𝑍𝑗 − 1]; 𝑗 ∈ [0, 𝑅𝐿].

Using the fact that total probability of all states is 1, we have∑𝑅𝐿

𝑗=0

∑𝑍𝑗−1
𝑘=0 𝜋𝑗,𝑘 = 1, and obtain that

𝜋0,0 =

⎡
⎣0.5 𝑅𝐿∑

𝑗=0

𝑝𝑗𝑓,𝐿(1 + 𝑍𝑗)

⎤
⎦
−1

.

The transmission probability of each LTE station is given by:

𝜏𝐿 =

𝑅𝐿∑
𝑗=0

𝜋𝑗,0 = 𝜋0,0

1− 𝑝𝑅𝐿+1
𝑓,𝐿

1− 𝑝𝑓,𝐿

=
2(1− 𝑝𝑅𝐿+1

𝑓,𝐿 )

(1− 𝑝𝑓,𝐿)
∑𝑅𝐿

𝑗=0 𝑝
𝑗
𝑓,𝐿(1 + 𝑍𝑗)

. (4)

The joint stationary probability distribution of LTE and
WLAN networks based on Markov process is provided next.
We assume that LTE and WLAN systems have the same slot
duration 𝛿 in the counter idle slots, which is the same as
that considered in [8], [9]. We define the failed transmission
probabilities (due to packet collisions) of LTE, and WLAN
downlink and uplink systems as 𝑝𝑓,𝐿, 𝑝𝑓,𝑊𝐷

, and 𝑝𝑓,𝑊𝑈
;

corresponding transmission (or channel access) probabilities
as 𝜏𝐿, 𝜏𝑊𝐷

, and 𝜏𝑊𝑈
; the initial CW sizes as 𝑍0, 𝑊0,𝐷, and

𝑊0,𝑈 ; and the cutoff stages as 𝑅𝐿, 𝑅𝐷 and 𝑅𝑈 , respectively.

Based on [15], the transmission probabilities of a WLAN
node in downlink and uplink transmissions are given by:

𝜏𝑊𝐷
=

1

1 +
1−𝑝𝑓,𝑊𝐷

2(1−𝑝
𝑅𝐷+1

𝑓,𝑊𝐷
)

[∑𝑅𝐷

𝑗=0 𝑝
𝑗
𝑓,𝑊𝐷

(2𝑗𝑊0,𝐷 − 1)− (1− 𝑝𝑅𝐷+1
𝑓,𝑊𝐷

)
] ,
(5)

𝜏𝑊𝑈
=

1

1 +
1−𝑝𝑓,𝑊𝑈

2(1−𝑝
𝑅𝑈+1

𝑓,𝑊𝑈
)

[∑𝑅𝑈

𝑗=0 𝑝
𝑗
𝑓,𝑊𝑈

(2𝑗𝑊0,𝑈 − 1)− (1− 𝑝𝑅𝑈+1
𝑓,𝑊𝐷

)
] .
(6)

The probabilities of failed transmissions in LTE and WLAN
systems are derived as:

𝑝𝑓,𝑊𝐷
= 1− (1− 𝜏𝑊𝐷

)𝑛𝑊𝐷
−1(1− 𝜏𝑊𝑈

)𝑛𝑊𝑈 (1− 𝜏𝐿)
𝑛𝐿 ,

(7)

𝑝𝑓,𝑊𝑈
= 1− (1− 𝜏𝑊𝑈

)𝑛𝑊𝑈
−1(1− 𝜏𝑊𝐷

)𝑛𝑊𝐷 (1− 𝜏𝐿)
𝑛𝐿 ,

(8)

𝑝𝑓,𝐿 = 1− (1− 𝜏𝐿)
𝑛𝐿−1(1− 𝜏𝑊𝐷

)𝑛𝑊𝐷 (1− 𝜏𝑊𝑈
)𝑛𝑊𝑈 ,

(9)

where 𝜏𝐿, 𝜏𝑊𝐷
, 𝜏𝑊𝑈

are given by (4), (5), and (6), respectively.
Eqs. (4)-(9) model 6 unknowns in 6 equalities, and they can
be solved by using an iterative numerical search method.
Numerical evaluation shows that the iteration was stable and
accurate for the considered range of parameters. The iterative
search method for solving the transmission and collision
probabilities has been used popularly in the literature, for
example in [8], [9], [13]–[15].
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Fig. 2: Markov model of LTE-LAA LBT category 4 procedure.

Let 𝑃𝑠,𝑊𝐷
, 𝑃𝑠,𝑊𝑈

, and 𝑃𝑠,𝐿 be the successful transmission
probabilities, 𝑇𝑃,𝑊𝐷

, 𝑇𝑃,𝑊𝑈
, 𝑇𝑃,𝐿 be the corresponding pay-

load durations, and 𝑃𝑏,𝑊𝐷
, 𝑃𝑏,𝑊𝑈

, and 𝑃𝑏,𝐿 be the probabil-
ities of busy states (node transmitting), for WLAN downlink,
uplink and LTE systems, respectively.

The MAC-layer sum throughput (normalized successful
transmission time-duration) for WLAN downlink, uplink and
LTE transmissions are given by:

𝑆𝑊𝐷
= 𝑃𝑠,𝑊𝐷

(1− 𝑃𝑏,𝑊𝑈
)(1− 𝑃𝑏,𝐿)𝑇𝑃,𝑊𝐷

/𝑇ave, (10)

𝑆𝑊𝑈
= 𝑃𝑠,𝑊𝑈

(1− 𝑃𝑏,𝑊𝐷
)(1− 𝑃𝑏,𝐿)𝑇𝑃,𝑊𝑈

/𝑇ave, (11)

𝑆𝐿 = 𝑃𝑠,𝐿(1− 𝑃𝑏,𝑊𝐷
)(1− 𝑃𝑏,𝑊𝑈

)𝑇𝑃,𝐿/𝑇ave, (12)

where 𝑇𝑃,𝑊𝐷
= 𝑇𝑃,𝑊𝐷

𝑊0,𝐷/(𝑊0,𝐷 − 1), 𝑇𝑃,𝑊𝑈
=

𝑇𝑃,𝑊𝑈
𝑊0,𝑈/(𝑊0,𝑈 − 1), respectively. Furthermore, we have

𝑃𝑠,𝑊𝐷
= 𝑛𝑊𝐷

𝜏𝑊𝐷
(1− 𝜏𝑊𝐷

)𝑛𝑊𝐷
−1, (13)

𝑃𝑠,𝑊𝑈
= 𝑛𝑊𝑈

𝜏𝑊𝑈
(1− 𝜏𝑊𝑈

)𝑛𝑊𝑈
−1, (14)

𝑃𝑠,𝐿 = 𝑛𝐿𝜏𝐿(1− 𝜏𝐿)
𝑛𝐿−1, (15)

𝑃𝑏,𝑊𝐷
= 1− (1− 𝜏𝑊𝐷

)𝑛𝑊𝐷 , (16)

𝑃𝑏,𝑊𝑈
= 1− (1− 𝜏𝑊𝑈

)𝑛𝑊𝑈 , (17)

𝑃𝑏,𝐿 = 1− (1− 𝜏𝐿)
𝑛𝐿 . (18)

In (10)–(12), 𝑇ave is the average time duration spent when a
packet is sent successfully from either WLAN or LTE system.
The 𝑇ave is given by

𝑇ave = (1− 𝑃𝑏,𝑊𝐷
)(1− 𝑃𝑏,𝑊𝑈

)(1− 𝑃𝑏,𝐿)𝛿

+ 𝑃𝑠,𝑊𝐷
(1− 𝑃𝑏,𝑊𝑈

)(1− 𝑃𝑏,𝐿)𝑇 𝑠,𝑊𝐷

+ 𝑃𝑠,𝑊𝑈
(1− 𝑃𝑏,𝑊𝐷

)(1− 𝑃𝑏,𝐿)𝑇 𝑠,𝑊𝑈

+ 𝑃𝑠,𝐿(1− 𝑃𝑏,𝑊𝐷
)(1− 𝑃𝑏,𝑊𝑈

)𝑇𝑠,𝐿

+ 𝑃𝑐,𝑊𝑊 (1− 𝑃𝑏,𝐿)𝑇𝑐,𝑊

+ 𝑃𝑐,𝐿𝐿(1− 𝑃𝑏,𝑊 )𝑇𝑐,𝐿 + 𝑃𝑐,𝑊𝐿𝑇𝑐,𝑀 , (19)

where 𝑇 𝑠,𝑊𝐷
= 𝛿 + 𝑇𝑠,𝑊𝐷

𝑊0,𝐷

𝑊0,𝐷−1 and 𝑇 𝑠,𝑊𝑈
= 𝛿 +

𝑇𝑠,𝑊𝑈

𝑊0,𝑈

𝑊0,𝑈−1 are the effective transmission durations of
WLAN downlink and uplink, respectively, following a method
in [15]. In (19), 𝑇𝑠,𝑊𝐷

, 𝑇𝑠,𝑊𝑈
and 𝑇𝑠,𝐿 (or 𝑇𝑐,𝑊𝐷

, 𝑇𝑐,𝑊𝑈

and 𝑇𝑐,𝐿) are durations of channel busy condition caused by
one successful transmission (or collision), respectively. The
𝛿 = 𝛿𝐿 = 𝛿𝑊𝐷

= 𝛿𝑊𝑈
, where 𝛿𝐿, 𝛿𝑊𝐷

, 𝛿𝑊𝑈
are idle slot

durations of the three types of transmissions. Furthermore,
𝑇𝑐,𝑊 = max(𝑇𝑐,𝑊𝐷

, 𝑇𝑐,𝑊𝑈
), and 𝑇𝑐,𝑀 = max(𝑇𝑐,𝑊 , 𝑇𝑐,𝐿).

The 𝑃𝑐,𝑊𝑊 , 𝑃𝑐,𝐿𝐿, 𝑃𝑐,𝑊𝐿 refer to WLAN intra-system col-
lision probability, LTE intra-system collision probability, and
WLAN LTE inter-system collision probability, respectively:

𝑃𝑐,𝑊𝑊 = 𝑃𝑏,𝑊 − 𝑃𝑠,𝑊 , (20)

𝑃𝑐,𝐿𝐿 = 𝑃𝑏,𝐿 − 𝑃𝑠,𝐿, (21)

𝑃𝑐,𝑊𝐿 = 𝑃𝑏,𝑊𝑃𝑏,𝐿, (22)

where

𝑃𝑏,𝑊 = 1− (1− 𝜏𝑊𝐷
)𝑛𝑊𝐷 (1− 𝜏𝑊𝑈

)𝑛𝑊𝑈 , (23)

𝑃𝑠,𝑊 = 𝑃𝑠,𝑊𝐷
(1− 𝑃𝑏,𝑊𝑈

) + 𝑃𝑠,𝑊𝑈
(1− 𝑃𝑏,𝑊𝐷

)

= 𝑛𝑊𝐷
𝜏𝑊𝐷

(1− 𝜏𝑊𝐷
)𝑛𝑊𝐷

−1(1− 𝜏𝑊𝑈
)𝑛𝑊𝑈

+ 𝑛𝑊𝑈
𝜏𝑊𝑈

(1− 𝜏𝑊𝑈
)𝑛𝑊𝑈

−1(1− 𝜏𝑊𝐷
)𝑛𝑊𝐷 . (24)

The first term on the right hand side (RHS) of (19) gives the
average idle duration, the 2nd to 4th terms on the RHS provide
the average successful transmission durations of the three types
of transmissions, and the 5th to 7th terms provide the average
collision durations, respectively. Our approach shown in (19)
is concise and flexible in computing the throughput statistics.
It decouples the idle, successful transmission, and collision
events of each type of transmission, and then groups the events
(or related probabilities) properly to compute the statistics.

By substituting (13)–(24) into (10)–(12), the average
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throughput (time efficiency) of WLAN and LTE systems can
be evaluated. This method is more concise and flexible than
those developed in [8], [9], and easily scalable to the case
of multiple coexisting types of transmissions (even more than
three).

IV. TECHNICAL EXTENSION AND DISCUSSIONS

A. Generalization to Coexistence of Multiple Systems

In future coexistence applications, the number of types
of transmissions may be larger than three. It is of practical
interest to develop a general coexistence performance analysis
method valid for multiple types of transmissions, as shown
next. Assume 𝑁 types of transmissions, and each transmission
involves 𝑛𝑖 nodes (or links), for 𝑖 = 1, . . . , 𝑁 . Define 𝛿,
𝑇𝑠,𝑖, 𝑇𝑐,𝑖, respectively, as the durations of counter idle slot,
successful transmission, and collision; and 𝑃𝑓,𝑖, 𝑃𝑏,𝑖, 𝑃𝑠,𝑖,
respectively, as the probabilities of a failed transmission,
channel busy (at the counter decrement phase), and successful
transmission, for a node in transmission type 𝑖.

The steps of analytical evaluation are described below. First,
construct the Markov chain based on the MAC layer scheme,
and find the channel access probability of transmission type 𝑖
(𝑖 = 1, . . . , 𝑁 ), given by

𝜏𝑖 = 𝑔𝑖(𝑃𝑓,𝑖, 𝑍𝑖, 𝑅𝑖) (25)

where 𝑍𝑖, 𝑅𝑖 are the initial CW size and cutoff stage of type
𝑖, respectively, and 𝑔𝑖 is the mapping function based on the
MAC scheme of type 𝑖. For example, 𝜏𝑖 in (25) is provided
by eqs. (4), (5), (6), for LTE-LBT and WLAN downlink and
uplink systems, respectively. Next,

𝑃𝑓,𝑖 = 1− (1− 𝜏𝑖)
𝑛𝑖−1

𝑁∏
𝑗 ∕=𝑖
𝑗=1

(1− 𝜏𝑗)
𝑛𝑗 . (26)

For 𝑁 types of transmissions, eqs. (25) and (26) involves 2𝑁
equations and 2𝑁 unknowns {𝑓𝑖, 𝜏𝑖}𝑖=1,...,𝑁 , which can be
solved uniquely by iterative numerical research techniques.

The sum throughput of transmission type 𝑖 is derived as

𝑆𝑖 = 𝑃𝑠,𝑖

𝑁∏
𝑗 ∕=𝑖

𝑗=1

(1− 𝑃𝑏,𝑗)𝑇𝑠,𝑖/𝑇ave

= 𝑛𝑖𝜏𝑖(1− 𝜏𝑖)
𝑛𝑖−1

𝑁∏
𝑗 ∕=𝑖
𝑗=1

(1− 𝜏𝑗)
𝑛𝑗𝑇𝑠,𝑖/𝑇ave (27)

where 𝑇ave is the average duration spent for each transmission
type to send one payload successfully. Its formula is given by
(28), shown on the top of the next page.

The first, second and third terms in (28) refer to durations
for events of channel idle, successful transmission, and col-
lision within one transmission type, respectively. The fourth
and last terms refer to durations of collisions of two different
types of transmissions, and simultaneous collisions of all types
of transmissions, respectively. The skipped terms in (28) are
durations of collisions among three types to (𝑁 − 1) types,

whose notations are obvious and omitted here for the brevity
of presentation.

B. LTE LBT Hand-Shaking Schemes

To evaluate the LTE transmission and collision durations
𝑇𝑠,𝐿 and 𝑇𝑐,𝐿 needed in (19), we propose two candidate hand-
shaking schemes. The first one is similar to the WLAN basic
access scheme, where the LTE transmission phase includes
a 2-way handshaking: downlink data transmission and uplink
ACK/NACK response. In the first setting (LBT basic channel
access),

𝑇𝑠,𝐿 = 𝑇𝑃,𝐿 + 𝑇Defer, (29)

𝑇𝑐,𝐿 = 𝑇𝑠,𝐿, (30)

where the 𝑇Defer (= 𝑇DIFS) is the required defer period. Based
on the method in Fig. 1, LTE transmitter’s priority over the
non-transmitting stations is removed. Notice that in DCF we
have

𝑇𝑠,𝑊 = 𝑇𝑃,𝑊 + 𝑇SIFS + 𝑇ACK + 𝑇DIFS, (31)

where 𝑇SIFS and 𝑇ACK are the short inter-frame space (SIFS)
and ACK packet durations, respectively. In comparison, 𝑇𝑠,𝐿

does not have terms 𝑇SIFS and 𝑇ACK. We explain it as follows:
It is stated in [5] that the downlink HARQ-ACK timing rules
from Release-12 carrier aggregation (CA) can be reused at
least for DL-only LAA transmissions. This means that the
delay between LTE transmission and the ACK/NACK response
is on the order of several milliseconds (ms), much larger than
the WLAN DCF SIFS (which in DCF is the delay between
transmission and ACK/NACK). The milliseconds level of
ACK/NACK delay involved in LTE-LAA does not block the
other nodes for accessing the channel, and thus it is not
counted in 𝑇𝑠,𝐿. In the first scheme, when the LTE collision
happens, the data packets sent in transmission duration are lost
and the cost of collision may be high.

To improve the MAC efficiency, as the second setting, we
propose an RTS/CTS-type scheme for LTE-LBT. Its transmit-
ting phase includes 4-way handshaking: downlink RTS, uplink
CTS, downlink data packet, and uplink ACK/NACK response.
The time statistics are given by

𝑇𝑠,𝐿 = 𝑇𝐿,RTS + 𝑇𝐿,SIFS + 𝑇𝐿,CTS + 𝑇𝐿,SIFS + 𝑇𝑃,𝐿

+𝑇Defer (32)

𝑇𝑐,𝐿 = 𝑇𝐿,RTS + 𝑇𝐿,SIFS + 𝑇𝐿,CTS + 𝑇Defer, (33)

where 𝑇𝐿,RTS and 𝑇𝐿,CTS are the durations of RTS and CTS
packets, respectively; 𝑇𝐿,SIFS is the short handshaking delay
(or LTE SIFS) between uplink transmission and downlink
response, and we assume 𝑇𝐿,SIFS = 𝑇SIFS.

The 2-way handshaking basic access scheme (the first
setting) proposed above is consistent with the LAA LBT and
HARQ-ACK guidelines provided in [5]. To our knowledge,
the second setting – RTS/CTS-type LBT scheme has not
been discussed in [5]. This scheme is proposed here for
both theoretical and practical interest: it provides substantial
performance enhancement because it can reduce the time-
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𝑇ave =
𝑁∏
𝑖=1

(1− 𝑃𝑏,𝑖)𝛿 +
𝑁∑
𝑖=1

𝑃𝑠,𝑖

⎛
⎜⎝ 𝑁∏

𝑗=1

𝑗 ∕=𝑖

(1− 𝑃𝑏,𝑖)

⎞
⎟⎠𝑇𝑠,𝑖 +

𝑁∑
𝑖=1

(𝑃𝑏,𝑖 − 𝑃𝑠,𝑖)

⎛
⎜⎝ 𝑁∏

𝑗=1

𝑗 ∕=𝑖

(1− 𝑃𝑏,𝑖)

⎞
⎟⎠𝑇𝑐,𝑖

+

𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝑗 ∕=𝑖

𝑃𝑏,𝑖𝑃𝑏,𝑗

⎛
⎜⎝ 𝑁∏

𝑙=1

𝑙 ∕=𝑖,𝑗

(1− 𝑃𝑏,𝑙)

⎞
⎟⎠max(𝑇𝑐,𝑖, 𝑇𝑐,𝑗) + ⋅ ⋅ ⋅+

(
𝑁∏
𝑖=1

𝑃𝑏,𝑙

)
max({𝑇𝑐,𝑖}𝑖=1,...,𝑁 ). (28)

efficiency loss caused by collisions. Performance of both
schemes will be evaluated in Section V.

V. NUMERICAL RESULTS

In this section, we provide both analytical and simulation
results of the WLAN downlink and uplink transmissions in
coexistence with LTE-LBT downlink transmission. We imple-
ment computer programming based on modified DCF MAC
algorithms given in [15], and the Category-4 LBT algorithm
described in Fig. 1 adopted from [5]. In our simulation, we
define three global events: channel idle, successful transmis-
sion, and collision; and four local events for each WLAN and
LTE node: channel idle, counter freezing (due to channel being
busy), successful transmission, and collision. The simulation
results were obtained by running for 1 × 105 time slots on
each parameter setting. In each slot, each node updates its
local event and a global tracker updates the global event.
Finally, based on accumulated numbers of events, the statistics
of time-efficiency throughput and channel access and collision
probabilities are computed for each node. Every analytical
curve shown in this section is accompanied by a simulation
curve and validated.

The parameters used for analysis and simulation are listed
in Table I, where the WLAN parameters were adopted from
[7], [9], [15], [16]. The 𝑇𝑠,𝑊 and 𝑇𝑐,𝑊 can be computed from
the parameters in Table I using a method in [13], [15]. Here,
channel bit rate (CBR) = 100 mega-bits per second (Mbps),
assumed to be the same for both LTE and WLAN systems.
Saturated traffic is assumed for all nodes. The spectrum
sensing (aka. CCA) in both WLAN and LTE-LBT systems is
assumed to be perfect (no hidden node problem, no false alarm
or miss detection). We study the effects of basic access and
RTS/CTS schemes for the WLAN system, and basic access
and 4-way handshaking schemes for the LTE LBT.

First, we study the effect of the LTE-LBT cutoff stage setup,
and let 𝑅𝐿 increase from 0 to 8, when 𝑛𝐿 = 𝑛𝑊𝐷

= 4,
𝑛𝑊𝑈

= 20, 𝑅𝐷 = 𝑅𝑈 = 6, 𝑊0,𝐷 = 𝑍𝐿 = 16, and
𝑊0,𝑈 = 80, with WLAN RTS/CTS access. Note that the case
of 𝑅𝐿 = 0 models the Category-3 LBT, and 𝑅𝐿 = 1, . . . , 8
models Category-4 LBT. Here, we set 𝑊0,𝑈 = 5𝑊0,𝐷 so that
WLAN downlink has higher priority to access the channel
than the uplink. The results on throughput and transmission
probabilities are presented in Figs. 3 and 4, respectively. The
analytical and simulation results are in close agreement. The
results show that when 𝑅𝐿 increases, each LTE eNB node

TABLE I: LTE and WLAN Parameters Used for Simulation

LTE parameters

Parameter Value

Packet payload duration 𝑇𝑃,𝐿 2 ms
𝑇𝐿,RTS (= 𝑇𝐿,CTS) 10 𝜇 s

𝑇𝐿,SIFS 16 𝜇 s
LBT defer period: 𝑇Defer (=𝑇DIFS) 34 𝜇 s
LBT eCCA period: 𝑇eCCA (=𝛿𝑊 ) 9 𝜇 s

WLAN parameters

Parameter Value

Packet payload duration: 1 ms
MAC and PHY headers 272 and 128 bits

𝑇SIFS 16 𝜇 s
𝑇DIFS 34 𝜇 s

Idle slot duration 𝛿𝑊 9 𝜇 s
Downlink: 𝑊0,𝐷, 𝑅𝐷 16, 6

Uplink: 𝑊0,𝑈 , 𝑅𝑈 80, 6

decreases its own throughput and transmission probability, but
the LTE and WLAN sum throughput increases.

Next, we check the effect of replacing some WLAN APs
with an equal number of LTE eNBs, on the throughput of LTE
and WLAN systems, respectively. In the first setting, we let
𝑛𝑊𝑈

= 20, 𝑛𝐿 + 𝑛𝑊𝐷
= 8, and 𝑍𝐿 = 𝑊0,𝐷 = 16, and show

throughput results in Fig. 5 assuming WLAN basic access,
and in Fig. 6 with WLAN RTS/CTS access, respectively. The
LTE basic access scheme is assumed. As 𝑛𝐿 increases from
0 to 8 (with 𝑛𝐿 + 𝑛𝑊𝐷

= 8), the overall throughput of three
types of transmissions increases from about 70 % to 74 % with
WLAN basic access (constructive coexistence), but decreases
from about 88 % to 78 % with WLAN RTS/CTS access
(non-constructive coexistence). This demonstrates that the
coexistence results critically depend on whether the original
WLAN system has low efficiency (70 %, basic access) or high
efficiency (88 %, RTS/CTS access).

In the second setting, we compare two cases: WLAN only
with 𝑛𝑊𝐷

= 8, 𝑛𝐿 = 0; and four WLAN APs are replaced by
LTE eNBs (𝑛𝑊𝐷

= 4, 𝑛𝐿 = 4). We study the effect of CW
size 𝑍0, and effect of LTE-LBT access methods (basic vs.
RTS/CTS) on the throughput. We consider WLAN RTS/CTS
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Fig. 3: Throughput of LTE and WLAN systems, when 𝑛𝐿 =
𝑛𝑊𝐷

= 4, 𝑛𝑊𝑈
= 20, 𝑅𝐷 = 𝑅𝑈 = 6, 𝑊0,𝐷 = 𝑍𝐿 = 16, and

𝑊0,𝑈 = 80, with WLAN RTS/CTS access.
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Fig. 4: Transmission (channel access) probabilities of LTE and
WLAN systems, respectively.

access, when 𝑛𝑊𝑈
= 20, 𝑅𝑈 = 𝑅𝐷 = 𝑅𝐿 = 6, 𝑊0,𝐷 = 16,

and 𝑊0,𝑈 = 80. The results are provided in Fig. 7 assuming
LTE basic access and in Fig. 8 assuming the proposed LTE-
LBT 4-way handshaking channel access scheme (aka, LTE
RTS/CTS-type access), respectively. It is observed that with
LTE basic access scheme the coexistence sum throughput in-
creases from about 70 % to 84 %, but is constantly worse than
that of the original WLAN system (about 88 %). Fortunately,
by using the LTE-LBT with our proposed RTS/CTS access,
Fig. 8 shows that the coexistence sum rate (about 90 % ∼
92 %) is consistently better than that of the original WLAN
system. AT 𝑍0 ≈ 16, the WLAN and LTE systems have
approximately equal normalized throughput.
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Fig. 5: Throughput of LTE and WLAN systems, when 𝑛𝐿 +
𝑛𝑊𝐷

= 8, 𝑛𝑊𝑈
= 20, 𝑅𝐷 = 𝑅𝑈 = 𝑅𝐿 = 6, 𝑊0,𝐷 = 𝑍𝐿 =

16, and 𝑊0,𝑈 = 80, with WLAN basic access.
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Fig. 6: Throughput of LTE and WLAN systems, with WLAN
RTS/CTS access.

VI. CONCLUSION

In this paper, we have studied MAC-layer performance
of LTE-LBT downlink coexisting with WLAN downlink and
uplink transmissions. We have provided a flexible analytical
approach to evaluate the transmission probability, collision
probability and time-efficiency throughput. Since future co-
existence scenarios will likely involve multiple systems, to
support the related performance analysis, we have generalized
the analysis result to multiple transmission types (more than
three). We have implemented LTE and WLAN MAC algorithm
programming and extensive computer simulation, and simula-
tion results have verified the validity of our analysis result.
Effects of the LBT cutoff stage, CW sizes, and handshaking
access schemes have been evaluated. Regarding the fair co-
existence between LTE and WLAN systems, our work shows
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Fig. 7: Throughput of LTE-LBT and WLAN systems, when
𝑅𝐿 = 6 with WLAN RTS/CTS access.
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Fig. 8: Throughput of LTE-LBT and WLAN systems, when
𝑅𝐿 = 6 and both WLAN and LTE systems use RTS/CTS
access schemes.

that when the WLAN system uses RTS/CTS with saturated
downlink and uplink traffic, replacing WLAN nodes with an
equal number of LTE-LBT nodes may substantially reduce
the overall throughput. To enhance the overall coexistence
throughput, we have proposed an RTS/CTS type LBT channel
access scheme and illustrated its competitive performance.
In summary, the coexistence results depend heavily on the
proper selection of handshaking schemes (basic or RTS/CTS
access) and MAC parameters of both LTE-LBT and WLAN
systems. Our results demonstrate that achieving satisfactory
coexistence of LTE and WLAN systems is a non-trivial task,
and additional research is needed. Perfect channel sensing is
considered in this paper. In future work, the effect of channel
sensing threshold and sensing errors will be studied, and
measurement and testing procedure will be implemented to

further validate the analytical and simulation results.
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Abstract

While face recognition algorithms perform under many
different unconstrained conditions, predicting this perfor-
mance is not possible when a new location is introduced.
Analyzing the impostor distribution of the videos of the
Point-and-Shoot Challenge (PaSC) as well as its relation-
ship to the genuine match distribution, we show that there
is large variation in the false accept rate over the impos-
tor distribution, demonstrate there is a correlation between
changes in the verification and false accept rates over fac-
tor, and using this, present a method for predicting the per-
formance of an algorithm using only unlabeled data for a
new location.

1. Introduction
Face recognition algorithms operate under a variety of

unconstrained conditions, and performance varies substan-
tially across locations, i.e., the physical location. Given
videos in a new location, how well will an algorithm per-
form? Without explicitly testing the new location, a com-
mon method is to use the overall performance of the system
on previously known locations. We present a way to bet-
ter model the performance without needing to identify and
label individuals in the videos.

Are there any locations that are “easy” (high verification
rate and low false accept rate)? It is commonly believed
that there exist locations that are easy as well as ones that
are “hard.” From our analysis, we show that such locations
do not necessarily exist.

On the Point-and-Shoot Face Recognition Challenge
(PaSC) [2], Lee et al. [10] found that verification rate (VR)
varies across locations. The effect of factors on the genuine
match distribution has been studied [1], [7]. However, there
has not been as much research on the impostor distribution.
O’Toole et al. [13] found that performance changes when

the impostor distribution is restricted to people of the same
gender or race. Several researchers have focused on the ef-
fects of pose, expression, and illumination [8], [6].

Extending the work of Lee et al. [10] , we investigate
how the false accept rate (FAR) varies across locations in
the PaSC dataset. The algorithms in this study are from the
Face and Gesture 2015 Person Recognition Evaluation [3].
In our analysis, we include video-based factors which are
automatically computed [10]. We also analyze the relation-
ship between the genuine match distribution and impostor
distribution. Using this analysis, we demonstrate it is pos-
sible to predict the performance of an algorithm in a new
location based solely on unlabeled data acquired from the
new location.

Novel contributions in this paper are:

• We show that when a threshold is set so that the global
FAR is fixed, there is a large variation in the false ac-
cept rates over the locations.

• We show that with this fixed threshold, changes in veri-
fication and face accept are correlated across locations.

• This correlation allows us to predict the verification
rate for new locations using a regression model.

2. PaSC Challenge and Data Set

To investigate the false accept rate across the impostor
distribution, we needed a data set that documented many
factors about the videos themselves, especially with the lo-
cation of videos systematically varied. The Point-and-Shoot
Face Recognition Challenge (PaSC) was designed to ad-
vance the development of face recognition algorithms on
videos taken with digital point and shoot cameras, particu-
larly for handheld cameras found in cell phones; full details
of the protocol can be found in [2]. What follows is a brief
summarization of the relevant details.
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2.1. Data Set

In our analysis, we focus on the effect of location and
sensor. This is possible because videos in the PaSC are
taken from six locations with six sensors, five of those being
handheld.

In the video portion of the PaSC, 2802 videos of 265
subjects were taken over 7 different weeks at the Univer-
sity of Notre Dame in the spring semester of 2011. The
videos show people carrying out tasks rather than looking
into a camera. Collection was carried out according to a
plan–a script–in which generally a person entered a scene,
approached some designated spot, carried out an action, and
then left the scene. The videos typically begin as the per-
son is moving into the scene and terminate as the person is
leaving.

Each subject is present in videos for at least four of the
weeks, implying the differences in weeks’ performances is
not due to the subjects. Video length ranges roughly be-
tween 50 and 400 frames with most videos containing be-
tween 200 and 250 frames, and the resolutions ranged be-
tween 640×480 to 1280×720.

There were six different locations with six different sen-
sors. Five of the sensors were handheld, and these varied by
week. Additionally, data was collected by a tripod-mounted
sensor, and this sensor filmed the same actions at the same
location and time as the handheld sensor of the week.

Figure 1. Sampled portions of video frames from PaSC videos in-
dicating some of the situations that make recognition challenging.
Courtesy of Beveridge et al. [4].

Figure 1 shows a sample of frames from PaSC videos
from different locations. Characterizing the videos are four
primary factors: location, action being performed, video
camera (sensor), and person in the video (subject).

2.2. Location Factor

One aspect the design of this data set allows us to ana-
lyze is how an algorithm performs when restricted to pairs
of videos from certain locations. During each week, the
videos were collected with a new combination of location

and action taking place, for example picking up a newspa-
per in an office. No combination of location and action was
repeated on subsequent weeks. Table 1 shows a summary of
the location, handheld camera, and action combinations.1

Table 1. Location, camera, and action combinations. The abbrevi-
ations for the location is in the right column.

Sensor Location Action Abbrev.
Flip Mino F360B canopy golf swing Ca
Kodak Zi8 canopy bag toss Ca
Samsung M. CAM office pickup newspaper Pa
Sanyo Xacti lab 1 write on easel Ea
Sanyo Xacti lawn blow bubbles Bu
Nexus Phone hallway ball toss Ba
Kodak Zi8 lab 2 pickup phone Ph

Each location and action combination was captured on
a specific week by two different cameras, one being hand-
held. Consequently, each video depicts a single subject at
a certain location doing a specific action captured by one
particular sensor, e.g. for a specific subject, there is exactly
one video depicting the subject on the lawn blowing bub-
bles captured by a Sanyo Xacti. There is also a video of
the subject blowing bubbles on the lawn captured by the
tripod-mounted sensor, a Panasonic HD700. From Table 1,
it is clear that the handheld sensors are confounded with the
locations and actions.

In the findings below, the influence that location, cam-
era, and action combinations (called the location factor for
simplicity) exert over performance is strong, and the abbre-
viations introduced in Table 1 will be used when reporting
results. Therefore here, briefly, is a bit more information
about each. The canopy (Ca) was a white pop-up mate-
rial structure setup outside in bad weather. Two actions
were carried out on different days. The first was swing-
ing a golf club, and the second was tossing a bean bag. The
office (Pa) was a large well-lit room where a subject picked
up and looked at a newspaper. In Lab 1 (Ea) each sub-
ject wrote on a large floor standing easel set out in a large
open lab space. The lawn (Bu) was an open grassy area in
a plaza with bright sun. Subjects approached a table and
blew bubbles. The hallway (Ba) was an interior space of an
older building with relatively dark stone walls where sub-
jects threw a toy basketball. In lab 2 (Ph) a subject picked
up a phone in a relatively cluttered lab area.

As videos are compared in pairs, the location factor is
defined by location-pairs, i.e. the locations of the videos for
a given pair. In total, there are 22 location-pairs. For 6 pair-
ings the videos are from the same location and collected in
the same week; these only include impostor pairs, i.e. pairs

1The identification of any commercial product or trade name does not
imply endorsement or recommendation by NIST.
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of videos of different people. However, we focus mainly
on cross-week comparisons, i.e. video-pairs in which the
weeks of capture are different. There are 16 cross-week
location-pairs. In 15 of the cross-week location-pairs, the
videos were collected at different locations from different
weeks, but for one pair, the videos were collected at the
same location (canopy) on different weeks.

2.3. Video-Based Factors

Location, action, and sensor are not the only factors ef-
fecting performance. Another class of factors effecting per-
formance comes directly from the videos themselves; that
is, these factors, called video-based factors, are dependent
on the video from which they are estimated. As we show
later in Section 6, video-based factors can encode properties
of a location-pair. For our work, we measure this encod-
ing by looking at aggregate statistics of video-based factors
from all video-pairs of the location-pair.

We consider three video-based factors: face size, face
confidence, and yaw. Estimated by the Pittsburgh Pattern
Recognition (PittPatt) face recognition SDK 5.2.2, face size
is the number of pixels between the eyes, face confidence is
PittPatt’s self-assessment of how certain the algorithm was
in detecting the true face, and yaw is the measurement of
how far the face was turned to the left or right.

The real-valued factors are converted to levels by order-
ing video-pairs from smallest to largest factor value and
then dividing them into n equal sized bins. The result is
n levels ranging from smallest to largest factor value. The
PittPatt SDK 5.2.2 software estimated these factors for the
frames of the videos, and the generalizations to videos and
video-pairs follow the methods of Lee et al. [10].

3. Algorithms
Our analysis is performed on the four top performers

in the Face and Gesture 2015 Person Recognition Evalu-
ation [3]. The algorithms were developed independently by
four different research groups from four different countries
on four different continents. Each algorithm is very dif-
ferent in how it computes a similarity score (the degree of
similarity between two faces in two videos). This indepen-
dence provides evidence that our conclusion will generalize
to algorithms not included in this study.

The Chinese Academy of Science (CAS) algorithm uses
two convolutional neural networks, one for larger and one
for smaller faces [9].

The Stevens Institute of Technology (SIT) algorithm
combines scale-invariant feature transform (SIFT) features
with a probabilistic modeling procedures and principal
component analysis based dimensionality reduction pro-
cess [11], [12].

The University of Ljubljana (Ljub) algorithm combines
four feature types with a probabilistic principal component

analysis [15].
The Univeristy of Technology, Sydney, (UTS) algorithm

uses three-dimensional face pose normalization and face de-
scriptors [5].

4. Measuring Performance
Our results are reported on participants in the Face and

Gesture 2015 Person Recognition Evaluation [3], and in
this competition, the participants followed the PaSC pro-
tocol. In the protocol for the PaSC, algorithms are given
two videos and then return a number measuring the de-
gree of similarity between the subjects in the pair of videos.
Hence, in calculating and predicting performance, we com-
pare videos in pairs.

In measuring performance, we are observing how often
an algorithm correctly declares the same person to be in
two videos. We are also interested in how often the algo-
rithm incorrectly believes two different people from videos
are the same person. However, we are not interested in the
overall performance of the algorithm. Instead, we are more
interested in how the performance changes over levels of
a factor. Later in this paper, for a set of videos of a factor-
level, we are predicting how well an algorithm will correctly
match videos of the same person (marginal VR). In our pre-
diction, we use how often the algorithm incorrectly declared
different people to be the same (marginal FAR). We then
compare our predicted performance to the actual observed
performance.

The focus of analysis in this paper is on performance
when comparing videos for a factor-level. Presented with
two faces from videos x and y, an algorithm A returns a
similarity score, sA(x, y), for video-pair (x, y). The simi-
larity score denotes how similar the faces are estimated to
be; a higher similarity score indicates a higher likelihood of
the two faces belonging to the same subject.

To make a decision, a threshold τg is set so that every
video-pair score at least as large τg is declared a match
and every score below the threshold is considered a non-
match. We divide the set of videos into two sets: the set of
video-pairs that are genuine matches and the set of video-
pairs that are impostors. With the threshold τg , we calculate
the verification rate VR(τg) as the ratio of genuine matched
video-pairs correctly identified as a match and the false ac-
cept rate FAR(τg) as the ratio of impostor video-pairs in-
correctly identified as a match.

Generally, the threshold τg is set to specify the FAR at
a certain instance. In our paper, we select τg for each al-
gorithm so that globally FAR(τg) = 0.10. For PaSC, the
standard for reporting VR is FAR = 0.01. However, we
shifted the threshold to have enough false matches for anal-
ysis.

Nonetheless, the analysis in this paper is not focused
on the overall performance over the set of all video-pairs.
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Rather, for this paper, as previously mentioned, the analy-
sis is centered on performance when comparing video-pairs
of factor levels such as locations. For the marginal verifi-
cation and false accept rates for factor Fi, a threshold τg is
set so that globally FAR(τg) = 0.10, and with this thresh-
old, the verification rate VR(Fi, τg) and false accept rate
FAR(Fi, τg) are then calculated only on the video-pairs in
Fi.

5. Imposter-Pair Analysis For Location-Pairs
In this section, we picked the threshold τg so that the

global FAR = 0.10 and then investigated the impostor dis-
tribution over the different location-pairs, calculating the
marginal false accept rates over the location-pairs using the
threshold τg . We showed that there is large variation in the
false accept rate. Then we showed that, keeping the thresh-
old τg constant, the changes in the verification and false ac-
cept rates over the location-pairs are correlated.

5.1. Range of Marginal FARs over Location-Pairs

It is well known that location significantly effects algo-
rithm performance. The design of the PaSC data set enabled
us to characterize the impact of location on performance.
Previous studies have investigated the effect of location on
verification rates [1], [10]. We proceed by examining the ef-
fect of location on the FAR and then look at the relationship
between FAR and VR.

Since comparisons are between two videos, we look at
performance for location-pairs. For the four algorithms in
our study, we computed the FAR for the 22 location-pairs
as described in Section 4. Figure 2 demonstrates how lo-
cation factors effect FAR (upper graph) and VR (lower)
for the four algorithms on handheld video-pairs when the
global FAR is set to 0.10. Along the horizontal axes are
the pairs of locations described in Section 2.2. All 22 pairs
are present in the upper graph, but only the 16 cross-week
pairs are present in the lower graph because the same-week
comparisons only contain impostor pairs. The vertical axes
show the marginal FAR and VR values, respectively, using
a τg that corresponds to a global FAR of 0.10. The location
pairs are ordered by the mean rate over all the algorithms for
both graphs. In the top graph, all location pairs to the left
of the vertical line (from pairs Ba-Ca to CaDW-CaDW) are
cross-week pairs; CaDW signifies canopy videos taken in
different weeks. All pairs to the right consist of video-pairs
taken in the same week.

The principal finding is that location exerts a dramatic
influence over the impostor distribution and hence the
marginal FAR. For handheld video-pairs, Algorithm Ljub
has the greatest range in FAR from 0.01 to 0.42, and CAS
has the smallest range from 0.05 to 0.27; for tripod video-
pairs, Ljub still has the greatest range in FAR from 0.02 to
0.39, and CAS has the smallest range from 0.03 to 0.22.

Table 2 shows the ranges for the cross-week location-pairs
over both sets of video-pairs. For the handheld video-pairs,
the FAR for the four algorithms CAS, UTS, Ljub, and SIT
varies by a factor of 3.6, 7.33, 21, and 11.5, respectively.
For the tripod video-pairs, the FAR for the algorithms CAS,
UTS, Ljub, and SIT varies by a factor of 4.33, 7.67, 9, and
7, respectively. Prior work has already suggested the impor-
tance of location [1], [10]; this is the first clear evidence of
how significantly it effects the impostor distribution.

Table 2. The cross-week ranges of location-pair marginal
FAR(Li, τg) location-pairs over both sets of video-pairs with a
threshold τg set so that global FAR = 0.10.

Algorithm Handheld Tripod
CAS 0.05 − 0.18 0.03 − 0.13
UTS 0.03 − 0.22 0.03 − 0.23
Ljub 0.01 − 0.21 0.02 − 0.18
SIT 0.02 − 0.23 0.03 − 0.21

A related finding is the importance of the cross-week
versus same-week distinction. For both sets of video-pairs,
the mean cross-week marginal FAR averaged over the algo-
rithms was 0.09 compared to 0.21 for same-week pairs. A
recent related result on still face image by Sgori et al. [14]
also showed higher FAR values for same day image-pairs
compared to different day image-pairs. One important con-
clusion is that the presence of impostor pairs in a data set
taken at the same time biases upward the expected FAR for
the data set as a whole.

5.2. Do VR and FAR Track Together?

We will now look at the relationship between the
location-pair FARs and VRs for the cross-week pairs. Scat-
terplots in Figure 3 relate marginal VR to marginal FAR,
described in Section 4, for the 16 cross-week location-pairs
over the different sensor-pairs. The horizontal axis is the
FAR on a log-scale, and the vertical axis is the VR on a
linear scale. The points represent location-pairs over dif-
ferent sensor-pairs, and the line is a linear regressor. For
all four algorithms, the regression line suggests a linear re-
lationship between log(FAR) and VR. In other words, a
location-pair that has a higher marginal VR will likely have
a higher marginal FAR. Unfortunately, this linear relation-
ship suggests that finding a location-pair that is easier than
others is unlikely. We say a location-pair is easier if it has
both a higher VR and a lower FAR than other pairs.

6. Imposter-Pair Analysis For Video-Based
Factors

In this section, we investigated the impostor distribu-
tion over the different video-based factors and showed that
there is large variation in the false accept rate. Then we
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Figure 3. Scatterplots of VR(Li, τg) vs log(FAR(Li, τg)) of location-pairs over different sensor-pairs with a threshold τg set to that global
FAR = 0.10.

showed that changes in the verification and false accept
rates over the location-pairs are correlated and interact with
the location-pairs.

The impact of image- and video-based factors on veri-
fication rates has been extensively studied; however, their
impact on the FAR has not been examined. We first look

at the relationship between FAR and VR for three video-
based factors and then investigate if there is an interaction
between location-pairs and the video-based factors.

Figure 4 shows the trade-off between FAR and VR for
face size. The procedure described at the end of Section 2.3
for creating factor levels through sorting and binning was
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used to create 10 face size factor levels: smallest faces to
largest faces. Each point in Figure 4 is plotted according to
the average marginal VR and FAR for all those video-pairs
at one face size level. A trend similar to that seen for loca-
tion factors is evident, changes in face size associated with
higher marginal VR correlate with higher marginal FAR.
There is a similar relationship for yaw and face size.

Figure 5 highlights the interactions between location and
video factors for Algorithm Ljub. Like the scatterplots
in Figure 3, each point corresponds to a location-pair and
sensor-pair. Unlike in Figure 3, in Figure 5 circle size varies
and is proportional the mean video factor for a location-pair.
For the yaw-factor, all the circles are about the same size,
which means that yaw does not interact with the location-
pair. In contrast, a clear interaction effect between location
and face size is evident: location-pairs with smaller VR and
FAR tend to have small circle sizes and hence smaller mean
face sizes. Figure 5 also suggests some interaction between
location and face confidence.

This analysis was repeated for Algorithms SIT, UTS, and
CAS, and the conclusions were the same. Across all four al-
gorithms for all three video factors, we saw a trade-off be-
tween VR and FAR for different levels of each factor. Fur-
ther analysis suggested an interaction between location and
both face size and face confidence with face size having a
larger interaction.

7. Predicting Performance

7.1. Models

With a new, previously unseen, location being compared
to a known location, how well can performance (marginal
VR) be predicted? We know that there is a wide range of po-
tential marginal VR. Figure 3 illustrates this, showing scat-
terplots of VR vs log(FAR) of location-pairs over different
sensor-pairs. Recall that additionally, a linear regressor is fit
to the points for each algorithm. Observe the ranges of the
marginal VR for the location-pairs of the four algorithms.
For the algorithm SIT, the range is from 0.32 to 0.99 when
the threshold τg is picked to set the global FAR to 0.10, de-
scribed in Section 4.

What if, instead of one new location, two locations are
new and compared against each other? How well can we
accurately predict performance of this entirely new pair? Is
it even possible to predict the performance with the same
technique used when only one location is new? Which fac-
tors should be included in a model?

We started with a very simple model. As explained be-
low, Linear Model 1 uses only the FAR of a location-pair
to predict what the observed VR will be. Simply know-
ing how many false positives are in the set of video-pairs
for a location-pair can indicate how well the algorithm will
perform for those video-pairs. Additionally knowing some

more information on the video-pairs, i.e. the video-based
factors from Section 2.3, a better prediction can be made
using Linear Model 2.

In Figure 3, a simple linear regressor is fit solely to the
marginal verification and false accept rates of the location-
pairs. The linear regressor is given by

VR = α + β log(FAR). (1)

This is Linear Model 1.
Video-based factors are not incorporated into Linear

Model 1. However, as we noted earlier, there is interac-
tion between location and two video-based factors. There
is interaction between location and face size, there is less
interaction between location and face confidence, but there
is no interaction seen between location and yaw.

To find a second model that utilizes video-based factors,
we removed each location and partitioned the subjects into
training and testing sets. On the remaining video-pairs that
had both subjects in the training set, we fit models on the
marginal VR using marginal FAR as well video-based fac-
tors from Section 2.3 and any relevant two-way interaction
terms for each location-pair; we only kept terms that were
significant (p < 0.05).

Many models resulted, and they performed robustly
the same across the algorithms indicating that specifically
which terms are in the model is not highly significant. With
a set of second models being robustly the same in terms of
prediction performance, we chose for Linear Model 2 to be
given by

VR = α+β1 log(FAR)+β2 Yaw +β3 FC +β4 Yaw ∗ log(FAR)
(2)

where Yaw is the mean yaw and FC stands for the mean
face confidence for the video-pairs of the location-pair. We
use these models in the method described below in Sec-
tion 7.2 for predicting performance.

7.2. Prediction Procedure

In order to predict how well a set of videos of a location-
pair might perform, we do the following. There are six-
teen cross-week location-pairs over different sensor-pairs.
For each location-pair Li, one of the locations is randomly
dropped. There will be no location-pair (no video) contain-
ing the dropped location; this location will be new. On the
video-pairs of the remaining cross-week location-pairs, the
subjects are partitioned into two sets: training and testing.
Only video-pairs with both subjects in the training set are
used.

With the video-pairs of the training set subjects, the
global threshold τg is set so that the global FAR is 0.10. The
global VR is calculated over all video-pairs in the training
set using τg; this is denoted as VRg . For the extant location-
pairs, none of which use the new location, the marginal val-
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Figure 4. Scatterplots of VR(Fi, τg) vs FAR(Fi, τg) for Face Size over different sensor-pairs, divided into 10 bins, fitted with a linear
regressor for each algorithm. Thresholds τg set to global FAR = 0.10.

Yaw

log(FAR)

V
R

0
.0

0
.4

0
.8

0.05 0.2

Face Confidence

log(FAR)

V
R

0
.0

0
.4

0
.8

0.05 0.2

Face Size

log(FAR)

V
R

0
.0

0
.4

0
.8

0.05 0.2
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three video-based factors: yaw, face confidence, and face size. Each panel looks at the interaction for the factor in its title. The size of each
circle is proportional to the mean of the factor for each location-pair.

ues are calculated over the different sensor-pairs, and these
are used to fit the regression models from Section 7.1.

Using τg and the method described in Section 4, the ob-
served marginal VRs of the location-pair Li are calculated
over sensor-pairs; we denote this by vri. Furthermore, the
marginal FARs, fari, are also calculated. With the marginal
values, a regression line can predict the observed verifica-
tion rate. This predicted VR is bvri = f(fari) where the
function f is Linear Model 1 (eq. 1) or Linear Model 2
(eq. 2).

The root mean square error (RMSE) is used to determine
the standard deviation between the predicted VR and the
observed VR (vri). When using the global rate, VRg , to
predict the observed VR, the RMSE is denoted by G. When
using the VR predicted by a regression line, bvri, the RMSE
is denoted by E . Equations 3 and 4 formally express the
definitions, respectively.

G =

rPn
i=1(VRg − vri)2

n
(3)

E =

rPn
i=1( bvri − vri)2

n
(4)

8. Results of Prediction

Are these models better than using the global VR? In
order to test the models from Section 7.1, we implemented
the procedure from Section 7.2 100 times with one location
being new for each location-pair. Then, in order to test if the
method was valid for two new, unseen locations, we ran the
procedure another 100 times, but this time, both locations
of a location-pair were new.

After 100 iterations of the Section 7.2 process, Fig-
ure 6(a) displays the mean RMSEs, equations 3 and 4, of
predicting the observed VR with the previous global VR,
with the VR produced from Linear Model 1, and with the
VR produced from Linear Model 2 over all location-pairs
and sensor-pairs. The bars extend one standard deviation.
For Algorithms Ljub and SIT, the mean RMSEs from fore-
casting using Linear Model 1 are much lower than using the
global VR, which are over 0.21. For the algorithms CAS
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Figure 6. Bar plots of the mean RMSEs with standard deviation bars. In (a), one location is new. In (b), two locations are new.

and UTS, using Linear Model 1 is still better than using the
global VR, which have mean RMSEs over 0.12, but the gap
is not as large as it is for the other two algorithms.

The second linear model predicts the observed VR even
better than the first linear model. The RMSEs from Linear
Model 2 are much smaller than those from Linear Model 1
and definitely from those using the global VR. In fact, the
means from Linear Model 2 are below 0.05 across three of
the algorithms: CAS, Ljub, and SIT. The mean RMSE of
Algorithm UTS is under 0.09, which is much smaller than
it was from using the global VR or Linear Model 1 VR.

After 100 iterations, Figure 6(b) displays the mean RM-
SEs of predicting the observed VR with the global VR, with
the VR produced from Linear Model 1, and with the VR
produced from Linear Model 2 as in Figure 6(a), but in Fig-
ure 6(b), instead of one location being new, now both lo-
cations are new. Again, in general forecasting with Linear
Model 1 is better than simply using the global VR. Using
the global VR, Algorithm CAS has a mean RMSE of 0.15,
and UTS has a mean RMSE of over 0.20. Algorithms Ljub
and SIT have mean RMSEs over 0.25. For the algorithm
SIT, the mean RMSE of Linear Model 1 less than half the
mean RMSE of the global VR prediction. For Algorithms
CAS, UTS, and Ljub, Linear Model 1 is still better than the
previous global VR, but the differences are not as large as it
is for SIT.

The second linear model still does even better than the
first. There is a little more variability than before, but that
is not surprising as now both locations are new. The mean
RMSEs are under 0.12 for Algorithms UTS and Ljub, and
the mean RMSEs are below 0.08 for Algorithms CAS and
SIT.

9. Conclusion
We have shown that it is possible to predict the perfor-

mance of an algorithm on unseen videos at a new location.
We demonstrated that using the previously-known global
VR is not a very good estimate; there is a lot of variability in
marginal VR across location-pairs. We presented two mod-
els for predicting the marginal VR of a new location. The
first model uses only the marginal FAR, and the second uses
the marginal FAR as well as two video-based factors: yaw
and face confidence. Both methods are better than simply
using the previous global VR, but the second model came
the closest to predicting the observed VR. Given two new
locations, the second model is much better than using the
global VR. The algorithms on which we tested were from
four different groups on four different continents, implying
that our results will generalize well.

To develop these models, we looked at the effect of
location-camera-action (simply called location) and video
factors on the FAR. Surprisingly, for location and video-
based factors there was a clear relationship between VR and
FAR. For these factors, one level is not better than another;
there is a trade-off between VR and FAR. An increase (resp.
decrease) in the FAR results in an increase (resp. decrease)
in the VR. Our results illuminate a path for better under-
standing the performance of face recognition algorithms in
unconstrained scenarios. The results underscore a need to
better control a tendency of current algorithms to increase
impostor scores in favorable settings as defined by higher
genuine match scores. These results also establish a foun-
dation for better modeling of distributional changes condi-
tioned on measurable, knowable, attributes of target appli-
cation locations, and thus bring us closer to the goal of pre-
dicting performance on unseen videos at new locations.
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Abstract—The strength of an electromagnetic plane wave
incident in the free field can be characterized in terms of power
output by an idealized isotropic antenna probe. We refer to the
parameter as equivalent isotropic incident power (EIIP), though
it lacks an accepted name. This parameter has begun to enter
use in various industry standards, technical reports, and peer-
reviewed papers. To our knowledge, however, it has not been
defined or studied in detail by prior work. We start to address
this gap here with a proposed a definition, physical interpretation,
and comparison to field strength.

I. INTRODUCTION

Stakeholders in various spectrum sharing scenarios are
increasingly asked to specify and test impacts of new systems
upon incumbent spectrum users. In these problems, plane
waves from multiple radiators impinge upon each receive
system with different angles, frequencies, and waveforms. The
strength of the wave incident from each radiator upon each
receiver must be understood clearly in order to enable direct
comparison or combination among simulations, tests, and
analytical models. The ideal parameter fits into 1) established
terminology, 2) radiated “black box” testing of receiver sys-
tems with integrated antennas, and 3) simple, direct application
to link budgeting.

A parameter that is an alternative to incident field strength
has quietly entered use for this purpose [1]–[7]. The idea is to
characterize plane wave strength in terms of the output power
response of a hypothetical isotropic probe antenna. It is the
complement to EIRP on the receive side of the Friis equation.

We summarize here this “equivalent isotropic” receive pa-
rameter, which we call EIIP. We propose an explicit physical
and mathematical definition, offer some interpretation of the
parameter, and discuss its relationship with the standardized
antenna terminology.

II. DEFINITIONS

Terminology standardized in [8] includes the well-known
effective isotropic radiated power (EIRP) as

EIRP = PtGt. (1)
U.S. government work, not protected by U.S. copyright

Here, Gt is the transmit antenna absolute gain (polarization
losses are not included – there is no standardized “partial
EIRP”). An interpretation of EIRP is: “the power absorbed by
a lossless isotropic antenna that excites far-field plane waves
equivalent to the transmit system along a free space path.”

The parameter finds use in regulation, system models, and
tests for which internal “subsystem” parameters are not known.
Like gain, an EIRP value could be specified as a pattern plot,
a value at some specified transmit antenna orientation like
boresight, or an implied maximum value.

On the other side of the link, the receiving antenna is
impinged by an incident electric field with magnitude |Er|,
polarized with the transmit antenna. The receive antenna
outputs available power Pr, depending on the partial gain of its
antenna Grep, where Gr is receive antenna absolute gain and
ep is the link polarization efficiency. Consider the following
definition of “equivalent isotropic incident power” to relate
these parameters:

EIIP =
Pr

Grepr
=
|Er|2
η0

λ20
4π
, (2)

where wavelength λ0 and η0 =
√
µ0/ε0 ≈ 377 Ω. The name is

meant to emphasize the nature of the parameter — a surrogate
for incident field strength and complement to EIRP. A physical
interpretation of EIIP is: “the output power available from
an isotropic antenna impinged upon by a plane wave with
field strength |Er| and epr = 1.” The EIIP does not vary
with receive antenna orientation because the reference antenna
is defined as isotropic — the factor 1/(eprGr) cancels the
orientation dependence in Pr.

III. EIIP IN LINK ANALYSIS AND TESTING

a) Reference Polarization: We decompose the complete
Friis link polarization as follows:

ep = |ρ̂r · ρ̂∗t |2 = |ρ̂r · ρ̂∗ref|2|ρ̂ref · ρ̂∗t |2 = eprept, (3)

since dot products commute and |ρ̂ref · ρ̂∗ref| = 1.
The reference polarization efficiencies for the transmitter

and receiver (ept and epr) are determined by the corresponding
antenna polarization vectors (ρ̂t and ρ̂r) and some specified

Feldman, Ari; Genco, Sheryl; Kuester, Daniel; Ladbury, John; McGillivray, Duncan; Wunderlich, Adam; Young, William.
”Equivalent Isotropic Response as a Surrogate for Incident Field Strength.”

Paper presented at 2017 IEEE International Symposium on Antennas and Propagation, San Diego, CA, United States. July 9, 2017 - July 14,
2017.

SP-142



RX

TX

RX

Pt

Gt

Gr

Pr

(a) (b) (c)

Parameters
referenced
to radiated

fields

[λ/(4πd)] 2

Parameters
referenced
to conducted
network
planes

G
t →

 1 
P
t →

 EIRP

G
t →

 1 
P
t →

 EIRP

G
r →

 1 
P
r →

 EIIP[λ/(4πd)] 2

[λ/(4πd)] 2

Increasing field strength →
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excite plane waves with strength that is equal only along the dotted lines.
The available output power from the actual receive antenna (a)-(b) is Pr ; the
output power response of an isotropic antenna probe (c) given an equivalent
incident plane wave is EIIP.

reference polarization vector (ρ̂ref). The ρ̂ref can be chosen
arbitrarily to suit an application, but needs to be specified (as
with partial gain parameters).

b) “Equivalent Isotropic” Friis Transmission Equation:
The EIRP and EIIP definitions in (1) and (2) can substitute
directly into the Friis transmission equation, as illustrated in
Fig. 1. The relationship between equivalent isotropic parame-
ters in free space is

EIIP = EIRP
(
λ0

4πd

)2

ept, (4)

where d is the separation distance between antennas. Equation
(4) quantifies radiated field strength excited by the transmit an-
tenna only along the path between the antennas. Like incident
field strength, it does not depend on parameters defined inside
the receive system (such as Pr, epr, and Gr), making it a
“black box” characterization.

c) Units: Labeling EIRP values with power units is
standard practice. The same can apply to EIIP. A potential
source of confusion, however, is that these parameters do
not correspond with any measurable conducted power. One
approach to emphasize this distinction could be to borrow the
“i” from the “dBi” of antenna gain: “dBWi” or “dBmi” for
EIRP, or “dBW/i” or “dBm/i” for EIIP.

d) Receiving System Response to EIIP: If a characterized
receiving system is excited at some known EIIP level, then

Pr (dBm) = EIIP (dBm/i)+Gr (dBi)+epr (dB)+em (dB). (5)

This equation is a means to determine received power in
wireless link budgets from 1) internal receive parameters
Gr, epr, and matching efficiency em, and 2) the incident
plane wave strength via EIIP. The Pr result is subject to the
usual far-field link estimation constraints and has the expected
orientation dependence via Gr and epr.

e) Modulated Field Approximation: If the incident field
is modulated, its power spectral density is distributed across
a range of frequencies, not the single tone implied by (2). An
approximate relationship in terms of RMS power is

EIIP ≈ E
[
|Er(t)|2

]

η0

λ2c
4π
, (6)

"Wideband"

"Ultra-Wideband"

Fig. 2. Error in converting RMS EIIP to mean-squared field strength with
the approximation (6) for band-limited white Gaussian noise signals.

by substitution into (2). Now λc is the wavelength at the mod-
ulation center frequency, and |Er|2 is the expected value of
|Er(t)|2 (“mean-squared” field strength). The approximation
error in (6) depends on the power spectral density function
of the field modulation. For the special case of band-limited
white Guassian noise, this error is shown in Fig. 2.

IV. CONCLUSION

The EIIP parameter has the properties we sought in the
introduction. Further, the definition of (2) means that an EIIP
can be computed from measurements of either antenna gain
and RF power or field strength, producing a derived metrology
quantity. Errors caused by under-defined probe response to
modulation present issues of definitional uncertainty.

Still, there are caveats to use of EIIP. Analytical conversion
between field strength and EIIP involving ultra-wideband
modulated waveforms need to be treated carefully. Few com-
mercial field strength probes are specified for use with modern
communications waveforms, so the most appropriate class of
test equipment to measure these quantities is not clear. The
implications of the parameter’s use in realistic propagation
conditions are also unclear. Application of EIIP in these
problem areas could benefit from more research in the future.
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Abstract— To enable constructive coexistence with wireless
local area networks (WLANs), unlicensed long-term evolution
(LTE) systems use listen before talk (LBT) as a major candidate
technique. The LBT has a flexible backoff idle slot duration,
which can be significantly larger than the WLAN counterpart.
To our knowledge, however, available analytical results on the
LTE and WLAN coexistence have considered only identical idle
backoff slot durations. There is a formidable technical difficulty
to coexistence analysis for different backoff slot durations. In
this paper, we develop a new technical approach to address this
open issue. First, we point out an LBT backoff slot jamming
effect, and propose a modified LBT backoff scheme to address
this problem. Second, for our proposed LBT scheme, we develop
a new analytical framework to address system interactions with
non-equal backoff slot durations, model the LTE backoff process
as super-counters, and provide a thorough analysis on the
throughput, backoff counter hold time, and successful transmis-
sion probabilities of LTE-LBT and WLAN systems. Finally, we
program the algorithms and use computer simulation to validate
the analysis. This result fills a major gap and provides practical
value for LTE-LBT and WLAN coexistence performance analysis
with heterogeneous sensing and backoff slot durations.

Index Terms: LTE; WLAN; Wireless System Coexistence;
CSMA/CA; MAC-layer Performance Analysis.

I. INTRODUCTION

With the congestion and scarcity of available spectrum re-
sources, spectrum sharing between long-term evolution license
assisted access (LTE-LAA) and the IEEE 802.11 wireless local
area network (WLAN) systems is a major ongoing research
topic [1]–[6]. The 3rd Generation Partnership Project (3GPP)
proposes to use listen before talk (LBT) to enable constructive
coexistence between LAA and WLAN systems. The 3GPP
LAA has defined 4 categories of LBT schemes [4], [5].
Category 3 and 4 LBT are system-load based sensing schemes,
and have attracted significant interest. Various coexistence
settings based on LTE-LAA and WLAN transmissions have
been intensively evaluated, and experimental and field test
results are reported in [4]–[6]. The WLAN uses carrier sense
multiple access with collision avoidance (CSMA/CA) in the
medium access control (MAC) layer, and load-based LBT uses
a similar CSMA/CA method. However, due to the sensing
reliability and other system requirement, the sensing (backoff
slot) duration in the LBT Category 3 can be significantly larger
than its counterpart in the WLAN [4].

Recently, some analytical approaches for the evaluation of
LTE-LAA and WLAN coexistence systems have been devel-
oped, see e.g., [8]–[10]. Furthermore, optimization methods of

*U.S. Government work, not subject to U.S. copyright.

the LAA and WLAN coexistence systems have been studied
under various fairness constraints in [11]–[13].

However, to our knowledge, available analytical results are
only valid when the backoff slot durations in different systems
(such as the LAA and WLAN) are identical. The WLAN
backoff (or idle/empty) slot duration includes clear channel
assessment (CCA) time, and LAA backoff idle slot duration
is equal to extended CCA (eCCA) time. In the current 3GPP
development documents [4], [5], the LAA eCCA slot duration
may be 20 µs or even larger, while the WLAN backoff slot
duration (which includes CCA time) is 9 µs for several popular
physical layer specifications [7]. Sensing performance of the
LBT is closely related to eCCA sensing duration – a larger
eCCA duration (aka. backoff duration) causes a better signal
to noise ratio (SNR) for signal detection, but a slower backoff
process, and vice versa. Robust and reliable detection of
WLAN signals at LTE nodes, especially in multiparty fading
channels, requires a reasonably large channel sensing duration
(such as during eCCA). The channel sensing (and backoff slot)
durations in different CSMA/CA-based systems are typically
not identical, such as IEEE 802.15.4, IEEE 802.11, and LTE-
LAA systems. Hence, analyzing the case of heterogeneous
backoff slot durations will have important theoretical and
practical value, useful for future coexistence applications of
heterogeneous systems.

Available methods face formidable challenges to address the
case of non-equal idle backoff slot durations. The Bianchi-
proposed Markov chain method is a popular approach for
CSMA/CA MAC-layer performance analysis [14], [15], and
has been extended in [8]–[10] for coexistence analysis. How-
ever, this method is not flexible enough to model very complex
coexisting behaviors in both the backoff phase and transmis-
sion phase, experienced in non-identical slot durations between
coexistence systems. Recently, another method on WLAN
MAC-layer performance analysis is provided in [16]–[18].
This method is more flexible than Bianchi’s framework in
that it explicitly models the backoff counter hold time, and
uses a different set of statistics to compute the MAC-layer
throughput. However, this method is based on assumption of
identical backoff idle slot durations among all transmitting
nodes.

Coexistence analysis between IEEE 802.15.4 and IEEE
802.11 WLAN systems has recently been implemented in [19],
where the 802.15.4 devices are assumed to have a backoff
slot duration three times as large as the counterpart WLAN
nodes. However, besides the differences in the MAC protocols
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between LTE-LAA and the 802.15.4, the 802.15.4 device does
not have the backoff slot frozen effect as the LAA node. Thus,
the problem at hand is more difficult to solve.

In this paper, we model and solve this challenging problem.
The contributions are highlighted as follows:

• We show that with heterogeneous backoff durations be-
tween LAA and WLAN systems, there is a previously-
unknown backoff slot jamming effect to LAA nodes. We
then propose a MAC scheme to avoid this negative effect.

• We develop a novel analysis tool to model the non-
identical backoff slots, such as LTE super counters and
weighted probability transition paths, to model interac-
tion between LTE and WLAN nodes. Then we provide
analytical results on the counter hold time, successful
transmission probability, and throughput.

• We program the algorithms and implement extensive
simulation to validate our analytical results on the co-
existence performance.

This new technique fills a major gap in coexistence analysis
of LTE-LAA and WLAN systems, and can be extended to
the analysis of other CSMA/CA based heterogeneous wireless
systems. The technical insight and method provided by this
work may be used for optimization of coexisting systems.

II. SYSTEM MODEL

Here, we consider the case that LTE LAA utilizes only
unlicensed spectrum for the downlink and shares it with in-
cumbent WLAN users. The processing flow of LAA Category
3 LBT scheme is shown in Fig. 1, adopted from [4], [5].
In comparison with [4], [5], we switched the order of the
blocks “z > 0” and “extended CCA”. This revision lets the
transmitter which finishes one transmission to wait for an
eCCA period, in addition to initial CCA (or extended defer
period), before a backoff counter reduction. This change is
significant in that it makes sure that after a channel busy
period, the active transmitter which finishes its transmission
opportunity (TXOP) does not have more priority in next
channel access than the competing stations.

Define Ns = δL/δW , where δL and δW are the backoff
idle slot durations for LAA and WLAN, respectively. To
facilitate smooth coexistence, we assume TDIFS = TDefer,
where TDIFS and TDefer are WLAN distributed coordination
function interframe spacing (DIFS) and LAA eCCA defer
durations, respectively. In the LAA backoff counter reduction
scheme, shown in Fig. 1 (and those in [4], [5]), by default, an
LAA counter reduction is permitted in either of the two cases:
1) when the channel becomes idle for TDIFS + δL right after
channel busy state; 2) the channel becomes idle for δL right
after previous counter reduction.

We point out that when Ns > 1, this LBT scheme can cause
a slot jamming effect disadvantageous to the LAA station, not
investigated in the available literature.

This slot-jamming effect is illustrated in Fig. 2 for the row
“LAA states (default)” in the eCCA duration, assuming Ns =
2. In detail, an LAA counter reduction takes a longer duration
(NsδW ) than a WLAN counter reduction (δW ), and before it
reaches a slot boundary, a WLAN counter may first reduce

Fig. 1: Flow diagram of LTE downlink LAA LBT Category-
3 procedure, adopted from [4], [5] with major revision. We
mark the backoff slot jamming effect assuming that the LAA
has backoff slot duration substantially larger than that of the
WLAN system.

to zero and begin transmission. After the channel busy state
is over, the LAA node has to reset the counter value to the
state before the WLAN transmission: that is, the reduction can
be jammed if there are frequent WLAN transmissions (when
Ns > 1); please refer to WLAN slots 4-6 in Fig. 2. Though
the jamming does not happen in these slots, it can happen if
any WLAN node reduces its counter to 0 from slot 5 to 6.
Based on this observation, the jamming effect is due to that a
WLAN node always has higher counter reduction opportunity
in both cases 1 and 2 discussed above.

To address this problem, we propose a modified LAA
Counter Reduction Scheme, shown next.
Proposed LAA Counter Reduction Scheme

1) Draw counter value Z ∈ (0, Z0 − 1), where Z0 is the
LAA initial contention window (CW) size. Wait until
the channel is idle for initial CCA (iCCA) duration. If
Z = 0, the LAA node transmits; otherwise, it goes to
backoff stage.

2) Decrease counter Z by 1 in either of the following two
channel idle cases:
Case 1: Right after a channel busy state, if channel
becomes idle for TDIFS + δW (use δL = δW );
Case 2: After the previous counter reduction, channel is
idle again for δL = NsδW .

3) If Z is reduced to zero, starts transmission. Restart from
Step 1).

In our proposed LBT MAC scheme, in Case 1, LAA and
WLAN nodes have equal priority in reducing their counter
values. After an LAA counter reduction, if the idle period
continues, then we still set δL = NsδW , which enables an
adequate slot period for channel sensing. The state transition
and counter reduction for the proposed scheme is given by the
row “LAA states (our proposed)” in Fig. 2. During WLAN
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Fig. 2: Flow diagram of LTE and WLAN backoff counter reduction and transmission process, when the LAA has backoff slot
duration twice as large as that of the WLAN system.

slot 5 to 6, the LAA idle slot is reduced from NsδW to δW ,
providing equal counter reduction opportunity for all LAA and
WLAN nodes after a channel busy state is over. In WLAN
slot indexes 5 and 9 of Fig. 2, after the WLAN and LAA
transmissions (channel busy), their counter values (4 and 5 re-
spectively) were randomly generated based on their initial CW
sizes. Furthermore, ACK and SIFS refer to acknowledgement
signal duration and short interframe spacing, respectively.

Our scheme has two advantages: 1) It mostly avoids the slot
jamming effect; 2) It causes only negligible impact on channel
sensing accuracy of channel idle state in case 1, because
although the total idle duration used for channel detection is
reduced to TDIFS + δW from TDIFS + NsδW (case 1), it is
typically larger than NsδW (case 2).

III. PERFORMANCE ANALYSIS

We developed a new Markov chain method to model the
LAA CW countdown process, and its interactions with WLAN
transmissions. The model is shown in Fig. 3. The basic
backoff-and-transmission state transition model is shown in
Fig. 3(a), and its equivalent expanded model for Ns > 1
is described in Fig. 3.(b). Based on the LTE-LAA Markov
model in Fig. 3, a performance analysis of LTE and WLAN
coexistence is provided next. In this section, we use sub-
scripts L,W, i, S, C, p to denote LAA, WLAN, idle, successful
transmission, collision, and payload, respectively. The MAC
throughput of an LAA node and a WLAN node are, respec-
tively, given by

SL = πS,LTp,L/Tave,L (1)
SW = πS,W Tp,W /Tave,W , (2)

where Tp,L and Tp,W are payload durations, πS,L and πS,W

are the probabilities of successful transmissions, and Tave,L and
Tave,W are the average total durations caused by one success-
ful transmission, in LAA and WLAN systems, respectively.
Define πF,L and πR,L as probabilities for failed transmission
and backoff stage, respectively. Based on the model in Fig.
3.(a), we have πS,L = 0.5Pt,L, πF,L = 0.5(1 − Pt,L),
and πR,L = 0.5, where Pt,L is probability of successful
transmission conditioned on that an LAA transmission starts.

Suppose that a WLAN node has cutoff stage M , with
maximum CW size Wm at stage m, for m = 0, 1, . . . ,M . For
a WLAN node, define πF,W,m and πR,W,m as probabilities
for failed transmission and backoff, at stage m, respectively.
Below, we use a method similar to that in [16], with one major
difference that once the transmission at cut-off stage fails, the
counter is reset to the initial stage (m = 0) immediately. By
using the equality

πS,W +

M∑

m=0

[πR,W,m + πF,W,m] = 1, (3)

we can solve for the state probabilities as: πS,W = Pt,W /2,

πR,W,0 =
0.5Pt,W

1 − (1 − Pt,W )M+1
(4)

πR,W,m = πR,W,0(1 − Pt,W )m (5)
πF,W,m = πR,W,0(1 − Pt,W )m+1 (6)

for m = 0, . . . , M , where Pt,W is the successful transmission
probability given that a WLAN node transmission starts. Also,

Tave,L = πS,LTS,L + πF,LTC,L + 0.5TR,L

Tave,W = πS,W TS,W +
M∑

m=0

[πF,W,mTC,W + πR,W,mTR,W,m],

where the TS,L (TS,W ) and TC,L (and TC,W ) are the channel
busy durations due to successful transmission and collision, for
LAA (and WLAN), respectively. The TR,L is the LTE counter
hold time per transmission, and TR,W,m (and PR,W,m) is the
WLAN counter hold time (and probability) in backoff stage
m, m = 0, . . . ,M .

Conditioned on a counter reduction, the transmission prob-
ability for LAA Category-3 node is derived as

τL = 2/(1 + Z0), (7)

where Z0 is the initial CW size of the LAA node. Define
π̃Rm = πR,W,mTR,W,m/Tave,W as the normalized duration in
backoff stage m. The transmission probability for a WLAN

Coder, Jason; Kuester, Daniel; Ma, Yao; Young, William.
”Coexistence Analysis of LTE and WLAN Systems With Heterogenous Backoff Slot Durations.”

Paper presented at IEEE International Conference on Communications (ICC) 2017, Paris, France. May 21, 2017 - May 25, 2017.

SP-146



node is obtained as

τW = 1 −
∑M

m=0 π̃Rm(1 − 2/(1 + Wm))
∑M

m=0 π̃Rm

. (8)

It easily follows that

TR,L =
Z0 − 1

2
TL,0

TR,W,m =
Wm − 1

2
TW,0,

where TL,0 and TW,0 are the hold-time per counter reduction
at LAA and WLAN nodes, respectively.

To compute MAC-layer throughput, we still need to find
TL,0, Pt,L for the LAA, and TW,0 and Pt,W for the WLAN.
Refer to Figs. 3 and 4: Even for the case of equal LTE and
WLAN slot duration (Ns = 1), this model is different from
those of available approaches [8]–[10], [14], [16]–[18]. For
the case of Ns > 1, the difference is more significant.

To illustrate our method, we show the case of Ns = 1 first,
and then we develop more details for the case of Ns > 1.
A. Equal Slot Duration (Ns = 1)

When Ns = 1, it follows that

Pt,L = (1 − τW )nW (1 − τL)nL−1

Pt,W = (1 − τW )nW −1(1 − τL)nL ,

where τW and τL are the transmitting (channel access) prob-
abilities of WLAN and LAA systems, given by (8) and (7),
respectively. Let P and P̂ denote probabilities observed by
a node when observing its own system (e.g., state of LAA
system observed by an LAA node), and the other system (e.g.,
state of LAA system observed by a WLAN node), respectively.
For example Pi,L = (1 − τL)nL−1, Pi,W = (1 − τW )nW −1,
but P̂i,L = (1 − τL)nL , and P̂i,W = (1 − τW )nW .

Refer to Fig. 4: The feedforward path of 1 − P̂i,W Pi,L

consists of 5 sub-events: LAA successful transmission (with
probability PS,L), LAA intra-system signal collision (PC,L),
WLAN successful transmission (P̂S,W ), WLAN intra-system
signal collision (P̂C,W ), and LAA-WLAN inter-system sig-
nal collision (with probability (1 − P̂i,W )(1 − Pi,L)). When
Ns = 1, we obtain an average counter hold time (per counter
reduction) for an LAA node as

TL,0 = Pi,LP̂i,W δW + (PS,LTS,L + PC,LTC,L)P̂i,W

+ (P̂S,W TS,W + P̂C,W TC,W )Pi,L

+ (1 − P̂i,W )(1 − Pi,L)TC,M , (9)

where TC,M = max(TC,W , TC,L), P̂S,W = nW τW (1 −
τW )nW −1, P̂C,W = 1 − P̂i,W − P̂S,W ,

PS,L =

{
(nL − 1)τL(1 − τL)nL−2, when nL ≥ 2;

0, when nL ≤ 1,

and PC,L = 1 − Pi,L − PS,L.
Similarly, we have the average counter hold time (per

counter reduction) for a WLAN node as

TW,0 = P̂i,LPi,W δW + (P̂S,LTS,L + P̂C,LTC,L)Pi,W

+ (PS,W TS,W + PC,W TC,W )P̂i,L

+ (1 − Pi,W )(1 − P̂i,L)TC,M , (10)

where P̂S,L = nLτL(1 − τL)nL−1, P̂C,L = 1 − P̂i,L − P̂S,L,

PS,W =

{
(nW − 1)τW (1 − τW )nW −2, when nW ≥ 2;

0, when nW ≤ 1,

and PC,W = 1 − Pi,W − PS,W .
Based on the above results, the throughput of the LAA and

WLAN nodes in the coexistence case with Ns = 1 can be
readily evaluated.

B. Non-Equal Slot Durations (Ns > 1)
We need to consider two cases for the LAA backoff counter

reduction:
1) channel is idle for TDIFS + δW following a transmission

(channel busy); and
2) channel is idle for δL = NsδW right after a previous

counter reduction.
We model the transition paths between the two cases during

an LAA counter reduction in Fig. 5. Define the probabilities
of cases 1 and 2 as Pr(C1) and Pr(C2), and the transition
probability from case n1 to case n2 as Pr(Cn2 |Cn1), for
n1, n2 ∈ (1, 2). For example, Pr(C1|C1) is the sum of all
the probability paths from Case 1 (on the right side in Fig. 5)
to Case 1 (on the left side), and Pr(C1|C1) = 1 − P̂i,W Pi,L.

From Fig. 5, it follows that

Pr(C1) = Pr(C1)(1 − Pi,LP̂i,W ) + [Pr(C1) + Pr(C2)]

·Pi,LP̂i,W [1 − Pi,LP̂Ns

i,W ] (11)

Pr(C2) = [Pr(C1) + Pr(C2)]Pi,LP̂i,W P̂Ns−1
i,W . (12)

We can verify that equations (11) and (12) are equivalent,
as expected. To determine Pr(C1) and Pr(C2), we need one
more equality. The sum probability of all the counter states
within one counter reduction in Fig. 5 equals unity. Thus,

Pr(C1) + [Pr(C1) + Pr(C2)]Pi,LP̂i,W

·(1 + P̂i,W + . . . + P̂Ns−1
i,W ) = 1. (13)

Based on (12) and (13), we derive:

Pr(C2) =

(
1 − Pi,LP̂Ns

i,W

Pi,LP̂Ns

i,W

+
1 − P̂Ns

i,W

P̂Ns−1
i,W − P̂Ns

i,W

)−1

Pr(C1) = Pr(C2)
1 − Pi,LP̂Ns

i,W

Pi,LP̂Ns

i,W

.

When Ns = 1, (11) and (12) reduce to

Pr(C1|Ns = 1) = (1 − Pi,LP̂i,W ) (14)

Pr(C2|Ns = 1) = Pi,LP̂i,W , (15)

as expected. This means that when Ns = 1, Case 1 corre-
sponds to a channel busy event, which is always followed by
DIFS and idle slot δW , and Case 2 corresponds to a channel
idle event, where all LAA and WLAN nodes stay idle.

Successful transmission probabilities
Define Pr(WTx) as the probability that only the WLAN

node has transmit opportunity, and Pr(JTx) as the probability
that all LTE and WLAN nodes have transmit opportunity,
respectively, from WLAN’s observation. To compute Pt,W ,
refer to Fig. 5 again. Pr(WTx) is the sum probability the
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Fig. 3: Our proposed Markov model for the LTE-LAA LBT category 3 procedure in coexistence with WLAN.

Fig. 4: Illustration of Markov model for the LAA counter
reduction when Ns = 1.

Ns − 1 subcells in the right side of the super-counter. When
Ns ≥ 2, we have Pr(JTx) = 1 − Pr(WTx), and

Pr(WTx) = [Pr(C̃1) + Pr(C̃2)]P̂i,LPi,W

·(1 + Pi,W + . . . + PNs−2
i,W ) (16)

where Pr(C̃1) and Pr(C̃2) are obtained from Pr(C1) and
Pr(C2) by replacing Pi,L and P̂i,W with P̂i,L and Pi,W

therein, respectively. With probability Pr(WTx), all LAA
nodes stay silent. Thus, the successful transmission probability
of a WLAN node (Pt,W ) is given by

Pt,W = Pr(WTx)(1 − τW )nW −1

+ Pr(JTx)(1 − τW )nW −1(1 − τL)nL . (17)

We define successful transmission probability of an LAA
node based on each counter reduction (which happens in Cases
1 and 2), then

Pt,L = (1 − τL)nL−1(1 − τW )nW , (18)

which is independent of Ns. This is because each LAA node
can transmit only upon the two channel idle cases.

Average counter hold time for LAA and WLAN nodes

TABLE I: Probability and duration pairs to compute LAA
counter hold time.

Probability Duration
(Pn,L) (Tn,L)

Pr(C1)(1 − Pi,LP̂i,W ) TL,W

Pr(C1, C2)(1 − P̂i,W ) TW

Pr(C1, C2)(1 − P̂i,W )P̂i,W TW + δW

· · · · · ·
Pr(C1, C2)(1 − P̂i,W )P̂Ns−2

i,W TW + (Ns − 2)δW

Pr(C1, C2)(1 − P̂i,W Pi,L)P̂Ns−1
i,W TL,W + (Ns − 1)δW

Pr(C1, C2)Pi,LP̂Ns

i,W NsδW

Refer to Fig. 5 again. The average hold time for an LAA
node TL,0 is obtained by summing the duration of each path
from the start states to the end states, weighted by the path
probability. The probability and duration pairs of each path is
listed in Table I. In Table I, TW is the average channel busy
duration when any one or more WLAN nodes transmit, and
TL,W is the average channel busy duration when any one or
more of the LAA and WLAN nodes transmit. They are given
by

TW =
1

(1 − P̂i,W )
[P̂S,W TS,W + P̂C,W TC,W ]

TL,W =
1

(1 − P̂i,W Pi,L)
[(P̂S,W TS,W + P̂C,W TC,W )Pi,L

+ (PS,LTS,L + PC,LTC,L)P̂i,W

+ (1 − P̂i,W )(1 − Pi,L)TC,M ].

In Table I, the first item is for the direct path through the
regular counter on the top side, from Case 1 to Case 1 which
is a channel busy event. The 2nd to (Ns + 1)th terms are for
the paths through the super-counter on the bottom side from
both Cases 1 and 2 to Case 1, which are channel busy events.
The final term ((Ns + 2)th term) is for the 0th subcell in the
super-counter, from Case 2 to Case 2. In Table I,

Pr(C1, C2) = [Pr(C1) + Pr(C2)]P̂i,W Pi,L, (19)

which corresponds to the path from Cases 1 and 2 in slot n+1
to the super-counter in slot n. Finally, TL,0 can be computed
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Fig. 5: Flow diagram for LAA counter backoff probability paths.

by summing up all the probability-weighted durations in Table
I, that is

TL,0 =
1

Pr(C1) + Pr(C2)

Ns+2∑

n=1

Pn,LTn,L, (20)

where the normalization by factor Pr(C1) + Pr(C2) is used,
because an LAA node transmits only upon the two idle cases
with sum probability Pr(C1) + Pr(C2).

When TW ≫ δW and TL,W ≫ δW , we obtain an
approximate formula for TL,0:

TL,0 ≃ Pr(C1)(1 − Pi,LP̂i,W )

Pr(C1) + Pr(C2)
TL,W + P̂i,W Pi,L

× [(1 − P̂Ns−1
i,W )TW + P̂Ns−1

i,W (1 − Pi,LP̂i,W )TL,W ].

By use of the concept of joint transmission and WLAN-
only transmission, average hold time TW,0 for a WLAN node
is derived as

TW,0 ≃ Pr(WTx)T̃W + Pr(JTx)T̃W,L, (21)

where

T̃W = PS,W TS,W + PC,W TC,W + Pi,W δW

T̃W,L = Pi,W P̂i,LδW + (PS,W TS,W + PC,W TC,W )P̂i,L

+ (P̂S,LTS,L + P̂C,LTC,L)Pi,W

+ (1 − Pi,W )(1 − P̂i,L)TC,M .

Based on results above, the coexistence performance of LAA
and WLAN with non-equal idle slot durations can be readily
evaluated.

IV. NUMERICAL RESULTS

In this section, we provide both analytical and simulation
results of the coexistence behavior of LTE-LAA links with
WLAN links. The proposed LBT backoff counter reduction
scheme is used. The simulation results were obtained by
running for 105 time slots on each parameter setting. The

TABLE II: LTE and WLAN Parameters in Simulation.

LTE parameters

Parameter Value
Payload duration per transmission 2 ms

TL,SIFS 16 µs
LBT defer period: TDefer (=TDIFS) 34 µs

LBT eCCA period: TeCCA (=NsδW ) Ns × 9 µs
Initial CW size Z0 8

WLAN parameters

Parameter Value
Payload duration per transmission 1 ms

MAC and PHY headers 272 and 128 bits
TSIFS 16 µs
TDIFS 34 µs

Idle slot duration δW 9 µs
Initial CW size W0 16

parameters used for analysis and simulation are listed in Table
II, where the WLAN parameters were adopted from [6], [9],
[15], with basic access scheme. We assume that the WLAN
and LAA systems have channels fully overlapped at the 5
GHz industrial, scientific, and medical (ISM) band. When the
transmission time efficiency is 100%, the upper bound for the
physical layer channel bit rate (CBR) is set to 100 Mega bits
per second (Mbps) for both the LAA and WLAN systems.

We show the average counter hold durations for the LAA
and WLAN systems in Fig. 6, and the throughput results in
Fig. 7, respectively, assuming Ns = 3, and nL + nW changes
from 4 to 28. We observe that the analytical and simulation
results match very well. From Fig. 6, as total number of links
nW + nL increases, the gap between counter hold durations
among LAA and WLAN nodes decreases, and this corresponds
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Fig. 6: Counter hold times of LTE and WLAN systems, when
Ns = 3, M = 3, and nL + nW changes from 4 to 28.

Fig. 7: Throughput of LTE and WLAN systems, when Ns = 3,
M = 3, and nL + nW changes from 4 to 28.

to a better access fairness for LAA nodes based on our
proposed LBT scheme. For results not shown here, when
the original LBT is used, this gap is significantly larger and
LAA nodes experience a backoff jamming effect. The related
analysis and simulation result is not shown here due to space
limitation. From Fig. 7, we observe that throughput of LAA
and WLAN systems decrease with number of links. The LAA
system has larger throughput because it uses half the CW size
(Z0 = W0/2), although its idle slot duration is 3 times that
of the WLAN system.

V. CONCLUSION

In this paper, we have studied the impact of heterogeneous
backoff slot durations on the MAC-layer performance of LTE-
LAA coexisting with WLAN transmissions. We first pointed
out a slot-jamming effect due to difference in backoff idle
slot durations, and proposed an LBT slot backoff scheme to
avoid this problem. To evaluate the coexistence performance,
we have developed a novel Markov chain approach with
several new features to capture the complicated coexistence
behaviors caused by different backoff slot durations. Then, we

provided analytical results on the backoff counter hold time,
successful transmission probability and throughput. We have
implemented LTE and WLAN MAC scheme programming
and extensive computer simulation, which have verified our
analysis results. The new analytical tool can be leveraged
for CSMA parameter optimization in coexisting systems,
and provide theoretical support for related measurement and
experiment. In future work, our method can be extended to
coexistence of other CSMA/CA based wireless systems, and
the effects of various fading channel models will be studied.
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Abstract. At CRYPTO 2015, Minaud and Seurin introduced and stud-
ied the iterated random permutation problem, which is to distinguish the 
r-th iterate of a random permutation from a random permutation. In 
this paper, we study the closely related iterated random function prob-
lem, and prove the first almost-tight bound in the adaptive setting. More 
specifically, we prove that the advantage to distinguish the r-th iterate 
of a random function from a random function using q queries is bounded 
by O(q 2 r(log r)3/N), where N is the size of the domain. In previous 
work, the best known bound was O(q 2 r 2/N), obtained as a direct re-
sult of interpreting the iterated random function problem as a special 
case of CBC-MAC based on a random function. For the iterated random 
function problem, the best known attack has an advantage of Ω(q 2r/N), 
showing that our security bound is tight up to a factor of (log r)3 . 

Keywords: Iterated random function, random function, pseudorandom 
function, password hashing, Patarin, H-coefficient technique, provable 
security. 

1 Introduction 

Take any n-bit hash function h. Assuming that this hash function can be mod-
elled as a random function, the probability that the outputs of h collide given 
q ≪ 2n/2 distinct inputs is about q2/2n: the well-known birthday attack. 

Now let us consider another hash function g, defined as the r-th iterate of h, 
i.e. g(m) = h(h(. . . h(m))), where h is applied r times. For the same number of 
queries q ≪ 2n/2, the birthday attack has about an r times higher probability 
to succeed for g than for h (see e.g. Preneel and van Oorschot [17, Lemma 2]). 

⋆ Certain algorithms and commercial products are identified in this paper to foster 
understanding. Such identification does not imply recommendation or endorsement 
by NIST, nor does it imply that the algorithms or products identified are necessarily 
the best available for the purpose. 

⋆⋆ c� IACR 2017. This article is the full version of the paper published by Springer-
Verlag that will appear in the proceedings of ASIACRYPT 2017. 
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Iteration is of fundamental importance in many cryptographic constructions. For 
example, a “possibly weak” function may be iterated to improve its resistance 
against various cryptanalysis attacks, or a password hashing function may be 
iterated to slow down dictionary attacks. But quite surprisingly, the security of 
iterating a random function is not yet a well-understood problem. 

In the aforementioned (non-adaptive) birthday attack, the distinguishing advan-
tage between a random function and an iterated random function increases by 
about a factor r. But what happens if we consider adaptive collision-finding at-
tacks as well? Or in general, what if we want to consider any adaptive attack, 
not necessarily a collision-finding attack? Could there be more efficient attacks 
that have not yet been discovered? 

Recently at CRYPTO 2015, Minaud and Seurin [14] put this possibility to rest 
for the iterated random permutation problem. They proved that the advantage 
to distinguish an iterated random permutation from a random permutation using 
q queries is bounded by O(qr/N), where N is the size of the domain, and showed 
that their bound is almost tight by providing a matching attack. 

In this paper, we will do the same for the iterated random function problem. 
2Whereas the best bound in previous work is O(q r2/N), we will prove a bound 

2of O(q r(log r)3/N), where log is the logarithm to the base e. Our bound is tight 
up to a factor of about (log r)3, and thereby rules out the possibility of better 
attacks. 

Note. We will focus on asymptotic bounds for large r, as this is parameter 
range where large improvements over the currently best-known bounds can be 
achieved. Although our bounds hold for any r ≥ 2, we will apply generous relax-
ations to derive an easy-to-see bound that only improves the currently-known 
bounds for larger, but nevertheless practically-relevant values of r. Also, we will 
only consider the iteration of a uniformly random function in an information-
theoretic setting. A simple hybrid argument can be used to extend this result 
to the pseudorandom function (prf) advantage in a computational setting, as 
shown by Minaud and Seurin [14, Theorem 1] for the iterated random permuta-
tion problem. 

Applications. In spite of the frequent use of iterated random functions in prac-
tice, this paper is the first to study this problem without relying on the trivial 
CBC-MAC bound. The most obvious application of iterated random functions 
is in password hashing, where a hash function is iterated in order to slow down 
brute force attacks. This idea is used in PKCS #5’s PBKDF1 and PBKDF2. 
In typical password-based key derivation functions, the iteration count is of-
ten quite high, ranging from several hundreds of thousands [8], to even ten 
million [19], as suggested by NIST for critical keys. To analyse the effect of it-
eration in these constructions, it is common to model the secret low-entropy 
password as a random-but-known key [10], or even an adversarially-chosen in-
put [20]. But also small values of r, such as r = 2, appear in practical ap-
plications. In the book “Practical cryptography” [12], Ferguson and Schneier 
suggest to use SHA-256(SHA-256(m)) to avoid length-extension attacks. They 
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use this construction in their RSA encryption implementation, as well as in 
their Fortuna random number generator. Interestingly, about 264 evaluations 
of SHA-256(SHA-256(m)) are performed every second as part of bitcoin min-
ing [21]. 

Related Work. The security of an iterated random function was first analysed 
by Yao and Yin [22,23], when they analysed the security of the password-based 
key derivation functions PBKDF1 and PBKDF2. Their work is parallel to that 
of Wagner and Goldberg [20], who analysed the security of an iterated random 
permutation in the context of the Unix password hashing algorithm. Bellare et 
al. [4] extended these results, and also pointed out some problems in the proofs 
of Yao and Yin. 

As Wagner and Goldberg explain in [20], it is possible to interpret the iterated 
random permutation problem as a special case of CBC-MAC where the iteration 
count r equals the number of message blocks, and all message blocks except 
for the first one are all-zero. The same holds for the iterated random function 
problem, except that a random function instead of a random permutation is used 
inside the CBC-MAC construction. 

A first proof of the security of CBC-MAC was given by Bellare et al. in [1,2]. 
For CBC-MAC with a random function, they prove that the advantage of an 
information-theoretic adversary that makes at most q queries is upper bounded 

2by 1.5r q2/N . Using the well-known prp-prf switching lemma [5], they derive 
2from this an upper bound of 2r q2/N for CBC-MAC with a random permutation. 

The simplicity of CBC-MAC makes it a good test case for various proof tech-
niques. Of particular interest is the short proof of CBC-MAC by Bernstein [7]. 
For a more detailed proof using the same technique, we refer to Nandi [15]. 

In [3], Bellare et al. proved a security bound that is linear in r, instead of 
quadratic in r as in previous proofs. They point out that their analysis only ap-
plies to CBC-MAC with a random permutation, and not with a random function: 
such a bound is ruled out by an attack by Berke [6]. However, Berke’s attack 
cannot be translated to the iterated random function problem, as the number of 
message blocks for each of the queries in the attack is not constant. 

The iterated random function problem is similar to the nested iterated (NI) 
construction that Gaži et al. [13] analysed at CRYPTO 2014. However, the 
analysis of the NI construction critically relies on the use of two different random 
functions, or more precisely on the use of a pseudo-random function (prf) with 
two different keys. Our analysis applies to the case where only one random 
function is iterated. As we will show, the iterated random function problem will 
require a more complicated analysis of collision probabilities, in order to avoid 
ending up with a bound that is quadratic in r. 

Main Results. The main results of this paper are the proofs of two theo-
rems. Theorem 1 bounds the success probability of a common class of collision 
adversaries, and Theorem 2 bounds the advantage of distinguishing an iterated 
random function from a random function. In these theorems, the function φ(q, r) 
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� 
is defined as 

� √ � � �2 � �

2 2 2q r q2r log r q r log r q r log r 
φ(q, r) := 2 + 2 + 16 + 49(log r)2 . 

N N N N 

Theorem 1. Let f be a random function, and let A be a collision-finding ad-
versary that makes q queries to f r as follows: every query is either chosen from 
a set (of size m ≤ q) of predetermined points, or is the response of a previous 
query. Under the assumption that N log r > 90, the following bound holds for 
the success probability cp r[q] of A: 

cp r[q](A) ≤ φ(q, r). 

Theorem 2. Let f be a random function, and let A be an adversary trying 
to distinguish f r from f through q queries. Then, under the assumption that 
N log r > 90, we have 

2 2q r 2q
Advf,fr (q) ≤ + + φ(q, r). 

N N 

A Note on the Setting. We should point out that our results are in an indis-
tinguishability setting. Our goal is to distinguish, in a black-box way, between 
an iterated random function and a random function. In the indifferentiability 
setting, the adversary also has access to the underlying random function, or to 
a simulator that tries to mimic its behaviour. Dodis et al. [11] proved that in-
differentiability for an iterated random function holds only with poor concrete 
security bounds, as they provide a lower bound on the complexity of any suc-
cessful simulator. 

Outline. Notation and preliminaries are introduced in Sect. 2. We study the 
probabilities to find various types of collisions in a random function in Sect. 3. 
These results are used in Sect. 4 to bound the probabilities of single-trail attacks 
and two-trail collision attacks, and eventually to also bound a more general 
collision attack on an iterated random function. The advantage of distinguishing 
an iterated random function from a random function is bounded in Sect. 5. For 
readability, we defer the technical proof of Lemma 7 of Sect. 4 to Sect. 6. We 
conclude the paper in Sect. 7. The proofs of the lemmas of Sect. 2 are given in 
the App. A. 

2 Notation and Preliminaries 

In this section, we will state some simple lemmas without proof. The proofs of 
these lemmas can be found in App. A. 

Functions. Let f : D → D be a function over a domain D of size N . A collision 
′ ′ for a function f is defined as a pair (x, x ) ∈ D with x �= x such that f(x) = 
′ ′′ ) ′′ )f(x ′ ). A three-way collision is a triple (x, x , x such that f(x) = f(x ′ ) = f(x 
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� 

� 

� 

′ for distinct x, x and x ′′ . For a positive integer r, the r-th iterate f r of a function 
f is defined inductively as follows: 

f1 = f, 

f r f ◦ f r−1= , r > 1. 

By convention, let f0 be the identity function. In the remainder of this paper, we 
will assume that r ≥ 2. Let a random function denote a function that is drawn 
uniformly at random from the set of all functions of the same domain and range. 

Falling Factorial Powers and the β Function. We use the falling fac-
torial powers notation, where for a non-negative integer i ≤ N , N i is defined 
as 

N ! 
N i := = N(N − 1) · · · (N − i + 1). (1) 

(N − i)! 

Note that N i denotes the number of permutations of N items taken i at a time, 
or the number of ways to choose a sample of size i without replacement from a 
population of size N . When i > N , we define N i := 0. We also define a function 
β(i) that we will frequently encounter: 

N i 

β(i) := . (2) 
N i

Again, we define β(i) := 0 for i > N . We derive below a simple bound on β(i). 
√ 

Lemma 1. Let α > 0 be a real number. Then, for i ≥ 2αN + 1, we have 

−αβ(i) ≤ e . 

Partial Sums of the Harmonic Series. The divergent infinite series 

∞
1 1 1 1 

= 1 + + + + · · · 
i 2 3 4 

i=1 

is known as the harmonic series. We will be interested in partial sums of the 
series of the form 

b
1 1 1 1 1 

= + + · · · + + . 
i a + 1 a + 2 b − 1 b 

i=a+1 

We will use the following simple bound for this sum. Throughout this paper, let 
log denote the natural logarithm, that is the logarithm to the base e. 

Lemma 2. For any two positive integers a and b with b ≥ a, 

b � � 
1 b ≤ log 
i a 

i=a+1 
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� 

� 

Counting Divisors. For a positive integer a and an integer b we use the no-
tation a|b to denote a divides b, i.e., ak = b for some integer k. We write a ∤ b 
when a does not divide b. The number of divisors of b is denoted d(b). We will 
use the following simple bound on d(b). 

Lemma 3. For any positive integer b, 

√ 
d(b) < 2 b. 

The σ Function. The function σ(b) defined as 

σ(b) := a 
a|b 

denotes the sum of the divisors of b. We will use the following simple lemma 
about σ(b). 

Lemma 4. For any positive integer b, 

b 
= σ(b). 

a 
a|b 

A simple bound on σ(b) can be obtained as follows. 

Lemma 5. For any positive integer b ≥ 2, 

σ(b) < 3b log b. 

3 Random Function Collisions 

In this section, we look at different approaches to find collisions on a random 
function f . We will bound their success probabilities, and use them in Sect. 4 to 
get bounds on the success probabilities of collision attacks on an iterated random 
function f r . 

3.1 Single-Trail Attack 

Single-Trail Attack. Let [q] denote the set {1, . . . , q}. The single-trail attack 
works by starting with an arbitrary initial point x and producing a trail of points, 
hoping to find a collision. A trail is uniquely defined by q queries f i−1(x) for 
i ∈ [q], where the i-th query f i−1(x) has response f i(x). We assume that the 
attack does not stop when a collision is found, but makes q queries and then 
checks for collisions. If a collision is found, it will appear as a rho-shaped trail, as 
illustrated in Fig. 1. Therefore, a collision obtained through a single-trail attack 
will be called a ρ-collision. 
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t 

c 

x 

Fig. 1. Single-trail attack starting from x, resulting in a ρ collision with tail length t 
and cycle length c. We call the probability of this collision cpρ(t, c). 

Terminology. Suppose the q-query single-trail attack finds a collision. For 
some t, c, suppose it takes t + c queries to find this collision, so that 

f t+c(x) = f t(x), 

i.e., the output of the (t+c)-th query is identical to the output of the t-th query. 
Then, t is called the tail length of the ρ-collision, and c is called the cycle length. 
For fixed t, c, we want to bound the probability that a q-query single-trail attack 
gives a ρ-collision on f with tail length t and cycle length c. Call this probability 
cpρ[q](t, c). 

Bounding cpρ[q](t, c). To get a ρ-collision on f with tail length t and cycle length 
c, we need to call f at t + c distinct values. Thus, if q < t + c, cpρ[q](t, c) = 0. 
So suppose q ≥ t + c. Out of these t + c calls to f , the first t + c − 1 give 
distinct outputs, and the last coincides with the t-th output. Thus, the number 
of different ways this can happen is N t+c−1, out of the total N t+c possible 
outcomes for the t + c calls to f . Thus, 

N t+c−1 β(t + c − 1) 
cpρ[q](t, c) = = . 

N t+c N 

This is just a function of t and c (since the queries made after the collision 
is found are of no consequence), so we will use the simpler notation cpρ(t, c), 
with the implicit assumption that q ≥ t + c. For a fixed real α > 0, when √ 
t + c ≥ 2αN + 2, Lemma 1 gives us the bound 

e−α 

cpρ(t, c) ≤ 
N 

. (3) 

√ 
When t + c < 2αN + 2, we will simply use the bound 

1 
cpρ(t, c) ≤ 

N 
. (4) 
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3.2 Two-Trail Attack 

Two-Trail Attack. In the two-trail attack, we start with two different points 
x1 and x2, and produce two trails: the trail f i−1(x1) for i ∈ [q1], and the trail 
f i−1(x2) for i ∈ [q2], hoping to find a collision. In total q1 + q2 queries are made, 
where the i-th query for i ∈ [q1] is f

i−1(x1), with response f i(x1), and the 
(q1 + i)-th query for i ∈ [q2] is f

i−1(x2), with response f i(x2). If a collision is 
found, the two trails will form a lambda shape, as illustrated in Fig. 2. Therefore, 
a collision obtained through a two-trail attack will be called a λ-collision. 

t1 t2 

x1 x2 

Fig. 2. Two-trail attack starting from x1 and x2, resulting in a λ-collision with foot 
lengths t1 and t2, respectively. We call the probability of this collision cpλ(t1, t2). 

Terminology. Suppose the (q1, q2)-query two-trail attack finds a λ-collision, 
regardless of whether a ρ-collisions has occurred on either trail. Suppose that a 
λ-collision is found after making t1 queries along the first trail and t2 queries 
along the second, i.e., 

f t1(x1) = f t2(x2). 

t1 and t2 are called the foot lengths of the λ-collision. For fixed t1, t2, we want 
to bound the probability that a (q1, q2)-query two-trail attack finds a λ-collision 
with foot lengths t1 and t2. Denote this probability as cpλ[q1, q2](t1, t2). 

Bounding cpλ[q1, q2](t1, t2). To get a λ-collision on f with foot lengths t1 and 
t2, we need to call f at t1 distinct values on the first trail and t2 distinct values 
on the second trail. Thus, if q1 < t1 or q2 < t2, cpλ[q1, q2](t1, t2) = 0. So we 
assume q1 ≥ t1 and q2 ≥ t2. Out of these t1 + t2 queries, the first t1 − 1 in one 
trail and the first t2 − 1 in the other trail give distinct outputs, and the last 
calls on the two trails coincide on a value distinct from all the earlier ones, i.e., 
the t1 + t2 calls lead to t1 + t2 − 1 distinct outputs, and one collision. Thus, the 
number of different ways this can happen is N t1+t2−1, out of the total N t1+t2 

possible outcomes for the t1 + t2 calls to f . Thus, 

N t1+t2−1 β(t1 + t2 − 1) 
cpλ[q1, q2](t1, t2) = = . 

N t1+t2 N 
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Again, this is only a function of t1 and t2 (since the queries made after the 
collision is found are of no consequence), so we will use the simpler notation 
cpλ(t1, t2), with the implicit assumption that q1 ≥ t1 and q2 ≥ t2. For our 
purposes it will be enough to use the bound 

1 
cpλ(t1, t2) ≤ . (5) 

N 

3.3 A λρ-Double-Collision on a Two-Trail Attack 

When a two-trail attack leads to two collisions, a double-collision is said to occur. 
In Sect. 4, in addition to the above bounds, we also need a bound on the proba-
bility of two closely related double-collisions. We deal with a λρ-double-collision 
in this section, and a ρ ′ -double-collision in the next. A λρ-double-collision takes 
place when a two-trail attack leads to a λ-collision, and then the combined trail 
becomes the tail of a ρ-collision, as shown in Fig 3.5 

second 
collision 
point 

Δt 

c 

t1 t2 

first col-
lision 
point 

x1 x2 

Fig. 3. Two-trail attack starting from x1 and x2, resulting in a λρ-collision. First, 
there is a λ-collision with foot lengths t1 and t2, respectively. Then, the combined trail 
continues for Δt queries, and completes a cycle of length c, after which a ρ-collision 
occurs. We call the probability of this double-collision cpλρ(t1, t2,Δt, c). 

Terminology. We assign four parameters to this collision: the foot lengths t1 
and t2 of the λ, the intervening length Δt between the two collisions, and the 
cycle length c of the ρ. Note that Δt can be seen as the tail length of the ρ-
collision if we imagine it to have resulted from a single-trail attack beginning 

5 Note that we only call it a double-collision if both trails continue up to the point of 
second collision. 

9 

Bhaumik, Ritam; Datta, Nilanjan; Dutta, Avijit; Mouha, Nicky; Nandi, Mrudil.
”The Iterated Random Function Problem.”

Paper presented at The 23rd Annual International Conference on the Theory and Application of Cryptology and Information Security,
ASIACRYPT 2017, Hong Kong, China. December 3, 2017 - December 7, 2017.

SP-159



at the point of the λ-collision. For fixed t1, t2,Δt, c we want to find the proba-
bility that a (q1, q2)-query two-trail attack finds a λρ-double-collision with foot 
lengths t1 and t2, intervening length Δt and cycle length c. Call this probability 
cpλρ[q1, q2](t1, t2,Δt, c). 

Bounding cpλρ[q1, q2](t1, t2,Δt, c). To get a λ-collision on f with foot lengths 
t1 and t2, we need to call f at t1 distinct values on the first trail, and t2 distinct 
values on the second trail; and to get a ρ-collision on f with tail length Δt and 
cycle length c, we need to call f at Δt common values on each trail, and a further 
c points on the first trail; this adds up to t1 + t2 + Δt + c distinct values in all. 
Thus, when q1 < t1 + Δt + c or q2 < t2 + Δt, cpλρ[q1, q2](t1, t2,Δt, c) = 0. So 
we assume q1 ≥ t1 + Δt + c and q2 ≥ t2 + Δt. These t1 + t2 + Δt + c calls lead 
to t1 + t2 +Δt + c − 2 distinct outputs, and two collisions. Thus, the number of 
different ways this can happen is N t1+t2+Δt+c−2, out of the total N t1+t2+Δt+c 

possible outcomes for the t1 + t2 + Δt + c calls to f . Thus, 

N t1+t2+Δt+c−2 β(t1 + t2 + Δt + c − 2) 
cpλρ[q1, q2](t1, t2,Δt, c) = = . 

N t1+t2+Δt+c N2 

As before, this is only a function of t1, t2,Δt and c (since the queries made 
after the ρ collision is found are of no consequence), so we use the simpler 
notation cpλρ(t1, t2,Δt, c), with the implicit assumption that q1 ≥ t1 + Δt + c√ 
and q2 ≥ t2 + Δt. For a fixed real α > 0, when t1 + t2 + Δt + c ≥ 2αN + 3, 
Lemma 1 gives us the bound 

−αe
cpλρ(t1, t2,Δt, c) ≤ . (6) 

N2 

√ 
When t1 + t2 + Δt + c < 2αN + 3, we will simply use the bound 

1 
cpλρ(t1, t2,Δt, c) ≤ . (7) 

N2

3.4 A ρ ′ -Double-Collision on a Two-Trail Attack 

A ρ ′ -double-collision takes place when a two-trail attack leads to a ρ with two 
tails. This is shown in Figure 4. We will allow Δt = 0, in which case a three-way 
collision occurs. 
Terminology. As before, we assign four parameters to this collision: the tail 
lengths t1 and t2 of the ρ, the intervening length Δt between the two collisions, 
and the cycle length c of the ρ. For fixed t1, t2,Δt, c we want to find the prob-
ability that a two-trail attack with sufficiently many queries finds a ρ ′ -double-
collision with tail lengths t1 and t2, intervening length Δt, and cycle length c. 
Call this probability cpρ′ [q1, q2](t1, t2,Δt, c). 

Bounding cpρ′ [q1, q2](t1, t2,Δt, c). The bounding of cpρ′ [q1, q2](t1, t2,Δt, c) is 
almost identical to that of cpλρ[q1, q2](t1, t2,Δt, c). To get a ρ ′ -double-collision 
with tail lengths t1 and t2, intervening length Δt, and cycle length c, we need to 
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first 
x2collision 

t1 

c 

point 

Δt 

t2 

second 
collision x1 
point 

Fig. 4. Two-trail attack starting from x1 and x2, resulting in a ρ ′ -collision with tail 
lengths t1 and t2, intervening length Δt, and cycle length c. We will allow Δt = 0, in 
which case a three-way collision occurs. We call the probability of this double-collision 
cpρ′ (t1, t2,Δt, c). 

call f at t1+c−Δt distinct values on the first trail, t2 distinct values on the second 
trail, and Δt common values on each trail, resulting in calls at t1 + t2 +c distinct 
values in all. Thus, when q1 < t1 +c or q2 < t2 +Δt, cpρ′ [q1, q2](t1, t2,Δt, c) = 0. 
So we assume q1 ≥ t1 + c and q2 ≥ t2 + Δt. These t1 + t2 + c calls lead to 
t1+t2+c−2 distinct outputs. Thus, the number of different ways this can happen 
is N t1+t2+c−2, out of the total N t1+t2+c possible outcomes for the t1 + t2 + c 
calls to f . Thus, 

N t1+t2+c−2 β(t1 + t2 + c − 2) 
cpρ′ [q1, q2](t1, t2,Δt, c) = = . 

N t1+t2+c N2 

As before, this is only a function of t1, t2,Δt and c (since the queries made 
after the ρ collision is found are of no consequence), so we use the simpler 
notation cpλρ(t1, t2,Δt, c), with the implicit assumption that q1 ≥ t1 + Δt + c 
and q2 ≥ t1 + Δt. Recalling that 

β(t1 + t2 + c − 2) 
cpλρ(t1, t2, 0, c) = ,

N2 

we conclude that 
cpρ′ (t1, t2,Δt, c) = cpλρ(t1, t2, 0, c). (8) 

4 Iterated Random Function Collisions 

In this section we revisit the two types of collision attacks described in Sect. 3, 
and analyse their success probabilities when applied to f r. The main proof in 
this paper relies heavily on the results obtained in this section. 
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A Cautionary Note. At first glance, this section may appear to be similarly 
organised as Sect. 3. It is important to keep in mind that we are now interested in 
something entirely different. In Sect. 3, we looked at the probabilities of specific 
ρ- and λ-collisions with fixed parameters. In this section, instead, we focus on 
the probabilities that single-trail attacks and two-trail attacks of some specified 
number of queries succeed in finding collisions on f r . By reducing these colli-
sions to collisions on f , we can use the union bound on the bounds obtained in 
Sect. 3 to get the desired bounds. To distinguish from the collision probabilities 
on f , which we denoted cp[·], we now use the notation cp r[·] for the collision 
probabilities on f r . 

4.1 Single-Trail Attack 

We want to bound the probability that a q-query single-trail attack finds a 
rcollision on f r. Call this probability cpρ[q]. 

Reducing to Collision on f . Suppose the q-query single-trail attack finds a 
ρ-collision on f r with tail length t ′ and cycle length c ′ . Observe that this collision 
necessarily arises out of a ρ-collision on f , with tail length t and cycle length c 
for some t, c. This can happen in two ways: 

– Direct Collision. This happens when r divides c. Then, define k such 
that rk is the first multiple of r that is not less than t, i.e., 

t 
k := , 

r 

then rk + c is also a multiple of r, and since f t+c(x) = f t(x), and rk ≥ t, 
we also have 

f rk+c(x) f rk(x).= 

Writing 
c 

k ′ = , 
r 

we have 
(f r)k+k ′ 

(fr)k(x),(x) = 

our ρ-collision on f r. Note that according to this notation, 

t c′ ′ t = k = , c = k ′ = . 
r r 

Loosely speaking, in a direct collision, the first collision on f arrives in phase 
with r, i.e., 

t = t + c mod r, 

so that this first collision on f leads immediately to a collision on fr at the 
next multiple of r. 
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– Delayed Collision. A delayed collision occurs when r does not divide 
c, i.e., the first collision arrives out of phase. Then we need to keep cycling 
about the ρ of f till the phase is adjusted, and only then we arrive at the next 
multiple of r and find a collision on f r. Suppose it cycles around η times. For 
the phase to be adjusted, cη should be a multiple of r. The smallest value of 
η that satisfies this is 

r 
η = 

d 
twhere d = gcd(c, r) is the greatest common divisor of c and r. Let k = r 

as before, and let 
c 

k ′ = . 
d 

As before, since we have f t+cη(x) = f t(x), and rk ≥ t, we have 

f rk+cη(x) f rk(x),= 

which gives us the ρ-collision 

(f r)k+k ′ 

(x) = (fr)k(x), 

as before. Again, according to this notation, 

t
k ′ 

c′ ′ t = k = , c = = . 
r d 

Required Conditions. Observing that a direct collision can be seen as a spe-
cial case of delayed collision, where d = gcd(c, r) = r, we can summarise the 
above as follows: a ρ-collision on f with tail length t and cycle length c eventu-

′ ally leads to a ρ-collision on f r with tail length t ′ and cycle length c where 

t
k ′ 

c′ ′ t = k = , c = = , 
r d

with d = gcd(c, r) as before. Thus, for a ρ-collision on f to result in a ρ-collision 
on f r, the only required condition is that q is sufficiently large, i.e., 

′ ′ t + c ≤ q. 

In terms of t and c, this becomes 

t c 
+ ≤ q. 

r d 

rRecall that we are trying to bound the probability cpρ[q] of finding a ρ-collision 
on f r in q queries. This is equivalent to the probability of finding a ρ-collision 
on f with the parameters t and c satisfying the above condition. Recall that in 
Sect. 3, we bounded this probability for a fixed (t, c), which we called cpρ(t, c). 

rWe can now use the union bound to get a bound on cpρ[q]. 
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rUsing the Union Bound on cpρ[q]. Let S be the set of (t, c) values that satisfy 
the requirement 

t c 
+ ≤ q. 

r gcd(c, r) 

For a fixed α > 0, we can split S into two parts: 

√ 
S+[α] := (t, c) ∈ S | t + c ≥ 2αN + 2 , 

√ 
S−[α] := (t, c) ∈ S | t + c < 2αN + 2 . 

Applying the union bound with bounds (3) and (4) obtained for cpρ(t, c) gives 

r cpρ[q] ≤ cpρ(t, c) 
S 

= cpρ(t, c) + cpρ(t, c) 
S+[α] S−[α] 

� −α 
�e 1 ≤ + 

N N 
S+[α] S−[α] 

−α 

= #S+[α] · e + #S−[α] · 1 
(9) 

N N 

Bounding #S−[α]. We observe that whenever (t, c) ∈ S−[α], 

√ 
t < 2αN + 2, 

and 
c < q · gcd(c, r). 

If we count the number of (t, c) satisfying these conditions, it will give us an √ 
upper √bound on #S−[α]. There are at most 2αN + 2 values of t satisfying 
t < 2αN + 2. For a fixed d = gcd(c, r), c has to be a multiple of d not 
exceeding qd. The number of such values of c is q. Since d must be a factor of r, 
we get the total number of values of c satisfying c < q · gcd(c, r) to be at most 
q · d(r). Putting it all together we get 

√ 
#S−[α] ≤ ( 2αN + 2) · q · d(r). (10) 

Bounding #S+[α]. For (t, c) ∈ S+[α], it will be enough for our purposes to 
consider the bounds 

t ≤ qr, 

and 
c < q · gcd(c, r). 
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Using the same reasoning as before, the number of values of c that satisfy c < 
q · gcd(c, r) is at most q · d(r). For t there are now at most qr values. Thus, we 
obtain the bound 

2#S+[α] ≤ q r · d(r). (11) 

Final Bound for cpr 
ρ[q]. We can now plug (10) and (11) into (9): 

−α 
r cpρ[q] ≤ #S+[α] · e + #S−[α] · 1 

N N 
−α √e 12≤ q r · d(r) · + ( 2αN + 2) · q · d(r) · 
N N 

for any real α > 0. We will simplify it by plugging in a suitable value of α. 

Simplifying the Bound. We know from Lemma 3 that 

√ 
d(r) < 2 r. 

We put α = log r. Then we have 

√ � 
2αN = 2N log r, 

and 
1−α e = . 
r 

When N log r ≥ 16, we have 

√ � 
2αN + 2 = 2N log r + 2 

� √ � 
= 2 N log r − (2 − 2) · N log r − 2 

� √ 
≤ 2 N log r − (2 − 2) · 4 − 2 

� √ 
= 2 N log r − 6 − 2 

< 2 N log r. 

Thus, 
� 

2
√ � 

q r q2r log rr cpρ[q] ≤ 2 · + 2 · . 
N N 

This gives us a bound for the success probability of a q-query single-trail attack 
on f r. We state the result as a lemma. 

Lemma 6. Under the assumption that N log r ≥ 16, we have 

� 
2√ � � 

q r q2r log rr cpρ[q] ≤ 2 · + 2 · . 
N N 

15 

Bhaumik, Ritam; Datta, Nilanjan; Dutta, Avijit; Mouha, Nicky; Nandi, Mrudil.
”The Iterated Random Function Problem.”

Paper presented at The 23rd Annual International Conference on the Theory and Application of Cryptology and Information Security,
ASIACRYPT 2017, Hong Kong, China. December 3, 2017 - December 7, 2017.

SP-165



� � � � 

4.2 Two-Trail Attack 

We want to bound the probability that a (q1, q2)-query two-trail attack finds a 
rλ-collision on f r. Call this probability cp [q1, q2].λ

Reducing to Collision on f . Suppose the (q1, q2)-query two-trail attack finds 
a λ-collision on f r with foot lengths t ′ 1 and t2

′ . As in the case of the ρ-collision 
on f r, this can only arise from a λ-collision on f , say with foot lengths t1 and 
t2, which can again happen in two ways: 

– Direct Collision. A direct collision takes place when the two f -trails 
collide in phase, i.e., 

t1 = t2 mod r. 

When this happens, the two trails continue till the next multiple of r, where 
they give a λ-collision on f r. This collision takes place at 

t1 t2′ ′ t = , t = .1 2 r r 

– Delayed Collision. A delayed collision takes place when the two f -trails 
collide out of phase, i.e., 

t1 � t2 mod r. = 

If one of the trails results in a ρ-collision on f r, this implies that a successful 
single-trail attack has been carried out on f r. Here, we will only focus on the 
scenario where a λ-collision on f r can still happen. But then one of the two 
f -trails must have entered into a cycle, otherwise both f -trails will remain 
out of phase. This can only happen in one of two ways: 

• After the λ-collision on f , the combined trail forms the tail of a ρ collision 
on f , that is, they form a λρ-collision on f as in Fig. 3. One of the trails, 
say the one from x1, cycles around the ρ enough number of times to 
adjust the phase, and then the two f -trails continue to the next multiple 
of r, giving a λ-collision on f r;6 

• After the λ-collision on f , one of the two f -trails, say the one from x1, 
continues and collides with the trail from x2, that is, they form a ρ ′ -
collision on f as in Fig. 4. When Δt = 0, a three-way collision on f 
occurs. The trail from x1 cycles around the ρ enough number of times 
to adjust the phase, giving a λ-collision on f r . 

In our calculations, we assume that it is the trail from x1 that cycles multiple 
times, while the one from x2 waits for the collision on f r to happen. We 
obtain a bound which is symmetric over q1 and q2, and thus also holds for 
the case when the two trails reverse roles. Let τ1 and τ2 be the respective 

6 This is indeed a (delayed) λ-collision on fr: from the point of view of fr, neither of 
the two trails could be seen to enter into a cycle. 
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lengths of the two trails till the point of waiting, i.e., the point of ρ-collision 
of the trail from x1. Calling Δt the distance between the two collision points, 
we simply have 

τ1 = t1 + Δt, τ2 = t2 + Δt 

for the λρ-collision, and 

τ1 = t1, τ2 = t2 + Δt 

for the ρ ′ -collision. Let the cycle length of this ρ be c (note that its tail length 
is τ1 with respect to this trail). Suppose this trail cycles η times about the ρ 
in order to adjust the phase difference. Then η is the smallest number that 
satisfies 

τ1 + cη = τ2 mod r. 

Suppose k is such that 
τ1 + cη = τ2 + rk. 

Also, let 
τ2

k2 = . 
r 

From our definition of τ1 and τ2, we have that 

f τ1(x1) = f τ2(x2), 

and from the ρ-collision f τ1+c(x1) = f τ1(x1), it follows that 

f τ1+cη(x1) = f τ1(x1). 

From these two we get 

f τ1+cη(x1) = f τ2(x2). 

From the definition of k we have 

f τ2+rk(x1) = f τ2(x2). 

Continuing on to rk2, we get a λ-collision on f r as 

(f r)k+k2 (x1) = (fr)k2(x2). 

According to this notation we have a λ-collision on f r with foot lengths t ′ 1 
and t ′ 2, such that 

τ1 + cη τ2′ ′ t1 = k + k2 = , t 2 = k2 = . 
r r 

When this comes from a λρ-collision, we have 

t1 + Δt + cη t2 + Δt′ ′ t = , t = .1 2 r r 
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When this comes from a ρ ′ -collision, we have 

t1 + cη t2 + Δt′ ′ t = , t = .1 2 r r 

We will treat these two cases separately, even though they are closely related. 

Required Conditions. Again, we observe that the direct collision is a spe-
cial case of the delayed collision with Δt = 0 and η = 0. However, there is an 
important difference. For the delayed λ-collision, we require two collisions on f , 
unlike all other collisions we have seen so far, which need only one. This case 
corresponds to the λρ-double-collision and the ρ ′ -double-collision from Sect. 3, 
and requires some special treatment, as we will see in the course of our calcu-
lations. The condition needed here is that both trails continue long enough for 
the collision to happen, i.e., 

′ ′ t1 ≤ q1, t 2 ≤ q2. 

In terms of t1, t2,Δt, c, η, this translates to 

t1 + Δt + cη t2 + Δt ≤ q1, ≤ q2 
r r 

for the λρ-double-collision and 

t1 + cη t2 + Δt ≤ q1, ≤ q2 
r r 

rfor the ρ ′ -double-collision. Recall that we are trying to calculate cp [q1, q2], the λ

probability of getting a λ-collision on f r with a (q1, q2)-query two-trail attack 
starting from x1 and x2. Based on our observations above, this can happen in 
two ways: 

– A Direct λ-collision on f . This is the direct collision scenario, where 
the collision is in phase. The foot lengths t1 and t2 have the constraints 

t1 t2≤ q1, ≤ q2, t1 = t2 mod r. 
r r 

For fixed t1, t2, we recall that the probability of this collision is cpλ(t1, t2). 

– A λρ-double-collision on f . This is the first case of the delayed collision 
scenario, where the collision is out of phase. Here, t1 and t2 are the foot 
lengths of the λ, Δt is the distance between the two collision points, c is the 
cycle length of the ρ, and η is the number of cycles necessary around the ρ. 
Recall that one of the trails circles around the ρ, while the other waits for the 
λ-collision on f r to happen. We continue with our assumption that the one 
from x1 does the cycling and the one from x2 waits, since we will eventually 
count over all pairs of trails. Now t1, t2,Δt, c, η have the constraints 

t1 + Δt + cη t2 + Δt ≤ q1, ≤ q2, t1 + cη = t2 mod r. 
r r 

18 

Bhaumik, Ritam; Datta, Nilanjan; Dutta, Avijit; Mouha, Nicky; Nandi, Mrudil.
”The Iterated Random Function Problem.”

Paper presented at The 23rd Annual International Conference on the Theory and Application of Cryptology and Information Security,
ASIACRYPT 2017, Hong Kong, China. December 3, 2017 - December 7, 2017.

SP-168



� � � � 

� � � � 

� 

� � � � 

� 

� � � � 

� 

� � � � 

For fixed t1, t2,Δt, c, η, we recall that the probability of this λρ-double-
collision is cpλρ(t1, t2,Δt, c). 

– A ρ ′ -double-collision on f . This is the second case of the delayed colli-
sion scenario. Here, t1 and t2 are the lengths of the two tails of the ρ, Δt is 
the distance between the two collision points, c is the cycle length of the ρ, 
and η is the number of cycles necessary around the ρ. Again, the trail from 
x1 circles around the ρ, while the trail from x2 waits for the λ-collision on 
f r to happen. Thus, t1, t2,Δt, c, η have the constraints 

t1 + cη t2 + Δt ≤ q1, ≤ q2, t1 + cη = t2 + Δt mod r. 
r r 

rOur strategy for bounding cp [q1, q2] will be similar to the one we used for bound-λ
ring cpρ[q]: to take the bounds on cpλ(t1, t2) for fixed t1, t2, cpλρ(t1, t2,Δt, c) for 

fixed t1, t2,Δt, c and cpρ′ (t1, t2,Δt, c) for fixed t1, t2,Δt, c obtained in Sect. 3, 
and then use the union bound over all possible values these parameters can take. 

rApplying the Union Bound to cp [q1, q2]. Let S1 be the set of (t1, t2) values λ

that satisfy the constraints 

t1 t2≤ q1, ≤ q2, t1 = t2 mod r, 
r r 

and let 
p1 := cpλ(t1, t2). 

S1 

Let S2 be the set of (t1, t2,Δt, c, η) values that satisfy the constraints 

t1 + Δt + cη t2 + Δt ≤ q1, ≤ q2, t1 + cη = t2 mod r, 
r r 

and let 
p2 := cpλρ(t1, t2,Δt, c). 

S2 

Let S3 be the set of (t1, t2,Δt, c, η) values that satisfy the constraints 

t1 + cη t2 + Δt ≤ q1, ≤ q2, t1 + cη = t2 + Δt mod r, 
r r 

and let 
p3 := cpρ′ (t1, t2,Δt, c). 

S3 

In addition, for the case where the trails reverse roles, we define S4 as the set of 
(t1, t2,Δt, c, η) values that satisfy the constraints 

t1 + Δt t2 + Δt + cη ≤ q1, ≤ q2, t1 = t2 + cη mod r, 
r r 
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� 

� � � � 

� 

� � � 

and 

p4 := cpλρ(t1, t2,Δt, c). 
S4 

Similarly, we define S5 as the set of (t1, t2,Δt, c, η) values that satisfy the con-
straints 

t1 + Δt t2 + cη ≤ q1, ≤ q2, t1 + Δt = t2 + cη mod r, 
r r 

and 

p5 := cpρ′ (t1, t2,Δt, c). 
S5 

We state here the following bounds on p1, p2, p3, the proof of which we defer to 
Sect. 6: 

Lemma 7. Under the assumption that N log r > 90, 

q1q2r 
p1 ≤ ,

N 
�2q1q2r q1q2r 

p2 ≤ 8 · (log r)2 · + 24 · (log r)3 · , 

� 
N 

�2 � 
N 

� q1q2r q1q2r 
p3 ≤ 8 · (log r)2 · + 24 · (log r)3 · . 

N N 

Final Bound for cp r 
λ[q1, q2]. We observe that the bounds for p2 and p3 in 

Lemma 7 are symmetric over q1 and q2. Thus, we have 

� �2 � � q1q2r q1q2r 
p4 ≤ 8 · (log r)2 · + 24 · (log r)3 · , 

� 
N 

�2 � 
N 

� q1q2r q1q2r 
p5 ≤ 8 · (log r)2 · + 24 · (log r)3 · . 

N N 

Using the union bound, we get 

r cpλ[q1, q2] ≤ p1 + p2 + p3 + p4 + p5. 

This gives us the required bound, which we state next in the form of a lemma. 

Lemma 8. When N log r > 90, 

� �2 � � 
q1q2r log r q1q2r log r 

(log r)2 · r cpλ[q1, q2] ≤ 32 · + 97 · . 
N N 

Proof. As r ≥ 2, we can relax the bound of p1 as 

p1 ≤ 
q1q2r 

N 
≤ 

q1q2r 

N 
· (log r)3 . 

The rest follows from Lemma 7. ⊓⊔ 
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�

4.3 A More General Collision Attack 

Previously, we looked at two main approaches for a collision attack: the single-
trail attack and the two-trail attack, and we bounded their success probabilities. 
Now, we will bound the success probability of a more general collision attack. 
More specifically, we consider collision attack subject to the restriction that is 
given in the statement of Theorem 1 in Sect. 1: every query is either chosen from 
a set of size m (with m ≤ q) of predetermined starting points, or is the response 
of a previous query. First, let us introduce the notion of a transcript. 

Transcript. Let us consider any adversary A that interacts with an oracle O. 
This interaction can be represented as a transcript, that is, as a list of queries 
made and answers returned. Let the transcript tr be defined as the q-tuple of 
input-output pairs tr = ((x1, y1), (x2, y2), . . . , (xq, yq)). Without loss of general-
ity, we do not consider adversaries here that repeat the same query, i.e., all q 
queries are distinct. 

Sources and Trails. For j, j ′ ∈ [q], j =� j ′ , we say that xj′ is a predecessor of 
xj if 

f(xj′ ) = xj . 

We call xj a source if it does not have a predecessor. If there exists a non-
empty subset of the queries for which every query has a predecessor that is in 
the same subset, and no query has a predecessor outside the set, we call this 
subset a permutation cycle. Note that a permutation cycle forms a rho-shape 
with a tail of length zero. For a permutation cycle, we define the query xj of the 
permutation cycle with the smallest index j to be a source. 

Suppose that there are m sources along the q queries, which we call z1, . . . , zm. 
Then we can see the attack as an m-trail attack, with the m trails starting from 
z1, . . . , zm and of lengths q1, . . . , qm respectively. Thus, each point that is not a 
source must be on one of these m trails. 

If the collision attack is successful, then for some i, i ′ ∈ [q] with i � i ′ , we have = 

f(xi) = f(xi′ ). 

In that case, one of the following must hold: 

– xi and xi′ are on the same trail, say the one from zp – in this case, a successful 
qp-query single-trail attack starting from zp has occurred; 

– xi and xi′ are on different trails, say the ones from zp and zp ′ respectively – 
in this case, a successful (qp, qp ′ )-query two-trail attack starting from (zp, zp ′ ) 
has occurred. 

A Word on the Choice of q1, . . . , qm. We note here that since we are allowing 
the trails to collide and merge with each other, the trail lengths q1, . . . , qm are 
not necessarily unique, since the queries on the merged trail can be counted on 
either trail, or both. We can get around this by choosing to count each merged 
trail as part of any one of the pre-merging trails, while the other is thought to 

m stop at the point of collision. This way, we ensure that = q.j=1 qj 
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� 

� 

� � � 

� 
� � 

� � 

� 

To bound the success probability of this more general collision attack, we can use 
the previously obtained bounds on the success probabilities of single-trail attacks 
and two-trail attacks along with the union bound. With notation as above we 
recall the following bounds: 

– Single-Trail Attack. For a q-query single-trail attack, Lemma 6 gives us 
the bound 

� 
2
√ � 

q r q2r log rr cpρ[q] ≤ 2 + 2 · · . 
N N 

– Two-Trail Attack. For a (q1, q2)-query two-trail attack, Lemma 8 gives 
us the bound 

� �2 � � 
q1q2r log r q1q2r log rr (log r)2[q1, q2] ≤ 32 + 97· · ·cp .λ N N 

Let cp r[q](A) denote the probability that the collision adversary A making q 
queries finds a collision on f r. For q1, . . . , qm, with 

m

qi = q, 
i=1 

and let cp r[q](q1, . . . , qm) denote the probability that a collision attack with m 
trails of lengths q1, . . . , qm finds a collision on f r. Thus, 

cp r[q](A) ≤ �max cp r[q](q1, . . . , qm). 
qi =q 

By the union bound, we have 

m m−1 m

cp r[q](q1, . . . , qm) ≤ cp r r[qi] + [qi, qj ].cpρ λ

i=1 i=1 j=i+1 

We bound the two terms separately. 

m m � √ �
� � 2 2q r q r log rr i i[qi] = 2 + 2 · ·cpρ N N 
i=1 i=1 

� √ � m � m
r r log r2 = 2 · · qi + 2 · · qi

N N 
i=1 i=1

� √ � � 
r r log r ≤ 2 · · q 2 + 2 · · q

N N 
� 

2√ � 
q r q2r log r 

= 2 · + 2 · ;
N N 
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� � � � 
� 

� � � 

� � 

� � 

� �

� 

m−1 m m−1 m � �2 
qiqjr log rr cpλ[qi, qj ] = 32 · 

N 
i=1 j=i+1 i=1 j=i+1 

qiqjr log r 
+ 97 · (log r)2 · 

N 

� �2 m−1 m
r log r 2 2 = 32 · · qi qjN 

i=1 j=i+1 

� � m−1 m
r log r 

+ 97 · (log r)2 · · qiqj
N 

i=1 j=i+1 

� �2 � � 
r log r r log r 2≤ 16 · · q 4 + 49 · (log r)2 · · q

N N 
� �2 � �

2 2q r log r q r log r 
= 16 · + 49 · (log r)2 · . 

N N 

Since these bounds are free of q1, . . . , qm, this proves Theorem 1 of the paper. 

5 Bounding the Advantage of Distinguishing f and fr 

5.1 Security Game 

The Setup. An oracle O imitating a function g takes q queries {xi | i ∈ [q]}
and returns 

{yi = g(xi) | i ∈ [q]} . 

The q-tuple of input-output pairs of the oracle is called the transcript, denoted 
as 

tr = ((x1, y1), (x2, y2), . . . , (xq , yq)). 

Both the real oracle OREAL and the ideal oracle OIDEAL will initially select a 
uniformly random function f . Then, OREAL goes on to imitate f r, while OIDEAL 

imitates f itself. For any adversary A, we want to bound its advantage, defined 
as 

�
� � � �

�

Advf,fr (q) = 
�

�Pr AOIDEAL(q) → 1 − Pr AOREAL(q) → 1 
�

�. 

As in the collision attack of Sect. 4.3, we can view the transcript tr as m trails 
of lengths q1, . . . , qm with sources z1, . . . , zm, possibly with collisions, such that 
no query is counted in more than one trail, and hence 

m

qj = q. 
j=1 
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For i ∈ [m], we shall use the notation 

zi,1 := O(zi), 

zi,j := O(zi,j−1), 2 ≤ j ≤ qi. 

Good and Bad Transcripts. We partition the set of attainable transcripts 
into a set Tgood of good transcripts, and a set Tbad of bad transcripts. We say 
tr ∈ Tbad if either of the following holds: 

– For some i ∈ [m], 

zi,qi = zi, 

that is, the i-th trail forms a permutation cycle. Note that, by our construc-
tion of the trails, zi1,j cannot equal zi2 unless i1 = i2. 

– For some i1, i2 ∈ [m], j1 ∈ [qi1 ], j2 ∈ [qi2 ] with (i1, j1) �= (i2, j2), we have 

zi1,j1 = zi2,j2 , 

that is, there is a ρ-collision on one of the trails (i1 = i2), or there is a 
λ-collision on two of the trails (i1 � i2). = 

5.2 Applying the H-Coefficient Technique 

Let us denote the probability distribution of the transcripts in the real world 
by PrOREAL , and in the ideal world by PrOIDEAL . Our proof will use Patarin’s 
H-coefficient technique [16]. 

Lemma 9 (H-Coefficient Technique). Let A be an adversary, and let T = 
Tgood ∪ Tbad be a partition of the set of attainable transcripts. Let ε1 be such that 
for all tr ∈ Tgood: 

[tr ]PrOREAL ≥ 1 − ε1. 
[tr ]PrOIDEAL 

Furthermore, let ε2 = [tr ∈ Tbad]. Then Advf,fr (q) ≤ ε1 + ε2.PrOIDEAL 

Proof. For a proof and a detailed explanation of this technique, see Chen and 
Steinberger [9]. ⊓⊔ 

Probability of Bad Transcripts in Ideal Model. We can easily bound 
the probability that a transcript tr from the ideal oracle OIDEAL is in Tbad. 
Suppose all of the q responses lie outside {zi | i ∈ [m]}, and there is no collision 
between any of the responses. When this happens, tr cannot be in Tbad. The 

22q
probability of this is at least 1 − : two responses collide with probability at 

N 
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2 2q q
most ; and a response collides with a zi with probability at most , since 

N N
there are m different values of zi, and m ≤ q. Thus, 

22q
ε2 := PrOIDEAL [tr ∈ Tbad] ≤ . 

N 

Probability of Good Transcripts. We now focus only on transcripts in 
Tgood. Let us consider a good and attainable transcript tr ∈ Tgood. For the ideal 
oracle, as the number of distinct inputs is q, we have 

1 
[tr] = .PrOIDEAL N q 

Now we bound PrOREAL [tr] for tr ∈ Tgood. Consider a (q1, . . . , qm)-query m-trail 
collision attack on f r, with sources z1, . . . , zm respectively. Theorem 1 tells us 
that this attack fails with probability at least 1 − φ(q, r), where 

� √ � � 
� �2 � �

2 2 2q r q2r log r q r log r q r log r 
φ(q, r) := 2 + 2 + 16 + 49(log r)2 . 

N N N N 

We now observe that when this attack fails, the attack transcript is either iso-
morphic as a graph to tr, or contains a permutation cycle.7 A permutation cycle 
occurs when queries of f r collide with a source zi, which has probability at 

2q r 
most , since there are m different values of zi and m ≤ q. Thus, the attack 

N 
transcript is isomorphic to tr with probability at least 

2q r 
1 − φ(q, r) − . 

N 

Now the graph of this attack transcript has q + m nodes, all distinct. Of these, 
the m sources are already fixed. The rest can take values in N q ways. Now all of 
these N q graphs are equally likely to occur in the scenario described above, i.e., 
when the m-trail attack fails and does not contain a permutation cycle. One of 
the equally likely N q graphs is the graph of tr. Thus, 

� 
2

� 
q r 1 

[tr] ≥ 1 − φ(q, r) − · .PrOREAL N qN 

Applying the H-Coefficient Technique. Let R(tr) be the ratio of the prob-
abilities of tr ∈ Tgood under OREAL and OIDEAL respectively. Then we have shown 
above that 

� �

2q r 1 
R(tr) ≥ 1 − φ(q, r) − · . 

N β(q) 

7 Note that the graph isomorphism follows from a simple relabeling of inputs and 
outputs, starting with the sources of every trail. This is possible because exclud-
ing collisions and permutation cycles means that no two inputs will have the same 
output, and outputs never correspond to a source. 
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� � � � 

� � � � 

� � � � 

� 

� 

� 

� � � 

From Lemma 1, we have 
β(q) ≤ 1. 

Thus, 
R(tr) ≥ 1 − ε1 

where 
2q r 

ε1 := φ(q, r) + . 
N 

Hence, by the H-coefficient technique of Lemma 9, we have 

Advf,fr (q) ≤ ε1 + ε2. 

This proves Theorem 2 of the paper. 

6 Proof of Lemma 7 

Recalling the Setup. In Sect. 4 we defined three sets S1, S2, and S3. S1 is 
the set of (t1, t2) values that satisfy the constraints 

t1 t2≤ q1, ≤ q2, t1 = t2 mod r; 
r r 

S2 is the set of (t1, t2,Δt, c, η) values that satisfy the constraints 

t1 + Δt + cη t2 + Δt ≤ q1, ≤ q2, t1 + cη = t2 mod r, 
r r 

S3 is the set of (t1, t2,Δt, c, η) values that satisfy the constraints 

t1 + cη t2 + Δt ≤ q1, ≤ q2, t1 + cη = t2 + Δt mod r. 
r r 

We further defined the following: 

p1 = cpλ(t1, t2); 
S1 

p2 = cpλρ(t1, t2,Δt, c); 
S2 

p3 = cpρ′ (t1, t2,Δt, c). 
S3 

Lemma 7 claimed the following bounds for p1, p2 and p3 (as long as N log r > 90): 

q1q2r 
p1 ≤ ,

N 
� �2 � � q1q2r q1q2r 

p2 ≤ 6 · (log r)2 · + 18 · (log r)3 · ,
N 

�2 
N 

q1q2r q1q2r 
p3 ≤ 6 · (log r)2 · + 18 · (log r)3 · . 

N N 
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� 

� � � � 

� � 

� � 

In this section, we establish these bounds. 

Bounding p1. For this we need to bound #S1. This case is very simple. We 
observe the t1 ≤ q1r, so there are at most q1r choices for t1. Once t1 is fixed, 
given the constraints t1 = t2 mod r and t2 ≤ q2r, there are at most q2 choices 
for t2. Thus, we have 

#S1 ≤ q1q2r, 

which, using (5), gives the bound 

1 q1q2r 
p1 = cpλ(t1, t2) ≤ #S1 · ≤ . 

N N S1 

Towards Bounding p2: Counting over t1, t2 and Δt. This is the most 
involved part of the calculations. For simplicity of notation we define the function 

√ √ 
ζ(α) := ( 2αN + 3)2 = 2αN + 6 2αN + 9. 

Recall that S2 is the set of all (t1, t2,Δt, c, η) satisfying 

t1 + Δt + cη t2 + Δt ≤ q1, ≤ q2, t1 + cη = t2 mod r. 
r r 

We begin by fixing a choice of c and η. We want to bound the number of choices 
′ ′ for (t1, t2,Δt). For this we relax the constraints a little. Let S = S2(c, η) be the 2 

set of values for (t1, t2,Δt) satisfying 

t1 ≤ q1r,Δt ≤ q2r, t2 ≤ q2r, t1 + cη = t2 mod r. 

′ Now we fix a real number α > 0, and split S2 into two disjoint sets: 

√ 
′+ ′ S [α] := (t1, t2,Δt) ∈ S2 | max(t1,Δt) ≥ 2αN + 3 ,2 

√ 
S ′− ′ 

2 [α] := (t1, t2,Δt) ∈ S2 | max(t1,Δt) < 2αN + 3 . 

′+For S [α], there are at most q1r choices for t1 and at most q2r choices for Δt,2 

and for each of these choices, we have at most q2 choices for t2. Thus, 

′+ 2 2#S [α] ≤ q1q .2 2r 

√ √ 
For S′−[α], there are at most 2αN + 3 choices for t1 and at most 2αN + 3 2 

choices for Δt, and for each of these choices, since choosing t1 also fixes t2 mod r, 
we have at most q2 choices for t2. Thus, 

√ 
#S′−[α] ≤ ( 2αN + 3)2 · q2 = ζ(α) · q2.2 

′+When (t1, t2,Δt) ∈ S [α],2 

√ 
t1 + t2 + Δt + cη ≥ 2αN + 3, 
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� 

� � 

� � 

� � 

so that according to (6): 

−αe
cpλρ(t1, t2,Δt, c) ≤ . 

N2 

When (t1, t2,Δt) ∈ S ′−[α], (7) gives us 2 

1 
cpλρ(t1, t2,Δt, c) ≤ . 

N2

Let 

p2(c, η) := cpλρ(t1, t2,Δt, c) 
′S2 

= cpλρ(t1, t2,Δt, c) + cpλρ(t1, t2,Δt, c) 
′+ S′− S [α] [α]2 2 

−αe 12 2≤ q1q2r · + ζ(α) · q2 · 
N2 N2 

q2 2 −α = · q1q2r · e + ζ(α) . 
N2 

Towards Bounding p2: Counting over c and η. We next bound the number 
of choices for (c, η) that satisfy the constraints. Again, we relax the constraints 
a little. Let T be the set of (c, η) values such that 

cη ≤ q1r. 

Next we fix d = gcd(c, r). Let T [d] denote the set 

{(c, η) ∈ T | gcd(c, r) = d} . 

c now takes values over multiples of d. We split the counting into two parts: 

– When c ≤ q1d, we recall that η is defined as the smallest solution to t1+cη = 
r 

t2 mod r. From elementary number theory, we have η ≤ . Thus, there are 
d 

r q1r 
q1 choices of c and for each there are choices for η, so in all there are 

d d 
such choices for η and c. 

q1r c 
– When c > q1d, we use the bounds c ≤ q1r and η ≤ . Let z = . Thus, as 

c d
c runs over all multiples of d from (q1 +1) · d to q1r, z takes all integer values 

q1r 
from q1 + 1 to . Thus, the number of choices for η and c with c > q1d is 

d 

q1r q1r 
d

�

d
� q1r q1r 1 q1r r 

= · ≤ · log ,
zd d z d d 

z=q1+1 z=q1+1 

the last step following from Lemma 2. 
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� � �� 

� � 

� � � � 

� � 

� � � � 

� � � � 

� � 

Putting these two together, we get 

q1r r 
#T [d] ≤ · 1 + log . 

d d 

Now, d can take values over all factors of r, so we have 

� �

� � �� q1r r 
#T = #T [d] ≤ · 1 + log 

d d 
d|r d|r 

q1r r ≤ · (1 + log r) ≤ q1 · (1 + log r)
d d 

d|r d|r 

≤ q1 · (1 + log r) · σ(r), 

the last step coming from Lemma 4. 

Finally, we observe that whenever (t1, t2,Δt, c, η) ∈ S2, we have (t1, t2,Δt) ∈ 
′ S2(c, η), and (c, η) ∈ T . Hence, 

p2 = cpλρ(t1, t2,Δt, c) ≤ cpλρ(t1, t2,Δt, c) = p2(c, η). 
′S2 T S2 

T 

This gives us the bound 

q1q2 2 −α p2 ≤ · (1 + log r) · σ(r) · q1q2r · e + ζ(α) . (12) 
N2 

Bounding p3. Recall that S3 is the set of all (t1, t2,Δt, c, η) satisfying 

t1 + cη t2 + Δt ≤ q1, ≤ q2, t1 + cη = t2 + Δt mod r. 
r r 

The set S3 is almost identical to the set S2. However, the counting arguments 
are identical to those for p2, as the relaxation of the constraints is valid for p2 

as well as p3. Combined with (8), we have 

p3 = cpρ′ (t1, t2,Δt, c) = cpλρ(t1, t2, 0, c) ≤ cpλρ(t1, t2, 0, c). 
′S3 S3 T S2 

Thus, we have 

q1q2 2 −α p3 ≤ · (1 + log r) · σ(r) · q1q2r · e + ζ(α) . 
N2 

Simplifying the Bounds. Now we make a series of generous relaxations to get √ 
a simple easy-to-see bound for p2 and p3. Under the assumption that 2αN+3 ≤√ 

3αN , we have ζ(α) ≤ 3αN. The assumption can be written as 

√ √ √ 
( 3 − 2). αN ≥ 3. 

In other words, √ √ √ 
αN ≥ 9( 3 + 2)2 = 9(5 + 2 6). 
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√ 
Now, 2 6 < 5, so a sufficient condition to ensure this is αN ≥ 90. We now put 
α = log r, and observe in passing that the ensuing assumption that N log r ≥ 90 
is quite reasonable. For this choice of α, we have 

ζ(α) ≤ 3N log r, (13) 

and 
1−α e = . (14) 
r 

Since (5/3) · log r ≥ 1 for r ≥ 2, we have 

5 8 
1 + log r < log r + log r = log r. (15) 

3 3 

Finally, to bound σ(r), we use Lemma 5, which gives us 

σ(r) < 3r log r. (16) 

Plugging (13)–(16) into (12), we have 

q1q2 8 12 p2 ≤ · 3r log r · log r · (q1q2r · + 3N log r)
N2 3 r

� �2 � � q1q2r q1q2r 
= 8 · (log r)2 · + 24 · (log r)3 · . 

N N 

Similarly, 

� �2 � � q1q2r q1q2r 
p3 ≤ 8 · (log r)2 · + 24 · (log r)3 · . 

N N 

This completes the proof of Lemma 7. 

7 Conclusion and Future Work 

We studied the iterated random function problem, and proved the first bound in 
this setting that is tight up to a factor of (log r)3. In previous work, the iterated 
random function problem was seen as a special case of CBC-MAC based on a 
random function f . We obtained our bound by analysing the probability of a 
common class of collision attacks, and applying Patarin’s H-coefficient technique 
to bound the advantage of distinguishing f r from f . Trying to improve the 
(log r)3 factor in the security bound is an interesting topic for future work. 
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7. Bernstein, D.J.: A short proof of the unpredictability of cipher block chaining 

(January 2005), http://cr.yp.to/antiforgery/easycbc-20050109.pdf 
8. Bossi, S., Visconti, A.: What Users Should Know About Full Disk Encryption 

Based on LUKS. In: CANS 2015. LNCS, vol. 9476, pp. 225–237 (2015) 
9. Chen, S., Steinberger, J.P.: Tight Security Bounds for Key-Alternating Ciphers. 

In: EUROCRYPT 2014. LNCS, vol. 8441, pp. 327–350 (2014) 
10. Dodis, Y., Gennaro, R., H̊astad, J., Krawczyk, H., Rabin, T.: Randomness Extrac-

tion and Key Derivation Using the CBC, Cascade and HMAC Modes. In: CRYPTO 
2004. LNCS, vol. 3152, pp. 494–510 (2004) 

11. Dodis, Y., Ristenpart, T., Steinberger, J.P., Tessaro, S.: To Hash or Not to Hash 
Again? (In)Differentiability Results for H2 and HMAC. In: CRYPTO 2012. LNCS, 
vol. 7417, pp. 348–366 (2012) 

12. Ferguson, N., Schneier, B.: Practical Cryptography. Wiley (2003) 
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A Proofs of Lemmas from Sect. 2 
√ 

Lemma 1. Let α > 0 be a real number. Then, for i ≥ 2αN + 1, we have 

−αβ(i) ≤ e . 
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Proof. Recall (1): 

N i := 

i−1
� 

j=0 

(N − j), 

so that from (2): 

β(i) := 
N i 

N i 
= 

i−1
� 

j=0 

� 

1 − 
j 

N 

� 

. 

As 1 − x ≤ e−x for any x ∈ R, 

� 

1 − 
j 

N 

� 

≤ e − j N , 

and we get 

β(i) ≤ 
i−1
� 

j=0 

e − j N 

For i ≥ 
√ 

2αN + 1, we have 

= e 
− 
�i−1 

j=0 
j 
N . 

(i − 1)2 ≥ 2αN, 

and we get 

− 
i−1
� 

j=0 

j = − 
i(i− 1) 

2 
≤ − 

(i − 1)2 

2 
≤ −αN, 

so that 

β(i) ≤ e − αN 
N ≤ e −α . 

⊓⊔ 

Lemma 2. For any two positive integers a and b with b ≥ a, 

b
� 

i=a+1 

1 

i 
≤ log 

� 
b 

a 

� 

Proof. For any positive integer i, we know that 

e − 1 i ≥ 1 − 
1 

i 
= 

i − 1 

i 
, 

so 

e 
1 
i ≤ 

i 

i − 1 
. 

Thus, 

e 

�

�b 
i=a+1 

1 
i 

� 

= 

b
� 

i=a+1 

e 
1 
i ≤ 

b
� 

i=a+1 

i 

i − 1 
= 

b 

a 
. 
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� 

� 

� � 

Taking logarithms, we have 

b � � 
1 b ≤ log . 
i a 

i=a+1 

⊓⊔ 

Lemma 3. For any positive integer b, 

√ 
d(b) < 2 b. 

Proof. Let ⌈x⌉ denote the smallest integer greater than or equal to x. For any √ √ 
divisor a of b such that a > b, we have a unique k < b such that ak = b.

�√ � �√ � √ 
Since k can have at most b − 1 values, b can have at most b − 1 < b 

√ 
divisors greater than b. A similar reasoning shows that the number of divisors √ √ 
of b not greater than b is at most b. Thus 

√ 
d(b) < 2 b. 

⊓⊔ 

Lemma 4. For any positive integer b, 

b 
= σ(b). 

a 
a|b 

Proof. For a divisor a of b, suppose ak = b. Then k is also positive, so k|b. 
Moreover, k is distinct for each distinct a. As there are as many distinct values 
of a as there are divisors of b, k also runs precisely over the set of divisors of b. 
Hence 

b 
= k = σ(b). 

a 
a|b a|b 

⊓⊔ 

Lemma 5. For any positive integer b ≥ 2, 

σ(b) < 3b log b. 

Proof. Robin [18] showed that for all b ≥ 3, 

0.6483 · b 
σ(b) < 1.7811 · b log log b + ,

log log b 

Since 
(log log 10)2 > 0.6483, 
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for b ≥ 10 we have 
0.6483 · b 

< b log log b. 
log log b 

Or, as log log b < log b for b > 1, we have 

σ(b) < 3b log b 

for b ≥ 10. We can evaluate this inequality for smaller integer values of b, and 
find that the inequality is satisfied for any positive integer b ≥ 2. ⊓⊔ 
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Abstract  —  We present a method for improving high-insertion-

loss measurements with a calibrated vector network analyzer 
(VNA) requiring only two additional pieces of hardware. By 
utilizing an amplifier and an attenuator, and measuring wave-
parameters rather than scattering-parameters, we are able to 
increase the dynamic range of our measurements while decreasing 
uncertainties due to the noise floor of the VNA. We compare the 
results of our technique to standard methods for insertion-loss 
values up to 110 dB.  
  

Index Terms — attenuator, calibration, high insertion loss, 
measurement, uncertainty, vector network analyzer. 

I. INTRODUCTION 

The need to accurately characterize high values of insertion 
loss is critical in applications such as line-of-sight channel 
measurements and near- to mid-range antenna measurements. 
In our case, we are currently participating in a cooperative 
effort between the National Institute of Standards and 
Technology (NIST) and the National Telecommunications and 
Information Administration (NTIA) to quantify the agreement 
among four different types of channel-sounder systems for 
both conducted and free-field environments at 3.5 GHz. The 
VNA is serving as a reference to which the other three systems 
are being compared, since we can use it to provide traceable, 
calibrated measurements with uncertainties characterized by 
the NIST Microwave Uncertainty Framework [1].  

In a free-field environment, we will encounter channels with 
insertion losses varying from 50 dB to 100 dB, depending on 
the separation distance between transmit and receive antennas. 
Standard methods for measuring the upper end of these values 
are inadequate, as the noise floor of the VNA limits our ability 
to accurately characterize such channels.  

In this paper, we describe a straightforward method to extend 
the dynamic range of our VNA measurements by measuring 
wave-parameters, as opposed to scattering-parameters (S-
parameters), and utilizing an amplifier and an attenuator. In the 
following sections, we describe our measurement setup, and 
compare results from this technique to standard methods.  

II. MEASUREMENT SETUP 

Figure 1 shows a simplified schematic diagram of a four-
sampler VNA. The source is switched between ports 1 and 2 so 
all four S-parameters can be calculated from the measured 
incident and reflected signals. Normally, a calibration is first 

performed to correct for non-idealities in the VNA, and then 
calibrated S-parameters of devices under test (DUTs) can be 
measured. The setup, shown in Figure 1, works well for 
moderate insertion losses, but as these values increase, the 
measurements become noisier due to the inadequate dynamic 
range of the VNA. In an attempt to overcome this problem, we 
developed a method that makes use of an amplifier between the 
source and the couplers on port 1. With the increased power 
incident on port 1, we need to place a compensating attenuator 
between the coupler and the receiver responsible for measuring 
the incident power to prevent damage to the receiver. Figure 2 
illustrates these modifications, where a 20 dB amplifier and a 
20 dB attenuator have been inserted. For measurements with 
this setup, we cannot risk damage to the receiver responsible 
for measuring the transmitted signal on port 2 when power is 
applied to port 1 and a DUT is connected between the two 
ports. Thus, for this case, we restrict ourselves to measuring 
DUTs with at least 20 dB of attenuation.  

Prior to making measurements with the modified setup, we 
perform a calibration with the amplifier removed, but with the 
attenuator left in. With the amplifier removed, we can ensure 
the calibration is performed in the linear regime of the VNA. 
The attenuator must be left in, however, for the calibration to 
remain valid. Additionally, we are required to measure wave-
parameters rather than S-parameters, and our calibrations must 
be performed with an eight-term model rather than a twelve-
term model [2]. The reason is that the switch terms, which 
correct for differences in the reflection coefficients of the 
terminating resistor switched between ports 1 and 2, will 
change with the amplifier placed in the system. Wave-
parameters automatically compensate for this phenomena since 
incident and reflected signals are directly measured [3].  

The wave-parameter calibration begins by transforming the 
uncalibrated wave-parameter measurements of each standard 
into uncalibrated S-parameters. Then, we apply a calibration 
designed to work on switch-term-corrected data. If the user 
wishes to determine calibrated wave-parameters, two 
additional terms are required: the magnitudes at each 
frequency, which can be determined with a calibrated power 
meter, and the phase relationships among frequencies, which 
can be determined with a characterized comb generator. We 
should note that for this particular application, neither 
magnitude nor phase calibrations are required since we are 
ultimately taking ratios of the measured wave-parameters and 
calculating S-parameters. 
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III. MEASUREMENT COMPARISON 
  

We performed four separate calibrations, all of which made 
use of an Open-Short-Load-Thru (OSLT) calibration kit with 
Type-N coaxial connectors. Physical models of the calibration 
standards were developed and validated with a multiline Thru-
Reflect-Line (TRL) calibration within the NIST Microwave 
Uncertainty Framework [4]. 

The first three calibrations were made with the standard 
VNA setup, as illustrated in Figure 1. In the first one, we 
measured S-parameters at an input power of -17 dBm, the 
default power setting on the VNA. The second calibration was 
also measured with S-parameters, but at an increased input 
power of 0 dBm. The third calibration was performed with 
wave-parameters also at 0 dBm, so we could verify that 
measuring wave-parameters and S-parameters provides 
comparable results. And the fourth calibration made use of the 
modified setup of Figure 2, where the amplifier was removed 
during calibration, and re-inserted for the actual DUT 
measurements. Our DUT was a variable attenuator with a range 
of 0 to 110 dB with steps of 10 dB. All of the measurements 
were performed on a frequency grid between 2.7-3.7 GHz (the 
bandwidth of our amplifier) with a spacing of 1 MHz (1001 
points) and an IF bandwidth of 100 Hz with no averaging.   

Table 1 lists the mean values and standard deviations of the 
magnitudes of S21 calculated over the measured frequencies at 
attenuator settings of 60-110 dB for the four calibrations.  

Although all of the calibrations provided comparable mean 
values up to 90 dB, the standard deviations increased much 
more drastically with increased attenuator settings for the case 
where S-parameters were measured at an input power of -17 
dBm. At this input power, the 100 dB and 110 dB 
measurements were limited by the VNA’s noise floor, and thus 
the values were incorrect. At the highest attenuator settings, 
both the S-parameter and wave-parameter measurements at an 
input power of 0 dBm were still able to provide reasonable 
mean values, but their respective standard deviations became 
increasingly large. In contrast, the wave-parameter 
measurements with the amplifier and attenuator resulted in 
standard deviations approximately ten times lower than with 
the standard setup at these highest settings.  

   
  

Fig. 1. Simplified schematic diagram of a four-sampler VNA.  
  

 

   

Fig. 2. Simplified schematic diagram of a four-sampler VNA 
with a 20 dB amplifier and 20 dB attenuator inserted for 
improved high-insertion-loss measurements. 
 

b1

DUT

a1 a2b2

b1

DUT

a1 a2b2

20 dB
Amp

20 dB
Atten.

TABLE I 
COMPARING HIGH INSERTION-LOSS MEASUREMENTS OF FOUR DIFFERENT CALIBRATIONS 

Attenuator  |S21| Mean ± Std. Dev. (dB)  
Setting 
(dB) 

S-Parameters 
(-17 dBm) 

S-Parameters 
(0 dBm) 

Wave-Parameters
(0 dBm) 

Wave Parameters 
(0 dBm + Amp) 

60 
70 
80 
90 

100 
110 

-60.69 ± 0.12 
-70.72 ± 0.34 
-80.79 ± 1.08 
-90.81 ± 3.47 
-97.27 ± 5.44 
-98.66 ± 5.56 

-60.71 ± 0.06 
-70.74 ± 0.08 
-80.95 ± 0.16 
-90.87 ± 0.49 
-100.70 ± 1.51 
-110.59 ± 4.75 

-60.71 ± 0.06 
-70.73 ± 0.08 
-80.71 ± 0.17 
-90.64 ± 0.50 
-100.58 ± 1.55 
-110.26 ± 4.37 

-60.70 ± 0.06 
-70.72 ± 0.06 
-80.68 ± 0.05 
-90.63 ± 0.08 
-100.52 ± 0.15 
-110.52 ± 0.43 
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Fig. 3. Comparing measurements of |S21| at the 90 dB attenuator 
setting for four different calibrations. 
 

 
 
Fig. 4. Comparing measurements of |S21| at the 100 dB 
attenuator setting for four different calibrations. 
 

 
 
Fig. 5. Comparing measurements of |S21| at the 110 dB 
attenuator setting for four different calibrations. 
 

 
Fig 6. Nominal calibrated measurements (black curve) and 
95% confidence intervals (grey curves) of |S21| for the 70 dB 
setting by use of the wave-parameter measurements at an input 
power of 0 dBm with the amplifier and attenuator. 
 
 

Figures 3-5 illustrate the measurements of |S21| at the 90, 100, 
and 110 dB settings for the four different calibrations. Figure 6 
plots the measurements and 95 % confidence intervals of |S21| 
for the variable attenuator at the 70 dB setting (a typical value 
we will likely encounter during free-field measurements) for 
the wave-parameter measurements at an input power of 0 dBm 
with the amplifier and attenuator. 

IV. CONCLUSIONS 

By utilizing only two additional pieces of hardware and 
measuring wave-parameters rather than S-parameters, we were 
able to increase the dynamic range of our VNA while 
decreasing uncertainties due to the noise floor. This modified 
setup decreased the standard deviations of |S21| by an order of 
magnitude for attenuator settings over 90 dB. Although we 
were limited to a maximum insertion loss of 110 dB due to our 
attenuator, we believe this method can provide adequate 
measurements for values up to approximately 130 dB.  

For even higher values of insertion loss, encountered in 
applications such as non-line-sight channel measurements, we 
would most likely require additional hardware, including 
external couplers and a different calibration technique, such as 
Short-Open-Load-Attenuator. Additionally, we plan on 
examining the effects of performing high-insertion-loss 
measurements utilizing calibrations that include isolation 
terms. These topics remain the subject of future studies. 
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Abstract
In this paper, we present the results of the SHREC’17 Track: Point-Cloud Shape Retrieval of Non-Rigid Toys. The aim of this 
track is to create a fair benchmark to evaluate the performance of methods on the non-rigid point-cloud shape retrieval problem. 
The database used in this task contains 100 3D point-cloud models which are classified into 10 different categories. All point 
clouds were generated by scanning each one of the models in their final poses using a 3D scanner. The retrieval performance is 
evaluated using seven commonly-used statistics (PR-plot, NN, FT, ST, E-measure, DCG, mAP). In total, there are 8 groups and 
31 submissions taking part in this contest. The evaluation results shown by this work suggest that researchers are progressing 
towards shape descriptors which can capture the main characteristics of 3D models, however, more tests still need to be made, 
since this is the first time we compare non-rigid signatures for point-cloud shape retrieval.

Categories and Subject Descriptors (according to ACM CCS): H.3.3 [Computer Graphics]: Information Systems—Information 
Search and Retrieval

1. Introduction

With the rapid development of virtual reality (VR) and augmented 
reality (AR), especially in gaming, 3D data has become part of our 
everyday lives. Since the creation of 3D models is essential to these 
applications, we have been experiencing a large growth in the num-
ber of 3D models available on the Internet in the past few years. 
The problem now has been organizing and retrieving these models 
from databases. Researchers from all over the world are trying to 
create shape descriptors in a way to organize this huge amount of 
models, making use of many mathematical tools to create 
discriminative and efficient signatures to describe 3D shapes. The 
importance of shape retrieval is evidenced by the 11 years of the 
Shape Retrieval Contest (SHREC).

There are two distinct areas which concern shape retrieval: 
The first, non-rigid shape retrieval, which deals with the problem 
of articulations of the same shape [LGT∗10, LGB∗11, LZC∗15], 
and second, comprehensive shape retrieval [BBC∗10, LLL∗14, 
SYS∗16], which deals with any type of deformation, for example, 
scaling, stretching and even differences in topology. While compre-
hensive shape retrieval is more general, non-rigid shape retrieval is

as important when it is necessary to carefully classify similar ob-
jects that are in distinct classes [PSR∗16].

Three-dimensional point clouds are the immediate result of scans
of 3D objects. Although there are efficient methods to create
meshes from point clouds, sometimes this task can be complex,
particularly when point-cloud data present missing parts or noisy
surfaces, for example, fur or hair. In this paper, we are interested in
the non-rigid shape retrieval task, therefore we propose to create a
non-rigid point-cloud shape retrieval benchmark (PRoNTo: Point-
Cloud Shape Retrieval of Non-Rigid Toys), which was produced
given the necessity of testing non-rigid shape signatures computed
directly from unorganized point clouds, i.e., without any connec-
tivity information. This is the first benchmark ever created to test,
specifically, the performance of non-rigid point-cloud models.

This benchmark is important given the need to compare 3D non-
rigid shapes based directly on a rough 3D scan of the object, which
is a more difficult task than comparing signatures computed from
well-formed 3D meshes. 3D scanners may introduce some sam-
pling problems to the scanned models, given the difficulty of reach-
ing all parts of the object by the scan head and given that some
materials have specular properties and these can generate outliers.

Although some methods available in the literature use point sets
to create their shape signatures, we have not seen these methods
being used directly to address the non-rigid point-cloud shape-

DISCLAIMER: Any commercial product or company name in this paper 
is given for informational purposes only. Their use does not imply 
recommendation.
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Celebrating Dance move Default Hands front Open

Seated Seated hands front Straight Walking Tilted

Figure 1: Different poses captured of the objects, showing model Monster as an example. Point clouds were coloured by Y and Z coordinates.

retrieval problem since there are no specific point-cloud datasets 
available for this purpose. Instead, these methods normally use 
mesh vertices, which sometimes can be a very bad idea, unless ver-
tices are very well distributed along the surface of the shape.

2. Dataset

Our dataset consists of 100 models that are derived from 10 differ-
ent real objects. Each real object was scanned in 10 distinct poses 
by articulating them around their joints. The different poses and 
each one of the objects used to create this database can be seen in 
Figures 1 and 2, respectively. After scanning all the poses we man-
ually removed the supports used to scan the objects using MeshLab.

Objects were scanned using the Head & Face Color 3D Scan-
ner of Cyberware. This scanner makes a 360 degrees scan around 
the object estimating x, y, and z coordinates of a vertical patch. 
The scanning process captures an array of digitized points and also 
the respective RGB colors although they are not used in this con-
test. The file format for the objects was chosen as the Object File 
Format (.off), which, in this case, contains only vertex informa-
tion. We also resample models using the Poisson-Disk Sampling 
algorithm [CCS12] since the scan generates an arbitrary number of 
samples. This way, we control the sampling rate so that every model 
has approximately 4K points. Finally, we perform an arbitrary rota-
tion of the model so that it is not always in the same orientation. The 
point clouds acquired by our scans suffer from common scanning 
problems like holes and missing parts resulted from self-occlusions 
of the shapes, and also from noise given that some toy’s materials 
have specular reflection properties.

Bear Dog Einstein Fox Monkey

Monster Rat Sheep Teddy Tiger

Figure 2: Different toys used to create the PRoNTo dataset.

3. Evaluation

The evaluation rules follow standard measures used in SHREC 
tracks in the past. We asked participants to submit up to 6 dis-
similarity matrices. These matrices could be a result of differ-
ent algorithms or different parameter settings, at the choice of the 
participant. A dissimilarity matrix is the result of a shape retrieval 
problem which gives the difference between every model in the 
database. It has the size N × N, where N is the number of models 
of the dataset and the position (i, j) in the matrix gives the differ-
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ence between models i and j. No class information is provided with
the data, and supervised methods are not allowed in the track.

In total, seven standard quantitative evaluation measures were
computed over the dissimilarity matrices submitted by the partic-
ipants to test the retrieval accuracy of the algorithms: Precision-
and-Recall (PR) curve, mean Average Precision (mAP), E-Measure
(E), Discounted Cumulative Gain (DCG), Nearest Neighbor (NN),
First-Tier (FT) and Second-Tier (ST).

4. Participants

During this contest, we had 8 groups taking part in the SHREC’17
PRoNTo contest and we received in total 31 dissimilarity-matrix
submissions, as detailed below:

1. MFLO-FV-IWKS, MFLO-SV-IWKS, PCDL-FV-IWKS, PCDL-
SV-IWKS, GL-FV-IWKS and GL-SV-IWKS submitted by Fred-
erico A. Limberger and Richard C. Wilson.

2. BoW-RoPS-1, BoW-RoPS-2, BoW-RoPS-DMF-3, BoW-RoPS-
DMF-4, BoW-RoPS-DMF-5 and BoW-RoPS-DMF-6 submitted
by Minh-Triet Tran, Viet-Khoi Pham, Hai-Dang Nguyen and
Vinh-Tiep Nguyen. Other team members: Thuyen V. Phan, Bao
Truong, Quang-Thang Tran, Tu V. Ninh, Tu-Khiem Le, Dat-
Thanh N. Tran, Ngoc-Minh Bui, Trong-Le Do, Minh N. Do and
Anh-Duc Duong.

3. POHAPT and BPHAPT submitted by Andrea Giachetti.
4. CDSPF submitted by Atsushi Tatsuma and Masaki Aono.
5. SQFD(HKS), SQFD(WKS), SQFD(SIHKS), SQFD(WKS-

SIHKS) and SQFD(HKS-WKS-SIHKS) submitted by Benjamin
Bustos and Ivan Sipiran.

6. SnapNet submitted by Bertrand Le Saux, Nicolas Audebert and
Alexandre Boulch.

7. AlphaVol1, AlphaVol2, AlphaVol3 and AlphaVol4 submitted by
Santiago Velasco-Forero.

8. m3DSH-1, m3DSH-2, m3DSH-3, m3DSH-4, m3DSH-5 and
m3DSH-6 submitted by Bo Li, Yijuan Lu and Afzal Godil.

Laplace-Beltrami operator: The LBO is a linear operator defined
as the divergence of the gradient, taking functions into functions
over the 2D manifoldM

∆M f =−5·5M f (1)

given that f is a twice-differentiable real-valued function. Although
we compute the LBO using three different methods, all these use
the same parameters that are equivalent in each approach. The
eigendecomposition of the LBO results in their eigenvalues and
eigenfunctions, which are commonly known as the shape spectrum
and these are further used to compute a local descriptor.

Local Descriptor: After computing the shape spectrum, we com-
pute the Improved Wave Kernel Signature (IWKS) [LW15] which
is a local spectral descriptor based on the Schrodinger equation and
it is governed by the wave function ψ(x, t).

i∆Mψ(x, t) = ∂ψ
∂t

(x, t), (2)

The IWKS is an improved version of the WKS [ASC11]. It has a
different weighting filter of the shape spectrum which captures, at
the same time, the major structure of the object and its fine details,
therefore being more informative than the WKS.

Encoding: For computing the encoding of local descriptors into
global signatures for shape retrieval, we use state-of-the-art encod-
ings: Fisher Vector (FV) [PD07] and Super Vector (SV) [ZYZH10].
These methods are based on the differences between descriptors
and probabilistic distribution functions, which we approximate by
Gaussian Mixture models. More details about these encodings can
be found in [LW15].

Distances between signatures: Distances between signatures are
computed using Efficient Manifold Ranking (EMR) [XBC∗11],
which accelerates the classic Manifold Ranking [ZWG∗04]. EMR
has similar evaluation performance to MR, however, it has much
lower computation times when used in large databases.

Experimental settings: We compute the first 100 eigenvalues and
eigenfunctions of the respective LBO using 15 nearest neighbours
to compute the proximity graph for all methods. In PCDLaplace,
we use the following additional parameters: htype = ddr;hs =
2;rho = 2. For the computation of the local descriptor, we use
iwksvar = 5. For computing the Gaussian dictionary, we use the
first 29 models of the database to create GMMs with 38 compo-
nents for each signature frequency. For computing EMR we use 99
landmarks and we use k-means as the landmark selection method.
The number of landmarks is usually chosen as a slightly smaller
number than the number of models in total. For one model in the
database, it takes approximately 15 seconds to compute the MFLO-
IWKS, 8 seconds to compute the GL-IWKS and 11 seconds to
compute the PCDL-IWKS. To compute the entire dissimilarity ma-
trix it takes approximately 43 seconds with the FV and 56 seconds
with the SV. All experiments were carried out in Matlab on a PC
CPU i7-3770 3.4GHz, 8GB RAM.

5. Methods

In the next sections, we detail all the participant methods that have 
successfully competed in the PRoNTo dataset contest. Experimen-
tal settings of each method are displayed at the end of each section.

5.1. Spectral Descriptors for Point Clouds, by Frederico
Limberger and Richard Wilson

The key idea of this method is to test spectral descriptors computed 
directly from point clouds using different formulations for the com-
putation of the Laplace-Beltrami operator (LBO). We test three dif-
ferent methods for computing the LBO: the Mesh-Free Laplace op-
erator (MFLO), the Point-Cloud Laplace (PCDLaplace) [BSW09] 
and the Graph Laplacian (GL).

Our framework is as follows. We first compute the eigendecom-
position of the different LBO methods. Then we compute local 
descriptors. We encode these local features using state-of-the-art 
encoding schemes (FV and SV). Furthermore, we compute the dif-
ferences between shape signatures using Efficient Manifold Rank-
ing. We now detail each part of our framework.
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Figure 3: Bag-of-Words framework for 3D object retrieval

5.2. Bag-of-Words Framework for 3D Object Retrieval, by
Minh-Triet Tran, Viet-Khoi Pham, Hai-Dang Nguyen and
Vinh-Tiep Nguyen

We develop our framework for 3D object retrieval based on Bag-
of-Words scheme for visual object retrieval [SZ03]. BoW method
originated from text retrieval domain and is shown to be success-
fully applied on large-scale image [NNT∗15] and 3D object re-
trieval [PSA∗16]. Figure 3 illustrates the main components of our
framework.

Preprocessing: Each point cloud is normalized into a unit cube and
densified to reduce significant difference in the density between
different parts.

Feature detector: For each model, we uniformly take random sam-
ples of 5%≤ pSampling ≤ 50%.

Feature descriptor: We describe the characteristics of the point
cloud in a sphere with supporting radius r surrounding a selected
vertex. We propose our point-cloud-based descriptor inspired by
the idea of RoPS [GSB∗13] to calculate the descriptor directly from
a point cloud (without reconstructing faces). We first estimate the
eigenvectors of the point cloud within a supporting radius r of a
selected vertex, then transform the point cloud to achieve rotation
invariant for the descriptor, and finally calculate the descriptor. We
consider the supporting radius r from 0.01 to 0.1.

Codebook: All features extracted from the models are used to build
a codebook with size relatively equal to 10% of the total number of
features in the corpus, using Approximate K-Means.

Quantization: To reduce quantization error, we use soft-
assignment [PCI∗08] with 3 nearest neighbors.

Distance measure metric: instead of using a symmetric distance,
we use L1, asymmetric distance measurement [ZJS13], to evaluate
the dissimilarity of each pair of objects.

Our first two runs (1 and 2) are results of our BoW framework
using random sampling with pSampling = 45% and codebook size
of 18000. The radius of point-cloud based RoPS for run 1 and 2 are
r = 0.04 and 0.05, respectively.

Each main component of our BoW framework is deployed on a
different server. Codebook training module using Python 2.7 is de-
ployed on Ubuntu 14.04 with 2.4 GHz Intel Xeon CPU E5-2620 v3,
64 GB RAM. It takes 30 minutes to create a codebook with 18,000
visual words from 180,000 features. 3D feature extraction and de-

scription module, written in C++, runs on Ubuntu 14.04, 2GHz In-
tel Xeon CPU E5-2620, 1GB RAM.

The retrieval process in Matlab R2012b with feature quantization
and calculating the dissimilarity matrix is performed on Windows
Server 2008 R2, 2.2GHz Intel Xeon CPU E5-2660, 12 GB RAM.
The average time to calculate features of a model is 1-2 seconds
and it takes on average 0.02 seconds to compare an object against
all 100 objects.

5.2.1. Distance Matrix Fusion

With each setting for our BoW framework, we get a different re-
trieval model. We propose a simple method to linearly combine k
distance matrices D1,D2, ...,Dk with different coefficients into a
new distance matrix:

DFusion = w1D1 +w2D2 + ...wkDk. (3)

Our objective is to take advantage of different retrieval models
obtained from our framework with the expectation to increase the
performance of the retrieval process.

We limit the number of seeds k of 2 or 3, and the value of a
coefficient wi is from 0 to 1, step 0.2. Our last four runs are com-
binations of Run1 and Run2 with different values of w1 and w2:
Run3: w1 = 0.8 and w2 = 0.6; Run4: w1 = 1.0 and w2 = 0.8;
Run5: w1 = 0.6 and w2 = 0.2; and Run6: w1 = 1.0 and w2 = 0.4.
Experimental results show that the fusion runs can even yield better
performance in retrieval than the two original seeds.

5.3. Simple meshing and Histogram of Area Projection
Transform, by Andrea Giachetti

The method is based on simple automatic point cloud meshing fol-
lowed by the estimation of the Histogram of Area Projection Trans-
form descriptor [GL12]. Shapes are represented through a set of N
voxelized maps encoding the area projected along the inner normal
direction at sampled distances Ri, i = 1..N in a spherical neighbor-
hood of radius σ around each voxel center location~x. Values at dif-
ferent radii are weighted in order to have a scale-invariant behavior.
Histograms of MAPT computed inside the objects are quantized
in 12 bins and evaluated at 12 equally spaced radii values rang-
ing from 3 to 39mm., with σ always taken as half the radius. His-
tograms computed at the different radii considered are concatenated
creating an unique descriptor. Dissimilarity matrices are generated
by measuring the histogram distances with the Jeffrey divergence.

This descriptor is robust against pose variation and inaccuracy
due to holes, especially if histograms are estimated inside the shape
only. For this reason we applied the HAPT estimation using the
code publicily available at the web site www.andreagiachetti.it on
closed meshes estimated on the original point clouds with two
different procedures implemented as simple Meshlab [CCC∗08]
scripts.

We submitted matrices corresponding to each of these proce-
dures.
Poisson reconstruction: In the first run, we just applied Poisson
reconstruction [KBH]. Points’ normals have been estimated on a
12 neighbors range, and the octree depth has been set equal to 9.
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Ball Pivoting and Poisson: In the second run we first smoothed 
the point set using Moving Least squares, then we applied the ball 
pivoting method [BMR∗99] to extract an open mesh. The mesh 
has been refined with triangle splitting and normals have been re-
computed on the basis of the meshing. From mesh and normals 
obtained, a closed watertight mesh has been finally obtained with 
the Poisson reconstruction method.

Note that meshing would be not mandatory for the application 
of the method, as a point cloud implementation of the descriptor 
would be quite simple. However, we believe that Poisson meshing 
provides in general a better estimate of the inner part of the mesh 
and is effective in reconstructing missing parts in a reasonable way.

Meshlab scripts run in less than one second per model and 
HAPT estimation takes 10 seconds on average. Histogram distance 
estimation time, performed in Matlab, is negligible in comparison.

5.4. Covariance Descriptor with Statistics of Point Features,
by Atsushi Tatsuma and Masaki Aono

For non-rigid human 3D model retrieval, we previously proposed 
the local feature extraction method [PSR∗16] that calculates the 
histogram, mean, and covariance of geometric point features. In 
this track, we further calculate the skewness and kurtosis of geo-
metric point features to obtain more discriminative local feature. 
3D point-cloud object finally is represented with the covariance of 
the local features consisting of the histogram, mean, covariance, 
skewness, and kurtosis of geometric point features. We call our ap-
proach the Covariance Descriptor with Statistics of Point Features 
(CDSPF).

The overview of our approach is illustrated in Figure 4. We first 
calculate 4D point geometric feature f = [ f1, f2, f3, f4] proposed 
in [WHH03]. The geometric feature is computed for every pair of 
points pa and pb in the point’s k-neighborhood:

f1 = tan−1(w ·nb/u ·na), (4)

f2 = v ·nb, (5)

f3 = u · (pb−pa/d), (6)

f4 = d, (7)

where the normal vectors of pa and pb are na and nb, u = na, v =
(pb−pa)×u/||(pb−pa)×u||, w = u×v, and d = ||pb−pa||.

Next, we collect the point features in a 16-bin histogram h. The
index of histogram bin h is defined by the following formula:

h =
4

∑
i=1

2i−1s(t, fi), (8)

where s(t, f ) is a threshold function defined as 0 if f < t and 1
otherwise. The threshold value used for f1, f2 and f3 is 0, while
the threshold value for f4 is the average value of f4 in the k-
neighborhood.

Furthermore, we calculate the mean, covariance matrix, skew-
ness, and kurtosis of the point features. Let f1, f2, . . . , fN be the point
features of size N. The mean µ, covariance matrix C, skewness s,
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Figure 4: Overview of CDSPF extraction process.

and kurtosis k are calculated as follows [Mar70]:

µ =
1
N

N

∑
i=1

fi, (9)

C =
1
N

N

∑
i=1

(fi−µ)(fi−µ)>, (10)

s =
1

N2

N

∑
i=1

N

∑
j=1
{(fi−µ)>C−1(fi−µ)}3, (11)

k =
1
N

N

∑
i=1
{(fi−µ)>C−1(fi−µ)}2. (12)

Since the covariance matrix C lies on the Riemannian manifold of 
symmetric positive semi definite matrices, we map the 
covariance matrix onto a point in the Euclidean space by using 
Pennec et al.’s method [PFA06].

We finally obtain the local feature by concatenating the his-
togram, mean, covariance, skewness, and kurtosis of the point fea-
tures. The local feature is normalized with the signed square rooting 
and `2 normalization [JC12]. To compare 3D point-cloud objects, 
we integrated the set of local features into a feature vector with the 
covariance descriptor approach [TPM06].

Since 3D point-cloud objects in the dataset do not have normal 
vector information, we used the Point Cloud Library [RC11] for 
estimating normal vector of each point. Moreover, we set the size 
of the neighborhood k to 30. We employ the Euclidean distance for 
the dissimilarity between two feature vectors.

The method was implemented in C++. Experiments were carried 
out under Debian Linux 8.7 on a CPU 3.4GHz Intel Core i7-6800K 
and 128GB DDR4 memory. The average time to calculate the shape 
descriptor for a 3D model is about 1.46 seconds and it takes approx-
imately 10 seconds to compute the dissimilarity matrix.

5.5. Signature Quadratic Form Distance on Spectral
Descriptors, by Ivan Sipiran and Benjamin Bustos

Our method combines the flexibility of the Signature Quadratic 
Form Distance (SQFD) [BUS09] with the robustness of intrin-
sic spectral descriptors. On the one hand, the SQFD distance has 
proven to be effective in multimedia domains where objects are 
represented as a collection of local descriptors [SLBS16]. On the 
other hand, intrinsic descriptors are useful to keep robustness to 
non-rigid transformations. Our proposal consists of representing 
the input 3D point cloud as a set of local descriptors which will 
be compared through the use of the SQFD distance.
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Let P be a 3D point cloud. The first step of our method is to
compute a set of local descriptors on P. The spectral descriptors
depends on the computation of the Laplace-Beltrami operator on
the point cloud. So a pre-processing step is needed to guarantee
a proper computation of this operator. The pre-processing is per-
formed as follows

• Normal computation. We compute a normal for each point in
the point cloud. For a given point, we get the 20 nearest neigh-
bors and compute the less dominant direction of the neighbor-
hood.
• Poisson reconstruction. We reconstruct the surface for the point

cloud using the screened Poisson reconstruction method [KH13].
We set the octree depth to eight and the depth for the Laplacian
solver to six. The output is a Manifold triangle mesh that pre-
serves the structure of the original point cloud.

Let M be the obtained mesh. We compute a local descriptor for
each vertex in the mesh. We denote the set of local descriptors of 
the mesh M as FM . The challenge now is how to compare two ob-
jects through their collections of local descriptors. The approach to 
use the SQFD distance establishes that we need to compute a more 
compact representation called a signature. Let, suppose the 
existence of a local clustering on FM that groups similar local⋂ ⋂
descriptors such that the number of clusters is n and FM = C1 
C2 . . .Cn. The signature is defined as SM = {(ci

M ,wi
M), i = 

1, . . . ,n}, wherecM
i =

∑d∈Ci
d

|Ci| and wM
i =

|Ci|
|FM| . Each element in the signature con-

tains the average descriptor in the cluster (cM
i ) and a weight (wM

i )
to quantify how representative is the cluster in the collection of lo-
cal descriptors.

Note that the local clustering is a key ingredient of the compu-
tation of the signatures. Here we briefly give some details about
the clustering. We use an adaptive clustering method that searches
groups of descriptors using two distance thresholds. The method
uses an intra-cluster threshold λ that sets the maximum distance
between descriptors in the same cluster. Also, the method uses an
inter-cluster threshold β that sets the minimum distance between
centroids of different clusters. In addition, the clustering method
only preserves clusters with a number of descriptors greater than a
parameter Nm. More details can be found in [SLBS16].

Given two objects M and N, and their respective signatures SM

and SN , the Signature Quadratic Form Distance is defined as

SQFD(SM ,SN) =
√

(wM |−wN) ·Asim · (wM |−wN)T (13)

where (wA|wB) denotes the concatenation of two weight vectors.
The matrix Asim is a block similarity matrix that stores the correla-
tion coefficients between clusters. To transform a distance between
cluster centroids to a correlation coefficient, we need to apply a
similarity function. We use the Gaussian similarity function

sim(ci,c j) = exp(−αd2(ci,c j)). (14)

Note that to compute the transformation, we need to choose the
value of parameter α and the ground distance for descriptors. In all

our experiments, we use α = 0.9 and L2 as ground distance. More 
details about the computation of signatures and the SQFD distance 
can be found in [SLBS16].

Experimental Settings: We provide five runs using different con-
figurations. Here, we describe the parameters used in each run

• SQFD(WKS). We use the normalized Wave Kernel Signa-
ture [ASC11] as local descriptor. The parameters for local clus-
tering are λ = 0.2, β = 0.4, Nm = 30.

• SQFD(HKS). We use the normalized Heat Kernel Signa-
ture [SOG09] as local descriptor. The parameters for local clus-
tering are λ = 0.1, β = 0.2, Nm = 20.

• SQFD(SIHKS). We use the Scale-invariant Heat Kernel Signa-
ture [BK10] as local descriptor. The parameters for local cluster-
ing are λ = 0.1, β = 0.2, Nm = 20.

• SQFD(WKS-SIHKS). We use a distance function as a combina-
tion of distances. For every pair of objects, we compute the sum
of the distances obtained with SQFD(WKS) and SQFD(SIHKS).

• SQFD(HKS-WKS-SIHKS). We use the combination of three
distances. We use the weighted sum of distances SQFD(HKS),
SQFD(WKS) and SQFD(SIHKS). The weights are 0.15, 0.15
and 0.7, respectively.

We implemented our method in Matlab under Windows 10 on a
PC CPU i7 3.6 GHz, 12GB RAM. The average time to compute 
the shape signature for a 3D model is about 5 seconds and it takes 
approximately 0.3 seconds to compare a pair of signatures.

5.6. SnapNet for Dissimilarity Computation, by Alexandre 
Boulch, Bertrand Le Saux and Nicolas Audebert

The objective of this approach is to learn a classifier, in an unsu-
pervised way, that will produce similar outputs for the same shapes 
with different poses. As we do not know the ground truth, i.e. the 
model used to generate the pose, we will train the classifier as if 
each pose was a different class. It is a 100-class problem.

Training dataset: The training dataset is generated by taking snap-
shots around the 3D model [Gra14]. In order to create visually con-
sistent snapshots, we mesh the point cloud using [MRB09]. The 
snapshots are 3-channel images. The first channel encodes the dis-
tance to the camera (i.e. depth map), the second is the normal orien-
tation to the camera direction and the third channel is an estimation 
of the local noise in the point cloud (ratio of eigenvalues of the 
neighborhood covariance matrix). An example of such a snapshot 
is presented in Figure 5a.

CNN training: The CNN we train is a VGG16 [SZ14] with a last 
fully connected layer with a 100 outputs. We initialize the weights 
with the model trained on the ILSVRC12 contest. We then fine tune 
the network using a step learning rate policy.

Distance computation: The classifier is then applied to images 
and produces images classification vectors vim. For each model we 
compute a prediction vector VM based on the images:

VM =
∑im∈M vim

v
(15)|| ∑im∈M im||2

The distance matrix X contains the pairwise L2 distances between
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(a) Example of snapshot generated
from shape point cloud

(b) Dissimilarity matrix

Figure 5: Snapshot example and dissimilarity matrix.

the VM . Each line is then normalized using a soft max:

Xi, j =
exp(Xi, j)

∑ j exp(Xi, j)
(16)

Matrix X is not symmetrical. We finally define the symmetrical
distance matrix as D is such that D = XT X . The values of D are
clipped according to the 5th and 50th percentiles and then re-scaled
in [0,1]. The resulting matrix is presented on figure 5b.

The method was implemented in Python and C++, using the deep
learning framework Pytorch. We ran the experiments on Linux,
CPU Intel Xeon(R) E5-1620 3.50GHz. The training part was op-
erated on a NVidia Titan X Mawell GPU and the test part (pre-
dictions) on a NVidia GTX 1070. Generating the snapshots took
around 10 seconds per model. The training took around 8 hours.
The prediction vectors were generated in 2 seconds per model and
the dissimilarity matrix is computed in less than 10s.

5.7. Alpha-shapes volume curve descriptor, by Santiago
Velasco-Forero

Given S be the set of finite set of points in R3, we have computed
a set of three-dimensional alpha-shapes of radius r, proposed by
Edelsbrunner [EM94], and denoted by αr(S). Rather than find-
ing an optimal fixed value, we focus on a range of values for the
scale parameter r, and our descriptor computes the volume of each
αr(S). Thus, the similarity of two shapes is then computed by the
distance of their alpha-shapes volume curve in Euclidean norm. An
example of different αr(S) by varying r is illustrated in Figure 6.
The values of parameter (r) used in the different submission are:

• AlphaVol 1: r ∈ [0.02,0.045,0.07]
• AlphaVol 2: r ∈ [0.02,0.045,0.07,0.095]
• AlphaVol 3: r ∈ [0.02,0.045,0.07,0.095,0.12]
• AlphaVol 4: r ∈ [0.02,0.045,0.07,0.095,0.12,0.145]

We have implemented our method in Matlab and carried out ex-
periments under Mac on a PC CPU Intel Core i7 2.8 GHz, 16 GB
RAM 1600MHz DDR3, and a NVIDIA GeForce GT 750M 2048
MB. The average computation times for the shape descriptors are
as follows: AlphaVol1: 92 ms, AlphaVol2: 108 ms, AlphaVol3: 118
ms and AlphaVol4: 137 ms and it takes approximately 1.48 seconds
to compute the dissimilarity matrix in the four cases.

(a)
vol(αr=0.005(S)) =
0.0001

(b)
vol(αr=0.01(S)) =
0.0003

(c)
vol(αr=0.035(S)) =
0.0025

Figure 6: Example of representation space by α-shapes

5.8. Modified 3D Shape Histogram for non-rigid 3D toy model
retrieval (m3DSH), by Bo Li, Yijuan Lu and Afzal Godil

The 100 non-rigid point cloud toy models contain only 3D points
to represent ten different poses for each of the ten toys. We can
first reconstruct a 3D surface for each 3D point cloud such as to
extract our previously developed 3D surface-based non-rigid shape
descriptors. However, considering retrieval efficiency, the raw point
cloud data is directly used for 3D shape descriptor extraction for
shape comparison. For simplicity, we chose 3D Shape Histogram
(3DSH) [AKKS99]. The original 3DSH descriptor uniformly par-
titions the surrounding space of a 3D shape into a set of shells,
sectors or spiderweb bins and counts the percentage of the surface
sampling points falling in each bin to form a histogram as the 3DSH
descriptor. Rather than like the original 3DSH descriptor which di-
vides the space uniformly, to increase its descriptiveness we devel-
oped a modified variation of 3DSH descriptor, that is m3DSH, by
dividing the 3D space occupied by a 3D shape in a non-uniform
way.

Figure 7 illustrates the overview of the feature extraction pro-
cess: Principal Component Analysis (PCA) [Jol02]-based 3D
model normalization, and extraction of a modified 3D Shape His-
togram descriptor m3DSH. The details of our algorithm are de-
scribed as follows.

(a) Original model (b) PCA normalization (c) m3DSH descriptor

Figure 7: Modified 3D Shape Histogram (m3DSH) feature extrac-
tion process.

1) PCA-based 3D shape normalization: PCA-based 3D shape nor-
malization: We utilize PCA [Jol02] for 3D model normalization
(scaling, translation and rotation). After this normalization, each
3D point cloud is scaled to be enclosed in the same bounding sphere
with a radius of 1, centered at the origin, and rotated to have as-
close-as-possible consistent orientations for different poses of the
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same toy object. These are important for the following m3DSH de-
scriptor extraction.

2) Modified 3D Shape Histogram descriptor m3DSH extraction:
The original 3DSH descriptor only has two degrees of freedom
(DOF), which are numbers of sectors and number of shells. As we
know, a 3D space has three DOFs according to its spherical coor-
dinate representation (ρ, φ, θ). The reason is that 3DSH uniformly
divides φ and θ into the same number of bins, which forms a cer-
tain number of sectors. Here, in order to improve its flexibility and
descriptiveness, we individually divide φ and θ into a number of
vertical bins (V ) and a number of horizontal bins (H), since the
two dimensions do not have the same importance. We denote the
number of radius bins for ρ as R. In the experiments, we tested two
different combinations of V , H and R: V =5, H=8, R=6; and V =12,
H=12, R=6.

3) Quadratic form shape descriptor distance computation and
ranking: Similar as [AKKS99], we adopt the quadratic form dis-
tance to measure the distance between the extracted histogram fea-
tures of the 3D models. It has a parameter σ to control the simi-
larity degree of the resulting distance to Euclidean distance. In our
experiments, we tested three σ [AKKS99] values: σ=1, σ=5, σ=10.
Finally, we rank 3D models according to the computed shape de-
scriptor distances in an ascending order.

We implemented our method in Java and carried out experiments
under Windows 7 on a personal laptop with a 2.70 GHz Intel Core
i7 CPU, 16GB memory. The average time to calculate the shape
descriptor for a 3D model is about 0.03 seconds and it takes ap-
proximately 0.14 seconds to compute the dissimilarity matrix.

6. Results

In this section, we compare the results of all participant’s runs. In
total, we had 8 groups participating and we received 31 dissim-
ilarity matrices. The retrieval scores computed from these matri-
ces represent the overall retrieval performance of each method, i.e.,
how well they perform on retrieving all models from the same class
when querying every model in the database. The quantitative statis-
tics used to measure the performance of methods are: NN, FT, ST,
E-measure, DCG, mAP and the Precision-and-Recall plot. For the
meaning of each measure, we refer the reader to [SMKF04].

Table 1 shows the method performances of all 31 runs. It is worth
pointing out that some methods perform quite well on this database.
By analysing particularly DCG, which is a very good and stable
measure for evaluating shape retrieval methods [LZC∗15], we can
see that three methods have DCG greater than 0.900 (BoW-RoPS-
DMF-3, BPHAPT and MFLO-FV-IWKS). Surprisingly, Tran’s
methods have DCG values greater than 0.990. The method clearly
outperforms all other methods in the contest as evidenced by the
Precision-and-Recall plot in Figure 8. BoW-RoPS can definitely
capture the differences between classes and it seems robust to most
of the non-rigid deformations presented in this database. Curiously,
Tran’s method uses asymmetric distance computation between de-
scriptors, which leads to distances between models i and j being
different from the distances between models j and i. This is clearly
evidenced by their dissimilarity matrices.

Table 1: Six standard quantitative evaluation measures of all 31
runs computed for the PRoNTo dataset.

Participant Method NN FT ST E DCG mAP
Boulch SnapNet 0.8800 0.6633 0.8011 0.3985 0.8663 0.771

Giachetti POHAPT 0.9400 0.8300 0.9144 0.4156 0.9419 0.900
BPHAPT 0.9800 0.9111 0.9544 0.4273 0.9743 0.953

Li m3DSH-1 0.4000 0.1656 0.2778 0.1824 0.4802 0.297
m3DSH-2 0.4400 0.1867 0.2856 0.1932 0.4997 0.313
m3DSH-3 0.4400 0.1767 0.2878 0.1917 0.5039 0.314
m3DSH-4 0.4000 0.1511 0.2511 0.1712 0.4659 0.286
m3DSH-5 0.4200 0.1722 0.2767 0.1815 0.4930 0.304
m3DSH-6 0.4100 0.1700 0.2678 0.1712 0.4848 0.300

Limberger GL-FV-IWKS 0.8200 0.5756 0.7244 0.3595 0.8046 0.702
GL-SV-IWKS 0.7000 0.5267 0.6678 0.3327 0.7562 0.651
MFLO-FV-IWKS 0.8900 0.7911 0.8589 0.4024 0.9038 0.858
MFLO-SV-IWKS 0.9000 0.7100 0.7933 0.3702 0.8765 0.800
PCDL-FV-IWKS 0.8200 0.6656 0.7978 0.3976 0.8447 0.764
PCDL-SV-IWKS 0.8900 0.6656 0.7911 0.3732 0.8613 0.781

Sipiran SQFD(HKS) 0.2900 0.2244 0.3322 0.2176 0.5226 0.344
SQFD(WKS) 0.5400 0.3111 0.4467 0.2507 0.6032 0.427
SQFD(SIHKS) 0.2900 0.2533 0.4133 0.2590 0.5441 0.377
SQFD(WKS-SIHKS) 0.5000 0.3100 0.4500 0.2634 0.6000 0.425
SQFD(HKS-WKS-SIHKS) 0.3900 0.2844 0.4389 0.2624 0.5722 0.403

Tatsuma CDSPF 0.9200 0.6744 0.8156 0.4005 0.8851 0.794

Tran BoW-RoPS-1 1.0000 0.9744 0.9967 0.4390 0.9979 0.995
BoW-RoPS-2 1.0000 0.9778 0.9933 0.4385 0.9973 0.993
BoW-RoPS-DMF-3 1.0000 0.9778 0.9978 0.4390 0.9979 0.995
BoW-RoPS-DMF-4 1.0000 0.9778 0.9978 0.4390 0.9979 0.995
BoW-RoPS-DMF-5 1.0000 0.9733 0.9978 0.4390 0.9979 0.995
BoW-RoPS-DMF-6 1.0000 0.9733 0.9978 0.4390 0.9979 0.995

Velasco AlphaVol1 0.7900 0.5878 0.7578 0.3980 0.8145 0.707
AlphaVol2 0.7800 0.5122 0.6844 0.3751 0.7673 0.643
AlphaVol3 0.7700 0.4567 0.6467 0.3629 0.7364 0.600
AlphaVol4 0.7000 0.4356 0.6111 0.3454 0.7148 0.571

Considering all groups that have participated in this con-test, 
half of them (4) compute local features (MFLO-FV-IWKS, 
SQFD(WKS), CDSPF and BoW-RoPS-DMF-3) and the other half 
(4) compute global features (BPHAPT, SnapNet, m3DSH-3 and 
AlphaVol1). Our first guess was that local features would be more 
popular to represent non-rigid shapes, as evidenced by [LZC∗15]. 
Our guess was based on the fact that ideally local features should 
be more similar than global features because same-class shapes 
were captured originally from the same 3D object, and locally they 
should be more similar than globally. For example, while a shape 
can be in a totally different pose, locally only joint regions are de-
formed. However, we also need to consider local noise in the for-
mula, which does not affect global methods in the same level.

Tran’s method is in the first place and uses local features. Clearly, 
in the second the place is Giachetti’s method, which is based on 
global features from 3D meshes created from the point clouds. In 
total, 3 groups use meshing procedures before computing the de-
scriptors (BPHAPT, SQFD(WKS) and SnapNet). Interestingly, two 
methods use quadratic form distance to compute dissimilarities be-
tween descriptors, one from a global descriptor (m3DSH-3) and 
other from a local descriptor SQFD(WKS).

Even though no training set was available in this track, Boulch’s 
method uses a Convolutional Neural Network by employing an un-
supervised learning architecture where every model is considered 
belonging to a different class. On the other hand, more methods 
also adopt unsupervised learning algorithms to create dictionaries 
using the Bag of Words encoding paradigm (BoW-RoPS-DMF-3

submitted to Eurographics Workshop on 3D Object Retrieval (2017)

Godil, Afzal.
”Point-Cloud Shape Retrieval of Non-Rigid Toys.”

Paper presented at Eurographics 2017 Workshop on 3D Object Retrieval, April 23-24, 2017, Lyon, France, Lyon, France. April 23, 2017 - April
24, 2017.

SP-196



D. Fellner & S. Behnke / Point-Cloud Shape Retrieval of Non-Rigid Toys 9

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

Boulch (SnapNet) Giachetti (BPHAPT) Li (m3DSH-3) Limberger (MFLO-FV-IWKS)

Sipiran (SQFD(WKS)) Tatsuma (CDSPF) Tran (BoW-RoPS-DMF-3) Velasco (AlphaVol1)

Figure 8: Precision-and-recall curves of the best runs of each group
evaluated for the PRoNTo dataset.

and MFLO-FV-IWKS) being these ranked first and third on this
contest, respectively, and showing that the BoW model is a good
way of representing local features. Furthermore, two other meth-
ods use histogram encoding (vector quantization) to create a unique
descriptor for each point cloud (BPHAPT and CDSPF).

We also observed a couple of new other ideas applied to PRoNTo
dataset. For instance, Velasco uses alpha-shapes to represent point
clouds; by varying the alpha-shape radius he compares models
given their alpha-shape volume curve. Limberger’s method uses a
new formulation to compute the Laplace-Beltrami operator of point
clouds, which leads to better results than the standard Graph Lapla-
cian. Tatsuma computes additional statistics of point features in ad-
dition to the geometric feature proposed by [WHH03]. Two groups
use matrix-fusion methods with different weights to improve the
performance of their methods (Tran and Sipiran), however, these
methods did not show a substantial improvement from the perfor-
mance of the original descriptors.

For more information about this track, please refer to the official
website [LW17] where the database, the corresponding evaluation
code and classification file are available for academic use.

7. Conclusion

In this paper, we have created a non-rigid point cloud dataset which
is derived from real toy objects. In the beginning, we discussed the
importance of this data to future researchers. Then, we explained
the dataset characteristics and we showed how the evaluation was
carried out. Afterwards, we introduced each one of the 8 groups
and their methods which competed on this track. In the end, we
presented quantitative measures of the 31 runs submitted by the
participants and analysed their results.

The interest in non-rigid shape retrieval is overwhelming and ev-

ident by the previous SHREC tracks. This track was not different. It 
has attracted a large number of participants (8 groups and 31 runs) 
given that it is the first time that a non-rigid point-cloud dataset is 
used in the SHREC contest. We believe that the organization of this 
track is just a beginning and it will encourage other researchers to 
further investigate this important research topic.

Several research directions in point-cloud shape retrieval can 
be pursued from this work and are listed as follows: (1) Create 
a larger dataset which contains more types of objects (not only 
hu-man shaped toys) to better evaluate shape signatures. (2) 
Create more discriminative local or global signatures for 3D point 
clouds.(3) Employ state-of-the-art Deep Learning techniques which 
do not depend on large training datasets.
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ABSTRACT 
 

We developed positively charged silver nanoparticles 

([Ag-Ds]+), nominally 20 nm in diameter, using dendron 

chemistry combined with reduction of silver nitrate in the 

presence of sodium borohydride. The conjugate was 

developed within the context of potential biomedical 

applications. Rational design was applied to yield a dendron 

capping agent that enhances surface anchoring, 

hydrophilicity, and cationic surface charge. The colloidal 

stability and physico-chemical properties of the conjugates 

were evaluated under physiologically relevant conditions 

using dynamic light scattering, zeta potential, UV-vis 

absorbance, and transmission electron microscopy. 

Properties evaluated include size, size distribution, shape 

and uniformity, positive surface charge, and surface 

plasmon response. Colloidal stability was extensively 

investigated with respect to shelf-life over 6 months, 

temperature variation, pH, and interaction with proteins in 

cell culture media. Overall, the investigation confirmed the 

successful development of a stable positive complex with 

remarkable stability in biologically relevant test media 

containing proteins and electrolytes, and with a shelf-life 

exceeding 6 months. The excellent aqueous stability for this 

conjugate enhances its potential use as a test material for 

investigating interactions between positively charged NPs 

and bio-entities, as an antibacterial agent or a vehicle for 

drug delivery. 

 

Keywords: silver nanoparticles, dendrons, positively 

charged, characterization, stability 

 

1 INTRODUCTION 
 

Among the many engineered nanomaterials, silver 

nanoparticles (AgNPs) are most widely utilized in 

commercial products [1 - 4] due to their (1) antimicrobial 

activities (silver) and (2) unique physico-chemical 

properties (nano-scale structure). In the past decades, 

preparation methods for AgNPs have been developed [2, 3] 

using different approaches to acquire successful (ideal) 

nanoparticles exhibiting properties such as good dispersion, 

uniformity, and stability (free from agglomeration or 

                                                           
1 The identification of any commercial product or trade 

name does not imply endorsement or recommendation by 

aggregation, etc.) for their biological applications. Herein, 

we describe the development of dendron-stabilized silver 

nanoparticles by modification of gold-dendron conjugate 

synthesis used in our previous study [5] to yield enhanced 

colloidal stability. Moreover, by introducing a trimethyl 

ammonium end group on the dendron structure, the 

resulting silver-dendron conjugates (hereafter abbreviated 

[Ag-Ds]+) possess positive charges on the surface. In 

addition to general antimicrobial activity of AgNPs, the 

cationic AgNPs could potentially provide additional 

biological activities such as cellular uptake [6] or 

transfection efficiency [7] (like positively charged gold 

nanoparticles) that are induced by electrostatic interaction 

with negatively charged cell surfaces, however, there are 

only a few reported materials [8, 9] for this purpose. The 

[Ag-Ds]+ developed in this report were characterized by 

dynamic light scattering (DLS), transmission electron 

microscopy (TEM), UV-Vis absorbance, and inductively 

coupled plasma mass spectrometry (ICP-MS) for 

investigation of size distribution, shape uniformity, surface 

plasmon resonance (SPR) behavior, and for quantifying 

nanoparticles mass, respectively. Also, very importantly, 

we systematically examined the colloidal stability of the 

[Ag-Ds]+, including long-term shelf life, in physiological 

media (e.g., phosphate buffered saline (PBS), and 

Dulbecco's modified Eagle’s medium (DMEM)), as a 

function of pH and temperature. Additionally, we evaluated 

ion release rates for Ag+ ions from the [Ag-Ds]+, and other 

conjugates including citrate- and polyvinylpyrrolidone 

(PVP) coated AgNPs by ICP-MS, to determine potential 

relative antibacterial activity of the [Ag-Ds]+ by comparison 

to known AgNPs.  

 

2 EXPERIMENTS 
 

2.1 Materials and Instruments1 

AgNPs (nominal 20 nm) were purchased from Ted 

Pella, Inc. (Redding, CA). Reference Material (RM) 8017 

(PVP coated AgNPs nominally 75 nm) was obtained from 

NIST. [11] Other specific reagents used in this study are 

identified in the reference [5]. All chemicals were used 

without further purification. A quadrupole ICP-MS (X 

the National Institute of Standards and Technology. 
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seriesII, ThermoFisher Scientific, Waltham, MA, USE) with 

a PFA-ST nebulizer (Elemental Scientific, Omaha, NE, 

USA) and an impact bead spray chamber was used for 

single particle analysis. The instrument was tuned daily for 

maximum 115In sensitivity and minimum 156CeO/140Ce 

oxide level. The sample uptake rate was measured every day 

in triplicate by weighing a vial containing DI water before 

and after 5 min of aspiration, and was relatively constant at 

(0.18 to 0.19) mL/min. Details regarding other instruments 

(DLS, UV-Vis, and TEM) and methodology are also 

provided in reference [5]. The uncertainty of size and zeta 

potential represent the mean and one standard deviation of 

at least three measurements under repeatability conditions. 

 

2.2 Preparation of [Ag-Ds]+ 

To an aqueous solution of AgNO3 (10 mL, 2.5 mmol/L, 

99.9 %, Aldrich), 1 mL of aqueous positively charged 

dendron (PCD, 2.5 mmol/L) and 1 mL of freshly prepared 

NaBH4 (50 mmol/L in H2O) were added sequentially at 

room temperature. The color of the reaction mixture 

changed from pale yellow to brown immediately after the 

addition was completed. After stirring for 2 h, the crude 

colloidal silver solution (reddish brown) was dialyzed 

against DI water (MWCO = 10kD, cellulose ester 

membrane) for 2 d and passed thru a 0.1 µm filter to remove 

any traceable large particles or impurities such as dust. 

 
Scheme 1. Synthesis of positively charged dendron 

stabilized AgNP ([Au-Ds]+); i) AgNOs, ii) NaBH4, r.t., 2 h 

3 RESULTS AND DISCUSSIONS 
 

3.1 Synthesis of [Ag-Ds]+ 

As shown in scheme 1, the designed 1→3 branched 

cationic dendron (PCD) [5] is composed of a thioctic acid 

moiety, polyethylene glycol (PEG, Mr ≈ 600) chains, and 

quaternary ammonium terminal groups to provide 

reactivity, hydrophilicity/aqueous stability and pH-

independent cationic sites. The [Ag-Ds]+ were prepared 

from AgNO3 with PCD in the presence of sodium 

borohydride (NaBH4) as a reducing agent (Scheme 1) to 

yield a translucent solution with a reddish brown color. This 

product was purified by dialysis against deionized water.  
 

3.2 Characterization of [Ag-Ds]+ 

The physico-chemical properties of [Ag-Ds]+ were 

determined by a combination of complementary and 

orthogonal measurement techniques including DLS, UV-

Vis, TEM, and ICP-MS. The concentration of silver mass 

in initially purified [Ag-Ds]+ was determined to be (335 ± 

1.94) μg/mL by ICP-MS. The z-average diameter of the 

[Ag-Ds]+, obtained by DLS, was (19.1 ± 0.1) nm with a 

monomodal size distribution (polydispersity index = 0.17, 

Figure 1a) and the calculated hydrodynamic size 

distribution gave no indication of significant aggregation 

between the particles. The measured zeta potential was 

(+24.0 ± 0.4) mV at pH 8.1, which confirmed a positively 

charged corona surrounding the silver core. The uncertainty 

of z-average diameter and zeta potential represent the mean 

and one standard deviation of at least three measurements 

under repeatability conditions. UV-Vis measurements 

reveal an SPR band near 408 nm (Figure 1b), a slightly red-

shifted value compared to citrate-stabilized AgNPs (at 390 

nm) in this size range.  

TEM yields a mean diameter of (6.8 ± 2.1, figure 1c) nm 

for the silver core of [Ag-Ds]+, and indicates a spherical 

uniformity in particle shape. As expected through previous 

work, [5] the TEM diameter of the [Ag-Ds]+ is smaller than 

the diameter obtained by DLS due to the presence of the 

dendron corona that contributes to the hydrodynamic 

envelope of the particles but is transparent to TEM. 
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Figure 1. Characterization of [Ag-Ds]+: (a) DLS size 

distribution. Error bars represent standard deviation, (b) 

SPR band by UV-Vis absorbance for initial purified sample; 

dilution factor is 10 for UV-vis measurements, and (c) TEM 

image; scale bar is 20 nm. 

 

3.3 Stability study of [Ag-Ds]+ 

Colloidal stability is an important issue for any 

commercial application of AgNPs. We evaluated the 

stability of the [Ag-Ds]+ over a range of relevant conditions 

utilizing previously established protocols. [10] Native [Ag-

Ds]+ aged for 6 months under ambient laboratory conditions 

yielded a size distribution and SPR band (Figure 2a, b) that 

were almost identical to the freshly prepared and purified 

product. These results suggest that there is no significant 

change in the physico-chemical properties with respect to at 

least a 6-month shelf life under ambient conditions.  

 
Figure 2. Shelf-life test of [Ag-Ds]+; (a) DLS size 

distributions for the initial product (black line) and after 6 

months (red line). Error bars represent standard deviation, 

(b) UV-Vis absorbance showing SPR band for the initial 

product (black line) and after 6 months (red line). 

For biological application, in particular, stability in 

physiological media is critical. Based on UV-vis, citrate-

stabilized AgNPs showed immediate instability in PBS 

(Figure 3a), otherwise [Ag-Ds]+ exhibited excellent 

stability in PBS over a 48 h period relevant to cell exposure 

assays (figure 3b). We attribute this stability to the 

hydrophilicity of the inserted PEG chains and dendritic 

steric repulsions that substantially reduce the charge 

screening effect. In addition, [Ag-Ds]+ were tested in 

DMEM, which is another common biological test medium 

for cell assays. The results for DMEM (Figure 3c) show the 

SPR band intensity reduced by about 50 % over 48 h, and 

the reduction in the SPR absorbance can be attributed to 

removal of material, perhaps by agglomeration followed by 

rapid sedimentation. A similar observation was reported in 

a previous study [5] on cationic Au-dendron conjugates. 

Furthermore, we evaluated the colloidal behavior of [Ag-

Ds]+ with protein in physiological medium, such as 10 % 

bovine serum albumin (BSA) in DMEM, and it appeared 

that similar result was observed (Figure 3d) compared to 

that in BSA free DMEM, over the same time period. This 

indicates that there is no significant interaction between 

[Ag-Ds]+ and BSA to induce any distinct behaviors of [Ag-

Ds]+ in protein abundant medium.     

     

 
 

Figure 3. Stability of [Ag-Ds]+ in biological test media over 

time, as monitored by UV-Vis: (a) citrate AgNPs, (b) PBS, 

(c) DMEM, and (d) 10 % BSA in DMEM. 

 

Stability over a wide range of pH values was also 

investigated. From mildly acidic to basic conditions (pH 3 

~ 10), [Ag-Ds]+ showed remarkable stability. Under harsher 

pH conditions, they exhibit gradually decreasing 

absorbance (45 % and 20 % reductions for 50 mmol/L HCl 

or 50 mmol/L NaOH, respectively; data omitted) over 12 h. 

Overall, the resistance against acid destabilization is greatly 
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improved relative to citrate AgNPs. [12]  

Thermal stability of [Ag-Ds]+ was evaluated by UV-Vis 

over the range from (20 to 60) °C, which covers the relevant 

range for most biological assays. Samples were incubated 

for 30 min at each temperature before measurements were 

conducted. The constancy of the SPR band (from UV-Vis 

spectra, data omitted) confirm that the [Ag-Ds]+ are stable 

with respect to temperature variations over the tested range. 

 

3.4 Release of Ag+ ions from AgNPs 

The antimicrobial activity of AgNPs is closely related to 

the oxidative dissolution process that releases bioactive Ag+ 

ions. [13] Briefly, the total silver mass in [Ag-Ds]+ was 

determined with ICP-MS after sample digestion using 70 % 

HNO3. To examine the Ag+ release process, [Ag-Ds]+, 

citrate AgNPs, and PVP AgNPs were diluted in 5 mmol/L 

of acetate buffer (pH 4) to Ag mass concentration of 5 µg/ 

mL, which were then incubated at room temperature in the 

dark. Aliquots of AgNP suspensions were taken at desired 

time points and were subjected to centrifugal ultrafiltration 

(Amicon-0.5 filter, 3 kDa), followed by quantification of 

the dissolved fraction in the filtrates by ICP-MS. 

The ion release behavior of [Ag-Ds]+ was compared 

with that of citrate and PVP coated AgNPs at pH 4. As 

shown in Figure 4, a continuous increase of dissolved Ag 

species was observed regardless of surface 

functionalization. The [Ag-Ds]+ exhibit a release profile 

comparable to citrate AgNPs, suggesting possible use of 

this novel positively charged AgNP for antimicrobial 

applications. 

 
 

Figure 4. Time resolved Ag+ release from AgNPs of 

different functionality. The release experiment was 

conducted in 5 mmol/L and pH 4 acetate buffer at AgNP 

concentration of 5 µg/mL. 

 

4 CONCLUSION 
 

The positively charged silver nanoparticles, [Ag-Ds]+  

were developed as a candidate for a nanoscale test material 

for biological application such as cellular assays, 

antimicrobial agent and/or a drug carrier in nanomedicines. 

In summary, we recently created a novel 1→3 directional 

first generation cationic dendron (PCD) and successfully 

developed its silver conjugate. The critical physico-

chemical properties including size and size distribution, 

optical property, shapes, and surface charge of the [Ag-Ds]+ 

were fully characterized by DLS, UV-Vis, TEM, and zeta 

potential measurements. Very importantly, especially for its 

biological application, the colloidal behaviors of the [Ag-

Ds]+ were investigated under physiologically relevant 

conditions, and exhibited remarkably enhanced stability 

relative to the control citrate AgNPs and therefore 

satisfactory for consideration in applications requiring long 

shelf-life, good dispersion in physiological media, wide 

range of pHs and temperatures. The ion release behavior of 

[Ag-Ds]+ was evaluated by ICP-MS, and showed a similar 

release profile as citrate AgNPs suggesting possible use as 

a antibacterial agent. 
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Abstract—In this paper we describe measurements of
wireless propagation characteristics to develop path loss
models in industrial environments. The models for path
loss we develop are two-slope models in which the path loss
is a piecewise linear relation with the log distance. That is,
the path loss is a inverse power law with two regions, two
exponents and a break point, that are optimized to find
the best fit to the measured data. Second, the multipath
power delay profile is determined. We use a reference
measurement and the CLEAN algorithm for processing
the measurements in order to determine an estimate for
the impulse response of the channel. From this the delay
spread of the channel can be determined. Finally we
discuss the performance of Zigbee receivers. We compare
the performance of different receiver structures for the
O-QPSK type of modulation used as one Zigbee physical
layer.

I. INTRODUCTION

The pervasive application of wireless communica-
tions is well known. One such application is to an
indoor factory environment. This environment creates
challenges for reliable communications. One potential
communication system that could be used to provide
wireless communication in this environment is a Zigbee
radio. Zigbee radios use of 2 MHz of bandwidth in
the 2.4 GHz ISM band. To understand the performance
of a Zigbee radio (or any other radio) in this envi-
ronment the first task is to understand the propagation
effects of such an environment. The National Institute
for Standards and Technology (NIST) has carried out
a measurement campaign at various factory environ-
ments, including their own machine shop. We have
used these measurements to develop channel models that
are suitable for evaluating the performance of wireless
communication systems with bandwidth up to about 20
MHz such as a Zigbee radio or a WiFi (802.11) based

U.S. Government work not protected by U.S. copyright.

system. This paper presents the results of processing
the measurements to obtain channel models. From the
measurements we determine the propagation loss as a
function of distance, the shadowing level, the rms delay
spread of the channel. Finally, we present results on
the performance of a Zigbee radio when used on the
channels considered.

The rest of the paper is organized as follows. In Sec-
tion II we describe the measurements and the method-
ology to determine the impulse response for a particular
transmitter, receiver location. In Section III the path loss
models are described. In section IV the methodology to
generate the impulse response from the measurements
are discussed. The performance of the Zigbee physical
layer is discussed in Section V followed by conclusions.

II. MEASUREMENTS

The channel measurement or sounding campaign was
carried out by NIST at various factory or factory-like
environments. One location was the NIST machine shop
in Gaithersburg, MD. Another location was an automo-
tive assembly plant. NIST researchers from Boulder, CO
transmitted a sounding signal and measured the response.
The NIST researchers used a cart containing a mobile
receiver that moved along a set path defined and mea-
sured the received signal from a transmitter located in
the shop. The transmitted signal was a 40 MHz wideband
signal using a pseudo-noise signal (m-sequence) that was
mixed to a carrier frequency (2.4 GHz and 5 GHz). The
receiver mixes the received signal to baseband and then
samples the signal at an 80MHz rate. The transmitted
signal was generated from 8188 (=4x2047) samples from
an pseudo-noise sequence (m-sequence) generator. The
receiver then sampled the received signal after mixing
down to baseband with an IQ demodulator.

Figure 1 shows the layout of the machine shop in
Gaithersburg where one set of the measurements were
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Fig. 1. Layout of Room

made. There are a number of industrial machines in
the room. The receiver was moved from the “start”
location through the room and ended up back at the start
(shown as location 11 on map). Various check points
with known locations (e.g. locations “Start”, 1,...,11)
were identified with particular acquisitions of received
responses. In between these known locations for certain
acquisitions the location was determined by assuming
that the receiver moved at a constant speed. By knowing
the coordinates of the different check points and the
associated measurements, the location of the receiver for
other measurements could be determined. In each run
10,500 measurements were taken. Various antenna con-
figurations (e.g. polarizations) and two different trans-
mitter heights were used for different runs.

The basic setup of the channel sounding is illustrated
in Figure 2. The transmitter and receiver have clocks
that were initially synchronized. While this would allow
accurate determination of the delay, it was not essential
in the measurements channel models we developed. The
transmitted signal was a m-sequence of length 2047
sampled four times per chip and then up-converted to
a carrier frequency.

PN Code

Generator
Tx Circuits Rx Circuits

PN Code

Correlator

h(t)

Fig. 2. Single-input, single-output channel sounding system

The PN code is an m-sequence of length 2047 using
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Fig. 3. Output of matched filter for reference system

shift register feedback connection. The signal is gener-
ated by first mapping the m-sequence values, 0 and 1, to
+1 and -1 respectively and then repeating each chip four
times at a sample rate of 80 M samples/second. The du-
ration of the signal is T = 8188/(80×106) = 102.35µs.
Corresponding to each transmission there is a recording
of the received signal after mixing down to baseband.
The recorded signal is a complex signal corresponding
to an IQ demodulator.

In order that the equipment not influence the es-
timation of the channel characteristic, a measurement
was made with only an attenuator inserted between the
transmitter and receiver (without the antennas). This ref-
erence measurement provides a baseline for determining
the effect of the antennas and the channel but not the
measuring equipment.

To determine the equipment and channel character-
istics (e.g. impulse response) we process the received
signal with a filter that is matched to the transmitted
signal from the m-sequence generator at the transmitter.
The magnitude of the normalized output of the filter
matched to the m-sequence is shown in Figure 3 where
the normalization is such that the peak output value is
1 (0dB). Figure 3 shows the output due only to the
equipment without any channel but with an attenuator
between the transmitter and receiver. The sidelobes of
the response are roughly 35dB lower than the main
lobe (at zero delay). In order to accurately estimate the
channel we will “remove” the effect of the sidelobes of
the reference signal using a CLEAN-type algorithm.

III. PATH LOSS MODELS

There are several parts of our effort to characterize
the channel. The first part is to determine the average
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received power as a function of distance and to generate
an appropriate model. In this part of our characterization
it is only the received power that is of importance, as
opposed to the actual channel impulse response, which
we will calculate later. To determine the path loss we
measured the power in the received signal and then
compared that to the power in the reference signal (the
signal received when the antennas were replaced by an
attenuator). By taking into account the attenuation used
without the channel and the power of the reference signal
we can determine the path loss of the channel (including
the antennas) at each distance. The average received
power as the receiver moved through various places
is shown in Figure 4 for one particular run with one
particular type of antenna polarization. The number of
measurements for a particular polarization and frequency
and transmitter location was 10,500. Each of these is
called an acquisition. The average received power as a
function of acquisition number and the distance as a
function of acquisition number is shown in Figure 4.
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Fig. 4. Received Power vs. Acquisition and Distance vs. Acquisition,
Cross Polarization, 2.4 GHz, Transmitter Location 1.

Clearly there are various power levels received at a
given distance. This is the shadowing of the channel,
typically modeled as a lognormal random variable with
a certain variance. The path loss models the average
received power as a function of distance. We will discuss
the shadowing (that adds a variance to the average
received power) later. The model for the average received
power as a function of distance is typically an inverse
power law where the power received is inversely pro-
portional to the distance raised to a power: Pr = k/dα

for d > d0. Various estimates for the parameters (k, α,

and d0) have been developed for the (average) path loss,
PL(d), expressed in dB as a function of distance. As
a baseline the free space path loss for f = 2450 MHz
(assuming isotropic antennas) is [1]

PL(d) = 40.28 + 20 log10(d).

This is a single slope relationship between the distance
and path loss since when the path loss in dB is plotted
versus distance on a log scale it results in a straight line
with a single slope . The generic single slope model for
path loss (in dB) is

PL(d) = PL(d0) + 10α log10(d/d0), d > d0. (1)

Wloczysiak [2] has proposed the following received
power model for indoor applications, although exactly
what type of indoor environment is not specified (indus-
trial versus residential versus office).

PL(d) = 50.3 + 40 log10(d).

This model has a slope of 40dB decrease in power per
decade of distance, or a received power exponent of 4. In
this case PL(d0) = 50.3 and α = 4 and d0 is larger than
roughly 10m. Li et al. [3] have proposed models for the
received power in a residential environment. The model
has additional attenuation for going through walls and
for going through floors. These models have a range of
slopes between 1.13 and 1.61 for different houses with
an overall proposed model with α = 1.37.

Monti [4] has proposed a path loss model based on
measurements in an office-like environment:

PL(d) = 54.5 + 16.4 log10(d)

which has a path loss exponent of α = 1.6. Jansen et.
al. [5] also proposed models for indoor radio channels in
an office/laboratory like environment. A range between
1.86 and 4.46 is given for the path loss exponent. Larger
path loss exponents are given for non line-of-sight envi-
ronments than line-of-sight. Tanghe et. al. [6] proposed
path loss models in an industrial-like environment (e.g.
manual or automated production line and warehouse).
Their path loss models are of the form given in (1)
where both α and PL(d0) are chosen to provide the
best fit. They call this the non-fixed intercept model
compared to the fixed intercept models described earlier.
In the non-fixed intercept models the value of PL(d0)
is chosen to minimize the mean square error of the fit
along with the path loss exponent α. The models in
[6] have exponents between 1.52 and 2.16 depending
on line-of-sight power models for indoor radio channels
and PL(d0) between 67.43 and 80.48dB. For 2.4 GHz
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frequencies they have the following parameters for the
best match choice for PL(d0). Here we distinguish
between different environments between the transmitter
and receiver: line of sight (LOS), non line of sight
(NLOS) and combined.

Conditions PL(d0) α

LOS 67.43 1.72
NLOS (light clutter) 72.71 1.52

NLOS (heavy clutter) 80.48 1.69
All 71.84 2.16

Finally another paper [7] for industrial applications uses
the single slope model with a fixed intercept to obtain a
path loss exponent between 1.86 and 2.7.

In our model we use a two slope model in which at
close in distances the path loss has one slope and at a
larger distance the path loss has a second slope. The
transition between the two different slopes is optimized
to obtain the best overall least squares fit. Our model
then is a piecewise linear in that over some initial range
of distances there is one value for the slope, α, and then
at larger distances there is a second value for α. The
path loss in dB then has the form

PL(d) =

{
k1 + α110 log10(d), d < β
k2 + α210 log10(d), d > β

with the boundary condition that the path loss is contin-
uous where the slope changes. This model has the ad-
vantage that the slope is not influenced by measurements
very close to the transmitter. At such distances the path
loss is relatively unimportant because the received power
will be relatively high (except perhaps to determine
amount of interference generated). The model is also
simple enough to be used without undue complications.
Other approaches, like a second order regression could
also be used but would seem to be more complicated.
Our model at sufficiently large distances is just an inverse
power law model with essentially the minimum distance
of applicability determined. The channel model constants
k1, k2, α1, α2 and β are to be determined from the
measurements. Some of the results for this model are
shown below based on the Gaithersburg measurements.
In our measurements we have some minimum distance
(about 2 meters) and some maximum distance (about
40 meters). We plot the generated model as a solid line
between these two limits and a dashed line at smaller
distances than the minimum and larger distances than
the maximum. Figure 5 shows the attenuation for a 2.4
GHz system with horizontal polarized antennas. Figure 6
shows the attenuation for a 2.4 GHz system with vertical

polarized antennas. Figure 7 shows the attenuation for a
2.4 GHz system with cross polarized antennas. The data
for vertical polarized antennas mostly follows a single
slope model but for a few distances the attenuation shows
an increase in the attenuation. The two slope model finds
the best break point between the two slopes and the best
slopes such that continuity is maintained. By separating
the two regions and finding the optimal α1, α2, and
β we can find accurate models for the path loss at
distances where the received power level is important.
The Matlab Shape Language Modeling toolbox was used
to find the best parameters for these models. In Figure
8 we compare the models for different polarizations. As
can be seen over a range of distances between 10 and
about 30m the path loss exponent is very similar for
the different polarizations. Also plotted is the best two-
slope piecewise linear model for the aggregate of all
polarizations. Here the slope for large distances is about
1.96.
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Fig. 5. Attenuation vs. distance, horizontal polarization, 2.4 GHz.

Additional measurements were made at 5 GHz. Fig-
ures 9, 10, and 11 show the attenuation for horizontal
polarization, vertical polarization and cross polarization
at 5 GHz.

The parameters of the model were found based on
finding the smallest mean squared error between the
model and the measurements. The parameters of the
overall model are shown in the Table I. Note that the
mean square error of the measurements is also the
variance corresponding to a log-normal distribution of
the received power. For the above received power versus
distance, the inverse power law in the high distance
region started at about 12 meters with an exponent of
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Fig. 6. Attenuation vs. distance, vertical polarization, 2.4 GHz.
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Fig. 7. Attenuation vs. distance, cross polarization, 2.4 GHz.
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Fig. 8. Models of attenuation vs. distance, 2.4 GHz.
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Fig. 9. Attenuation vs. distance, horizontal polarization, 5 GHz.
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Fig. 10. Attenuation vs. distance, vertical polarization, 5 GHz.
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Fig. 11. Attenuation vs. distance, cross polarization, 5 GHz.
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1.91 and a path loss of about 65 dB at a distance of 12
meters.

TABLE I
PARAMETERS FOR CROSS POLARIZATION, 2.4 GHZ, T1

Parameter Value
α1 0.64
α2 1.91
β 12.25
k1 56.52
k2 42.72
σ2 12.60

In Figure 12 we compare the received power for these
models versus distance. All other models have a simple
linear representation of received power in dB versus log
distance, we have a piecewise linear model with two
different slopes. Overall our model has a power loss
exponent close to that of free space at large distances
but has a smaller exponent at small distances compared
to the other models. The other models mainly were for
office spaces as opposed to an industrial setting.
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Fig. 12. Various models for overall received power (2.4 GHz) as a
function of distance

Shadowing is another factor in determining the per-
formance of a communication system. Shadowing is
generally modeled as a log normal random variable. That
is, the received power, expressed in dB, is a Gaussian
random variable. The mean of the random variable is
a function of distance as determined by the path loss
model. The variance of the Gaussian random variable
measures the effect due to shadowing. Our estimation
of the path loss model, by finding the best piecewise
linear attenuation model to minimize the mean squared

error also results in a mean squared error that is the
variance of the Gaussian random variable that models
the shadowing. Our results indicate a shadowing variance
between 7dB and 14dB. The path loss model used for
all polarizations corresponded to a shadowing parameter
of about 12dB. This tends to be somewhat larger than
other models. So while the average path loss seems to
be smaller than other models, the variance tends to be
larger.

IV. IMPULSE RESPONSE

The measurement procedure described above allows
us to estimate the channel impulse response or the
power delay profile of the multipath channel. Consider
the output of the reference system after performing a
matched filtering and the corresponding output of the
measurement system. The output of the reference system
where the antennas have been replaced by an attenuator
is given by

zr(t) = yr(t) ∗ hMF (t)

= [sT (t) ∗ hT (t) ∗ hR(t) ∗ hMF (t)]A.

where sT (t) is the signal generated by the m-sequence
generator, hT (t) and hR(t) are the impulse responses
for the transmitter and receiver circuitry, hMF (t) is
the impulse response of the matched filter and A is
the attenuation value. The corresponding output for the
measurement system is

zm(t) = ym(t) ∗ hMF (t)

= [sT (t) ∗ hT (t) ∗ h(t) ∗ hR(t) ∗ hMF (t)]

= [sT (t) ∗ hT (t) ∗ hR(t) ∗ hMF (t)] ∗ h(t)

=
zr(t) ∗ h(t)

A
.

Thus the output for the measurement system is the
reference response with an additional filtering due to the
channel but without the factor due to the attenuator. The
output of the matched filter for the reference systems
(as seen in Figure 3), zr(t) is nearly an ideal impulse
function but with sidelobes about 35dB lower than the
main lobe. As a result, the channel h(t) could be
estimated simply as ĥ(t) ≈ zm(t)A. Here we want to
account for the sidelobes of the reference signal to more
accurately estimate the impulse response of the channel.
Often the multipath aspect of a channel is modeled as a
series of impulses of the form

h(t) =
∑

i

βiδ(t − τi)
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where βi is a complex path gain at delay τi. For this
channel model the result of the measurement would be

zm(t) =
1

A
zr(t) ∗ h(t)

=
1

A
zr(t) ∗

∑

i

βiδ(t − τi)

=
1

A

∑

i

βizr(t − τi).

Our goal is to determine the values for βi and τi. Since
the function zr(t) is known, the approximation used
above is that h(t) is just a normalized version of zm(t).
However, we can also calculate the βi by using the
known value of zr(t). In particular we can determine the
largest value of βi by looking at the largest value of the
measurement and the associated delay and associating
that output value with of βi. With that determined we
can subtract off the effect of the largest βi, namely
βizr(t − τi) and continue the process to find the second
largest value of βi and the associated delay. This is
generally known as the CLEAN algorithm [8]. In Figure
13 we show in blue the the result of applying the CLEAN
algorithm to estimate the impulse response. The error,
shown in red, is the left over signal after 250 iterations of
the CLEAN algorithm where in each iteration the largest
magnitude signal is accounted for by a particular delay
and coefficient of the channel. Note that a particular
delay could correspond to several iterations that have the
largest magnitude residual error signal. In this case it is
the (complex) sum of these coefficients that determine
the final coefficient at that delay.
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Fig. 13. Result of processing measurements with CLEAN algorithm

This approach of estimating the impulse response was
applied to 10,500 different acquisitions for a particular
run. The magnitude of the impulse responses is shown
in Figure 14.

Fig. 14. Impulse response for various acquisitions

With an estimate of the impulse response of the chan-
nel various other channel parameters can be calculated.
Often the rms delay spread is used to characterize a
channel. A large rms delay spread can degrade the
performance of certain systems. The rms delay spread
can be calculated as follows. Let h(t) be the impulse
response of the channel. First we define the power delay
profile as

P (τ) =
|h(τ)|2∫ |h(t)|2dt

.

The power delay profile is a probability density function
since it integrates to 1 and is non-negative. The absolute
received power level is normalized out in determining
the power delay profile. The mean excess delay spread
is calculated as

τ̄ =

∫
tP (t)dt.

The mean square delay spread is

σ2
τ =

∫
(t − τ̄)2P (t)dt.

Then the rms delay spread is στ . From the set of impulse
responses we can determine the power delay profile for
each acquisition and the corresponding rms delay spread.
The Gaithersburg machine room indicated rms delay
spreads in the range of 90 ns to as much as 400ns.
This would indicate a coherence bandwidth of more
than 2.5 MHz. Thus, for this delay spread, there should
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not be significant intersymbol (or interchip) interference
in a Zigbee system. However, the measurements in an
automotive assembly building indicated delays spreads
in the range of 1-5 µs. This corresponds to a coherence
bandwidth as small as 200 kHz and the interchip interfer-
ence would play a role in determining the performance.

V. ZIGBEE PERFORMANCE

In this section we consider the error probability for
a Zigbee communication system. As is known, the
802.15.4 standard specifies how signals are to be trans-
mitted but not how signals are to be received. While
there are multiple physical layers defined in the standard,
our focus in on signals in the 2.4 GHz band. These
signals are designed to transmit data at a maximum
rate of 250 kbps but could be smaller. One physical
layer defined in the standard is called Offset QPSK.
This is a modulation technique that maps groups of
four information bits into complex sequences of length
16 chips and then uses offset QPSK with half sine
pulse shaping. This is essentially MSK at the chip
level. This modulation technique can be demodulated
in various ways. A coherent receiver with soft decision
demodulation will be the most complex receiver but
have the best performance. A noncoherent receiver that
does coherent integration over a chip sequence but does
not require a coherent phase reference will have worse
performance. A receiver that makes a hard decision on
each chip using noncoherent demodulation and then finds
which of the 16 chips sequences is closest in Hamming
distance would have even worse performance.

First we consider a comparison of a purely orthogonal
signal set with a perfectly coherent receiver and evaluate
the symbol error probability. Note that, in a typical
Zigbee application the packet error probability will be of
the most interest rather than the bit error probability or
the symbol error probability. However, to understand the
effects of different modulation techniques and demodula-
tion techniques we evaluate the symbol error probability
of a four bits symbol. Figure 15 compares two different
modulation techniques and two different receivers. One
modulation is an orthogonal signal set. The second mod-
ulation is the Zigbee signal set. One receiver is a coherent
receiver that requires ideal synchronization and perfect
phase estimation. The second receiver is a noncoherent
receiver. This noncoherent receiver assumes a constant
phase offset for the duration of the time for transmission
of the signals (e.g. 16 times the length of a chip). For
Zigbee this would be about 16 µs. As can be seen from
the figure, the Zigbee signal set with coherent demod-

ulation requires about 0.6dB more signal-to-noise ratio
(Eb/N0 (dB)) than an orthogonal signal set at a symbol
error probability of 10−5. A noncoherent receiver with an
ideal orthogonal signal set at a symbol error rate of 10−5

has the same required signal-to-noise ratio (Eb/N0) as
coherent demodulation of the Zigbee signals. However,
at higher error rates the coherent receiver for Zigbee
signals performs better than the noncoherent receiver for
orthogonal signal. The Zigbee signals with noncoherent
reception has worse performance at a symbol error rate
of 10−5 by a little more than 0.6dB than orthogonal
signals with noncoherent reception. Note that a symbol
error rate of 10−5 might correspond to a packet error rate
in the range of 10−3 with packets on the order of 100
symbols (50 bytes). A receiver making hard decisions
on each chip would be expected to be about 2dB worse
performance than the receivers shown here.
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Fig. 15. Symbol error probability, orthogonal vs. Zigbee, coherent
vs. noncoherent reception.

The packet error probability for transmission of infor-
mation depends first on being able to detect the presence
of a transmission and then being able to synchronize to
the transmitted signal (timing). After that demodulation
of each symbol in a packet is required for the packet to
be correct. For Zigbee there is no error control coding
technique that could correct symbol errors. The only
notion of coding is in the construction of the signal
set. In Zigbee a pair of symbols determine a byte of
information. A packet in Zigbee can have at most 127
data bytes but could have as few as 9 (ignoring the
preamble bytes).

In Figure 16 the packet error probability of an IEEE
802.15.4 system with a coherent receiver and a non-
coherent receiver for a packet of length 127 bytes is
shown for an additive white Gaussian noise (AWGN)
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channel. As can be seen the coherent receiver is less than
2dB better than the noncoherent receiver. One reason
for such a small gap is that the modulation used in
Zigbee is a version of 16-ary orthogonal modulation.
As is known, orthogonal modulation has asymptotically
(for large number of signals) the same performance for
coherent reception and noncoherent reception. Here the
signal-to-noise ratio (Eb/N0) is the average received en-
ergy per information bit to noise power spectral density.

In indoor and outdoor applications, radio systems need
to have a good performance which means a reasonable
amount of information loss. As with any other radio
system, in order to evaluate Zigbee performance, we
started with simulating Zigbee in an additive white
Gaussian noise (AWGN) channel as well as Ricean
fading channels. In IEEE 802.15.4, at the beginning of
PPDU of each packet, there is a 4 bytes-long preamble
which consists of 32 zero bits for all packets. We are
using these 32 zero bits to find the start of each packet
using a matched filter which is matched to each symbol
(4 zeros) of the preamble.

The transmitted signal is passed through a complex
AWGN channel and the output of the channel is fed
into the Zigbee receiver. As the first block of any radio-
system receiver, a synchronization block is designed to
find the start of each packet. Since there is a fixed pattern
in preamble part of each packet, the receiver uses a
matched-filter to locate the separating flag between any
two consecutive packets. After finding start of packet, it
is possible to pass preamble and demodulate the length
of payload-byte of PPDU. Knowing the packet start and
the packet length, then the next step is to demodulate
the payload which carries the information bits. The
demodulation is 16-orthogonal demodulation and is used
to detect payload of each packet. The magnitudes only
of the 16 demodulator outputs are used to make a
decision about the data for the non-coherent receiver.
To do coherent demodulation, the real part of outputs
of inner products are considered and the maximum is
selected. Both coherent and non-coherent receiver have
been simulated and their performances in terms of Packet
Error Rate (PER) are compared above in Figure 16.

Indoor channel environments are not always well
modeled by an AWGN channel. Multipath propagation
and obstacle reflections can have a significant impact
on system performance. In order to model the multi-
path propagation, which is a serious factor in indoor-
communication applications, a Rician fading channel has
been simulated. Rician fading is a stochastic model for
the radio propagation when the signal arrives at the

receiver by several different paths. Rician fading can
nicely model the environment specially, when one path,
which is usually line of sight path, is much stronger
than others. This appears to be the case for some of the
indoor industrial channel for Zigbee since the bandwidth
is relatively small (2 MHz) compared to the bandwidth
for WiFi (20 MHz). Our simulation models the amplitude
gain using a Rician distribution. Rayleigh fading is used
to model the multipath propagation when there is no line
of sight. A Rician model with different ratio of direct
line-of-sight power versus diffuse power, known as the
K factor has been used in our simulation. The packet
error rate (PER) for a packet of length 9 and 127 bytes
with a coherent receiver is shown in Figure 17 and Figure
18. As expected, the PER converges to AWGN packet
error rate curve as the K factor gets large. Notice that
there is only a slight performance degradation of the
larger packet size relative to the small packet size in
these figures, especially for Rayleigh fading. This is due
to the fact that the fading is assumed to be a constant for
the duration of a packet. If the fade is a bad fade (i.e.
destructive interference) then the error probability will be
large for symbols and for the packet as a whole. While
a good fade (i.e. constructive interference) will result
in correct symbols and the packet as a whole. So the
packet error probability is dominated by the probability
of a good fade versus a bad fade.
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Fig. 16. Packet error probability, block length 127 bytes: coherent
vs. noncoherent, AWGN

VI. CONCLUSIONS

In this paper we have used measurements to ob-
tain models for indoor industrial environment channels.
Our models are piecewise linear relations between the
received power (in dB) and the log of the distance.
Perhaps the most useful part of the propagation model
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Fig. 18. Packet error probability, block length 127 bytes: coherent
Rician, Rayleigh, coherent reception

occurs after the breakpoint in the piecewise linear model
where the power received becomes small. The received
power at short distances is larger than other models
while at higher distances the received power is less
than most other models. At distances smaller than the
break point in the piecewise linear model the received
power is going to be quite large and the exact value
of the received power is probably not important as the
system will have more than adequate power to decode
a packet correctly. We have used the CLEAN algorithm
to determine the multipath channel characteristics. The
multipath delay spread is generally less that 0.5 µs and
is comparable to the inverse bandwidth of a Zigbee
system. That is, most of the multipath components will
be within a single chip duration of a Zigbee signal. We
have used the measurements to evaluate the shadowing

parameter for this environment and our results show a
log normal shadowing of between 7 and 12 dB. A Zigbee
radio system with different receivers has been simulated
and the performance in different channel environments
has been determined. While there is a small difference
between coherent and noncoherent receivers (e.g. about
2dB), there is a large gap between AWGN performance
and Rayleigh faded performance. This is to be expected
since the Zigbee signals do not employ error-correcting
codes or wide enough bandwidth so that the fading is
mitigated.
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Abstract—The introduction of Proximity services (ProSe)
in Long Term Evolution Advanced (LTE-A) allows User
Equipments (UEs) to communicate directly without routing
the data through the LTE access network. This is a major
step towards supporting mission-critical communication
for first responders who need the ability to communicate
ubiquitously. To properly receive data, the UEs must be
synchronized. Thus, reducing the synchronization delays
is important to avoid service disruption. When operating
outside of the network coverage, UEs cannot rely on
the synchronization information provided by the base
station. In such cases, a distributed protocol is required
to announce and detect the synchronization information
within devices in proximity. In this paper, we present
an adaptive algorithm that reduces the out-of-coverage
synchronization delays while meeting the requirements
specified in the LTE-A standard. The algorithm takes into
account the UE traffic and synchronization conditions to
achieve these goals. We evaluate the algorithm performance
using our ns-3 ProSe implementation and show that fast
convergence time to a synchronized state can be achieved
using the proposed algorithm while satisfying the standard
performance constraints.

I. INTRODUCTION

Proximity Services (ProSe) is a Long Term Evolution
Advanced (LTE-A) function that was introduced in
release 12. ProSe allows LTE-A User Equipments (UEs)
to perform device-to-device (D2D) communication
[1]. The UEs use a direct link called sidelink to
transfer information between them without the need
of using traditional links through a base station
(downlink/uplink). ProSe is defined to work in-coverage
with or without network assistance, and out-of-coverage
in an autonomous way. The ability to work out-of-
coverage is crucial for public safety mission-critical
use cases, as it allows first responders to communicate
regardless of the location of the incident or the network
status [2].

UEs need to be synchronized to be able to decode
the information transmitted over the sidelink. Thus,
the UEs need to follow the same Synchronization
Reference (SyncRef), which indicates the common
timing, frequency, and system configuration to use. In-
coverage UEs follow the SyncRef indicated by the
network, while out-of-coverage UEs follow the SyncRef
of other UEs.

Achieving fast convergence to a synchronized state
within a group of out-of-coverage UEs is challenging,
as the synchronization protocol is a distributed process.
In this paper, we assess how the frequency of triggering
the SyncRef selection algorithm impacts the convergence
time. Intuitively, the more often the UEs execute the
SyncRef selection algorithm, the faster the convergence
is. However, there are several limiting factors.

First, the sidelink is half-duplex since it uses the
same frequency for transmission and reception. The
operations needed for the SyncRef selection algorithm
(i.e., detection and signal strength measurement of
SyncRefs in proximity) require the UE to be in reception
mode. Data transmissions scheduled during these periods
are preempted, as synchronization operations have
priority over other ProSe functions [3]. As a result, the
ProSe standard defines a maximum transmission drop
rate due to SyncRef selection of 2 %, which limits the
algorithm triggering frequency [4].

Second, the receiver circuitry is active during SyncRef
selection. Thus, the synchronization process consumes
power even when no data is transmitted. This is an
important factor to consider in the implementation of the
synchronization process, especially for first responder
UEs used during mission-critical tasks.

The simplest synchronization scheme is to execute the
SyncRef selection algorithm periodically, as is done in
the LTE downlink [5]. However, we have shown that a
periodic SyncRef selection scheme can lead to problems
when two SyncRefs are transmitting simultaneously and
continuously over time [6], although we did not address
the period selection procedure nor did we consider
traffic patterns other than the case of saturated UEs that
transmit continuously.

In this paper, we analyze the period selection
procedure considering the above mentioned constraints,
which are traffic and scenario dependent. We consider
on-off traffic patterns with different activity factors, and
we show that a synchronization period chosen for a
given activity factor may not satisfy the constraints if
the traffic varies. Moreover, a period chosen for a worst-
case scenario could lead to infrequent synchronization
and large convergence times, which is undesirable for
public safety mission-critical scenarios. To address theseU.S. Government work not protected by U.S. copyright
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Fig. 1. System model scheme. Timeline of a UE performing SyncRef selection and sidelink communication data transmissions concurrently.

limitations, we propose an algorithm that triggers the
SyncRef selection dynamically, based on the local traffic
condition and configuration of each UE.

Given the novelty of ProSe, the literature related
to out-of-coverage ProSe synchronization protocol is
scarce. Most of the existing studies focused either on
SyncRef detection procedures [7], or on the decision
process required to select the adequate SyncRef after
detection of multiple ones (see [6] and references
therein). These studies led to the standard design and
procedures explained in this paper. To the best of our
knowledge, our work is the first one to focus on the
SyncRef selection triggering function, which is one
of the topics left to implementation by the LTE-A
standardization body.

The rest of the paper is organized as follows. In
Section II, we characterize the system model and in
Section III, we define the problem in study. In Section
IV, we describe the proposed algorithm and detail the
results of the performance evaluation in Section V.
Finally, we conclude the paper in Section VI.

II. SYSTEM MODEL

ProSe UEs partition time in blocks of 1 ms, called
subframes (SFs). Thus, we will use the terms timeslot,
SF, and ms interchangeably in this paper. We assume that
during a given SF, the UE can be either in reception (Rx)
mode or in transmission (Tx) mode. We assume UEs
switch between modes instantaneously. We consider
the evaluation period of N SFs in which the UE is
performing sidelink communication and synchronization
functions concurrently. We assume the UE is out-of-
coverage. The notation used throughout the paper is
listed in Table I.

A. Sidelink synchronization

This function comprises two concurrent processes [8]:

1) The transmission of synchronization information:
where the UE advertises its synchronization information
by transmitting several signals and a message [9]. From
now on, we will refer to that set of elements as the
Sidelink Synchronization Signal (SLSS). An SLSS has
a duration of one SF and is transmitted periodically
every 40 ms. The SLSS encodes an ID (SLSSID)
which identifies the synchronization information being
transmitted. UEs transmitting SLSSs are called SyncRef
UEs and the conditions for becoming a SyncRef are
dependent on the synchronization status of the UE.

2) The selection of synchronization reference:
where the UE acquires the synchronization information
transmitted by nearby SyncRefs and selects and
synchronizes to the most suitable SyncRef. We model
this process as a chain of three sub-processes. First,
the UE performs a SyncRef search in which it is
continuously in Rx mode during tS SFs . Second, the UE
measures the Sidelink Reference Signal Received Power
(S-RSRP) of the SLSSs transmitted by the nSR detected
SyncRefs. The UE takes l samples of each SyncRef
within a given period of time (tM). As the SLSSs are
transmitted with fixed periodicity, the UE only needs
to be in Rx mode for the known corresponding SFs,
as depicted in Figure 1. The UE uses the information
contained in the SLSS and the S-RSRP measurements
to select the most suitable SyncRef and synchronize to
it. Third, the UE evaluates the selected SyncRef if any,
measuring its S-RSRP for a given period of time (tE).
This information supports the decision process used to
determine if the UE itself needs to become a SyncRef.

We denote the duration of the ith SyncRef selection
process as TSS(i), which is variable, as each sub-process
is conditionally executed depending on the result of the
previous sub-process. An idle period of length TID(i)
follows the ith SyncRef selection process, in which no
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TABLE I
LIST OF SYMBOLS

Symbol Definition
tS Duration of the SyncRef search sub-process
tM Duration of the S-RSRP measurement sub-process
l Number of S-RSRP measurement samples
tE Duration of the SyncRef evaluation sub-process
TSS(i) Duration of the SyncRef selection process i
TID(i) Duration of the idle period after the SyncRef selection

process i
TSC(i) Duration of the synchronization cycle i
nSR(i) Number of detected SyncRefs during the SyncRef selection

process i
nRX(i) Number of SFs in Rx mode during the synchronization

cycle i
∆X

RX Ratio of time the UE spent in Rx mode during a given
period of duration X SFs

tSCP Duration of the SCP
tCCH Duration of the PSCCH
tSCH Duration of the PSSCH
tTRP Duration on the TRP
nTRP Number of repetitions of the TRP within the PSSCH
kTRP Number of SFs available for transmission in each TRP
nTO(i) Number of SFs with transmission opportunities during the

synchronization cycle i
nTS(i) Number of SFs with scheduled transmissions during the

synchronization cycle i
βTX(i) Ratio of transmission opportunities with scheduled

transmissions during the synchronization cycle i
nDR(i) Number of SFs with dropped transmission during the

synchronization cycle i
βDR(i) Ratio of SFs with dropped transmissions during the

synchronization cycle i
∆X

DR Transmission drop rate for a given period of duration X
SFs

γ Maximum ratio of time the UE is allowed to be in Rx mode
due to the synchronization function

δ Maximum allowed transmission drop rate
T Length of the synchronization cycles when using periodic

SyncRef selection triggering algorithm
TRX Feasible T satisfying the constraint in the time in Rx mode
TDR Feasible T satisfying the transmission drop rate constraint
Ei Duration of the estimation period for the adaptive SyncRef

selection triggering algorithm
Ci Duration of the calculation period for the adaptive SyncRef

selection triggering algorithm
nID

TS(i) Number of SFs with scheduled transmissions during the
idle period of the synchronization cycle i

nSS
TS(i) Number of SFs with scheduled transmissions during the

SyncRef selection i

synchronization operations requiring the UE to be in Rx
mode are performed. The ith synchronization cycle, of
duration TSC(i), is the period comprising the SyncRef
selection i and the corresponding idle period.

During the ith synchronization cycle, the UE spends
nRX(i) SFs in Rx mode. We assume one SF per S-RSRP
measurement sample for the measurement and evaluation
sub-processes. Thus, nRX(i) is given by:

nRX(i) = tS + nSR(i)× l + l. (1)

For a given evaluation period of N SFs in which m
synchronization cycles occurred, the fraction of time the
UE spent in Rx mode (∆N

RX) is

∆N
RX =

1

N

m∑

i=1

nRX(i). (2)

The LTE-A standard defines some parameters and
constraints related to the SyncRef selection process [4].
First, the UE should be able to identify newly detectable
SyncRef UEs within 20 s, thus, the SyncRef selection
process should be executed at least once every 20 s.
Second, it provides the values for the measurement
and evaluation period length, i.e., tM = 400 ms and
tE = 800 ms. Third, the UE should be able to measure
up to six (6) SyncRef in each SyncRef selection process.
Last, the UE can drop a maximum of 2 % of its sidelink
communication transmissions at the physical layer for
the purpose of SyncRef UE selection within a 20 s
period.

B. Sidelink communication

The sidelink communication function is performed
over periodically repeating Sidelink Communication
Periods (SCPs) of duration tSCP [10]. Each SCP is
composed of two channels: the Physical Sidelink Control
Channel (PSCCH) of duration tCCH and the Physical
Sidelink Shared Channel (PSSCH) of duration tSCH.
When the UE has data to transmit, it uses the PSCCH
to send the Sidelink Control Information (SCI) message,
and the PSSCH to send the data. The SCI contains
the information needed by receiving UEs to decode
the data in the PSSCH if it is intended for them: the
data destination, the modulation and coding scheme
(MCS), and the PSSCH resource assignment in time and
frequency, among other parameters.

The SCI message is sent twice in the PSCCH and
the resource assignment is done randomly, i.e., the used
SFs and Resource Blocks (RBs) vary from one SCP to
another. The data is allocated in the PSSCH following a
Time Resource Pattern (TRP), which is a SF indication
bitmap of fixed length tTRP, and that is repeated nTRP
times during the PSSCH, where nTRP = b tSCH

tTRP
c. Each

TRP has kTRP SFs available for transmission, and the
set of TRPs to be used is defined in [10]. For each SCP,
the UE randomly selects the TRP to use as well as the
RBs within each SF of the TRP [11].

We denote as nTO(i) the number of SFs with
transmission opportunities the UE has during the
synchronization cycle i. The parameter nTO(i) is
calculated using Eq. (3), given that two transmissions are
needed for the PSCCH and that the kTRP transmissions
are repeated nTRP times in the PSSCH.

nTO(i) =
TSC(i)

tSCP
(2 + nTRP kTRP). (3)

We assume the UE will use all the transmission
opportunities within a SCP if it has data to transmit.
However, if the UE does not have data to transmit at the
beginning of a given SCP, the transmission opportunities
within that SCP are not used, and these timeslots are
free to be used to perform other operations. We denote
as nTS(i) the number of timeslots in which the UE
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scheduled a transmission during the synchronization
cycle i. Thus, nTS(i) is given by Eq. (4), where βTX(i) is
the ratio of transmission opportunities the UE intended to
use to perform transmissions within the synchronization
cycle i. The parameter βTX(i) characterizes the traffic
pattern of the transmitting UE, as it is an indication of
the ratio of time the UE has data to transmit.

nTS(i) = βTX(i)nTO(i). (4)

C. Transmission drops due to SyncRef selection

We denote as nDR(i) the number of timeslots in
which the UE drops a transmission during the ith
synchronization cycle. This implies that transmissions
were scheduled for these SFs, but the UE was
in Rx mode performing operations associated to the
SyncRef selection. Nevertheless, the UE does not
drop transmissions every time it is in Rx mode for
synchronization purposes, as can be seen in Figure 1.
The specific SFs in which the UE is in Rx mode during
a SyncRef selection process depend on external factors
to the UE, e.g., number of SyncRefs in proximity and
their timing. The specific SFs where the UE schedules
its communication transmissions depend on random
processes, e.g., selection of TRP and PSCCH timeslots.
We define βDR(i) to be the fraction of SFs during the
ith SyncRef selection in which the UE was in Rx mode
and a transmission drop occurred. Thus,

nDR(i) = βDR(i)nRX(i). (5)

Furthermore, the transmission drop rate for the
evaluation period of N SFs (∆N

DR) in which m
synchronization cycles occurred is

∆N
DR =

∑m
i=1 nDR(i)∑m
i=1 nTS(i)

. (6)

D. System constraints

The length of the synchronization cycles occurring
during the evaluation period of N SFs should be chosen
to guarantee Eq. (7) and Eq. (8) for that period. The
parameter γ is the maximum fraction of time the UE is
allowed to be in Rx mode due to the synchronization
function, and δ is the maximum allowed transmission
drop rate.

∆N
RX ≤ γ. (7)

∆N
DR ≤ δ. (8)

For the rest of the paper we will use δ = 0.02 and
N = 20 000 ms (20 s) in order to align with the LTE-A
standard requirements mentioned in Section II-A2. The
fraction of time spent in Rx mode, γ, is an indicator
of the maximum power that the UE can allot to the
SyncRef selection process, since the UE must expend
power to actively listen for SyncRef signals and to do
the computations to determine which SyncRef to follow.

TABLE II
EVALUATION PARAMETERS

Param. Value Param. Value
Eval.
period N (ms) 20000

Si
de

lin
k

co
m

m
.

tSCP (ms) 40

Sy
nc

R
ef

se
le

ct
io

n tS (ms) 40 tCCH (ms) 8
tM (ms) 400 tSCH (ms) 32
tE (ms) 800 tTRP (ms) 8
l 4 kTRP 2

At present, the standard does not give a value for γ, so
we consider several values in this paper.

III. PROBLEM FORMULATION

When using a periodic algorithm to trigger the
SyncRef selection process, all the synchronization
cycles have the same length T , namely,
TSC(1) = TSC(2) = ... = TSC(m) = T . The selection
of T is critical in order to satisfy Eq. (7) and Eq. (8)
because it determines the number of SyncRef selection
processes to be executed within an evaluation period.
This selection is challenging as the values of ∆N

RX
and ∆N

DR are dependent on multiple variable factors.
However, it is possible to estimate a set of possible
values for T that satisfy the constraints in worst case
conditions.

For a fixed period T , the number of synchronization
cycles within an evaluation period of N SFs is given by
m = N

T . By grouping Equations (1) – (8), and assuming
that all the synchronization cycles in the evaluation
period are identical and that the UE detects the maximum
allowed number of SyncRefs each time (nSR = 6), we
find expressions for:

• The values of T satisfying Eq. (7):

TRX ≥
(tS + 6 l + l)

γ
. (9)

• The values of T satisfying Eq. (8):

TDR ≥
βDR (tS + 6 l + l) tSCP

βTX (2 + nTRP kTRP) δ
. (10)

0.2 0.3 0.4 0.5 0.6

5 000

10 000
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30 000

βDR

T
(m

s)

T=max(TRX, TDR), βTX=1 Feasible T , βTX=1
T=max(TRX, TDR), βTX=0.5 Feasible T , βTX=0.5
T=max(TRX, TDR), βTX=0.25 Feasible T , βTX=0.25
Maximum T (standard)

Fig. 2. Feasible values of the synchronization cycle length for the
periodic SyncRef selection triggering, considering different traffic
intensities (βTX) and ratio of transmission drops (βDR). Constraints:
δ = 0.02 and γ = 0.02.
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Fig. 3. Proposed adaptive SyncRef selection triggering algorithm.

Thus, one should choose T to satisfy Eq. (11), which
considers both constraints and T < 20 s (Section II-A2).

max(TRX, TDR) ≤ T ≤ 20 000 ms. (11)

Figure 2 shows feasible values for the period T for
different values of activity factors βTX and transmission
drops βDR using the parameters in Table II. We display
only the possible values for βDR given that configuration.
We see that the set of feasible values for T decreases
with βTX, but most importantly, we can see that there
is no feasible T for βTX = 0.25 when βDR > 0.37.
This implies that a single fixed value of T is not
able to guarantee that the SyncRef selection algorithm
will satisfy the required performance constraints for all
situations.

To achieve fast convergence in the distributed out-
of-coverage synchronization algorithm, T should be as
small as possible to increase the frequency of SyncRef
selection. Choosing T following a worst case scenario
for a given value of βTX is inefficient for larger values
of βTX, as T is unnecessarily large. For example, in the
worst case (βDR = 0.6), the minimum feasible value is
T = 16 320 ms for βTX = 0.5, which is double the
needed T for βTX = 1 (T = 8 160 ms). Moreover, the
values of nSR, βTX, and βDR vary from one SyncRef
selection to another, making a worst case T selection
even more inefficient. To overcome those limitations, we
propose an algorithm that makes the value of T variable,
adjusting it depending on the conditions experienced by
the UE.

IV. PROPOSED PROACTIVE ALGORITHM

We developed an adaptive SyncRef selection
triggering algorithm, whose objective is to reduce the
convergence time by triggering the selection process
as soon as possible. This is done while respecting
the constraints of time allowed in receiving state
(Eq. (7)) and maximum packet drop rate (Eq. (8))
for every evaluation period. Thus, the length of the
synchronization cycles (TSC) varies depending on
the UE conditions. A schematic representation of
the proposed algorithm is presented in Figure 3 and
described in this section.

The proposed algorithm estimates the suitable
duration for the synchronization cycle in progress
(TSC(i)). To do so, it calculates the value of TID(i) at

the end of the current SyncRef selection process as can
be seen in Figure 3.

The UE uses two sets of information:

• The data collected for the proactive estimation
period of duration Ei = TID(i− 1) + TSS(i),
which comprises the idle period of the previous
synchronization cycle, and the current SyncRef
selection. The data includes the amount of time
spent in Rx mode and the number of transmission
drops.

• A prediction of the information for the next
SyncRef selection, denoted as (i + 1)∗, with
a duration TSS((i+ 1)∗). We consider two
predictions: a strict (S) prediction that assumes
the worst case scenario for the next SyncRef
selection (e.g., nSR = 6, selection of a SyncRef
and βDR = 1); and a historical (H) prediction that
assumes the next process will be similar to the one
that occurred during the estimation period.

Using this information, the UE calculates the fraction
of time in Rx mode and the transmission drop
rate for the proactive calculation period of duration
Ci = Ei + TSS((i+ 1)∗), namely ∆Ci

RX and ∆Ci

DR, using
Eq. (12) and Eq. (13) respectively.

∆Ci

RX =
nRX(i) + nRX((i+ 1)∗)

Ci
. (12)

∆Ci

DR =
nDR(i) + nDR((i+ 1)∗)

nID
TS(i− 1) + nSS

TS(i) + nSS
TS((i+ 1)∗)

. (13)

The denominator of Eq. (13) is composed of the
scheduled transmissions during the calculation period,
i.e., during the previous idle period (nID

TS(i − 1)) and
SyncRef selection (nSS

TS(i)), and the prediction for the
next SynRef selection (nSS

TS((i+ 1)∗)).

Next, the UE estimates TID(i) relative to the previous
idle period using Eq. (14). Thus, TID(i) increases
compared to TID(i − 1) if any of the constraints are
not met during the calculation period, and is reduced
otherwise.

TID(i) = max
(∆Ci

RX

γ
TID(i−1),

∆Ci

DR

δ
TID(i−1)

)
. (14)

Finally, the UE sets a timer TID(i) and performs the
(i+ 1)st SyncRef selection upon its expiration.
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V. EVALUATION

In previous work, we extended the LTE module
of the ns-3 simulation platform [12] to consider
ProSe functionalities [13]. The following evaluation was
performed using this implementation.

A. Configuration

We considered 24 out-of-coverage UEs in proximity
in a broadcast scenario. Half of the UEs transmit data
to the group, and the other half is silent but receives
the transmitted data. Each UE was configured with a
different random SLSSID, frame, and subframe number
at the beginning of each simulation, creating an initially
non-synchronized environment. The convergence time
is defined as the time required for all UEs to acquire
the same synchronization parameters. We used the
parameters in Table II for the configuration of the
sidelink communication and SyncRef selection.

The transmitter UEs followed an on-off traffic pattern
with On and Off periods exponentially distributed with
mean µON and µOFF respectively. We set µON = 2.5 s,
and we varied µOFF to evaluate scenarios with
different TAF1. The periodic algorithms were worst-case
configured (βDR = 0.6 and βTX = TAF). The adaptive
algorithm was configured with δ = 0.02. Both types of
prediction, strict (S) and historical (H), were tested for
the proposed proactive (Pro) algorithm. The simulation
time was 1000 s and each configuration was simulated
150 times using different random seeds.

For all evaluations, we monitored the fraction of
time in Rx mode (∆20s

RX(i, t)) and the transmission drop
rate (∆20s

DR(i, t)) for each UE i and for each monitoring
period of 20 s in the simulation. To this purpose, we use
a monitoring sliding window of 20 s length, advancing
every 1 ms.

B. Results

The results presented in this section correspond to
the scenario with TAF = 50 %, unless otherwise stated.
Similar trends were observed for the other scenarios, and
figures are omitted due to lack of space.

We observe that the adaptive algorithm is able
to reduce the convergence time of the scenarios
while satisfying the system constraints in most of the
monitoring periods, as shown in Table III and Figure 4.
Table III shows the percentage of monitoring period
instances in the whole evaluation that do not satisfy
the transmission drop rate constraint. These cases are
observed because a monitoring window containing part
of a SyncRef selection process with transmission drops,
and sliding from a period with successful transmissions
to a period without any transmission, will exhibit an
increased transmission drop rate for that monitoring

1The Traffic Activity Factor (TAF) denotes the average fraction of
time the UE is transmitting, and it is calculated as TAF = µON

µON+µOFF
.

TABLE III
PERCENTAGE OF MONITORING PERIODS WHERE ∆20S

DR (i, t) > δ,
CONSIDERING ALL TRANSMITTERS IN ALL SIMULATIONS

Scenario
TAF = 75 % TAF = 50 %

A
lg

or
ith

m

Fix 0 0.0033

γ = 0.02 Pro S 0 0.0019
Pro H 0.0004 0.0390

γ = 0.12 Pro S 0 0.0025
Pro H 0.0063 0.4573

γ = 0.24 Pro S 0 0.0016
Pro H 0.0068 0.4536

γ = 1.00 Pro S 0 0.0010
Pro H 0.0550 0.4538

γ = 0.02 γ = 0.12 γ = 0.24 γ = 1.00
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C
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ve
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e
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Periodic (T=16.3 s) Pro S Pro H

Fig. 4. Convergence time. Average with 95% confidence interval are
shown.
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Fig. 5. Cumulative distribution function of the length of the
synchronization cycles (TSC) for the transmitter UEs.

period. This is confirmed by the increase of such
cases when the transmitters have larger off periods,
i.e., with smaller TAF. However, we see that all the
values in Table III are below 1 %, which represents
very good performance considering the granularity of
the monitoring.

For all the scenarios and configurations considered,
∆20s

RX(i, t) < γ for all UEs. The length of the
synchronization cycles is mostly influenced by the
constraint in the transmission drop rate for the
transmitters, which is stricter. For the receivers, there is
no large variation in the time spent in Rx mode between
consecutive synchronization cycles, which indicates that
the proactive algorithm can easily adapt to respect the
constraint.

A larger γ allows us to perform the SyncRef selection
more often in periods of low transmission drop rate or

Cintron, Fernando; Gamboa Quintiliani, Samantha; Griffith, David; Rouil, Richard.
”Adaptive synchronization reference selection for out-of-coverage Proximity Services (ProSe).”

Paper presented at 28th Annual IEEE International Symposium on Personal, Indoor and Mobile Radio Communications, Montreal, QC, Canada.
October 8, 2017 - October 13, 2017.

SP-218



γ = 0.02 γ = 0.12 γ = 0.24 γ = 1.00
−50

−25

0

25

50

75

R
ed

uc
tio

n
(%

)

Pro S Avg.
Pro S Mdn.
Pro H Avg.
Pro H Mdn.

Fig. 6. Percentage of reduction in the convergence time regarding the
periodic algorithm. Average with 95% confidence interval and median
are shown.

when transmitters are in off periods. This is reflected in
Figure 5, where we observe larger proportion of smaller
synchronization cycles with γ = 1.00 than with γ =
0.02. Thus, the transmitters synchronize faster and the
receivers react faster to these SyncRef changes when the
algorithms are configured with larger γ, which reduces
the convergence time as can be seen in Figure 4.

As expected, the strict prediction handles sudden
increases in the transmission drop rate better than its
historical counterpart. This is reflected by fewer cases in
which ∆20s

DR(i, t) > δ for the strict algorithm (Table III).
However, the strict criterion provides less flexibility
and the reductions in convergence time are smaller
than when using historical prediction. The performance
gap decreases when γ increases, as larger γ increases
performance by acting in the off or low transmission
drop periods, balancing the transmission drops in the
predictions as shown in Figure 4.

Although the adaptive algorithm reduces the average
convergence time, it did not produce an improvement in
all cases. Figure 6 depicts the percentage of convergence
time reduction of the proactive algorithm compared to
the periodic algorithm. It is calculated per simulation,
i.e., it compares the algorithms under the same initial
conditions. From Figure 6, we observe that the average
value is below the median value for all of the cases,
which reflects the influence of few cases with small
reductions or even increases (negative reductions) in
the convergence time. A good example can be seen
for the algorithm with strict prediction and γ = 0.02.
However, the central tendency is better represented by
the median in this case, and, since it is positive, it
highlights the overall performance gain achieved by the
adaptive algorithm.

A configuration with γ = 1.00 allows UEs to be
in Rx mode all the time, yet this was never the case
in our evaluation. UEs were always able to detect
SyncRefs and were in Rx mode during only a fraction of
the measurement and evaluation periods for performing
the S-RSRP sampling. The maximum value for the
fraction of time in Rx mode attained by the UEs in
our evaluation was 14.7 %. This value will be greater if
the UEs cannot detect any SyncRef and are constantly

performing the SyncRef search. Thus, adapting the
value of γ depending on the UE conditions is crucial
to control power consumption, e.g., γ = 1.00 when
detecting multiple SyncRefs to ensure fast convergence,
and reducing its value when convergence is achieved or
when no SyncRef is detected in order to preserve battery
charge.

VI. CONCLUSION

In this paper, we studied the synchronization protocol
used by out-of-coverage ProSe-enabled UEs, such as
those that will be used by first responders. We
showed that choosing a fixed period for triggering the
synchronization reference selection can be challenging
and inefficient if constraints in the transmission drop
rate and the time in reception mode are considered. We
proposed an algorithm that reduces the synchronization
delays by adapting the time to trigger the process
depending on the local conditions of each UE. We
evaluated the efficiency of the algorithms using system
level simulations and we pointed out the trade-
offs that should be considered to achieve a given
level of performance and satisfy the LTE-A standard
requirements.
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Abstract—To date, we have designed and assembled 
millimeter-wave channel sounders at 60 GHz and 83 GHz. 
They can estimate the angle-of-departure and angle-of-arrival 
of channel multipath components as well as their delay and 
Doppler frequency shift. In addition, due to the fast 
acquisition time and because the receiver is mounted on a 
mobile robot, the systems can collect measurements for 
hundreds of different transmitter-receiver configurations in 
just minutes. It follows that channel-model reduction, 
including the multipath-component clustering process, must 
be reliable, consistent, and unsupervised. In this paper, we 
describe a simple clustering process tailored to the properties 
of millimeter-wave channels that fully exploits the multi-
dimensionality of the extracted multipath components and 
requires only a few tunable parameters. Through extensive 
experimentation, we have verified that the process is robust 
and delivers consistent results across five different 
environments and across both frequency bands investigated. 
Illustrative examples are provided. 

Index Terms— 5G; double-directional channel; mmWave. 

I. INTRODUCTION

     The inherent drawback of millimeter-wave (mmWave) 
bands compared to sub-6-GHz bands is greater path loss 
due to free-space1, oxygen-absorption, and/or penetration 
losses. To compensate the link budget, extremely high-gain 
– in turn extremely narrow-beam – antennas will be
employed. Given their limited beamwidth, the antennas
must be electronically steered in azimuth and elevation
along the angle-of-departure (AoD) and angle-of-arrival
(AoA) of any viable propagation paths between the
respective transmitter (TX) and receiver (RX) to provide
omnidirectional fields of view. Hence from a channel-
modeling perspective, it is fundamental to understand how
many paths are available in an environment and their
distribution in both delay and 3D double-directional angle
(azimuth AoD, elevation AoD, azimuth AoA, elevation
AoA).
     Diffraction at mmWave frequencies has been 
demonstrated to be significantly weaker than at sub-6-GHz 
[1]. The absence of diffraction renders the channel 
“sparse,” meaning that only a few dominant multipath 
components (MPCs) will be detected. The strongest will be 
the direct path (in line-of-sight (LOS) conditions) while the 
others will originate from specular reflections off ambient 
objects. Each specular reflection gives rise to scattering of 
the incident wave into a dominant specular multipath 
component and weaker diffuse components surrounding in 
the multi-dimensional delay-angle space; altogether they  

1Assuming a frequency-dependent aperture size, not a fixed physical 
antenna size. 

form a cluster. The dominant paths can be exploited to send 
multiple data streams between the TX and RX. In other 
words, the number of clusters will determine the maximum 
number of independent streams that can be sent in one 
polarization2. 
     Whether the clusters are distributed randomly in the 
delay-angle space (e.g. WINNER II [3], COST 2100 [4] 
5GCMSIG [5]) or follow a deterministic map-based 
distribution (e.g. METIS2020 [6], MiWEBA [7], 
mmMAGIC [8]), a fundamental process in reducing 
channel models is clustering the MPCs extracted from 
measurements. Besides their distribution in space, also 
important are the delay- and angle-dispersion 
characteristics of the clusters, i.e. their shape. When 
clusters overlap, separating them is a challenge. There are 
two reasons why the challenge is diminished in mmWave 
systems compared to legacy systems: 1. the channel is 
sparse, hence there are less components a priori; 2. 5G 
systems will fully exploit the multi-dimensionality of the 
channel  – for proper radio and network design, the path 
loss of the extracted MPCs should be polarization-
dependent (VV, VH, HV, HH) and indexed according to 
delay, 3D double-directional angle, and Doppler frequency 
shift – hence cluster overlap in all six dimensions is less 
likely.  

To date, we have designed and assembled mmWave 
channel sounders at 60 GHz [9] and at 83 GHz [10]; the 
latter features a three-dimensional switched array at the RX 
for AoA discrimination in both azimuth and elevation 
while the former features an array at the TX as well for 
AoD discrimination. Besides high delay resolution (up to 
0.5 ns), the systems are capable of estimating Doppler shift. 
In addition, due to the fast acquisition time and because the 
RX is mounted on a mobile robot, the systems can collect 
channel measurements for hundreds of different TX-RX 
configurations in just minutes. It follows that model 
reduction, including the MPC clustering process, must be 
reliable, consistent, and unsupervised.  

In this paper, we describe a simple clustering process 
tailored to the properties of both mmWave channels and 5G 
systems that accepts only a few tunable parameters. 
Through extensive measurements, we verified the process 
to be robust and deliver consistent results across five 
different environments (lecture room, lobby, hallway, 
basement, and data center) in LOS and non-LOS conditions 
and across both frequency bands. The remainder of this 
paper is organized as follows. In Section II, we present our 
clustering process. In Section III, we show some illustrative 
examples. Finally, we draw some important conclusions in 
Section IV. 

2Dually polarized streams are provisioned for mmWave systems [2]. 
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II.  CLUSTERING PROCESS 

     In this section, we describe the process through which 
the multipath components extracted from a channel 
measurement are clustered.  Before the process begins, we 
check whether the TX-RX configuration lies in LOS 
conditions; if so, the direct path – the strongest of all MPCs 
– is easily detected and removed3. As there is no scattering 
associated with it, nor are there diffuse components 
surrounding it. As such, the clustering is only applied to the 
remaining components. 
     The components to be clustered are indexed through ݅. 
Each is characterized by path gain4 ܲܩ௜  (in dB) in the space  ࢞௜ = ሺ߬௜, ,௜஺,஺௢஽ߠ ,௜ா,஺௢஽ߠ ,௜஺,஺௢஺ߠ ,௜ா,஺௢஺ߠ ,௜ሻߥ  where ߬ 
denotes delay, ߠ the azimuth (A) or elevation (E) AoD or 
AoA, and ߥ the Doppler frequency shift. Fig. 1(a) displays 
an example of MPCs extracted from a measurement in a 
data center with our 60 GHz system. The floorplan of the 
environment and the TX-RX configuration are shown in 
Fig. 1(b). Because each dimension ݆ will have a different 
range, the space is normalized as  
ො௜௝ݔ  = ௜௝ݔ − min௜ ௜௝max௜ݔ ௜௝ݔ − min௜  ௜௝ݔ
 
so that every ݔො௜௝ falls within the range [0,1]. The clustering 
is then carried out in the normalized space. 
     Often clusters from a single acquisition contained too 
few components, prohibiting sufficient statistical 
characterization of the shape. As such, for each TX-RX 
configuration, in reality MPCs from 8 acquisitions were 
aggregated while the RX was moving on the mobile robot; 
since acquisitions were at least a wavelength apart, the 
scattering between them is known to be independent. Fig. 
2 shows a cluster identified in the data center indexed in the 
delay dimension only. Each symbol represents a different 
acquisition. Note that the specular components (blue) are 
significantly stronger than the diffuse components (green). 
     The remainder of this section is partitioned into three 
subsections, each describing a sequential step of the 
clustering process: 

 
A. Density Filtering 
     The first step of the clustering process is to filter out any 
spurious paths, typically originating from weak diffraction 
or small ambient objects. To this end, we apply the 
DBSCAN (Density-Based Spatial Clustering of 
Applications with Noise) algorithm [11]. In the algorithm, 
each MPC is scanned to determine whether it is surrounded 
by at least ܰ௠ paths (including itself) within some radius ߝ, using the Euclidean distance metric in the space. If so, 

                                                           
3In non-LOS conditions, the direct path is assumed to go undetected as 
penetration loss at mmWave frequencies is very high. 

4In our measurements, we only had VV polarization; but if multiple 
polarizations are available, they could be exploited as separate 
dimensions for enhanced discrimination.  

 

 
Fig. 1(a). Multipath components extracted from a measurement in a data 
center with our 60 GHz system. Each component is indexed in delay, 
azimuth AoD, and azimuth AoA (elevation AoD, elevation AoA, and 
Doppler shift are omitted) and is color-coded against the path-gain 
legend. 
 

 
Fig. 1(b). Floorplan of a data center and example configuration with the 
TX and RX on top of racks. Reflectors that generated the detected 
multipath components in the channel measurement are labeled. Shown 
in cyan are example first- and second-order reflections from ambient 
objects. 

 
Fig. 1(c). Clustering of multipath components in Fig. 1(a). Each cluster 
is displayed as a different color and is labeled in reference to the 
reflector(s) in Fig. 1(b) that generated it. 
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the MPC is designated as a core point. Then all neighbors 
(within the same radius ߝ) of a core point (including the 
core point itself) are designated as reachable and so kept; 
otherwise they are deemed outliers and consequently 
discarded. This step yields multiple regions, each a 
collection of mutually reachable MPCs. 
     In our experiments, we set	ߝ  = 0.04 fixed and ܰ௠  to 
vary between 3 and 8 as ܰ௠ = ඄83 ⋅ 3௉෢ீ ೔ඈ, 
෢௜ܩܲ   = ௜ܩܲ − min௜ ௜max௜ܩܲ ௜ܩܲ − min௜  .௜ܩܲ
 
Hence the condition on the number of neighbors is relaxed 
with lower path gain. While these parameters can be tuned 
through visual inspection on a sample set of measurements, 
we found them to be robust and as such were maintained 
constant across the five environments and two center 
frequencies tested. 
 
B. Specular-Reflection Identification 
     A defining feature of clusters at mmWave frequencies 
is that each one contains a single specular component 
marked by a peak in path gain. It may occur that multiple 
specular components fall within a region delineated in Step 
A. This will occur especially if the dimensionality of the 
MPC space is reduced due to the limitations of the 
measurement system. What happens is that the MPCs are 
projected into a lower dimensional space, increasing 
chances of cluster overlap. In order to resolve separate 
clusters, we identify peaks within a region under the 
premise that each peak is linked to a specular component. 
     As can be observed from the example in Fig. 2, local 
peaks will arise due to random fluctuation of the path gain 
in delay. Although the delay dimension only is shown, it 
holds true for the other dimensions as well. As a means to 
isolate the global peaks in each region, we filter the path 
gain in the multi-dimensional space to smooth out the local 
peaks. First we interpolate the path gain between the MPCs 
through the LOWESS (Locally Weighted Scatterplot 
Smoothing) algorithm with robust bisquare weights [12]. 
This algorithm is used in regression analysis to create a 
continuous surface while attenuating the effect of outliers. 
Then we apply a Gaussian filter to average over any 
residual local peaks. The standard deviation of the filter is 
set to ߪ = Δݔ୫ୟ୶/12 , where Δݔ୫ୟ୶  is the maximum 
length of the region over all dimensions. Finally, we isolate 
the global peaks by comparing them to their neighboring 
values in the smoothed space. 
 
C. Clustering 
     The clustering step is initialized by pinning the 
clusterheads to the coordinates of the global peaks 
identified over all regions in Step B; hence the number of 
clusters corresponds to the number of global peaks. We 
then apply the K-Power Means Clustering algorithm [13]. 
In one iteration, individual MPCs are assigned to the 
clusterhead for which the Euclidean distance is minimum. 
Once the MPCs have been all assigned, the clusterhead is 
recomputed as the weighted centroid of the MPCs assigned 
to the cluster; the path gain is the weight. The iterations 
continue until convergence.  

 

III.  EXPERIMENTAL RESULTS 

     Fig. 1(c) shows the clustering results for the example 
measurement in the data center. Each cluster is marked 
with a different color. The results were validated through 
an exercise parallel to the measurements: the specular 
reflections were raytraced for the TX-RX configuration 
given the floorplan of the environment. Then the delay, 
AoD, and AoA of the raytraced paths were compared with 
the same properties of the specular reflections identified 
from the measurements and paired accordingly. The 
purpose was to discern the number and type of reflectors 
on each path from the paired raytraced path (for which this 
information was furnished). In Fig. 1(c), the reflectors on 
each of the 13 paths (one for each cluster) were labeled in 
reference to Fig. 1(b). Fig. 1(b) also displays paired 
raytraced paths for two of the 13 (the other 11 were omitted 
to avoid clutter). Good agreement between the locations of 
the reflectors in the floorplan and their delay-angle 
properties was witnessed, validating the mmWave cluster 
model. 
    To further substantiate the effectiveness of our clustering 
process, we illustrate another example with our 83 GHz 
system in a lecture room. Fig. 3(a) shows the MPCs 
extracted from the measurement for the TX-RX 
configuration in Fig. 3(b). Note that since there is no TX 
array for this system – only a single element – we could not 
estimate AoD. Finally, Fig. 3(c) shows the clustering 
results: 10 clusters are shown and each cluster is traced 
back to the main reflectors in Fig. 3(b).  
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. Multipath components of an example cluster aggregated over 
eight small-scale acquisitions (each one shown with a different 
symbol). 
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IV.  CONCLUSIONS 

      In this paper, we describe a clustering process for 
multipath components extracted from measurements with 
millimeter-wave channel sounders at 60 GHz and 83 GHz. 
The process contains few tunable parameters which are 
verified to be robust against measurements taken in five 
different environments and across the two frequency bands. 
While a total of six MPC dimensions are viable for 
clustering, the key findings of our analysis are: 
 
 
1. The azimuth dimension is much more distinct than 

elevation because, given typical TX, RX, and ceiling 
heights, ground and ceiling bounces will impinge at 
shallow elevation angles with little variability amongst 
them. Elevation angle is most useful to discriminate 
ground from ceiling bounces at short distances (less 
than 5 m or so). 

2. AoD and AoA are both critically important because two 
paths will often arrive (depart) at similar angles but with 
different departure (arrival) angles. They are otherwise 
inseparable. 

3. Doppler frequency shift maps directly to angle-of-
arrival (angle-of-departure) when the RX (TX) is 
mobile [14] and so does not provide additional 
information for clustering.
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Fig. 3(a). Multipath components extracted from a measurement in a 
lecture room with our 83 GHz channel sounder. Each component is 
indexed in delay and azimuth AoA (elevation AoA and Doppler shift 
are omitted) and is color-coded against the path-gain legend. 
 

 
Fig. 3(b). Floorplan of lecture room and example TX-RX 
configuration. Reflectors that generated the detected multipath 
components in the channel measurement are labeled. Reflections off 
the Top wall and the Tables & Chairs are shown in cyan. 
 

 
Fig. 3(c). Clustering of multipath components in Fig. 3(a). Each cluster 
is displayed as a different color and is labeled in reference to the 
reflector(s) in Fig. 3(b) that generated it. 
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Abstract—The emerging field of materials informatics has the
potential to greatly reduce time-to-market and development costs
for new materials. The success of such efforts hinges on access
to large, high-quality databases of material properties. However,
many such data are only to be found encoded in text within
esoteric scientific articles, a situation that makes automated
extraction difficult and manual extraction time-consuming and
error-prone. To address this challenge, we present a hybrid
Information Extraction (IE) pipeline to improve the machine-
human partnership with respect to extraction quality and person-
hours, through a combination of rule-based, machine learning,
and crowdsourcing approaches. Our goal is to leverage computer
and human strengths to alleviate the burden on human curators
by automating initial extraction tasks before prioritizing and as-
signing specialized curation tasks to humans with different levels
of training: using non-experts for straightforward tasks such as
validation of higher accuracy results (e.g., completing partial
facts) and domain experts for low-certainty results (e.g., reviewing
specialized compound labels). To validate our approaches, we
focus on the task of extracting the glass transition temperature
of polymers from published articles. Applying our approaches to
6 090 articles, we have so far extracted 259 refined data values.
We project that this number will grow considerably as we tune
our methods and process more articles, to exceed that found
in standard, expert-curated polymer data handbooks while also
being easier to keep up-to-date. The freely available data can be
found on our Polymer Properties Predictor and Database website
at http://pppdb.uchicago.edu.

Index Terms—Information Extraction, Crowdsourcing, Ma-
chine Learning, Polymers, Glass transition

I. INTRODUCTION

Materials informatics [1–3], often referred to as the fourth
paradigm of materials discovery [4, 5], combines large datasets
and computational models to identify candidates for new
materials, with the goal of reducing both time-to-market and
development costs. As such methods rely on access to large,
machine-readable databases, the traditional text-based physical
handbooks will not suffice. However, there are few examples
of these scientific digital databases and constructing new ones
is a monumental task requiring years of expert labor, as the
data that populate these databases must often be extracted
manually from free-text publications. One excellent example
of a digital database is PolyInfo [6], which contains the records

for over 200 000 properties of polymers extracted from more
than 12 000 articles—a process that required years of expert
curation effort. Achieving databases as large and useful as
PolyInfo for different material properties at a rate commen-
surate with the time-to-market goals of modern materials
engineering is a daunting task. It might appear that automated
methods of extraction could solve this problem; however,
despite considerable progress in natural language processing
(NLP) and machine learning [7–13], fully automated extrac-
tion is not yet possible due to the complexity by which such
properties are encoded in publications. Instead, human effort
is needed to develop rules, define training sets, and validate
results [14–16].

In response, we propose a hybrid Information Extraction
(IE) pipeline that combines automation and crowdsourcing
in ways that leverage the complementary strengths of com-
putational modules and humans. This pipeline first extracts
candidate properties automatically and subsequently assigns
various curation tasks to humans with the goal of maximizing
throughput and accuracy while minimizing the burden on hu-
man curators. We applied a preliminary version of this concept
to extract 263 values for the Flory-Huggins interaction param-
eter, a measure of miscibility between two entities—typically
a polymer and either another polymer or a solvent [17]. In that
case, we automatically browsed and searched a relevant journal
in polymer science for this property to identify candidate arti-
cles and trained student reviewers to extract data: an effective
but still relatively costly approach [18]. Here, we extend that
work, increasing the automation to develop an integrated IE
pipeline that combines a general-purpose NLP toolkit to parse
text and perform preliminary recognition; specialized domain-
specific models to identify entities and relationships; a ranking
system to prioritize crowdsourced tasks; and a crowdsourcing
framework to review candidate relationships. We apply this
system to extract the glass transition temperature (Tg) of
polymers. This important property in the design of new poly-
meric materials quantifies the temperature at which polymers
transition from a glassy state into a rubbery state. Values for
this parameter are often found in the text of scientific articles.

We used this new IE pipeline to process 6 090 articles
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published over the last decade in Macromolecules, a prominent
journal in polymer science. In the first pipeline step, an NLP-
based extraction process identified 1 442 Tg candidates in
these articles—text fragments with characteristics suggestive
of a Tg value, but often with various irregularities. Subsequent
automated and crowdsourcing curation steps then processed
these candidates, in some cases confirming and/or completing
a polymer–Tg value and in others establishing that no such
value is in fact present. Curating the output of the NLP
extraction required only a half-hour of expert time and a
combined six hours of untrained crowds. To date, we have
extracted 259 Tg values from a subset of our articles and
expect this number to increase dramatically as we improve our
pipeline and apply it to new data. In comparison, the recent
edition of the expert-curated Physical Properties of Polymer
Handbook [19], last published in 2007, contains only ≈600
Tg values. The most recent and machine-accessible output of
our IE pipeline is freely available at http://pppdb.uchicago.edu
and https://materialsdatafacility.org [20].

The primary contributions of this paper are: (1) the design
of a hybrid extraction pipeline that combines computer and
human strengths; (2) demonstration that this method can
accurately extract properties from publications; and (3) design
and evaluation of extraction and curation tools, including a
rule-based parser for Tg, a polymer identification module
for distinguishing polymers from other chemical compounds,
a polymer proximity search module for recovering polymer
names from related text, crowdsourcing modules for identify-
ing unrecognized polymers and flagging anomalous polymer
names, and a prioritization model to guide curation effort.

The rest of this paper is as follows. Section II reviews
related work in the information extraction of scientific facts.
Section III motivates the problem by introducing Tg and
discusses the challenges associated with automated extraction.
Section IV describes the design and implementation of our
IE pipeline. Section V evaluates the accuracy of the various
stages in our pipeline. We discuss future work in Section VI
before concluding in Section VII.

II. RELATED WORK

IE methods have been applied in various scientific domains.
The medical community has long been interested in the
automated extraction and aggregation of data from medical
text. Medical Language Extraction and Encoding System
(MedLEE) [21, 22], cTAKES [23], and medKAT [24] are NLP
tools specialized for the medical domain. These tools are
designed to extract clinical information from text documents
and to translate entities and terms to controlled ontologies
and vocabularies. Much research in this domain has focused
on the complexity of clinical text, for example there are sig-
nificant challenges identifying negation, family relationships,
temporality, and uncertainty. The general purpose nature of
these tools also allows more sophisticated and specialized
applications to be developed. For example, MedLEE has
been adapted to build biomolecular and genotype-phenotype
networks (GENIES [25] and BioMedLEE [26], respectively).

These tools tend to be specialized and rely heavily on the
development of ontologies, a tedious and time consuming
process. Similarly, several NLP tools have recently been
developed to mine data from patents and scientific literature
in chemistry and materials science [11, 12, 27].

With the recent advances in machine learning and statistical
inference approaches, scientific applications are turning their
attention to deep learning tools such as DeepDive [13]. Paleo-
DeepDive [28], built upon DeepDive, automatically extracts
paleontological data from text, tables, and figures in scientific
publications. GeoDeepDive [29] performs similar tasks in the
geosciences. For good performance in such applications, IE
software often relies on and extends large databases: for exam-
ple, PaleoDeepDive builds on PaleoDB [30] and GeoDeepDive
builds on Macrostrat [31]. However, many fields, including
materials science, do not yet have access to large and struc-
tured sets of texts that deep learning systems can use to
learn scientific facts and relationships. The IE pipeline is an
intermediary, but essential, step towards accumulating such
structured data.

Because of the challenges in fully automated IE systems
(e.g., dependence on ontologies and/or large training datasets)
but also for validation purposes, humans are often involved
in the extraction of scientific facts as domain experts. There
is also recent interest in using crowdsourcing or “human
computation” to solve problems that computers cannot han-
dle correctly or cost-efficiently. Previous work has leveraged
crowdsourcing to support extraction of data from tables within
PDF documents [16] and also to ensure human quality con-
trol (i.e., expert curation) [15] while extracting empirical
observations from literature. CrowdDB [32] uses human input
to answer queries that neither database systems nor search
engines can adequately answer due to the nature of the queries
(e.g., discovering new data not included in a database). In
our work, we aim to identify such cases—where humans
are better suited for a task—and use the complementary
strengths of humans and computers to populate a database
of scientific facts. Wallace et al. [33] also pursue this goal,
using a hybrid machine learning and crowdsourcing approach
to identify published randomized controlled trials (RCTs) [33].
They use machine learning classifiers to recognize citations
that are deemed highly unlikely to describe RCTs, deferring
to crowdsourcing otherwise.

III. MOTIVATION

We first provide a brief description of polymers and Tg
and review both the state-of-the-art in NLP and the challenges
associated with its application to the Tg problem.

A. Glass Transition Temperature

Polymers are molecules formed by covalently bonding small
molecules, referred to as monomers, together. As the resulting
polymer molecules generally have large molecular masses,
potentially exceeding three orders of magnitude greater than
water, they are sometimes referred to as macromolecules. Due
in part to their large molecular masses, often in the form of
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long chains, polymers have a variety of useful properties. For
example, the long chains of poly(ethylene terephthalate) be-
come entangled, making them harder to pull apart; this results
in strong but lightweight water bottles. In addition to being
strong, many synthetic polymers are also extremely cheap as
they can be synthesized from petroleum-based feedstocks. The
combination of low cost and useful properties has resulted in
polymers becoming a ubiquitous part of life.

In the design of new polymeric materials, the temperature
relative to the Tg can have a profound effect on the properties
of the polymeric material. Tg is defined as the temperature at
which a polymer transitions from a solid, amorphous, glassy
state to a rubbery state as the temperature is increased. Phys-
ically, when polymers are in the glassy state, the molecules
are trapped and cannot move past each other due to a lack
of thermal energy, while when they are in the rubbery state,
the molecules are mobile. As the properties for the two
states are drastically different, the glass transition plays a
key role in both choosing a polymer for a given application
and in the processing of the polymeric material. For example,
plexiglass (poly(methyl methacrylate)), used as a lightweight
substitute for glass, has a high Tg of roughly 110 ◦C, while
neoprene (polychloroprene), used for laptop sleeves, has a
low Tg of roughly -50 ◦C [34]. Exact, as opposed to rough,
values of Tg require additional contextual information such as
the molecular mass. We plan to capture such information in
future work. However, as extracting contextual information is
significantly more challenging than the already difficult task
of extracting polymer–Tg pairs from literature, we focus on
the polymer–Tg pairs first.

B. Natural Language Processing

Rule-based methods are commonly used for simple infor-
mation extraction tasks. Such methods are straightforward
to understand and allow developers to trace and fix errors;
they are suitable for simple, well-defined problems (e.g.,
extracting spouses by identifying the subject and object in
sentences containing the word married). However, they require
tedious effort to construct and modify, as many rules are
typically required to extract the same information expressed
in various forms. In contrast, statistical and machine learning
techniques are trainable, adaptable, and require little manual
labor; however, they are opaque and require training data.
Researchers often combine the two methods to increase the
completeness and accuracy of extracted information [35]. Still,
challenges remain, including the lack of the annotated corpora
need to train machine-learning models. The lack of corpora is
particularly common in fields such as bioinformatics [36] and
our own, polymer science. Other challenges, not limited to
specific scientific domains, include automatically deciphering
subtleties in the English language, in general, and language
particular to the domain itself. In polymer synthesis papers,
for example, authors sometimes omit the name of the polymer,
instead referencing or describing the underlying chemistry. In
these cases, the polymer name is not readily apparent, and may
require an expert polymer scientist to extract that information.

IV. DESIGN AND IMPLEMENTATION

The desired output of our pipeline is a set of polymer–
Tg pairs, which can then be used to construct a machine-
accessible database of values. Thus, the task can be seen as
a two-part process consisting of recognizing polymer names
and temperatures and establishing a relationship (t is a Tg of
p) between pairs of entities. In order to reduce the burden
on curators, we combine complementary human and machine
strengths throughout our pipeline. We base our pipeline on a
leading materials NLP toolkit, ChemDataExtractor [12], and
develop automated and crowdsourcing modules to extract and
curate polymer–Tg pairs. We focus here on extracted text
excerpts containing a single Tg value. While multiple Tg values
may be reported for a single polymer (e.g., prepared with
different processing methods), we focus on pairs of polymers
mapped to a single Tg for this work. In this section, we first
describe the pipeline at a high level and then present the
NLP toolkit, our various extraction and curation models, and
methods used to prioritize human review.

A. Our Pipeline

Figure 1 illustrates our current pipeline with its six main
stages. In stage 1, an extended version of a general-purpose
materials NLP toolkit called ChemDataExtractor is used to
extract a set of Tg candidates from text; in stage 2, compound
names identified by the NLP Module are processed to create
a polymer dictionary. As we describe below, the candidates
identified in stage 1 can be in various forms: compound–Tg
pairs; solitary Tgs, with no associated compound; and label–
Tg pairs, in which the Tg is associated with a label rather than
a compound. Each form requires further processing, which
is performed in stage 3 via two automated curation modules
and one crowdsourcing module. The results of those three
modules are combined as the proposed polymer–Tg pairs.
Stage 4 engages crowds in flagging erroneous results, stage 5
prioritizes final validation and curation of the proposed pairs,
and stage 6 applies final expert review.

Designing a system to make use of crowds requires tailoring
tasks to the expertise of the participants. For example, it is
significantly easier for a nonexpert to mark a polymer–Tg pair
as correct or incorrect than to extract the pair from a paragraph
of text. Thus, we focus our crowdsourcing modules on simple
micro-curation tasks. We have developed crowdsourcing mod-
ules to address two curation tasks: resolving labels that refer
to polymer names and flagging anomalous polymer names.

The output of our pipeline is a set of confirmed polymer–
Tg pairs, each associating a polymer name (with acronyms
and/or synonyms) with a single Tg. These pairs are represented
in a JSON format that can be easily processed and loaded into
a database. Listing 1 shows an example record.

B. Natural Language Processing Module

The first phase of our pipeline requires the identification
and extraction of structured representations of information
embedded within text. There has been a wealth of research into
creating specialized systems for extracting materials [11, 27]
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Fig. 1: The six-stage hybrid IE pipeline, showing (1) the NLP Module, which identifies Tg candidates; (2) the Polymer Dictionary
Module, which identifies polymer names in NLP output; (3) the three automated extraction and crowdsourcing modules used to
process different forms of candidates; (4) the Flag Bad Data Crowdsource Module, in which crowds flag anomalous results, (5) the
Prioritize Review Module, which ranks extracted polymer–Tg pairs to prioritize expert validation, and (6) the Final Expert Review.

{
"names": [

"PBMA",
"poly(butyl methacrylate)"

],
"glass_transitions": [

{
"units": "◦C",
"value": "20"

}
]

}

Listing 1: This polymer–Tg record indicates that the polymer
poly(butyl methacrylate), also known as PBMA, has a Tg of 20 ◦C.

and other domain-specific [14, 36–38] content from text. Thus,
we choose to extend an existing NLP toolkit, ChemDataEx-
tractor [12], to extract Tg values from documents.

1) ChemDataExtractor: ChemDataExtractor is a best-of-
breed system for materials extraction, as evidenced by its
performance in the relevant chemical compound and drug
name recognition (CHEMDNER) community challenge [39].
It implements an extensible end-to-end text-mining pipeline
that can process common publication formats including
Portable Document Format (PDF), HyperText Markup Lan-
guage (HTML), and eXtensible Markup Language (XML);
it also supports extraction from headings, paragraphs, and
captions, and produces machine-readable structured output
data that can be used for subsequent processing. ChemDataEx-
tractor automatically extracts chemical named entities and
their associated properties, measurements, and relationships
from scientific documents. It uses a combination of ma-
chine learning (linear-chain conditional random field) models,
dictionary-based approaches, and regular expressions for en-
tity recognition. It also detects and associates acronyms and
synonyms with polymer names. Entity properties are extracted
using a rule-based approach customized for specific properties.
Extractors are provided for properties such as melting point
and spectrum types, but not Tg.

2) Extending ChemDataExtractor for Glass Transition Tem-
peratures: Our Tg extraction module incorporates specialized
knowledge about the forms in which Tg values are expressed
in scientific articles. Adapting the format of ChemDataEx-
tractor’s melting point extractor, our module contains rules
that detect a prefix for a temperature (e.g., “a glass transition
temperature of”) and then detect and extract the associated
temperature (e.g., “20 ◦C”). ChemDataExtractor then links
these values with the associated compound(s). Of course, Tgs
are expressed in many formats and therefore our rules must
include variations of such statement structures. For instance,
we include rules that match various quantifiers, such as “a
glass transition temperature range of.” Similarly, our rules
capture approximate values, where temperatures are preceded
by terms such as ca. or around. Further, our rules support
variations of glass transition temperature including Tg, glass
transition temp. and more. In total, we defined two dozen
rules to address different variations and representations of
glass transition temperature. Our Tg extractor has since been
integrated into ChemDataExtractor.

The output of our extended ChemDataExtractor is a set of
JSON records, each containing one or more Tg values and,
optionally, an associated chemical compound name plus any
automatically-detected acronyms and synonyms.

C. Polymer Dictionary Module

The materials literature includes references to a wide
range of compounds beyond just polymers. The original
ChemDataExtractor does not distinguish polymers from non-
polymers and thus we face the challenge of correctly identi-
fying which chemical name entities in a paper correspond to
polymers. Unfortunately, no complete dictionary for polymer
names exists and the standardized International Union of Pure
and Applied Chemistry (IUPAC) naming conventions [40] of-
ten result in lengthy and, hence, rarely used names. Thus poly-
mers are expressed using a combination of common names,
IUPAC names, and trade names. The polymer identification
problem is further complicated by the fact that values are often
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reported for copolymers, in which two or more monomers are
used during synthesis.

The Polymer Dictionary Module implements heuristics for
identifying those compound names extracted by stage 1 that
likely correspond to polymers, and collects the resulting names
in a polymer dictionary. These heuristics include rules related
to text-based names (e.g., prefixes of “P” and “poly”) as well
as rules prescribed by the IUPAC guide [41] for forming poly-
mer names. The latter is valuable for identifying copolymers.
For example, names containing the substring “-alt-” indicate
copolymers comprising two species of monomeric units in
alternating sequence.

This module also handles synonyms and acronyms, a com-
mon occurrence in polymer science. For example, we may find
the polymer Polystyrene represented in the same or different
articles by the synonym poly(styrene) or the acronym PS.
ChemDataExtractor includes mechanisms for identifying and
grouping synonyms and acronyms. We record these groups in
our polymer dictionary. We also include both singular and plu-
ral representations, for example polystyrene and polystyrenes.
To avoid confusion with acronyms, we only consider plurals
for names longer than four characters. Thus, for example, PSS,
the acronym for poly(styrene sulfonate), is not identified as the
plural form of PS. We exclude copolymers from our dictionary
as these are easily recognizable via our implemented IUPAC
polymer heuristics.

To bootstrap the polymer dictionary, we ran our poly-
mer identification heuristics over all 6 090 full-text HTML
publications from Macromolecules and thereby populated the
dictionary with 12 814 polymer names and acronyms in 9 178
different detected groups.

D. Polymer Identification Module

For cases where compound-Tg pairs were idenified using the
NLP Module, the Polymer Idenification Module determines
which of those compounds are polymers and which are not.
To do so, the module simply labels any compound present in
the polymer dictionary produced by the Polymer Dictionary
Module as a polymer and all other entires as non-polymers.

E. Polymer Proximity Search Module

One significant type of error for text extraction are Tg values
that are not associated with a polymer name. To correct these
errors, we have developed a proximity-based approach for
determining whether the polymer name is mentioned nearby
where the temperature was found (for example, in the previous
sentence or paragraph). For each sentence in the document, we
determine whether it contains a Tg value, and if so, return the
closest polymer name (using the polymer dictionary) within
the sentence, if any such name is to be found. If no polymer
is found, we extend the search to the preceding sentence, as
illustrated in Figure 2.

This process increases the number of polymer–Tg pairs
discovered; however, it may decrease the accuracy of the
extracted pairs. We discuss validation in Section IV-G.

Fig. 2: The NLP Module yields a solitary Tg record in this
example text [42], as the corresponding compound is mentioned
in the previous sentence. The Polymer Proximity Search Module
disambiguates the reference and proposes isotactic polystyrene as
a (correct) candidate match for the Tg.

F. Resolve Label Crowdsource Module

This first crowdsource module addresses errors where the
text extraction matched Tg values to labels (e.g., Polymer A)
rather than the actual polymer name. These labels frequently
occur in the polymer literature to avoid repetition of complex
polymer names, such as the following.

poly(1,2:3,4-di-O-isopropylidene-6-O-(2′−formyl-4′-
vinylphenyl)-d-galactopyranose)

We created an interface that presents labels and the paper in
which each appears, and asks the crowd to enter the polymer
name for each label. As this task requires little knowledge
of polymer science, we use an untrained crowd to resolve
references. We provide these people with just a simple training
guide (less than one page) to describe the task. In an attempt
to quantify accuracy, we allow crowd members to specify their
confidence (1–5) along with their input. Our goal is to use this
confidence score to prioritize results for future review.

G. Flag Bad Data Crowdsource Module

The second crowdsource module presents users with a
list of polymer–Tg pairs and asks them to flag whether the
polymer names are incomplete or incorrect. The polymer
names identified by the text extraction tool are sometimes
not specific enough to identify the polymer being studied.
As one example, the term “hydroxyl copolyimides” describes
a family of polymers rather than a specific polymer, and
therefore cannot be attributed a single Tg value. Given the
complexity we use an expert crowd of polymer scientists to
complete this task. Our flagging interface does not delete any
data from our set, but rather records user “votes.” We then use
this information to prioritize further review.

H. Prioritize Review Module

Every stage of the pipeline uses a variety of methods to
extract values with varying confidence. Thus, each proposed
polymer–Tg pair has an associated probability of accuracy. For
example, a pair extracted from a single sentence using our NLP
rules and subsequently reviewed by an expert is likely to be
accurate. In contrast, a pair in which the polymer name is a
synonym, was found in the sentence preceding that containing
the Tg value, and was not reviewed by a human, is less likely
to be accurate. To formalize this concept, we explore methods
for estimating confidence in a particular value and use this
metric to prioritize (crowdsourced) curation tasks.
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Our initial approach for the prioritization method relies
on characteristics of polymer names and their associated Tg
values. Hypothesizing that polymer names that appear more
frequently in the database have a higher likelihood of being
correct than infrequently used names, we assign a confidence
to each polymer name based on its frequency of occurence.
Further hypothesizing that outlier or extreme temperatures are
more likely to indicate errors, we determine the minimum,
mean, and maximum of all Tg values in our current database
and use those values to identify outliers, to which we assign
lower confidence values. These two scoring methods can
be combined. For example, if two records appear equally
infrequently, we prioritize for review the one with temperature
farthest from the mean. Entries with confidence scores under a
fixed threshold will then be funnelled to Stage 6 of the pipeline
for expert review as shown in Figure 1.

V. EVALUATION

We quantitatively evaluated our pipeline by comparing
results against a gold standard, human-reviewed dataset. In
this section, we describe our input dataset and then present
our evaluation of each module in our pipeline.

A. Dataset

Our input dataset comprised of 6 090 publications in full-
text HTML format. To obtain these publications, we automati-
cally searched the journal Macromolecules using the keyword
“Tg” over the ten-year period 2006–2016. We downloaded
the full-text publications matching this query and sampled
additional Macromolecules issues from the last decade to
increase and diversify our corpus. This is the same dataset
that we used to build our polymer dictionary, as described
previously.

B. Natural Language Processing Module

Execution of the Tg–extended ChemDataExtractor NLP
module described in Section IV-B identified 364 561 records,
of which 1 330 were candidate Tg values from 927 distinct
publications: 846 compound–Tg pairs, 456 solitary Tgs, and 28
label–Tg pairs. (Another 112 linked more than one compound
and/or Tg value, a case that we leave for future work.) We
stored these records in a database for convenient access to their
features, which include the name of the associated compound,
when present, and any synonyms for that compound.

C. Assembling a Gold Standard Dataset

We manually selected a subset of 50 papers for which
the NLP module had identified one compound–Tg pair for
which the compound contained the string “poly.” We then had
two polymer scientists each read 25 of these publications to
identify all polymer–Tg pairs that they contain. The result is
a gold standard dataset containing a total of 62 polymer–Tg
pairs. We used this dataset for various evaluation steps.

To gain some initial experience with the use of this dataset,
we also asked our experts to evaluate the accuracy of the
50 compound–Tg pairs identified in these papers by the NLP

module. In evaluating precision, we assigned points to each
extracted entry as follows: 1 point for fully correct entries,
i.e., entries that were completely unambiguous and correct;
0.5 points to partially correct entries, in which information
was missing (e.g., the module extracted polyurethanes.11,
a correct but idiosyncratic name, which an expert clarified
by adding polyurethanes with various side chains); and 0
points to other incorrect cases, such as those with an in-
complete polymer name (e.g., the module extracted hydroxyl
copolyimides instead of APAF-ODA hydroxyl copolyimides:
the former describes a vast family of polymers and cannot
be clarified without additional information).

The NLP module extracted 17 fully correct and 4 partially
correct polymer–Tg pairs from the 50 articles, for a precision
of 38 %. As our experts identified 62 Tg values in the 50
articles, the recall was 31 %. While the expert reviews, being
aimed at assembling a gold standard, were particularly rig-
orous, these low values emphasize the difficulty of our task
and the need for a hybrid solution. In most cases, errors were
related to identification of the polymer name rather than the
Tg value. In fact, for the subproblem of locating Tg values,
our Tg extraction rule achieved 88 % precision (44 out of 50
cases) and 71 % recall (18 Tg values missed out of 62 total).

Precision: We attribute our low precision to three main
reasons. A first is that the compound name was incorrectly or
partially identified ≈50 % of the time. The low performance
in polymer name recognition may be explained by the fact
that the entity recognition component of ChemDataExtractor
was trained on biomedical newspaper and biomedical training
corpora, supplemented with unsupervised word cluster features
derived from chemistry articles. The use of biomedical training
data is due to the lack of appropriate annotated corpora for
training machine learning models for polymer name recogni-
tion, a general problem in materials informatics. Moreover,
our experts noted that some polymer names were difficult
even for humans to extract, as they were not named but rather
described in terms of their components: e.g., “A cross-linked
polymer with DABBF linkages was prepared by polyaddition
of poly(propylene glycol) (PPG) (Mn = 2700), hexamethylene
diisocyanate (HDI), dihydric DABBF, and triethanolamine
(TEA) as a cross-linker in the presence of di-n-butyltin dilau-
rate (DBTDL, catalyst) in N,N-dimethylformamide (DMF) in
a manner similar to that previously reported (Figure 1)” [43].

A second difficulty, which arose in 8 % of the cases, was
that one of our Tg extraction rules was loosely defined as
simply “transition,” to avoid tokenizing issues around the term
“glass-transition.” We expected that in the context of polymer
science the most common transition temperature would be Tg.
However, while this rule sometimes functioned as expected,
it also matched sentences with “gel transition” and “phase
transition” temperatures. We could redefine the loose transition
rule, but while this would increase precision, it would also
decrease recall. Initially, we view high recall as a preferable
to high precision in our “big-data” approach, as we expect
later pipeline stages to improve the precision.

A third difficulty, arising in 4 % of the cases, was that
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complex sentence structure led to incorrect Tg values being
extracted. For example, in sentences describing increases or
decreases in temperature relative to a previously mentioned
value, the software identified the difference as Tg: e.g., “Com-
paring DSC results for dried composites (Figure 3b), a drop in
Tg of 17 ◦C was observed for the clay composite, whereas the
corresponding drop in Tg of the aerogel composite was only
3 ◦C” [44]. One way to improve precision in such cases would
be to analyze sentence complexity, as indicated by features
such as number of words and the use of comparison terms such
as “lower/greater” and “decrease/increase,” and then defer to
trained crowds for sentences above a certain threshold.

Recall: We view improving recall as an iterative process as
we continue to find additional ways that Tg is expressed in
the literature. During the evaluation of the NLP module, we
inspected the results and added new rules to our Tg extractor
to increase recall. For example, sometimes authors referred to
the “Tg value of”; the extra “value” term was not included
in the original parser. Another slightly more complex example
consists of capturing a temperature expressed in the form “Tg

of <polymer name> is/was ...”. This rule depends on correctly
identifying the polymer name in the sentence, as some polymer
names, which sometimes include dashes, spaces, and colons,
will not always correspond to the regular expression class of
words. We plan to use a larger dataset for evaluation, examine
more cases of missed Tgs and identify new general rules that
will further improve recall.

D. Polymer Identification Module

To test the polymer name classifier described in Sec-
tion IV-D, we selected 100 papers: the 50 used in Section V-B
plus 50 additional papers with compound–Tg records for which
the compound names did not include “poly.”

Using our full polymer name dictionary (prefixes and
IUPAC guidelines as well as simple “poly” keyword search),
we classified the compounds from the 100 papers. We achieved
91.8 % precision and 93.2 % recall. In other words, we cor-
rectly classified 91.8 % of the compounds as polymers and
misclassified 6.8 % of the extracted compounds. An example
of a false positive is identifying a class of polymers (e.g.,
polyimides) rather than an individual polymer. An example of
a false negative is the copolymer UPy-OPG-MAA: as none of
its three components existed in the polymer name dictionary,
our heuristics could not identify it as a copolymer. The
addition of polymer heuristics improved the performance of
our polymer classification by correctly discovering additional
polymers (16 % of the compounds initially classified as “non-
polymers”), which were not detected by a simple string search
of the names, hence potentially increasing the number of
polymer–Tg pairs in the final output. They are particularly
useful for detecting copolymers using IUPAC conventions
(e.g., PPDL-block-PLLA) formed of previously seen polymer
components (e.g., PPDL or PLLA). We have since composed
a list of common polymer families that will further improve
our classification results.

E. Polymer Proximity Search Module

Recall from Section IV-E that this module seeks to address
the problem of Tg values that were extracted without a polymer
name. To test this module, we first identified 115 records
containing solitary Tg values. The module returned a polymer
for 74 out of these 115 records (64.3 %). We executed the
proximity search heuristic to consider the same and previous
sentences and compared the identified polymer names to those
identified by an expert. Our proximity search suggested correct
polymer matches for 31 of the 63 records (49.2 %) in which
the matching polymer was located within the same sentence.
Its search of the preceding sentence identified correct polymer
matches in 6 of the 11 records (54.5 %) in which the matching
polymer was in that sentence. Together, searching both the Tg
and preceding sentence led to the recovery of 37 polymers:
50.0 % of the original 74 solitary Tg mentions or 32.1 % of
the test dataset, which includes false negatives. See Table I for
a summary of the results.

TABLE I: Polymer proximity search module evaluation.

True Positives False Positives Gold
Same sentence 31 32 63
Previous sentence 6 5 11
No candidate returned 41
Total 37 37 115

We note that success here requires correct identification of
both the polymer and the temperature to be linked. Some
compounds were only partially identified and the complete
polymer–Tg pairs were not correctly recovered. Since the
proximity search module uses the polymer database, improv-
ing polymer name recognition and the Tg parser will in
turn increase proximity search performance. In some cases,
proximity search introduced false positives for a different
reason, as the compound closest to the temperature was used
for comparison and was not associated with the extracted Tg
for instance. Nevertheless, confirming or rejecting matches
from this module is a less difficult task than extracting the
polymer–Tg pairs.

F. Crowdsourcing Modules

Recall from Sections IV-F and IV-G that we have deployed
two crowdsourcing modules: one to recover polymer names
from author-defined labels and one to flag polymer–Tg pairs
deemed to require further review.

In the first case, we presented three (non-expert) reviewers
with polymer name labels and asked them to extract the
polymer name from the full text. We also asked them to state
their confidence (1-5). We identified 28 records for review
(based on regular expression matching of the form “Polymer
[a-zA-Z0-9]”). The three reviewers correctly identified 82.1 %,
78.6 %, and 35.7 % of those 28 records and reported an
average of two hours of work. A simple consensus method
across our three reviewers (selecting the answer from two
or more reviewers in agreement) obtained 78.6 % accuracy
when resolving these labels. Only in two cases did no reviewer
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identify the correct label, seemingly indicating that this task
was at an appropriate level of difficulty for our crowd. These
results show that the use of untrained crowds can reduce the
need for expert validation substantially. Table II summarizes
reviewer performance and confidence scores. It shows the
number of correct answers from reviewers with their reported
confidence scores. Reviewer 2 correctly identified 21/21 labels
with high confidence, 2/3 with medium confidence and 0/4
with low confidence.

TABLE II: Crowdsourcing for resolving polymer labels.

Confidence (correct/total) Time
Correct High Med Low spent

(1-2) (3) (4-5) (hours)
Reviewer 1 23 23/28 0 0 3
Reviewer 2 23 21/21 2/3 0/4 2
Reviewer 3 10 0 0 10/28 1

In the second crowdsourcing task, we presented an expert
polymer scientist with 302 compound–Tg pairs extracted by
the NLP module for which the compound matched the string
“poly.” The reviewer took about 30 minutes to identify 43
(14 %) of these values as incomplete or incorrect, leaving
the 259 confirmed polymer–Tg pairs noted in the abstract.
Erroneous values included names that describe a class of
polymers as opposed to a specific polymer (e.g., polyolefin)
and unrecognized labels (e.g., copolymer 10), and additional
descriptors (e.g., macroporous poly(N-isopropylacrylamide)
gel). Overall, these results suggest that our extractor performs
as expected in the majority of cases.

We will next apply this same process to the additional pro-
posed polymer–Tg pairs produced by our system. In addition
to improving our dictionary, we are currently compiling a list
of common polymer family names and working on a list of
common descriptors to ignore.

G. Prioritizing Review

We applied our scoring model (using polymer name fre-
quency and Tg value distance from the median) to 302
compound–Tg pairs for which the compound name matched
the string “poly.” We compared the pairs prioritized by the
scoring model against those flagged by experts in the previous
crowdsourcing step. After ordering these pairs by confidence,
we observed that 10 of the first 50 entries had been flagged as
erroneous by our reviewers (see Figure 3), which is 40% more
than would be expected if entries were randomly selected (≈7
errors). While not an extraordinary decrease in the number
of reviews, it was achieved by a basic ranking scheme; we
expect more sophisticated approaches to further reduce the
human effort required to improve the quality of our database.

We plan to use a similar scheme to score entries in the poly-
mer dictionary. The scheme will consider frequency, number
of synonyms, and number of duplicate entries (same acronym
for different polymers) to assign a confidence score to each
entry. We anticipate that this approach will be able to detect
additional unrecognized polymers: for example, poly(2,4′-

Fig. 3: Results of prioritizing crowdsourcing. The blue, solid line
shows the number of errors found as a function of the number
of expert reviews if the entries are evaluated following our
prioritization scheme. The black, dotted line shows the number
of errors found if entries are evaluated in a random order.

BFa) where author-defined monomer 2,4′-BF-a is specified
elsewhere in the publication.

H. Summary of Results

Table III aggregates the results of our evaluation across
the four types of Tg candidates that we have examined. The
Initial column gives the number of each type extracted from
our 6 090 articles, with poly–Tg here denoting compound–Tg
pairs for which the compound name contains the string “poly”
and nonpoly–Tg the remaining compound–Tg pairs. The Yield
column indicates the number of Tg candidates of each type that
are estimated to be correct, based on review. (For polymer–
Tg and label–Tg, this is a full review; for compound–Tg and
solitary Tg, the numbers are estimates based on expert review
of a subset.) The Pairs column gives the number of polymer–
Tg pairs that we expect from each method. Thus, we expect
the final number of pairs extracted from our initial set of
6 090 articles to increase significantly—perhaps by 145 % to
approximately 500—once we complete expert review.

TABLE III: Summary of module performance and expected
number of polymer–Tg output from initial data.

Input Type Initial Module Yield Pairs
poly–Tg 302 Flag Bad Data 86.0 % 259
nonpoly–Tg 544 Polymer Identification 16.0 % 87
solitary Tg 456 Proximity Search 32.1 % 146
label–Tg 28 Resolve Labels 78.6 % 22
Totals 1 330 514

VI. FUTURE WORK

While our pipeline initially focuses on extracting polymer–
Tg pairs, our approaches are equally applicable to other
properties and forms of data.

Polymer properties, such as Tg, are often dependent on
important contextual information, such as molecular mass
and geometry (confined or bulk) as well as the experimen-
tal methods used to calculate values. We intend to develop
methods to capture such information to provide context to
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extracted values. As previously mentioned, we also plan to
make improvements to the dictionary and evaluate its accuracy
using experts.

Given the significant cost of manual curation, we are also
investigating more advanced methods to prioritize where hu-
man effort should be used. Here we discuss two ideas relevant
to this topic: validation of extracted data via machine learning
models and experiment design.

A. Machine Learning Validation

The Tg of amorphous polymers is the most important
and widely studied polymeric property because many other
polymer properties, such as heat capacity and viscosity, are
affected by this transition [45]. Many researchers have devel-
oped machine learning models for Tg [45–48] that we could
retrain, using the entries in our database, to make predictions
that would in turn validate extracted values. These Tg models
provide rough estimates or reasonable ranges for the Tg values
of various polymers, which would serve as physics-based
validation of our extracted values and help prioritize curation.

B. Experiment Design

A major challenge with a hybrid pipeline is determining
when to employ human expertise and, when human exper-
tise is needed, what form of expertise to apply. While we
work towards higher levels of accuracy from our automated
modules, we do not expect the need for human input to
disappear. We have explored several methods including expert
review, untrained confidence scores, and a scoring mechanism
for prioritization; however, none is without limitation. As the
number of publications processed by our pipeline increases,
this careful scrutiny of the data will become costly and
eventually unworkable. We want to identify when and how
to inject different types of human input into the pipeline
efficiently. In other words, we want to increase accuracy while
minimizing the quantity and cost of crowd input.

We plan to explore a more rigorous approach to automatic
partitioning and assignment of extraction tasks by applying
techniques from optimal experiment design [49–51] to maxi-
mize the accuracy of extracted data while minimizing the time
and cost of human involvement. To this end, we expect to:

• Calculate the accuracy of values derived from a variety
of automated and crowdsourcing modules.

• Assign values to datasets, for example in terms of their
yield in polymer–Tg pairs and/or the rarity of those
values, and then measure how dataset value changes with
each automated and crowdsourced task.

• Assign levels of difficulty to tasks based on completeness
and accuracy of the data to be processed and/or the
information needed to complete the task, to help decide
where to crowdsource various tasks.

• Assign costs to module usage so that we can com-
pare, for instance, the costs of computational vs. crowd-
sourced modules; determine the cost of using crowds
(e.g., person-hours); and quantify the differences in cost
between a trained and untrained crowd.

We plan to investigate these topics as we develop the next
generation of our pipeline.

VII. CONCLUSION

Despite significant progress in natural language processing
and machine learning approaches to information extraction,
there remains a gap between the current data extraction needs
in fields such as materials science and the capabilities of state-
of-the-art tools. We have described a hybrid human-machine
IE pipeline that we have so far used to extract 259 glass
transition temperature (Tg) values for polymers from 6 090
scientific articles, with an expectation of many more as we
improve our methods and process more articles.

Our pipeline uses domain-specific automated and crowd-
sourcing extraction and curation modules to extract high-
quality and accurate polymer–Tg pairs. The polymer classifier
module achieved 91.8 % precision and 93.2 % recall. The
polymer proximity search module correctly identified missing
polymers for 50.0 % of those Tg values without polymers. We
crowdsourced the recovery of unrecognized polymer names
for an additional 22 polymer–Tg pairs and demonstrated
that using untrained crowds for simple, well-defined domain-
specific tasks can decrease the need for expert validation
by about three fourth (78.6 % labels resolved by non-experts
using concensus method). We have started the validation of
automatically extracted data and presented a simple scoring
scheme to prioritize the process. Our initial results show that
even a simple method for assessing the quality of extracted
data can effectively increase the impact of human curation.

While the size of our Tg database is not yet best-in-class,
the hybrid pipeline presented in this work offers a sustainable
and accelerated route to producing new materials property
datasets. With only a few hours of effort from expert and non-
expert curators, we were able to screen over 6 000 articles and
produce a refined dataset of 259 polymer–Tg pairs from just
927 articles. Thus, our results demonstrate the considerable
potential of combining automated and crowdsourcing modules
to extract scientific facts from literature in an efficient and
cost-effective manner. We continue to refine our automated
extraction tools and develop yet more effective ways of prior-
itizing human curation for maximum benefit, and to use these
tools to populate our open database. Our verified polymer–
Tg pairs are available at both http://pppdb.uchicago.edu and
https://materialsdatafacility.org.
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Abstract—Cloud services have gained tremendous attention as 

a utility paradigm and have been deployed extensively across a 

wide range of fields. However, Cloud security is not catching up to 

the fast adoption of its services and remains one of the biggest 

challenges for Cloud Service Providers (CSPs) and Cloud Service 

Consumers from the industry, government and academia. These 

institutions are increasingly faced with threats affecting the 

confidentiality, integrity and availability of the cloud resources 

such as DoS/DDoS attacks, ransomware attacks, and data 

breaches to name a few. In the current cloud systems, security 

requires manual translation of security requirements into 

controls. Such an approach can be for the most part labor 

intensive, tedious and error-prone leading to inevitable 

misconfigurations rendering the system at hand vulnerable to 

misuse be it malicious or unintentional. Therefore, it is of utmost 

importance to automate the configuration of the cloud systems per 

the client’s security requirements steering clear from the caveats 

of the manual approach. Furthermore, cloud systems need to be 

continuously monitored for any misconfiguration, and therefore 

lack of the required security controls. In this paper, we present a 

methodology allowing for cloud security automation and 

demonstrate how a cloud environment can be automatically 

configured to implement the required NIST SP 800-53 security 

controls. Also, we show how the implementation of these controls 

in the cloud systems can be continuously monitored and validated. 

Keywords—cloud computing, cybersecurity, automation, 

security controls 

I. INTRODUCTION

Cloud services have been one of the most important
paradigms of today’s IT world due to its salient features of on-
demand, flexible, scalable, ubiquitous computing with minimal 
resource management effort for the end-users. The National 
Institute of Standards and Technology (NIST) defines the cloud 
computing as a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable 
computing resources that can be rapidly provisioned and 
released with minimal management effort or service provider 
interaction [1]. The sheer fact that cloud services offer an on-
demand model and therefore promote efficient spending on IT 
departments is reason enough for the ongoing movement to 
deploy cloud systems in both government and non-government 
institutions. Thus, per International Data Corporation (IDC), by 
2018, at least half of the IT expenses will be cloud-based with a 
reach of 60% of all IT infrastructures and 60-70% of all software 
services by 2020 [2]. And, Wikibon predicts that by 2022, 
Amazon AWS platform by itself will be approximately $43 

billion revenue per year, providing 8.2% of all cloud business 
[3].  

Even though cloud computing is considered a major IT 
movement, the cloud security remains a plaguing challenge, 
according to a RightScale report (25% of respondents cited 
cloud security, lack of resources/expertise, and managing cloud 
spending as the main challenges) [4]. The cumulative cost of 
cyberattacks to an organization averages $3.5 million annually 
[5], which gives an economic illustration of the importance of 
cloud security. Stakeholders from all fields steadily realize that 
Cloud services face numerous threats: data breaches, 
compromised credentials, account hijacking, permanent data 
loss and DoS/DDoS attacks just to name a few [6]. Add to that 
the lagging CSPs security default capabilities which do not meet 
the organization’s security and privacy requirements [7]. From 
the customer’s perspective, more institutions from the private 
sector are developing interest in the NIST Cyber Security 
Framework (CSF) and Risk Management Framework (RMF) to 
address and manage security risk, define requirements and 
security controls implementing them. However, to the best of 
our knowledge, one cannot find a well-defined practical 
approach translating the said security controls into actionable 
items running on the cloud environments. Therefore, in this 
paper, we present a methodology to automatically create a cloud 
computing environment implementing NIST SP800-53 security 
controls to satisfy cybersecurity requirements of the cloud 
systems at hand.  

In summary, this paper aims at answering the following 
questions: (a) What are the security requirements from both the 
user side and the CSP side? (b) How can a user specify the 
security requirements? (c) How can we automate the 
deployment of cloud systems that meet user security 
requirements? and (d) How can we validate that the cloud 
systems meet the security needs and provide a comprehensive 
compliance report to support?  

The rest of the paper is organized as follows. In Section II, 
we present the background information on the cloud security and 
standards domains. We present a cloud computing security 
taxonomy in Section III to be used for better understanding and 
categorizing each aspect of cloud security. The proposed 
methodology is presented in Section IV. Next, we present a 
proof-of-concept implementation in Section V. Finally, Section 
VI concludes the paper.   
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II. BACKGROUND 

A. Cloud Computing and Security Appraoches  

Cloud computing involves the delivery of services through 
different models such as Software-as-a-Service (SaaS), 
Platform-as-a-Service (PaaS), and Infrastructure-as-a-Service 
(IaaS). While this paper mainly focuses on the IaaS model, it can 
be extended to other service models as well. For the IaaS, the 
users are offered virtual machines (VMs) residing through a 
hyper vision technology such as Xen or VMware among others. 
Due to the complex structure of the cloud services, cloud 
computing suffers from multiple security issues [8]. All cyber-
attacks targeting physical machines in the physical domain exist 
on virtual machines running on the cloud environment, with 
added burden from the hypervisor. As the cloud offers a pool of 
resources that users share, the importance of the hypervisor 
security increases. The dependency of cloud computing on the 
virtualized environment raises more security issues, like 
hypervisor exploitations [9]. One instance of these attacks is the 
injection of malware in the publicly available virtual machine 
image, which subsequently affects the services of the cloud. 
Another major security issue for cloud computing systems is the 
insider attacks [10]. 

Many solutions have been proposed to solve security issues 
[11-14] in cloud computing. Some cloud security systems 
implemented a recovery-based intrusion tolerant algorithm that 
enhances the availability and resilience of cloud services or 
focused on hiding the data as a method to increase services’ 
resilience to attacks [13]. Many of the security solutions 
developed for the cloud focus on efficiently protecting the cloud 
storage against diverse range of attacks including roll-back 
attacks [15]. Some of the proposed security solutions use 
innovative risk-based analysis for the security testing of the 
cloud environment. This risk-based analysis reduces the number 
of possible misuse cases of the cloud [14].  

B. Autonomic Computing 

By definition, cloud computing should have dynamic 
management and self-organization [1, 16, 17]. Nevertheless, 
most of the current cloud implementations are missing those two 
essential attributes. Understanding the functional requirements 
of cloud services is an essential key in defining the architecture 
of the system providing those services [18]. Applying software 
design approaches to the development of autonomic 
management systems provides a solid ground to maintain the 
service level agreement, protect against external attacks, prevent 
failures and enables recovery [19]. Proactively managing 
failures and providing self-healing is an important attribute of 
the cloud [20]. Self-configuration allows the cloud to adapt to 
changes by tuning the allocation of virtual resources and the 
applications parameters, thereby achieving self-optimization 
[21]. 

C. Cloud Standards  

As cloud computing is being used ubiquitously, there are 
multiple cloud standards works in the literature such as the one 
from the Cloud Standards Customer Council (CSCC) aiming at 
cloud systems’ successful adoption and solving the security and 
interoperability issues [22]. Hence, in terms of security, CSCC 
presented a reference for the organizations adopting the cloud 

computing and its security impacts [23]. Organization for the 
Advancement of Structured Information Standards (OASIS) 
provides open standards for the IT world in collaboration with 
the industry and academia [24]. Topology and Orchestration 
Specification for Cloud Applications (TOSCA) is one of OASIS 
standards intended to define services and applications, and their 
relationships, especially for cloud systems with a focus on 
automated management, portability and deployment [24]. For 
this purpose, TOSCA introduces a grammar for describing 
service templates, requirements, capabilities, and policies with 
the help of YAML. While TOSCA is a standard model, there are 
multiple implementations such as OpenTOSCA [25], Cloudify 
[26] in and OpenStack Heat [27]. However, current 
implementations of this standard do not address the cloud 
security challenges and only focus on the management and 
automation of the application deployment.  

D. Discussion 

In summary, the current efforts on cloud automation focus 
heavily on performance and predominantly overlook the vital 
security aspect. Also, to the best of our knowledge there have 
not been any studies with focus on automation of security 
mechanisms implementation in cloud systems. Therefore, this 
paper is the first attempt in this direction.  

III. CLOUD COMPUTING SECURITY TAXONOMY  

To fully understand the cloud computing security issues, we 
first developed a cloud security taxonomy based on NIST SP 
800-53 [28] and Federal Risk and Authorization Management 
Program (FedRAMP) [29] security assessment framework. 
Next, we utilized the taxonomy to implement the required 
security controls and their management processes. Our security 
taxonomy has three sub-categories: Security components, 
privacy, and compliance, as shown in Figure 1.  

 

Figure 1. Cloud security taxonomy used for identifying the security controls.  

Securing cloud systems involve securing the infrastructure, 
network, hosts, applications and data through a wide range of 
mechanisms such as Identity, Credentials and Access 
Management (ICAM), Data Segregation and Regulatory 
Compliance (Figure 2).  

Please note that we only consider the security of the VMs in 
this work rather than the underlying physical hosts.  

 

Figure 2. Cloud components security taxonomy.  

One of the main goals of securing the cloud is ensuring 
users’ data privacy. Figure 3 depicts a breakdown of data 
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privacy concerns and governing principals which can be used to 
define the users’ privacy requirements. 

 

Figure 3. Privacy of the cloud can be described by the concerns and principles. 

For these systems to be secured, cloud service customers, be 
it from the government or the private sector, need to make sure 
the cloud service providers satisfy a given set of security 
requirements. This is where FedRAMP comes into play as it 
assists government agencies in meeting the mandated FISMA 
requirements for cloud systems, and may be used by cloud 
service customers from the private sector as guidance when 
implementing their cloud security requirements. This paper does 
not intend to discuss the specifics or FedRAMP but rather use 
its security controls based on the NIST SP 800-53. The 
categorization (Low, Moderate, High) of the system at hand is 
done through FIPS PUB 199. Then the set of security controls 
corresponding to the baseline need to be implemented. The 
security controls can be grouped into three categories: 
Technical, Operational, and Management. In this paper, we do 
not address all the security controls but only the technical ones 
which need to be implemented on the VMs.   

 

Figure 4. For the compliance, FedRAMP based taxonomy [29] can be used. 

IV. CLOUD SECURITY MANAGEMENT AUTOMATION  

In our cloud security management approach, we focus on the 
security automation for the Infrastructure-as-a-Service (IaaS) 
services offered by CSPs where users create, operate, and 
manage VMs with the requested virtual resources (e.g., number 
of cores, amount of memory, storage requirements, co-
processors such as GPU) with full access in most cases using a 

dashboard since manual security management of the 
environment is improper.  

The proposed cloud security management approach is shown 
in Figure 5. In our architecture, the user specifies the security 
requirements of the needed cloud environment and the VM 
definitions (e.g., the VM required resources) through an editor. 
Through a communication channel (e.g., Secure Shell (SSH), or 
Secure Sockets Layer (SSL)), the user’s requirements are passed 
to the configuration engine. Next, the configuration engine 
interfaces with the CSP to create the requested cloud 
environment that satisfies the user security requirements. Once 
the system is set-up, the configuration engine interfaces with the 
CSP to continuously monitor the cloud environment and to 
notify the users if any abnormal configuration or behavior is 
detected. Below, we provide further details of each step in the 
form of a proof of concept. 

As an example, a user wants to create a cloud environment 
for a web application that consists of a web server and a database 
(DB) server (Figure 6). In this example, the user wishes to 
specify the ports which will be used for communications among 
VMs, administrators, and the users of the web application. In 
addition to the required VM deployment information (such as 
the VM name, VM size), the user also needs to implement the 
selected security controls to satisfy the security requirements.  

 

Figure 5. Cloud security management architecture. 

 

Figure 6. An example of a web application deployment. 

One of the main questions that needs to be answered is how 
the users will specify their security requirements. NIST SP 800-
53 revision 4 is a comprehensive catalog of security controls for 
all U.S. federal information systems except those related to 
national security. Therefore, we suggest using NIST SP 800-53 
to implement the user requirements. Please note that not all the 
requirements can be met by the CSP due to lack of capabilities, 
which can create some gaps initially. In other scenarios, during 
the lifecycle of a cloud environment, the CSP capabilities may 
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change (and cannot provide the previous capabilities anymore). 
In such cases, the user may seek other providers.   

For the security control selection, we define the parameters 
based on the taxonomy we have presented in Section III. Like 
TOSCA standard, we believe that a user-friendly data 
serialization standard with an easy to read and edit syntax should 
be used; therefore, we chose to encode the requirements in 
YAML [24].  

Figure 7 depicts the YAML based definition for the given 
example. The user encodes the VM deployment information as 
well as required security controls. The user defines the VM 
resource requirements (flavors) as m1.large and m1.medium (1 
core, 2GB memory, and 20GB storage size), respectively (line 3 
and 10). Then, based on the already implemented security 
controls by the CSP, the configuration engine gets the lists of the 
remaining security controls, script name and parameters, to be 
applied to satisfy the user’s requirements. For the given 
example, the user selects “AC-2 Account Management” that 
requires monitoring the use of information system accounts, 
“AC-7 Unsuccessful Logon Attempts” that limits unsuccessful 
logon attempts, and finally “SC-7 Boundary Protection Control 
Enhancement (5) Boundary Protection | Deny By Default / 
Allow By Exception” that blocks all the network ports by default 
unless they are specified to be open. CSP offers a security 
control mechanism that checks the logged in accounts to verify 
if the account management is being fulfilled (line 6 and line 14). 
To control which users are valid, the script requires a list of users 
(comma separated) in this scenario. Hence, the user defines that 
the web server needs to have only user1 and user2 logged in to 
the system and any other user would be considered as a 
malicious user. Similarly, only user3 is accepted for the DB 
server.  

 

Figure 7. VM environment definition given to the configuration engine. 

In addition, since DB server will be acting in the background 
and does not need to interact with the end-users, the admin can 
whitelist port 22 and 3306 (lines 12 and 13) so that the use of 
any other port will be flagged as an illegal action. Finally, for 
the security control AC-7 to check unsuccessful logon attempts, 
the CSP requires a warning and a critical level (line 7). When 
the unsuccessful login attempts exceed the given number of 
warnings, the user is notified. When the number of attempts is 
beyond the critical level, the remote connection can be 

temporarily blocked as a security measure mitigating a brute 
force attack or a dictionary attacks carried on the VMs. 

Please note that each security control is an individual script 
based on the user requirements and CSP capabilities that operate 
as an agent on VMs.  

The configuration engine is responsible for creating the 
requested VMs (with the given resources requirements), 
applying the specified security controls, and monitoring the 
VMs continuously to see if there are any requirements which are 
not met and notify the users of the current state of the 
environment. In Figure 8, we present the configuration engine 
algorithm. In this approach, the configuration engine reads the 
configuration file given in Figure 8 (line 1) and creates the 
requested VMs with the given resource set and VM names (line 
2). This results in a list of created VMs with their IPs, called 
VM_list. In order to upload the security controls implementation 
scripts (line 4) and configure the VMs (line 5), the configuration 
engine waits until the VMs are active and accessible. The 
security controls the CSP is offering are uploaded to the VMs 
based on the requirements and then the VMs are configured 
accordingly to operate. Next, the monitoring control center (the 
monitoring capabilities of the configuration engine) is 
configured so that the created VMs can be monitored and their 
states are logged to a database (line 6). And, during their 
lifecycles, the VMs are monitored continuously (line 7). If there 
is any state that does not meet the requirements (for example, if 
any user other than user1 and user2 exist on the web_server), the 
users are notified so that they act accordingly.  

 

Figure 8. Configuration engine algorithm. 

Furthermore, during the lifecycle of the VMs, the user’s 
security requirements may change. Thus, the configuration 
engine should also allow updating the security controls.  

V. PROOF OF CONCEPT IMPLEMENTATION 

In this section, we present the proof of concept 
implementation environment, the tools used, and how they are 
configured and automated. For the implementation and testing, 
we have created an OpenStack based private cloud environment. 
OpenStack is an open-source cloud stack for building 
public/private clouds using multiple homogenous and 
heterogeneous systems and managing large pools of compute, 
storage, and networking resources through a dashboard or using 

1.  VM: 
2.    - name: web_server 
3.      flavor: m1.large 
4.      controls: 
5.        - script: check_current_users 
6.          parameters: "-l user1,user2" 
7.        - script: check_login_attempts 
8.          parameters: "-w 3 –c 5" 
9.    - name: db_server 
10.      flavor: m1.medium 
11.      controls: 
12.       - script: check_open_ports 
13.         parameters: "-p 22,3306" 
14.       - script: check_current_users 
15.         parameters: "-l user3"  

1. configuration  read_yaml  

2. VM_list = create _VMs(configuration["VM"]) 

3. wait_VMs_active(VM_list) 

4. upload_security_scripts(VM_list, 

configuration[“VM”]) 

5. configure_VMs(VM_list, configuration["VM"]) 

6. configure_monitoring_control_center(VM_list) 

7. while(true):  

8.     states = monitor_VMs(VM_list, 

configuration["VM"]) 

9.     If(states not expected): 

10.         notify_user(states)  
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APIs [31]. Figure 9 shows the topology of the testbed to 
experiment with and evaluate the proposed methodology. Our 
OpenStack environment consists of one separate controller node 
(which manages the cloud environment) and multiple compute 
nodes (enabling VM operations using a hypervisor). The 
controller node has the required OpenStack services such as 
Glance (image service) and Keystone (the identity manager) as 
well as OpenStack Python libraries for the automation (which is 
shown as management middleware). For the compute nodes, we 
have allocated three Dell XPS 8700 towers with i7 4770 
processors and 12GB memory, running Ubuntu 16.04 Server for 
the hosts operating systems. For the virtualization, we have 
chosen Kernel-based Virtual Machine (KVM) hypervisor as it is 
supported by the Linux kernel. For the communication of the 
OpenStack services, an internal network switch is used. 

For the continuous monitoring of the cloud environment, 
Nagios 3 [32] has been chosen as it is the go-to tool for remote 
system monitoring with flexible agent support. We have 
installed and configured Nagios on an individual VM and 
integrated with NDOUtils to provide database support which 
will be used to query the current and previous states of the VMs. 
As shown in the previous section example, multiple agents have 
been created based on the NIST SP 800-53 using Nagios NRPE. 
NRPE allows us to create custom scripts for the VMs’ security 
controls that can be monitored by Nagios server. 

 

 

Figure 9. Proof of concept testbed architecture. 

In Figure 10, we present a breakdown of the configuration 
time. The engine spends most of its configuration time, 33 
seconds, creating the VMs and waiting for them to be accessible 
(i.e., active) while uploading the scripts and configuring the 
VMs (and Nagios server) take 2 seconds each. After the VMs 
are configured, it only takes 0.04 seconds to get the update from 
the Nagios DB. Not to mention that the agents used for the 
security controls implementations are lightweight in that their 
load on the system is negligible, and are checked periodically 
for a configurable amount of time, 5 seconds in this case; 
consequently, the agents do not introduce overhead which would 
impact the users’ operations on the cloud environment.  

 

Figure 10. Time distribution of major configuration engine operations (in 
seconds). 

Below, in Figure 11, we show an example of the user 
notification. In Figure 11(a), the services show that there are no 
unauthorized users, i.e. the logged in users are from the set of 
given allowed users. In Figure 11(b), the user is notified of ports 
that were not supposed to be open. Port 5666 is used by Nagios 
communication (i.e., NRPE service) and since it was not 
specified as an allowed port, the user is notified. 

 

Figure 11. User notification example  

VI. CONCLUSION 

Even though the cloud computing systems are highly 
popular for personal usage, for organizations and government 
agencies, security of their cloud infrastructure is still a major 
concern. Current techniques for cloud security are manual and 
error prone which introduces additional vulnerabilities. Hence, 
it is critically important to develop a cloud security automation 
methodology that will be used to configure cloud systems that 
meet user security requirements. Thus, in this paper, we 
demonstrated a methodology that is based on the NIST SP 800-
53 security controls and Nagios monitoring tool to implement 
the selected security controls using cloud service provider’s 
capabilities. We have demonstrated a proof of concept 
implementation using OpenStack in a private cloud 
environment. As future work, we are planning on including 
multiple cloud systems as well as the ability to launch 
automated/semi-automated actions when there is a security 
control violation.  
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OK -- No unauthorized users 
 (a) Logged in users with no security violation 

CRITICAL -- Unauthorized ports open. 
Unauthorized ports: 5666 

(b) Unauthorized open ports are notified  
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H. Heather Chen-Mayer, Danyal Turkoglu, Rick Paul, Zachary Levine

National Institute of Standards and Technology, Gaithersburg, Maryland, USA

INTRODUCTION

The Computed Tomography (CT) density measures in 
Hounsfield Units (HU) have been used as a quantitative 
image biomarker for the diagnosis and monitoring of lung 
density changes due to emphysema, a feature of chronic 
obstructive pulmonary disease (COPD) [1]. To reduce 
variability in the density metrics specified by CT 
attenuation, measured in Hounsfield Units (HU), phantom 
studies in a variety of scanner models were conducted to
provide assessments of the accuracy and precision of the 
density metrics across platforms solely due to machine 
calibration [2]. To provide a calibration reference for these 
phantoms, NIST has developed a suite of lung density 
reference foams, Standard Reference Material (SRM) 
2088, which are certified for the absolute density [3-5]. The 
SRM is aimed at establishing the HU-electron density 
relationship and removing scanner dependence for the CT 
lung density measures. However, the composition of the 
polyurethane foam material (LAST-A-FOAM® FR-7100 
series, General Plastics, USA) is not well known. We 
employed Prompt Gamma-ray Activation Analysis 
(PGAA) to determine the elemental composition by 
measuring the characteristic energies and intensities of 
prompt gamma rays emitted from H, N and C following 
neutron capture by nuclei [6].

DESCRIPTION OF THE ACTUAL WORK

PGAA was performed on SRM 2088 polyurethane 
foam blocks with five different nominal densities: 0.060
g/cm3, 0.120 g/cm3, 0.185 g/cm3, 0.230 g/cm3, and 0.325 
g/cm3. Each was cut into about 4 cm × 2 cm × 1 cm block, 
and mounted by Teflon® strings in an evacuated sample 
chamber for neutron beam irradiation and for gamma-ray 
spectroscopy with a high-purity germanium detector. The 
collection time varied from 1 h to 16 h. The relative atom 
fractions were determined by taking the ratio of the 
numbers of atoms, obtained from Eq. 1.

  (1) 

The quantities of interest in q. 1 are defined as:
: the number of atoms for element (i.e., H, C, or N)

for gamma ray .
: peak index, in cases where there are multiple gamma-ray

peaks for the element. (For H, .) 
: count rate of the characteristic gamma-ray peak 

from element .

: partial gamma-ray production cross section for
gamma ray from element .

: detection efficiency for gamma ray .
: thermal-equivalent neutron flux in sample.

By taking the ratio the number of atoms determined by
Eq. 1, the neutron flux characterization is bypassed for 
homogenous samples since it is the same for elements in 
the same sample. Thus, the resulting ratio is independent 
of sample characteristics (mass, composition, shape, etc.).     

RESULTS 

Gamma-ray spectra were acquired for the foam blocks 
with five different density. Fig.1 shows a comparison of the 
resulting gamma-ray spectra from the highest and lowest 
density samples.  The peak analysis was performed using 
PeakEasy (Los Alamos National Laboratory). Energies of 
prompt gamma-ray peaks used for the analysis are:

• C: 1,261 keV; 3,684 keV; 4,945 keV
• H: 2,223 keV
• N: 5,269 keV; 5,298 keV; 5,533 keV; 10,829 keV
• Cl: 1,164 keV (not labeled)

The number of atoms determined using Eq. 1 (with an 
arbitrary neutron flux value) were plotted (Fig. 2) for C and 
N versus H. The uncertainties due to counting statistics are 
small in comparison to the different values obtained from 
the different peaks for C and N, the average and the 
standard deviation (over ) of which are plotted in Fig. 2.

Fig. 1. Gamma-ray spectra acquired (normalized by detector 
live time) from the (top) highest density sample and from the 
(bottom) lowest density sample. 
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The number of atoms increased proportionally to the 
density of the sample, as expected. The slope of each linear 
trendline represents Eq. 2 and can be used to determine the 
stoichiometry of the material because the samples are 
considered to have identical compositions but varying 
physical density.

Of the many possible “polyurethane” compositions, 
only two, or possibly three, have the H/C and N/C ratios 
that simultaneously fall within or close to the 95% 
confidence interval of the ratios determined by PGAA (Fig. 
3). This information will be useful for CT number 
calibration using the SRM 2088 in a lung density phantom.
Future directions include the investigation of sources of 
uncertainties and analysis of other minor elements in the 
matrix that have effects on x-ray attenuation.

DISCLAIMER

Certain commercial products identified in this paper 
do not imply recommendation or endorsement by the 
authors or by the National Institute of Standards and 
Technology, nor does it imply that the products identified 
are necessarily the best available for the purpose. 
Contributions of the National Institute of Standards and 
Technology are not subject to copyright.
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Fig. 2. Determination of atom ratios of C, H, and N 
based on Eq. 1. The slope and uncertainty are used to 
create the 95% confidence intervals of the most likely 
ratios in Fig. 3. 
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Specifications, Test Plans, and Testing Tools
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Abstract

Development of HL7 v2 data exchange interface 
specifications has long been problematic, plagued with 
ambiguous and inconsistent requirement specifications.  
This situation leads to potential misinterpretation by 
implementers, thus limiting the effectiveness of the 
specification and creating artificial and unnecessary 
barriers to interoperability. Likewise, the ability to test 
implementations effectively for conformance to the 
specifications is hindered. The current approach of 
specification development and test plan creation relies 
on word processing tools, meaning implementers and 
testers must read and interpret the information in these 
documents and then translate it into machine-computable 
requirements and test assertions. This approach is error 
prone—a better methodology is needed. We present a set 

of productivity tools in an integrated platform that allow 
users to define and constrain HL7 v2 specifications and 
to develop test plans that result in machine-computable 
artifacts. A testing infrastructure and framework 
subsequently uses these artifacts to create conformance 
testing tools automatically. We present and demonstrate 
the utility of a platform for developing specifications, 
writing test plans, and creating testing tools. The value 
proposition of this end-to-end methodology is explained 
for authors writing HL7 v2 specifications, for developers 
implementing interfaces, and for testers creating validation 
tools.
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1	 Introduction
For 30 years, HL7 (Health Level 7) Version 2 (v2) has 

been the predominant standard used for the exchange of 
healthcare administrative and clinical data. Healthcare 
information systems use the HL7 v2 protocol to develop 
standardized interfaces to connect to and exchange data with 
other systems. HL7 v2 covers a broad spectrum of domains 
including Patient Administration, Laboratory Orders and 
Results, and Public Health Reporting. The base HL7 v2 
standard [1] is a framework that contains many message 
events, and for each event it provides an initial template 
(starting point) that is intended to be constrained for a 
specific use case. The application of constraints to a message 
event is referred to as profiling [2, 3]. For example, the VXU 
V04 (Unsolicited Vaccination Record Update) message event 
is a generic template for communicating information about 
a patient’s immunization related events. The base message 
template is composed of mostly optional data elements. For a 

given use case, e.g., Send Unsolicited Immunization Update 
for the US Realm [4], the message template is “profiled”. That 
is, elements can be constrained to be required, content can be 
bound to a set of pre-coordinated codes, and so on. The base 
message event (e.g., VXU V04) that has been constrained 
for a particular use (e.g., submitting immunization events) 
is referred to as a conformance profile1. An implementation 
guide is a collection of conformance profiles organized for 
a workflow (e.g., submitting, acknowledging, querying, and 
responding to/for immunization events). In this example, 
four conformance profiles exist, each with different message 
events; one for submitting an immunization event, for sending 
an acknowledgment, for querying for an immunization 
history, and for providing an immunization history. To date, 
HL7 v2 implementation guides have been created using word 
processing programs, which has resulted in ambiguous and 
inconsistent specification of requirements. This practice has 
hindered consistent interpretation among implementers, 
which has created an unnecessary barrier to interoperability.
1Also, referred to as a message profile.
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 We present an end-to-end methodology and platform for 
developing specifications (implementation guides), writing test 
plans, and creating testing tools in the HL7 v2 technology space 
[5]. The platform includes three key foundational components:

•	 A tool to create implementation guides and conformance 
profiles

•	 A tool to create test plans, test cases, and associated test
data

•	 A testing infrastructure and test framework to build
testing tools

 A key to the approach is that the “normal” process of creating 
implementation guides, test plans, and testing tools is “reversed”. 
Instead of creating requirements using a natural language and 
subsequently interpreting the requirements to create test plans 
and test assertions, the requirements are captured with tools that 
internalize the requirements as computable artifacts.

Figure 1 illustrates a high-level overview of the methodology. 
Domain experts develop use cases, determine the message events 
that correspond to the interactions in the use cases, and then 
proceed to define the requirements. Using the methodology, 
they accomplish these tasks by entering this information into 
the Implementation Guide Authoring and Management Tool 
(IGAMT).  During this process, the domain experts constrain the 
message events according to the requirements needed by the use 
case. Section 2 will elaborate more on this process and on the 
details of how the requirements are constrained. The output of 
IGAMT is a set of artifacts that are represented in Word, HTML, 
and XML formats. The complete implementation guide, including 
the narrative and messaging requirements, can be created in 
IGAMT and then exported in Word or HTML. Such formats are 
suitable for ballot at standards development organizations such as 
HL7 or IHE (Integrating the Healthcare Enterprises [6]). In May 
2017, two HL7 v2 implementation guides that were generated by 
IGAMT were submitted for ballot. Each conformance profile can 
be exported as XML2. The XML format contains all the messaging 
requirements in a machine-computable representation, which is 
the most important aspect of IGAMT, since the XML conformance 
profiles have many uses including a computable definition of the 
message interface, message validation, test case and message 
generation, and source code generation.

 The XML conformance profiles can be imported into the Test 
Case Authoring and Management Tool (TCAMT). TCAMT is used 
to create targeted test cases for interactions (profiles) defined in the 
implementation guide. The output is an additional set of constraints 
in an XML format. The entirety of the output generated from IGAMT 
and TCAMT is called a “resource bundle”3.

2The XML format is defined by NIST and is publicly available but is not yet standardized. 
NIST intends to propose the format to HL7 for adoption. Additionally, there is no relationship 
between this format and other HL7 profiling formats such as the Templates Implementable 
Technology Specification (ITS) standard and FHIR.
3Is not related to a resource bundle in FHIR (Fast Healthcare Interoperability Resources).

The NIST platform includes a testing infrastructure of 
common utilities used for testing, such as a message validation 
engine, along with a testing framework that provides various 
testing tool components, such as a communication framework 
and a profile viewer. Testing Tool instances are then created using 
both the testing infrastructure and framework components as 
well as the resource bundle output generated from IGAMT and 
TCAMT.

 The NIST platform allows end users to create conformance 
testing tools by means of a set of productivity tools. This 
streamlined approach can greatly reduce today’s problems with 
conformance test tools. These problems include: tools often don’t 
exist, they are expensive to build, they are difficult to update in 
a timely fashion, they are not adaptable for local refinements, 
and their time to market is lengthy. Additionally, the platform 
provides value through enforcing consistent and rigorous rules 
for requirements specifications.

 The remainder of this paper explains the NIST platform in 
more detail in the context of how it can be applied in real-world 
use case settings. We first describe how IGAMT is used to define 
and constrain conformance profiles. One important aspect is the 
application of recently developed methods and best practices 
for requirements specification. Additionally, a brief overview 
of the validation process is given. Next, an explanation of how 
a set of targeted test cases are created in TCAMT is provided. 
In Section 4 we discuss a testing infrastructure and framework 
components. Next, an overview of the resulting test tools and 
how they are created is presented. Finally, there is a discussion 
on how the platform supports testing capabilities beyond the 
scope of the HL7 v2 interoperability specification. One goal 
of this paper is to inform the reader about the ease with which 
HL7 v2 implementation guides, test cases, and testing tools can 
be created using the NIST platform compared to the current 
laborious methods used today.

2	 IGAMT
 IGAMT [5] is a tool used to create HL7 v2.x implementation 

guides that contain one or more conformance profiles. The 
tool provides capabilities to create both narrative text (akin to 
a word processing program) and messaging requirements in 
a structured environment. Our focus in this paper is on the 
messaging requirements.

IGAMT contains a model of all the message events for 
every version of the HL7 v2 standard. Users begin by selecting 
the version of the HL7 v2 standard and the message events 
they want to include and refine in their implementation 
guide. For example, the message events VXU^V04, 
ACK, QBP^K11, and RSP^K11 are used to create eight 
conformance profiles in the immunization implementation 
guide [4]. Each message event is profiled (constrained) to 
satisfy the requirements of the use case. The QBP and RSP 

Snelick, Robert.
”Advancing HL7 v2 to New Heights: A Platform for Developing Specifications, Test Plans, and Testing Tools.”

Paper presented at 17th International HL7 Interoperability Conference(IHIC 2017), Athens, Greece. October 19, 2017 - October 24, 2017.

SP-243



message types are used more than once to specify different 
uses.

 Rules for building an abstract message definition 
are specified in the HL7 message framework, which is 
hierarchical in nature and consists of building blocks 
generically called elements [1]. These elements are segment 
groups, segments, fields, and data types (i.e., components 
and sub-components). The requirements for a message are 
defined by the message definition and the constraints placed 
on each data element. The constraint mechanisms are defined 
by the HL7 conformance constructs, which include usage, 
cardinality, value set, length, and data type. Additionally, 
explicit conformance statements are used to specify other 
requirements that can’t be addressed by the conformance 
constructs. The process of placing additional constraints 
on a message definition is called profiling. The resulting 
constrained message definition is called a conformance 
profile (also referred to as a message profile). An example 
of a constraint is changing optional usage for a data element 
in the original base standard message definition to required 
usage in the conformance profile.

 IGAMT provides, in a table format user interface, 
the mechanisms to constrain each data element at each 

level in the structure definition. The rows of the table list the 
data elements according to the structure definition being 
constrained (segments, fields, and data types). The columns list 
the conformance constructs that can be constrained for a data 
element, including the binding to a value set. Figure 2 shows a 
screen capture of the navigation and the segment profiling panels. 
On the left-hand side, the user can select the object to edit. The 
right-hand side displays the list of fields in the segment and the 
requirements that can be specified for the field.

One key philosophy of IGAMT is the capability of creating and 
reusing building block components. These lower level building 
blocks can be used to create higher level constructs efficiently. 
The building blocks include data type flavors, segment flavors, 
and profile components. A base data type can be constrained for 
a given use; the resulting data type is called a data type flavor 
(or data type specialization). A given base data type may have 
multiple data type flavors. These flavors can be saved in libraries 
and reused as needed. A similar process applies to creating 
segment flavors.

 A profile component represents a subset of requirements that 
can be combined with other profiling building blocks. One such 
example is the definition of a profile for submitting immunizations. 
The Centers for Disease and Control and Prevention (CDC) 

Figure 2: IGAMT screen capture: navigation and segment profiling view.

Figure 1: NIST HL7 v2 standards development and testing platform overview.
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creates a national level profile, however, individual states may 
have additional local requirements that can be documented in 
a profile component. Only the delta between the national and 
local requirements is documented in the profile component. 
Combining the national level profile and the state profile 
component yields a complete (composite) profile definition for a 
given state. Another example is for the case of sending laboratory 
results and reportable laboratory results to public health. The 
use cases are very similar. The reportable laboratory results have 
additional requirements; therefore, a profile should be created for 
sending laboratory results, followed by a profile component for 
reportable laboratory results. A composite profile for the public 
health use case can be created by combining the profile and the 
profile component. This design principle provides a powerful 
and effective approach for leveraging existing profiles and profile 
components [2].

A utility for creating and managing value sets is also provided. 
Specific value sets can be created and bound to data elements. 
For example, a base HL7 v2 table can be cloned and modified 
(“constrained”) to create a value set for a specific use, thus 
enabling more granular value set bindings [2]. Instead of binding 
an entire HL7 v2 table to an element (typical practice), a value set 
containing only codes relevant to that element for a particular use 
is specified. Using this approach, multiple value sets are derived 
from a single HL7 v2 table, which provides clear requirements 
for implementers. Mechanisms for creating value set libraries are 
provided to promote reuse.

2.1	 Improved Requirements Specification

In the effort to create conformance test tools for the Office 
of the National Coordinator (ONC) certification in support 
of the US Centers for Medicare and Medicaid Services (CMS) 
Meaningful Use (MU) program, it quickly became apparent that 
the HL7 v2 specifications named in the ONC rule were ambiguous, 
under-specified, and inconsistent. This made it difficult to create 
rigorous, comprehensive, and meaningful test tools and test cases 
to adequately validate vendor implementations for the ONC stated 
goal of enabling interoperability. If implementers can interpret 
and implement requirements in different ways, interoperability 
is impeded. To improve this situation, NIST worked closely with 
the specification authors and other stakeholders to gain clarity 
and subsequently co-published addendums and errata. This 
effort revealed deficiencies in the mechanisms for specification 
of requirements and approaches for creating implementation 
guides. As a remedy, new and improved methods for specifying 
requirements emerged along with a set of best practices. IGAMT 
incorporates these methods and encapsulates, automates, and 
simplifies how the requirements are specified. Table 1 provides a 
list of the most important methods, concepts, and best practices 
for improved specifications (beyond current practices).

2.2	 IGAMT Message Model and Validation 
Process

IGAMT has an internal model of all HL7 v2 messages 
for each version of the standard (Figure 3). HL7 v2 publishes 
the standard in human readable text documents. Message 
definitions and accompanying structures are codified into a 
data base, which is available from HL7. IGAMT reads the data 
base and converts the message definitions into the IGAMT 
message model. The message model is the anchor on which 
all IGAMT functions and features are based. IGAMT reveals 
the model via a graphical user interface (GUI) where the 
user can constrain the message as needed. The user interface 
displays panels for the Message, Segment, Data Type, 
Value Set, Profile Components, Condition Predicates, and 
Conformance Statements. IGAMT exports the constrained 
message definition (a profile) as an XML profile instance. 
IGAMT ensures that the XML profile instance adheres to 
the rules of the Profile Schema. Validation is performed 
by validating a message instance against the constraints 
defined in the XML Profile. The validation engine interprets 
the requirements as documented in the XML Profile and 
makes assertions against the message instance accordingly. A 
Validation Report is generated. The validation process forms 
the basis of the conformance test tools.

3	 TCAMT
 TCAMT [5] is a tool used to create HL7 v2.x test plans 

that contain one or more (typically many) test cases. Key 
features in TCAMT include test plan creation (narrative 
and computable), IGAMT XML profile import, HL7 v2 
message creation and import, constraint editing, constraint 
and messaging templates, and multiple export formats. A test 
case can consist of one or more test steps. A test step can 
be an HL7 v2.x interaction or a manual step such as visually 
inspecting the contents of an application’s display screen. 
Each test case and test step can consist of a test description, 
pre- and post-conditions, objectives, evaluation criteria, and 
additional notes and comments. Test steps for an HL7 v2.x 
interaction contain an HL7 v2 message (with specific data) 
that aligns with the XML conformance profile created from 
IGAMT4.

Targeted test cases are critical for assessing the capabilities 
of a system. TCAMT allows domain experts to create test 
cases (that include example messages) for certain scenarios 
and capabilities. Test cases provide context, which expands 
the scope of testing. Without context, a validation tool cannot 
test a message exhaustively to all requirements specified 
in the implementation guide. For example, elements with 
“required, but may be empty (RE)” usage, elements with 
“conditional usage (C)”, or elements with cardinality greater 
than “1” cannot be assessed without targeted tests. A message 
4Not necessarily conformant data; invalid data may be used in the testing process
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Concept Issue Feature/Improvement

Explicit Condition Predicates Conditional usage is specified but lacks conditional 
statement or an explicit conditional statement

Explicit condition predicate with defined format, style, 
and pre-defined patterns

Condition Predicate True/
False Outcomes

Limited True/False outcomes for conditional usage (C 
and CE only)

Full range of true/false outcomes; for example, C(R/
RE) and C(RE/O)

Explicit Conformance 
Statements

Statements that hinted at being requirements are 
hidden in narrative sections of the specification

Explicit conformance statements with defined format, 
style, identification, and pre-defined patterns

Data Type Flavors Conflated specializations of data type constraints, in-
line constraints, un-managed data type flavors

Explicit data type flavor definitions, naming 
conventions, and style

Data Type Flavor Library No notion of creating a library of data flavors for 
reuse by the community at-large

Master set of data type flavors and defined process for 
user defined flavors; promote consistency and reuse

Segment Flavors
Segments typically are defined to account for 
requirements for use in more than one message 
definition—resulting in conflation of requirements

Provide mechanisms to allow specific segment 
definition via segment flavors, profile components or 
explicit conformance statements

Profiling Multiple 
Occurrences

Capability to assign different data type flavors to 
multiple occurrences to a field element; defined in 
v2.8

Implemented in IGAMT and in XML profile instance; 
can vary by “type code”, “order”, and “one of ”

Co-constraints
Missing, inconsistent, or lack of detailed specification 
of relationship among data element content; typically, 
in elements OBX-2, OBX-3, and OBX-5 

Mechanism to define data element content 
relationships and dynamic data type flavor mapping 
for OBX-2 and OBX-51

Value Set Specification
No explicit value set or code table specifications; 
often the base HL7 or HL7 User table is bound to an 
element (or elements) with no further constraints

Explicit value set definition creation and value set 
binding strength

Value Set Profiling No formal methodology to constrain code systems for 
specific element binding and use

Explicit value set definition usage indicator for codes 
and attributes to indicate extensibility and stability

Profile Components No constructs or methods to define profile building 
blocks of constraints for reuse

Profile components are introduced to defined a set of 
arbitrary requirements that when combined with a 
profile or other profile components create a complete 
profile (Composite Profile)

Delta Profiles Complete specifications for closely related use cases “delta” specifications can be created leveraging the 
concept of profile components

IG Template No guidance on what implementation guides should 
contain 

IGAMT incorporates several default templates and 
export options

Conformance Keywords Non-existence and inconsistent definition and use of 
verbs to express requirements 

Explicit definition and use of conformance keywords 
as part of the IG template; based on RFC 2119

6 For example, based on different codes in OBX-3, different data type flavors of the same base data type can Tbe specified in OBX-2 that 
indicates the requirements in OBX-5. This enables precise requirements definition.

Table 1: Methods, concepts, and best practices for improved specifications.

Figure 3: IGAMT message model and validation process.

that is validated against the requirements of a conformance 
profile without any provided context is called “context-free 
testing”. A message that is validated against the requirements 

of a conformance profile and with a provided context is called 
“context-based testing” [2]. The test cases provide context, and 
TCAMT is a tool that allows users to create the test cases.
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 A key design component in TCAMT is its use of the XML 
profiles created in IGAMT as a foundation. The message 
definition defined in the profile provides the foundation such 
that data associated with each message element of interest can 
be specified. TCAMT also allows the user to enter additional 
assertion indicators based on what they want to test. For example, 
for an element with a usage of “RE”, the user can provide data that 
are expected to be entered into the sending system for the element 
and can select an assertion indicator. There are several assertion 
indicators that could be selected, for example, “presence”. In this 
case, if the user provides test data and selects the indicator of 
“presence”, a constraint is generated by TCAMT and is provided 
to the validation. For elements with “RE” usage, the element 
must be supported by the system-under test (SUT), but in a given 
message instance the element may not be populated. For this 
construct, the tester wants to ensure that the implementation has, 
in fact, included support for the element.

In a context-free environment, the absence of data in a 
message is not a conformance violation for elements with “RE” 
usage. However, in the example test case described above, data 
were provided and a presence constraint was specified. Now, when 
a message created for this test case is validated, the additional 
constraint triggers an assertion for the presence of data for this 
element. This method is one way to determine support for the 
element.

Via TCAMT, the user can create an unlimited number of 
test cases and test a broad spectrum of requirements. Other 
constraint indicators can be used to test for specific content or 
for the non-presence of an element. Additionally, test data can 
be provided to trigger conditional elements. In other instances, 

support for certain observations may need to be ascertained. 
In such cases, test data for specific observations (e.g., in an 
immunization forecast, the vaccine group, earliest date to 
give, and due date) can be provided, requiring the message 
instance to contain an OBX segment for each observation. 
The test case might be set up to expect certain LOINC5 codes 
to ensure each observation (capability) is implemented by the 
system. TCAMT provides the mechanisms to conveniently 
and consistently create test cases. Output from TCAMT 
provides the additional constraints that are interpreted by 
the validation engine.

4	 Testing Infrastructure and Framework
NIST has built an HL7 v2.x testing infrastructure and 

framework to aid in the process of creating conformance 
testing tools. The testing infrastructure provides a set of 
services utilized by the test tool framework to build specific 
instances of tools. A test tool can be built for a specific 
need or to be a general-purpose tool to handle multiple 
implementation guides and profiles. The latter tool is a web 
application where a user can upload implementation guides, 
conformance profiles, and test plans to “create” a test tool. 
The test tool is “built-on-the-fly” and can be generated as a 
by-product “for free” once the XML profile and associated 
artifacts have been created (in IGAMT and TCAMT). This 
process allows domain experts to “build” the test tool. 
Alternatively, the framework can be leveraged, customized, 
and installed locally. Using the framework, developers can 
choose to create customized, specific, or general-purpose 
5Logical Observation Identifiers Names and Codes

Figure 4: NIST HL7 v2 standards development and testing platform architecture.
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web application conformance test tools, and they can access 
the validation via web services or incorporate validation 
via a JAR (Java Archive) file or source code. Regardless 
of the use, the platform can significantly improve the 
quality of implementation guides, assist in the creation 
and maintenance of test plans, expedite the stand-up of a 
validation tool, and, overall, reduce the cost and time of the 
entire process.

 Figure 4 shows in more detail the end-to-end methodology 
and platform. A key design principle is that there is a single 
source of truth in the creation of implementation guides 
and test plans. Modifications are made in one place and 
are propagated to associated services, utilities, and tools. 
IGAMT is a tool used by domain expert authors to define 
requirements for interface specifications. Human readable 
(1) and machine computable (2) artifacts are exported. A
context-free conformance test tool is automatically generated 
when the IGAMT XML profiles are loaded in the general-
purpose validation tool (3). At this level, validation is based
on the technical requirements defined in the profile. No
context is associated when validating the message instance
against the requirements defined in the profile. This type of
validation is called context-free testing.

Point (4) shows the XML Profile as input into TCAMT. 
Test scenarios provide a context, that is, a real-world story 
with associated data. Additional constraints are generated 
from having context. The profile and context constraints are 
loaded into the general-purpose validation tool to create a 
context-based validation tool automatically (5). Point (6) 
indicates a human readable export of the Test Plan.

Point (7) indicates that the testing infrastructure and 
framework components are used as the basis for the general-
purpose validation tool. The general-purpose validation tool 
is itself a tool that takes as input the resource bundle (XML 
Profile, TCAMT constraint file, etc.) to automatically generate 
a conformance test tool. Points (8) and (9) indicate the process 
by which developers can leverage the testing infrastructure 
and framework to create customized conformance test 
tools. Point (10) indicates that validation can be accessed 
via other methods that allow a user to integrate it into their 
local environments. The platform provides access to the 
tool validation via REST and web services. Additionally, 
the validation JAR and source code are available. Point (11) 
indicates that additional constraints can also be included 
that go beyond the scope of typical interface requirements. 
These can include data quality business rules, for example, 
ensuring that a vaccine dose reported is consistent in terms 
of the manufacturer, lot number, and date given. More on 
this topic is given in Section 6.

5	 Conformance Test Tools

As shown, conformance testing tools are built using the 
testing infrastructure and framework, the IGAMT-produced 
conformance profiles, and the TCAMT-produced test plan. 
Testing tools are web-based applications that can support both 
context-free and context-based validation [5]. In addition to 
performing message validation, the tools provide a browse-able 
view of the requirements for each conformance profile. In the 
context-based mode, the test story, test data, and an example 
message are provided for each test step.

In the context-free mode, the user simply selects the 
conformance profile to validate against and then imports the 
message. The validation is performed automatically and a report 
is given. In the context-based mode, the user selects the test 
step and imports the message to validate. The test tool sets the 
validation to the conformance profile linked to the test step, 
performs the validation, and provides a report. In both modes, 
a tree structure of the message is shown on the left panel of 
the validation screen and can be used to inspect the content of 
individual data elements.

Test plans can be executed in non-transport mode and 
transport mode. Non-transport mode provides an interface to 
upload (cut/paste or load file) a message into the validation edit 
box. Transport mode allows an application to connect to the test 
tool to exchange messages interactively. The test tool can act as 
an initiator or responder as directed by the test plan. Various 
transport protocols are supported including MLLP and SOAP. 
Test Cases can also include manual test steps in addition to 
automated test steps that contain an HL7 v2 message exchange.

6	 Requirements beyond the Interface 
Specification

The intent of HL7 v2 is specifically scoped to defined 
requirements for exchanging data between applications. The 
specifications typically do not impose any requirements on how 
the data are processed. Other specifications, in conjunction 
with the interface specification may specify such requirements 
(e.g., IHE integration profiles and functional requirements 
specifications). In real world settings, exchange partners need 
to account for more than just conformance to the exchange 
requirements. Data quality, business rules, and functional 
requirements are necessary to satisfy the desired outcome of 
the use case scenario. Mechanisms to define such requirements, 
and testing support that can verify that the complete workflow is 
implemented as intended, are beneficial.

The generic constraint generation utility in IGAMT can be 
used to create data quality constraints. Certain business rules can 
be applied to a message to determine if it meets the requirements 
necessary for incorporation by the receiver. A simple data quality 
rule for reporting an immunization record is that the date of 
administration must be after the date of birth. This constraint 
likely is never given in an HL7 v2 interface specification, however, 
data quality rules such as these are important at the local level. 
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Users can create these rules in IGAMT that provide 
additional validation (point (11) in Figure 4).

TCAMT can be used to create test cases to test functional 
requirements. For example, a scenario can be crafted in 
which three different immunization records for the same 
patient are created from different providers and sent to an 
immunization information system (IIS). A subsequent query 
to the IIS to return a complete immunization history can be 
performed. The response message can be examined to see 
if the consolidated record contains the expected combined 
immunization history. TCAMT provides the capability to 
create such a scenario and the additional content validation 
constraints. Testing for invalid (or negative) test case 
scenarios also can be created. The platform provides the 
capabilities for the tester to create unlimited test scenarios 
using convenient and powerful tooling.

7	 Conclusion
We presented an end-to-end methodology and platform 

for developing standards, writing test plans, and creating 
testing tools in the HL7 v2 technology space. The platform 
includes three key foundational components: (1) a tool to 
create implementation guides and conformance profiles; 
(2) a tool to create test plans, test cases, and associated test
data; and (3) a testing infrastructure and test framework to
build testing tools. Requirements are captured in IGAMT
and exported as conformance profiles. TCAMT is used to
create a set of test cases based on the conformance profiles.

A conformance test tool is created by combining the validation 
and associated artifacts with the testing infrastructure and 
framework.
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Abstract—We are developing a fundamentally new atom-based
approach for electric (E) field metrology. This technique has
the capability of becoming a new international standard for E-
field measurements and calibrations. Since this new approach
is based on atomic transitions of alkali atoms (mainly caesium
and rubidium atoms), the probe is self-calibrating and has a
capability of performing measurements over a large bandwidth
(from 10’s MHz to the THz range). This new approach will
lead to a self-calibrated, SI traceable, E-field measurement, and
has the capability to perform measurements on a fine spatial
resolution in both the far-field and near-field. We will report
on the development of this new metrology approach, including
the first fiber-coupled vapor-cell for E-field measurements, which
allows for easier and more flexible measurements. We discuss key
applications, including self-calibrated measurements, millimeter-
wave and sub-THz measurements, field mapping, and sub-
wavelength and near-field imaging. We show results for free-space
measurements of E-fields, for measuring the E-field distribution
along the surface of a circuit board, and for measuring the
directivity pattern of a horn antenna.

I. INTRODUCTION

One of the keys to developing new technologies is to have
sound metrology tools and techniques. Whenever possible,
we would like these metrology techniques to make absolute
measurements of a physical quantity. Preferably, we would like
to make measurements directly traceable to the International
System of Units (SI). Measurements based on atoms provide
such a direct SI traceability path and enable absolute mea-
surements of physical quantities. Atom-based measurements
have been used for several years; most notable are time (s),
frequency (Hz), and length (m). We would like to extend these
atom-based techniques to other physical quantities, including
electric (E) fields.

We are developing a fundamentally new atom-based ap-
proach that will lead to a self-calibrated, SI traceable E-field
measurement that has the capability to perform measurements
on a fine spatial resolution in both the far-field and near-
field [1]-[9]. This new approach is significantly different from
currently used field measurement techniques in that it is
based on the interaction of radio-frequency (RF) E-fields with
Rydberg atoms (alkali atoms placed in a glass vapor-cell that
are excited optically to Rydberg states). The Rydberg atoms
act like an RF-to-optical transducer, converting an RF E-
field strength to an optical-frequency response. In this new

Publication of the U.S. government, not subject to U.S. copyright.

approach, we employ the phenomena of electromagnetically
induced transparency (EIT) and Autler-Townes splitting [1]-
[3], [10]-[13]. This splitting is easily measured and is directly
proportional to the applied RF E-field amplitude and results in
an absolute SI traceable measurement. The technique is very
broadband allowing self-calibrated measurements over a large
frequency band including 500 MHz to 500 GHz (and possibly
up to 1 THz and down to 10’s of megahertz). Various other
benefits of the new approach are listed in [1] and [2].

Besides having a self-calibrating, SI-traceable probe, var-
ious other applications are possible, including millimeter-
wave and sub-THz measurements, field mapping and sub-
wavelength imaging, and far-field and near-field measure-
ments. This technique is demonstrated by showing free-
space measurements of E-fields, measurements of the E-
field distribution along the surface of a circuit board, and
measurements of the directivity pattern of a horn antenna.
Some of the measurements presented here are performed with
a new fiber-coupled probe. This fiber-coupled design allows
for a moveable form-factor probe which makes measurements
easier and more flexible for various applications.

II. DESCRIPTION OF TECHNIQUE

The basic concept of this measurement approach uses a
vapor of alkali atoms (placed in a glass cell, referred to as
a “vapor” cell) as the active medium for the radio frequency
(RF) E-field measurement. The basic concept is that by
manipulating alkali atoms with both optical (laser) fields and
RF fields, it is possible to cause a laser to transmit through a
vapor cell where it would normally be absorbed by the atoms
in the vapor cell. Rubidium (85Rb) and cesium (133Cs) are the
two atomic species that are typically used in the approach.

A typical measurement setup is shown in Fig. 1. This
measurement approach can be represented by the four-level
atomic system shown in Fig. 2, see [2], [3], [14] for details.
In effect, the “probe” laser is used to probe the response of
the ground-state transition of the atoms (level 1 to level 2
in Fig. 2), and a second laser (“coupling” laser) is used to
excite the atoms to a high energy Rydberg state (level 3 in
Fig. 2). In the presence of the coupling laser, a destructive
quantum interference occurs and the atoms become transparent
to the resonant probe laser (this is the concept of EIT). A
transparency window is opened for the probe laser light: probe
light transmission is increased. The coupling laser wavelength
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(a) photos of setup

(b) block diagram

Fig. 1. Experimental setup for E-field measurements using EIT: a) photo
of of the setup and (b) block diagram, polarizing beam splitter (PBS) and
acousto-optic modulator (AOM).

Fig. 2. Illustration of a four-level system, and the vapor cell setup for
measuring EIT, with counter-propagating probe and coupling beams. The RF
is applied transverse to the optical beam propagation in the vapor cell.

is chosen such that the atom is in a sufficiently high state (a
Rydberg state) such that a RF field couples two Rydberg states
(levels 3 and 4 in Fig. 2).

A detailed explanation both from an atomic physics view-
point and experimental approach is given in [1] and [2].

Experimentally, the approach is explained as follows: If the
probe laser is tuned to a ground state transition of alkali atoms
in a vapor cell (levels 1 and 2 in Fig. 2), after propagation
through the vapor cell the atoms will absorb the light and
little power will be detected. The power measured on the
detector when the laser is scanned across this wavelength
is shown in the bottom curve in Fig. 3(a) (∆p = ωo − ωp;
ωo is the on-resonance angular frequency of the ground state
transition and ωp is the angular frequency of the probe laser.)
This is the typical signal one obtains when performing atomic
spectroscopy experiments (i.e., the classical Doppler profile).
The minimum in the curve indicates the resonance frequency
of the ground state transition of the alkali atom. When the
coupling laser is allowed to propagate through the cell (the
coupling laser is counter-propagating on top of the probe laser)
an interference between the two atomic states occurs, hence
allowing the probe laser to pass through the vapor cell with less
absorption (an increase in the probe laser transmission). This is
the concept of EIT, i.e., a medium that was normally absorbing
becomes transparent with the presence of the coupling laser.
This is shown in the top curve in Fig. 3(a) (note the wings of
all three curves normally would lay on top of one another,
but they are shifted here for ease of viewing). Notice at
∆p = 0, the power on the detector is larger than the Doppler
background, i.e., the global inverted bell-shaped behavior. The
wavelength of the coupling laser is chosen judiciously such
that the atoms are excited to a very high energy, where an
RF source is at a resonant frequency that causes an atomic
transition to a nearby state (i.e., an RF atomic transition).
When the RF source is turned on, the EIT signal splits into
two (this splitting is called Autler-Townes (AT) splitting), see
the middle curve in Fig. 3(a). The EIT signal and the splitting
can be weak at times. To increase the EIT signal-to-noise, we
modulate the coupling-laser amplitude with a 50/50 duty-cycle
30 kHz square wave and detect any resulting modulation of
the probe transmission with a lock-in amplifier. This removes
the Doppler background and isolates the EIT signal. Fig. 3(b)
shows a typical EIT signal from the lock-in amplifier. The
splitting of the EIT peak is indicated by ∆fm.

This splitting (∆fm) of the probe laser spectrum is easily
measured and is directly proportional to the applied RF E-
field amplitude. Once this ∆fm is measured, the RF E-field
strength is obtained by [2], [3], [4]:

|E| = 2π
h̄

℘

λp
λc

∆fm = 2π
h̄

℘
∆fo , (1)

where h̄ is Planck’s constant, ℘ is the atomic dipole moment
of the RF atomic transition (see [2]), ∆fo =

λp

λc
∆fm, and

λp and λc are the wavelengths of the probe and coupling
laser, respectively. The λp/λc ratio is needed to account for the
Doppler mismatch of the probe and coupling lasers [10], when
the probe laser is scanned during the experiments. One can
also scan the coupling laser and not the probe laser during the
experiments. If the coupling laser is scanned, it is not required
to correct for the Doppler mismatch, and λp/λc ratio is not
needed, see [14] for details. In this case, ∆fo = ∆fm.
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(a)

(b)

Fig. 3. EIT illustration: (a) with the Doppler ground and (b) after the lock-
in is used. These experiments where performed with a vapor cell filled with
133Cs and with a RF source at 9.22 GHz. The RF source couples Rydberg
states 43D5/2-44P3/2 for the E-field measurement.

We consider this type of measurement of the E-field strength
a direct SI-traceable, self-calibrated measurement in that it
is related to Planck’s constant (which will become an SI-
defined quantity by standard bodies in the near future) and
only requires a frequency measurement (∆fm, which is quan-
tum linked and can be measured very accurately). The one
unknown in the expression is the atomic dipole moment ℘
which can be calculated accurately, see [2], [15], [16].

Fig. 3(b) shows the measured EIT signal for three different
RF incident field strengths (0 V/m, 1.09 V/m and 1.54 V/m).
In order to estimate the E-field strength, we first measured
∆fm, then we used eq. (1) to determine |E|.

Fig. 4. A comparison of the measured E-field (obtained from the atom-
based approach) to results obtained from far-field calculations and from a
full-wave numerical simulation. Comparing experimental atom-based data to
both numerical simulations and to far-field calculations for various frequencies
from 9 GHz to 182 GHz helps to validate this technique. PSG is the signal-
generator power level feeding the antennas (through either a cable or a
waveguide). Note that a log scale is used because the data sets cover different√
PSG ranges.

III. EXPERIMENTAL RESULTS

A. Far-field Comparisons

Utilizing the experiment setup shown in Fig. 1 we can
measure the E-field strength in the far-field at various frequen-
cies. Fig. 4 shows measurement for six different frequencies
ranging from 9.22 GHz to 182 GHz using two different atomic
species (85Rb and 133Cs). In this figure we have compared
the estimated E-field obtained for this atom-based approach
to both far-field calculations and to numerical simulations. We
see that the atom-based approach correlates very well to both
the far-field calculations and to numerical simulations.

These results show the wide bandwidth measurement ca-
pacity of this approach. With one experimental setup, it is
possible to measure E-field strength from 10’s MHz into the
THz frequency range. Measurements above 110 GHz have
been demonstrated here and in [1], [5]. The possibility of
performing calibrated measurements above 110 GHz is one of
the interesting and possibly, one of the major benefits of this
new technique, since it can provide calibration above 110 GHz
(which is currently not possible).

B. Movable Probe: Fiber Coupled Probe

While various international metrology organizations groups
around the world are beginning to investigate this new ap-
proach as a possible new international standard for E-field
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Fig. 5. Photo of first fiber-coupled vapor cell probe for self-calibrated E-field
measurements over a large frequency band including 500 MHz to 500 GHz
(and possibly up to 1 THz and down to tens of megahertz).

measurements and calibrations, all these investigations and
measurements have been confined to an optical table. This
confinement is a result of the fact that this technique requires
the two lasers (probe and coupling laser) to overlap inside
the vapor cell. In order to overcome these issues, we have
developed the first fiber-coupled vapor cell, where the counter
propagating probe and pump fields are overlapped inside the
vapor cell while it is moved off the optical bench. Moving
the probe off the optical table allows measurements to be
performed in free space, and in other standard RF metrology
environments. The new probe consists of a 10-mm cubic
vapor cell filled with 133Cs and two optical fibers with lenses
attached with UV curing epoxy at either end, made with all
dielectric material (see Fig. 5). We have performed various
types of measurement in order to illustrate its capability.

1) Antenna Pattern Measurements: We used the fiber-
coupled probe to measure the antenna pattern for a Narda 640
standard gain horn antenna (mentioning this product does not
imply an endorsement, but serves to clarify the antenna used).
In these measurements, the fiber-coupled probe was placed in
the far-field of the horn antenna and scanned from bore-site
to an angle of 60o. The horn antenna was scanned in both E-
plane and H-plane. Fig. 6 shows the measured antenna patterns
for both the E-plane and H-plane at 11.6 GHz. Also shown
in this figure are results obtained in an anechoic chamber test
range [17] at 9.4 GHz. Good correlation between the two types
of measurements is seen. The deviations to the two sets of
measurements is due to the fact that our measurement were
perform in a laboratory with no RF absorber on the walls
and the laboratory had several objects in the room. Thus, our
results suffer from some background scattering.

2) Near-Field Imaging: In order to illustrate the near-field
imaging capability of the fiber-coupled probe, we imaged the
E-field at various heights across the surface of a co-planar
waveguide (CPW) line. The CPW has a center strip of 3 mm,
gaps of 2 mm, and a substrate (εr ≈ 3.5) of thickness 1.52 mm.
Fig. 7 shows the scans at six different heights for a frequency
of 11.6 GHz. In order to show the repeatability of this probe

Fig. 6. Fiber-coupled probe measurement for the E-plane and H-plane
antenna pattern for a Narda 640 standard gain horn at 11.6 GHz. Also shown
are measured results obtained from an antenna range [17] at 9.4 GHz.

we performed three sets of measurements for each height
and the error-bars represent all these measurements. These
results show the capability for near-field imaging and field-
mapping across the surface of printed circuit board structures,
which will be used in the future to support calibrated on-
wafer measurements of high-speed (high-frequency) integrated
circuits. The fiber-coupled probe allows for much finer spatial
resolution than is possible with current E-field probes.

IV. MEASUREMENT UNCERTAINTIES

Knowing the uncertainties of this technique is an impor-
tant step when establishing a new international measurement
standard for an E-field strength and is a necessary step for this
method to be accepted as a standard calibration technique. The
uncertainties can be grouped into two different categories: (a)
quantum based uncertainties and (b) RF based uncertainties.
These include, 1) the validity of eq. (1), 2) the accuracy of
the atomic dipole moment calculation, and 3) perturbation of
the RF field due to internal resonances inside the vapor cell,
just to name a few. These three and other various types of
uncertainties for this atom-based approach are currently being
investigated [1], [3], [7], [14], [18], [19]. The uncertainties of
this new atom-based technique can be controlled and reduced
to be less than the current E-field measurement uncertainties.
In the near future we will develop detailed uncertainties for
this new approach.

V. CONCLUSION

We discussed a fundamentally new atom-based approach
for E-field metrology. Several international metrology or-
ganizations around the world are beginning to investigate
this new approach as a possible new international standard
for E-field measurements and calibrations. In this paper we
have presented some key examples that show the benefits
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Fig. 7. Measured |E|-field distribution across the surface of the CPW line
at different heights for 11.6 GHz obtained with the fiber-coupled probe. We
also show the CPW geometry in order to illustrate the gap locations.

of the new approach and that show the potential for a new
international measurement standard. We have shown results
for far-field measurement, results for the broadband nature of
this technique, results of antenna pattern measurements, and
results of near-field imaging. The fiber-coupled probe is one
important advancement of this approach. That is, being able
to move the probe off the optical table is an important step
when establishing a new international measurement standard
for an E-field strength and is a necessary step for this method
to be useful and ultimately accepted as a standard calibration
technique.
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Abstract—In order to support the increasing demand for
capacity in cellular networks, Long Term Evolution (LTE)
introduced Proximity Services (ProSe) enabling Device-to-Device
(D2D) communications, defining several services to support such
networks. We are interested in the performance in out-of-
coverage scenarios of one of these services: direct discovery. As
defined in the standard, network and configuration parameters
for direct discovery are predefined and do not change over time,
which creates an inability to adjust to variations in topologies,
number of operating devices, and/or users’ mobility during
the discovery process. In this paper we propose an enhanced
discovery algorithm that, building on previous works, allows
users to adapt to potential variations in the discovery group, using
optimized transmission probabilities and transmission success
probabilities. The performance of this algorithm is evaluated,
and we demonstrate gains in the accuracy of the discovery
information, and in the time required for discovery.

Index Terms—Long Term Evolution (LTE), Device-to-Device
(D2D), D2D Discovery, Proximity Services (ProSe), Simulations,
Performance, Algorithm

I. INTRODUCTION

Long Term Evolution (LTE) cellular networks rely on
infrastructure nodes, such as Evolved Node B (eNB), Mobility
Management Entity (MME), Serving Gateway (SGW), and
PDN (Packet Data Network) Gateway (PGW) to manage
the communication and network access by the users. This
architecture simplifies the administration of the resources and
allows for an accurate understanding of the status of the
network as a whole by the entities granting access. However,
this means that coverage and service quality are dependent
on the existence of supporting infrastructure. In order to
increase coverage, provide service in areas without access to
infrastructure, and improve the quality of service in saturated
areas, the Third Generation Partnership Project (3GPP) in-
troduced Proximity Services (ProSe) using different mecha-
nisms (discovery, synchronization, direct communication) to
allow devices to communicate directly [1]. Several different
operating modes have been defined to account for situations
where User Equipment (UE) have access to infrastructure that
will arbitrate the in-coverage or out-of-coverage communica-
tion, thus allowing the UEs to select the resources used for
communication themselves. In the out-of-coverage case, the
parameters that the UEs shall use for communicating (e.g. the
number of physical resources to use, the length of the period,
etc.) are preconfigured in the devices and are not modified
during operation, meaning that the devices can not adapt to

the actual network conditions to make an efficient use of the
available resources.

In this paper, we make the UEs aware of the network
conditions (e.g. number of UEs) using the messages from the
discovery service. This in turn allows us to improve the use
of resources and reduce the time required to complete the
discovery of all the UEs in the group. The proposed algorithm
allows UEs performing discovery to detect the presence and
the withdrawal of other UEs in the discovery group.

This rest of the paper is organized as follows. In Section II,
we discuss the related work in D2D discovery. In Section III,
we present our proposed transmission algorithm that takes into
account success probabilities and recognizes both UE arrivals
and departures. Performance evaluation and simulation results
are described in Section IV. Finally, we conclude our work in
Section V.

II. RELATED WORK

Existing research on D2D Discovery has focused on the
modeling and performance of network assisted discovery (that
is, D2D discovery for in-coverage scenarios, where the eNB
controls the process). For example Madhusudhan et al. study
the performance in terms of throughput of network-assisted
discovery in [2]. Xenakis et al. [3] study and provide analytical
models for the number of UEs and their deployment in a
group for discovery to perform optimally. Similarly, Chour
et al. in [4] offload the discovery process from the LTE UEs
to Vehicular Ad-hoc Network (VANET) nodes (like roadside
units), and Albasry and Ahmed in [5] propose power control
strategies to minimize interference and noise.

Regarding the D2D discovery process without network
intervention (D2D direct discovery), we can find some works
in the literature exploring the architecture design: Sharmila et
al. in [6] propose an alternate framework to that of 3GPP’s
that extends the services available for the UEs, and Murzak
et al. in [7] look into the potential of direct discovery for
interconnecting LTE and 5G networks.

There has been some work on optimizing the D2D direct
discovery, in particular the work by Griffith and Lyons [8].
The authors computed the optimal value of the discovery
message transmission probability that minimizes the mean
number of periods required for all members of a group of
UEs to discover each other. Based on this work, an adaptive
algorithm is proposed in [9]. The discovery process in LTE
D2D out-of-coverage scenarios is improved by dynamically
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adjusting the transmission probability to the optimal value as
defined in [8]. Therefore, the algorithm gives the UEs the
ability to change their transmission probabilities as needed
to reduce the time required to discover other UEs. However,
that algorithm is able to detect UEs joining the group at any
time of the discovery process, but it does not take into account
UEs leaving. In this paper, we enhance that algorithm using
the probability of a message reception in a given time interval
to learn how long a UE should wait before assuming that
another UE has left the group, enabling the devices to fully
adapt to dynamic scenarios. To the best of our knowledge, this
is the only research available that allows the UEs to learn and
adapt the size of the discovery group over time, and adapt the
transmission parameters accordingly.

III. ENHANCED TRANSMISSION ALGORITHM

In Table I, we provide a list of symbols we use in this paper.

TABLE I: List of Symbols

Symbol Definition
Nf Number of resource block pairs available for discovery
Nt Number of subframes available for discovery
Nr Total number of resources in discovery pool
Nu Total number of UEs in the scenario

UEX Randomly chosen UE
θi Received transmission probability of UEi

θtx Transmission probability of the transmitter UEtx

θrx Transmission probability of the receiver UErx

θini Initial transmission probability for the 3GPP algorithm
nmin Minimum number of periods before assuming a UE is gone
p Success criteria (i.e. confidence) value
ti Time of the last reception of UEi

A. Optimal Transmission Probability

In the standard, all UEs announce using a preconfigured
transmission probability defined in the discovery resource pool
for UE-Selected mode. However, based on [8], the use of
specific transmission probability values selected according to
the size of the group improves the performance of the whole
process significantly. The optimal transmission probability θ∗

is calculated as shown in Eq. (1), except when Eq. (2) is true,
in which case the optimal value of θ∗ is 1.

θ∗ =
2Nr+Nt(Nu−1)−

√
4Nr(Nr−Nt)+N2

t (Nu−1)2
2Nu

. (1)

Nu <
Nr(Nt−2)+Nt

Nt−1 , where Nt > 1 (2)

Although the computed value θ∗ is not necessarily a mul-
tiple of 1/4 (as recommended by 3GPP), it was shown that
rounding up to the next allowed value (i.e. 0.25, 0.5, 0.75,
1) does not alter the discovery performance. Therefore, from
now on, we will be using θ as the approximation of θ∗ to the
nearest non-zero multiple of 0.25 less than or equal to 1.

B. Success Probability

A discovery message is successfully received between two
UEs if several conditions are satisfied. First, the transmitter
UEtx is allowed to announce in the current period after check-
ing its transmission probability θtx. Secondly, the receiver
UErx should not be announcing at the same time slot (i.e.
subframe) or it would miss UEtx discovery message, as the
discovery messages are sent over a half-duplex channel, which
prevents the UEs from sending and receiving data in the
same time slot (half-duplex constraint). Finally, none of the
other UEs pick the same resource in the same time slot as
the transmitter to avoid any collisions. Accounting for those
requirements, the success probability of UErx discovering
UEtx for a single period is defined by Eq. (3) for the 3GPP-
defined behavior (i.e. static), and by Eq. (4) for the adaptive
algorithm (i.e. dynamic) presented in [9].

According to the static 3GPP behavior, all the UEs utilize
the initial transmission probability θini throughout the whole
discovery process. We assume that all UEs have the same θini.
So, the probability of a discovery message being successfully
received is:

Psuccessstatic = θini

(
1− θini

Nt

)(
1− θini

Nr

)Nu−2
; (3)

However, using the dynamic adaptive algorithm, we know
that each UEi has its own transmission probability θi com-
puted using Eq. (1) and Eq. (2), and from them we derive the
probability of success for dynamic values of θ:

Psuccessdynamic
= θtx

(
1− θrx

Nt

) ∏

i6=tx,i6=rx

(
1− θi

Nr

)
;

(4)
The resource pool parameters Nr and Nt are known and
constant. Knowing that, we use Eq. (3) and Eq. (4) to calculate
the probability of a successful reception within n periods,
which is:

p = 1− (1− Psuccess)n ; (5)

Eq. (5) allows us to determine the minimum number of periods
for a UE to receive an announcement from another UE, given
a success criteria equal to p.

nmin =
ln(1− p)

ln(1− Psuccess)
; (6)

With these models it is possible for the receiver to know
how long it should wait before learning that a transmitter has
turned off or moved away, according to the confidence (i.e. the
success criteria) on that learning that is desired or required.

C. Redesigned Discovery Message

In order to be able to make use of those analytical models in
the discovery process, we need to announce each UE’s trans-
mission probability. To do so, we will introduce a minor modi-
fication in the discovery message format. The most significant
component of the discovery message is the ProSe Application
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Code (with a size of 184 bits [10]). This code is allocated per
announcing UE and application and has an associated validity
timer. Discovery messages are limited in size (only 232 bits)
to allow their transmission in a single subframe and a pair of
resource blocks, even in bad channel conditions. Increasing
its size is not a practical option because that will be resource-
consuming and shrink the available bandwidth. To overcome
this limitation and to avoid unnecessary overhead, our proposal
allocates 2 bits of the ProSe Application ID Name, within
ProSe Application Code, to carry the value of the probability
of transmission in the form of two coded bits for the four
allowed values for θ (i.e. 0.25, 0.5, 0.75, 1).

Using this approach, we maintain the size of the ProSe
Application Code, as shown in Fig. 1. A mapping example
of the 2-bit values is presented below:
• 0.25: 00
• 0.50: 01
• 0.75: 10
• 1.00: 11

Fig. 1: Modified ProSe Application Code

D. Proposed Algorithm

Given that 3GPP does not define how the detection of
departing UEs should happen, we will be testing an implemen-
tation similar to the one in our enhanced algorithm. Therefore,
the only differences between both implementations (static, i.e.
3GPP defined with our departure detection mechanism, and
dynamic, i.e., our proposed enhanced algorithm) will be the
use of the optimal theta and keeping track of the individual
values of θ.

For any given UEX , the transmission process for D2D direct
discovery in UE-Selected mode will follow either Algorithm 1
or Algorithm 2 depending on whether we are using the 3GPP-
defined transmission probability or the enhanced algorithm.
The discovery period length, the number of subframes and
resource blocks dedicated to discovery, and the considered
success probability are the inputs to both algorithms.

Using the modified version of the 3GPP algorithm (Algo-
rithm 1), each UE will keep track of UEs it discovered and
the time they were discovered, and will update the number of
UEs discovered based on both Eq. (3) and Eq. (6). It will be
referred to as static configuration because θ does not change
throughout the simulation.

For the enhanced algorithm (Algorithm 2), each UE will be
able to process the received announcements, check which ones
are new or contained a different transmission probability, and

Data: d is the discovery period length in seconds
and p is the considered success criteria

for any given UEX performing D2D discovery do
UEX receives discovery messages from n UEs;
Record current time as TimeNow;
for i in [1, n] do

if UEi was never discovered before then
Create record for UEi;
Set ti = TimeNow, where ti is the time of
most recent reception from UEi;

else
Update UEi’s record: set ti = TimeNow;

end
end
for each UEj received so far do

calculate nmin based on all the received
transmission probabilities (Eq. (6));

if nmin <
TimeNow−tj

d then
Delete UEj’s record;

end
end

Algorithm 1: 3GPP transmission algorithm (Static) using
success probabilities for D2D Discovery

compute its own transmission probability after discarding UEs
that may have left the discovery group using Eq. (1), Eq. (4),
and Eq. (6). It will be referred to as dynamic configuration
because of the continuous calculation of θ.

IV. SIMULATION AND RESULTS

In this section, we provide the scenarios parameters and
simulation results. To obtain the results presented here we
used the discrete event simulator ns-3 [11] with the LTE
D2D models from [12], extended to include our discovery
algorithms.

We define arrival and departure scenarios where UEs join
and leave the discovery group throughout the simulations.
Users are deployed randomly within an area of 200 m × 200
m. All UEs are able to discover each other. Each UE sends
discovery messages by independently choosing a resource
from a discovery resource pool using the procedure in [13].
Table II contains a list of simulation parameters and their
default values.

Based on this scenario parameters and according to Eq. (1)
and Eq. (2), the optimal transmission probability depends on
the number of UEs as represented in Fig. 2.

A. Arrival Scenario

First we will look at an scenario with UEs only arriving
to the group. With this scenario we will validate that the
modifications introduced in the discovery algorithm do not
alter the behavior observed in our previous proposal ([9]). We
assume that we have X initial UEs in the area. Their number
varies from 10 to 90. After 100 seconds (i.e. 306 periods), Y
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Data: d is the discovery period length in seconds
and p is the considered success criteria

for any given UEX performing D2D discovery do
UEX receives discovery messages from n UEs;
Record current time as TimeNow;
for i in [1, n] do

if UEi was never discovered before then
Create record for UEi;
Set ti = TimeNow, where ti is the time of

most recent reception from UEi;
Set the transmission probability θi;

else
Update UEi’s record: set ti = TimeNow and
θi;

end
end
Nu = 1;
for each UEj received so far do

calculate nmin based on all the received
transmission probabilities (Eq. (6));

if nmin <
TimeNow−tj

d then
Delete UEj’s record;

else
Increment Nu;

end
end
if Nu > 1 then

calculate θ based on the new Nu value, and the
pool configuration (Nt and Nr) (Eq. (1)) ;

round θ to the nearest multiple of 0.25;
add the encoded value to next announcements;
use the resulting value of θ to announce;

end
end

Algorithm 2: Enhanced transmission algorithm (Dynamic)
using success probabilities for D2D Discovery

TABLE II: Simulation Parameters and Values

Parameters Values
UE transmission power 23 dBm
Propagation model Cost231 [14]
Available bandwidth 50 RBs
Carrier frequency 700 MHz
Discovery period d 0.32 s
Number of retransmission 0
Number of repetition 1
Number of resource block pairs Nf 6
Number of subframes Nt 5
Total number of resources Nr 30
Area size 200 m × 200 m
Success criteria p 0.99, 0.95, 0.90
Total simulations per scenario 100

UEs join the group, such as X + Y = 100 after 100 seconds
(i.e. 306 periods).

Using 3GPP algorithm (i.e. static), the discovery perfor-
mance varies based on the pre-configured (3GPP-defined)
transmission probability used. Using our enhanced algorithm
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Fig. 2: Optimal transmission probability associated with the
number of UEs

(i.e. dynamic), the UEs start announcing using a transmission
probability equal to 1 (i.e. 100 %) until they start monitoring
discovery messages and use the adaptive algorithm to evaluate
the optimal transmission probability value. The second group
starts discovery at 100 s (i.e. 306 periods, enough time so that
all the UEs in the first group have discovered everyone else in
that group). For example, if we have 90 UEs initially, 10 UEs
will join later on. We consider a success criteria of 99 %
and we compute the number of periods needed for all UEs
to discover all other UEs in their own group and the second
group, along with a confidence interval of 95 %. Because of
the nature of our enhanced algorithm, the number of periods
needed to complete discovery is effectively independent of the
initial transmission probability used.

We will look at the results of the UEs in group one (1)
discovering the UEs in group two (2), and the UEs in group
two discovering everyone in Fig. 3 and 4. The legend refers
to the number of UEs in group 1. The rest of the cases (UEs
in group 1 discovering the UEs in group 1, etc.) are similar
to the analyses from our previous paper ([9]), and while we
considered and validated that those cases perform similarly,
the results are omitted from this paper for brevity.

1) group 1 discovering group 2: We compute the number
of periods needed for group 1 to complete the discovery of
group 2 in Fig. 3 with 95 % confidence intervals. The UEs in
group 1 start discovering UEs in group 2 after 306 periods.
The results show that the discovery performance is better when
using the enhanced algorithm (dashed lines) in comparison to
the 3GPP algorithm (solid lines), independently of the initial
transmission probability.
For the 3GPP algorithm, all UEs (from both groups, i.e.
100 UEs) are transmitting at the same initial transmission
probability. Based on Fig. 2, the discovery performance is
optimal for a transmission probability of 0.25. Therefore, the
higher the transmission probability used, the more number
of periods needed to finish the discovery. X/Y refers to
the scenario where there are X UEs in the first group and
Y UEs in the second group. So, we have X UEs discovering
Y UEs. The least time needed to finish discovery is when
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we have 90/10, i.e. 90 UEs in group 1 and only 10 UEs
to be discovered (group 2) by those 90 UEs (blue solid
line). However, 70/30 (green solid line) and 10/90 (red solid
line) take less time than 50/50 (orange solid line) and 30/70
(purple solid line). In those cases, all UEs in both groups
send announcements simultaneously to discover each other,
which creates collisions and delays the discovery completion.
The delay is related to the number of UEs involved (both the
number of UEs performing the discovery and the number of
UEs to be discovered). The reason why the 50 and 30 UEs
results are worse is that, in the other cases, either the UEs in
group 1 were already at a low θ, with a few UEs coming in
with θ = 1 initially, which reduced collisions, or the UEs in
group 1 were a few UEs with θ = 1, so when group 2 joined,
a large number of UEs were discovered in that first period
(as everyone is transmitting, all the RBs will be used), and
that triggered a quick drop in the value of θ, improving the
performance. The results for 50 and 70 UEs show how the
“intermediate” values are the ones most likely to be penalized
the most by collisions, due to similarly sized groups of UEs
having different values of transmission probability (but not 1
or 0.25).
For the enhanced algorithm, as expected, we can see how the
initial θ is irrelevant for the results, and only the optimal
value of θ for the initial group is a factor that provides
different performance. The first group is already using its
computed optimal transmission probability. Similarly to the
3GPP algorithm, 90 UEs discovering 10 UEs takes the least
number of periods. The UEs in group 2 start using θ = 1
and then adjust it according to the number of UEs they are
discovering. Thus the two yellow and green dashed lines are
superposed. Finally, the discovery performance for the last two
cases (10 UEs and 30 UEs in the first group) is close.

2) group 2 discovering everyone: We compute the number
of periods needed to complete the discovery by group 2 in
Fig. 4 with 95 % confidence intervals. The enhanced algorithm
outperforms the 3GPP algorithm. The UEs in the second group
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Fig. 4: Number of periods needed to complete discovery by
group 2, with 95 % confidence intervals

finish discovery (including the first group) later than the first
group, because they are simultaneously discovering UEs from
the first group and their own group. We notice that, for both
algorithms, the number periods needed to finish the discovery
for group 2 is inversely proportional to the number of UEs in
the first group, as fewer UEs in group 2 means fewer UEs to
discover the whole group, thus saving time.

B. Departure Scenario

This second scenario will serve to analyze and validate
our algorithms in scenarios with UEs departing the group.
We assume that we have a group with 100 UEs. Y (with
0 ≤ Y < 100) UEs start leaving the group after 100 seconds.
This value was chosen to allow the UEs to have enough
time to complete the discovery. We implemented the departure
detection logic as described in Algorithm 1 and Algorithm 2.
We first focus on the beginning when the 100 initial UEs
start discovering each other. Then, we evaluate the departure
process and how UEs react to the changes in the group. We
also vary the success criteria (99 %, 95 %, and 90 %) and
assess how that affects the number of UEs discovered and the
estimate reliability. We also studied 85 %, 80 %, and 75 %
success criteria, with the overall trend for their performance
being similar to the results presented. However, these results
have not been included due to space limitations. From this
point onward, the 3GPP results will be about the modified
3GPP, unless explicitly stated otherwise.

1) The discovery process at the beginning: We evaluate the
discovery process at the beginning of the simulation, when all
UEs are in the group. The results for different success criteria
values are represented in Fig. 5.
In the 3GPP case (i.e static), starting with θ = 1 makes
the discovery take the most time. For values of 0.25 and
0.5, the performance is close and the best. The enhanced
algorithm, although less efficient than starting with the optimal
transmission probability, succeeds to catch up with that ideal
case, with minimal overhead.
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Varying the success criteria value affects the discovery process
in different ways. For the enhanced algorithm (i.e. dynamic),
the algorithm oscillates at some points of the simulation, as it
assumes that some UEs left the group after not hearing from
them for a while, due to the fact that most UEs are changing
their transmission probabilities simultaneously. This is more
obvious for values of the success criteria lower than 99 %.
The number of UEs is increasing and the optimal transmission
probability is switching from 1 to 0.25. UEs are tuned to wait
less according to Eq. 6. When they don’t hear from other UEs
after the time period they originally computed, they consider
them gone and the mean estimated group size decreases.
For low success criteria values, we have an unreliable judg-
ment which impacts the accuracy of the computed wait time.
However, those UEs may have changed their own θ values to
accommodate the UEs discovered and thus they are announc-
ing less frequently. Once this new information is propagated,
the actual number of UEs discovered increases back to what it
is expected. We don’t observe those oscillations for the 3GPP
algorithm because it uses a constant transmission probability
(Eq. 3).
For both the enhanced and the 3GPP algorithms we see that,
with success criteria lower than 99 %, it is not possible to
acknowledge the total number of UEs in the discovery group,
with the difference between the “discovered” amount of UEs
and the total increasing as the success criteria decreases. This
inaccuracy is due to the fact that some UEs do not wait long
enough before assuming another UE has departed the group.

2) The discovery process after 100 seconds: At this time,
some UEs leave the group (for simulation purposes, this
happens instantly). First, we evaluate the effect of the change
of the initial value of θ. Then, we study the impact of different
success criteria values on both algorithms. In the following
figures, in order to improve clarity of the plots, we have
zoomed in at the time at which UEs started leaving the
discovery group (i.e. around 300 discovery periods). In Fig. 6,
we consider a 3GPP transmission probability of 1 and we vary
the success criteria. In this case, the 3GPP algorithm is using
θ = 1. Based on Eq. 3 and Eq. 6, the probability of success
is low and the UEs wait longer before deciding to discard
other UEs from the discovery group because of the potential
collisions and the half-duplex feature. The wait time is longer
when the accuracy required is high.
For the enhanced algorithm, the departure process starts at
θ = 0.25. We notice a stair effect generated by the change
of the transmission probability based on the number of UEs
discovered over time, which affects the pace of the discovery
process as well. The concavity is smoother as the success
criteria is smaller.
Like the 3GPP algorithm, the enhanced algorithm drops UEs
faster and the wait time is reduced for low success criteria
values. However, the impact of the success criteria on the
reduction of the wait time is more perceptible for the 3GPP
algorithm than for the enhanced algorithm.
We also notice how, even though lower success criteria reduces
the time required to assume that UEs have left the group, this
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Fig. 5: Number of periods needed for all UEs to discover all
other UEs in the group for different success criteria values

also makes the algorithms to miscount some UEs as departed,
thus reducing estimated total group size. The gap between the
computed number of UEs leaving and the “expected” group
size gets wider for lower success criteria.
Similar conclusions can be drawn when considering initial
transmission probabilities of 0.75, 0.5, and 0.25, with a nar-
rower gap between the performance of both the enhanced and
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the 3GPP algorithms.
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Fig. 6: Number of UEs acknowledged to be in the group
over time for different success criteria values

(3GPP transmission probability = 1)

In Fig. 7, we fix the success criteria to 99 % while varying
the initial transmission probability. The discovery performance
and the number of UEs left does not change in the enhanced
algorithm case. At that point, the UEs transmit using the
optimal θ (i.e. 0.25), and the initial θ value doesn’t affect

its behavior. The change occurs for the 3GPP case. We notice
that it takes less time to start considering some UEs gone. For
example, the system reaches a stable state after 330 periods
for an initial transmission probability of 0.25, compared to
460 periods for an initial transmission probability of 1. That is
when the 3GPP algorithm behaves the worst. The performance
penalty is represented as the longer time required to learn that
UEs left the group,
For θ = 1 initially, the enhanced algorithm outperforms the
3GPP algorithm and succeeds to reach a stable state faster.
For θ = 0.75 initially, the enhanced algorithm reaches a stable
state at approximately the same time as the 3GPP algorithm,
although the enhanced algorithm drops more UEs over time.
Less congestion and contention are recorded, which delays
the convergence to the actual number of UEs in the discovery
group.
For θ = 0.5 initially, the discovery performance is close
to the optimal case. The enhanced algorithm starts detecting
more UEs leaving the discovery group at the beginning of the
process. But, the 3GPP algorithm succeeds to catch up and
reaches a stable state faster.
For θ = 0.25 initially, the 3GPP and the enhanced algorithms
have the same start point. This is shown through the graphs
for the first 20 periods after the actual UEs departure (i.e. 306
periods). However, the 3GPP algorithm drops the number of
UEs discovered faster than the enhanced algorithm, because
UEs in the enhanced algorithm take time adjusting θ based on
the number of UEs.

Although the 3GPP algorithm behaves better than the en-
hanced algorithm with θ = 0.25, we showed in the previous
paper [9] that a low transmission probability with small groups
may increase the time required for discovery significantly,
making it 3 times longer than needed. That is the strength of
the enhanced algorithm: while fixed values of the transmission
probability may provide better results for specific group sizes,
that knowledge of the group size and channel conditions is
generally known a priori, and in that case, the enhanced algo-
rithm consistently provides near-optimal and very consistent
results for groups of any size, regardless of UE arrivals and
departures.

V. CONCLUSION AND FUTURE WORK

In this paper we presented an enhanced discovery algorithm
for LTE D2D to be used in out-of-coverage scenarios. The en-
hanced algorithm builds on previous proposals that identified
the optimal transmission probability depending on the group
size, and extends them enabling the discovery process to fully
be aware and react to dynamic changes in the network. We
have shown how the algorithm can be tuned depending on
whether the primary concern is fast adaptation or accuracy,
making the process more suitable to be used in a wide variety
of scenarios. From this contribution we can foresee several
research possibilities, such as the automation of the tuning
parameters depending on the group size volatility.

Ben Mosbah, Aziza; Griffith, David; Rouil, Richard.
”Enhanced Transmission Algorithm for Dynamic Device-to-Device Direct Discovery.”

Paper presented at 2018 IEEE Consumer Communications and Networking Conference (CCNC), Las Vegas, NV, United States. January 12,
2018 - January 15, 2018.

SP-261



 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 110

 280  300  320  340  360  380  400  420  440  460

N
u
m

b
e
r 

o
f 
U

E
s
 d

is
c
o
v
e
re

d

Periods

Static - 0 UEs leaving
Static - 20 UEs leaving
Static - 40 UEs leaving
Static - 60 UEs leaving
Static - 80 UEs leaving

Dynamic - 0 Ues leaving
Dynamic - 20 UEs leaving
Dynamic - 40 UEs leaving
Dynamic - 60 UEs leaving
Dynamic - 80 UEs leaving

(a) 3GPP transmission probability = 1

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 110

 280  300  320  340  360  380  400  420  440  460

N
u
m

b
e
r 

o
f 
U

E
s
 d

is
c
o
v
e
re

d

Periods

(b) 3GPP transmission probability = 0.75

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 110

 280  300  320  340  360  380  400  420  440  460

N
u
m

b
e
r 

o
f 
U

E
s
 d

is
c
o
v
e
re

d

Periods

(c) 3GPP transmission probability = 0.5

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 110

 280  300  320  340  360  380  400  420  440  460

N
u
m

b
e
r 

o
f 
U

E
s
 d

is
c
o
v
e
re

d

Periods

(d) 3GPP transmission probability = 0.25

Fig. 7: Number of UEs acknowledged to be in the group over time for different initial transmission probabilities
and a success criteria of 99 %
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Abstract—We explore the development of a sparse set of
measurements for array calibration, relying on coherent multi-
channel data acquisition of wideband signals at 75 GHz, and
the hardware characterization and post-processing necessary to
perform channel de-embedding at an elemental level for a 4x1
system. By characterizing the complete RF chain of our array
and the differential skew and phase response of our measurement
hardware, we identify crucial quantities for measuring closed
commercial systems. In the future, combining these responses
with precise elemental location information, will enable us to
consider means of de-embedding elemental response and coupling
effects that may be compared to conventional single-element
calibration information and full-pattern array measurements.

I. INTRODUCTION

As modern antenna array systems for multi-input multi-
output (MIMO) and 5G applications are deployed, there is
increased demand for measurement techniques for timely
calibration, at both research and commercial sites[1]. The
desired measurement method must allow for the de-embedding
of information about the closed digital signal chain and
element alignment, and should be performed in the near-field.

Current means of measuring large arrays cover a variety of
methods. Full-array gain and pattern calibration must cover
the parameter space of single-element weightings and is time-
consuming, to the point where the measurement may take
longer than the duration over which the array response is
stable[2]. Two other popular methods are the transmission of
orthogonal codes and the use of holography to reconstruct
a full-array pattern. The first of these methods again requires
extremely long measurement time. For an array of N elements
and weightings per element Wn, the matrix of orthogonal
codes must be of an order greater than NWn[2][3]. This
number varies with the form of Wn depending on whether
the array is analog or digital, but in both cases for every
desired beam configuration, an order-N encoding matrix must
be used. The second method relies on illuminating subsets of
elements within an array and reconstructing the full pattern[4].
Each illuminated subset, however, neglects some amount of
coupling information inherent to the complete system, making
this an imperfect method.

We seek to develop near-field methods for characterizing
arrays using a homegrown 4x1 system as a testbed. While
the majority of the measurements here are taken using the
IF port, we also have access to the 12.5-GHz modulated RF

*U.S. government work, not subject to U.S. copyright.

signal prior to upconversion in our RF extender heads. We use
spatial metrology techniques developed at NIST as part of the
Configurabe RObotic MilliMeter-wave Antenna (CROMMA)
facility to locate all antenna elements and align our probe
antenna for channel response calibration[5]. We hope to
characterize this system fully and use it to develop much-
needed near-field techniques to allow for efficient antenna
parameter extraction.

The 4-element receive array is a sparse non-uniform linear
array where the elemental separation d is much greater than
the wavelength. If we were to consider measurements of single
75-GHz antenna elements, then the apertures of our antennas
would be on the order of a centimeter; however the aperture
of the complete array is much larger due to the large d. This
measurement challenge is common to all arrays: the aperture
size scales with the dimension of the entire array, rather than
with the horn size or number of elements contained within that
area. Consequently the Rayleigh distance 2D2

λ for our linear
array is on the order of 100 m. This means that from a rule-of-
thumb perspective, performing a measurement in the far-field
of the array within the confines of our optical table is not
possible even for this simple array.

The task of finding time-efficient means of characterizing
arrays with near-field measurements, then, relies on a priori
knowledge of the theoretical near-field pattern generated
by an array of model dipoles with spacing � λ,
knowledge of single-element antenna parameters, knowing the
systematic channel response, and knowing the precise element
positioning. We will characterize our 4x1 system, eventually
sweeping the angle of our transmitting horn and applying
phase gradients in hardware and post-processing.

II. EXPERIMENT

Our four-element receiver system operates at 75 GHz and
is measured at an IF of 279 MHz. The system is comprised
of a combination of Rohde&Schwartz1 WR-10 and WR-
15 x6 RF extender heads mounted with four WR-15 8-dB
rectangular horns. Two of these elements will have a mismatch
at the waveguide transition. For the transmitting side of our
setup we use a WR-10 extender head with a WR-10 open-
ended waveguide (OEG) for measuring individual antenna

1Certain trade names and company products are mentioned in the text. In
no case does such identification imply endorsement of these products and
equipment by the National Institute of Standards and Technology, nor does it
imply that the products are necessarily the best available for the purpose.
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elements and a high-gain rectangular horn for illuminating the
entire array. Figure 1 shows a block diagram for the setup,
including the distribution of the clock signal and LO. The
five elements (four receive, one transmit) are tied together
with a common LO. Measurement of each of the four receive
channels is handled by two Tektronix oscilloscopes, each of
which receives a reference signal from the transmitting RF
head into Channel 1 for triggering. The transmitted signal is
generated at 12.5 GHz, mixed with a 2048-symbol pseudo-
random noise (PN) code, and upconverted in the extender head
to 75 GHz.

Fig. 1. Block diagram of the setup showing the RF, LO, and IF signals, as
well as the Rb clock distribution.

Figure 2 shows the complete experimental setup for the
system mounted on the optical table. The transmitting head is
mounted on a square tilt plate atop a manual height-adjustable
stage, all riding on a flat rail that is mounted to the optical
table perpendicular to the direction of signal propagation. Each
element of the receive array is mounted to a tubular rail that
similarly sits on a second manual height-adjustable stage. The
distances between the elements are approximately equal and as
short as possible given the dimensions of the extender heads.
The two adjusting stages are used in conjunction with the
tilt plate and horizontal rail under the transmitter to align the
system. Placed throughout the setup are nests for spherical
mirror reflectors (SMRs). Visible in the figure are two of the
four table landmarks that are used to place all other spatial
metrology information in the laboratory frame.

A. Differential Skew

In order to understand the phase stability of our system, we
began by measuring the differential skew of the oscilloscope
and cabling part of our experimental apparatus. This portion

of the system characterization bypassed the RF signal and
upconversion, and consisted only of a cabled measurement
of the PN code at 250 MHz. A marker was input to Channel
1 of each of the two oscilloscopes. The remaining channels
sampled the PN code at 5 GS/s. Although each oscilloscope
has four channels, Channel 2 on “scope 2” is broken, leaving
us with five total receiving channels and five cables, labeled A,
B, C, E, and F. Although the cables were nominally the same
length, to get a value for the differential skew, we measured
each channel, permuting the cable combinations so that we
could later extract the channel-to-channel skew separate from
cable effects. Skew is defined to be the phase angle between
channels, or in this case channel and cable configurations. For
every cable configuration, we took multiple acquisitions. A
single calculation to remove cable information from the skew
between Channel 3 and Channel 4 from scope 1 would look
like:

θs = tan−1

(
F(3Bn)/F(2An)

F(4Bn)/F(2An)

)
, (1)

where F is the Fourier transform of the time domain data
for each channel and cable. Here, Channel 3 and 4 data are
both collected with Cable B and Channel 2 with Cable A
is used as a common reference. The range of values shows
no dependence on cable arrangement. We then considered
differential skew for these many arrangements. The differential
skew calculation tells us the phase stability of the skew over
time. That is to say, it tells us not only what size phase
gradient we can hope to apply and resolve in measurement
of the receive array, but also whether we can use a constant
channel-to-channel skew value for our measurements.

The differential skew is defined as the slope of the skew
between channels dθs/dω, where:

θs = arctan

(
F(Yn)/F(Xn)

F(Y0) F(X0)

)
. (2)

For any two channels X and Y, the numerator defines the
skew between the two channels for a file acquisition “n”, and
the denominator defines the skew between those same two
channels for the initial file acquisition “0”. For our purposes,
X and Y define a cable + channel configuration. Figure 3
shows the differential skew between Channel 2 with Cable A
on scope 1 and Channel 3 with Cable B, calculated from (1).
We fit the skew to a line over the central 125 MHz of the 250
MHz. The resulting plot shows that we have a slope of roughly
1.3 degrees/GHz and phase noise below 2 degrees for the
first 125 MHz of bandwidth. By performing this calculation
for every channel + cable pair we find that within a single
oscilloscope, the differential skew for each channel spans the
range of 1 ± 0.3 degrees/GHz, which gives a timing stability
of approximately 3 ps.

Using the same initial “0” file, we calculated differential
skew for the channel + cable pair 2A on the first oscilloscope
and 4F on the second oscilloscope for five subsequent data
acquisitions. Figure 4 shows the resulting data and fitted lines.
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Fig. 2. Photos of the MIMO optical table setup for viewing (a) along the transmitting direction and (b) from above. The extender heads are shown with four
8-dB horns mounted on the receiving elements and an OEG on the transmitting head. Table fiducials are labeled with red tape, while SMR nests are visible
on all the heads. More nests are hidden from view on the side of the room facing the laser tracker (not shown, above region in panel b). In these images,
amplifiers are not connected for the RF, LO and IF signals.

Fig. 3. Differential skew between Channel 3 with Cable B and Channel 2 with
Cable A. The 2-A combination was used as a reference for skew calculations.
The plot contains two important figures of merit: the slope of the line is
roughly 1.3 degrees/GHz, and the noise in the phase data is under 2 degrees
for the first 125 MHz of bandwidth.

Fig. 4. Differential skew for five pairs of files with the channel+cable
configuration 4F and 2A. In all five pairs, file “1” was used for the denominator
in (2).This shows that while differential skew is stable among channels on
a single oscilloscope, we do not have stable timing between oscilloscopes.
Additionally, the differential skew values are much larger, in the tens of
degrees per GHz.

The acquisitions were collected approximately two to three
minutes apart, although data for later cable configurations not
shown here were collected only 30 s apart. The differential
skew values for these five lines span a wide range of values
up to 45 deg/GHz, showing no phase stability between
oscilloscopes. This means that although differential skew
between channels within a single oscilloscope is small and
stable, values between oscilloscopes are much larger and
unstable. For now, this means that the skew of our last
receive element relative to the reference signal coming from
the transmitting head is small and stable, but we cannot
achieve repeatable timing or measure small phase delays on
this element relative to the other three. Scope-to-scope skew
for a particular measurement will be calculated by applying
(1) and (2) to the data collected in Channel 1 of each scope.
Nevertheless the large values between the two scopes mean
that small applied delays will not be resolvable. For the future,
this means a move to sampling equipment with more available
coherent channels.

B. Spatial Metrology

The practice of using laser trackers to align antennas
was refined at NIST during the development of CROMMA
to both align antenna systems and perform iterative path
corrections for spherical near-field scans[5]. Here, we use a
laser tracker along with a host of SMRs and spatial metrology
data acquisition software to map the lab space, the placement
of SMR “nests” on the array and transmitting setup, and the
location of the five horns relative to these nests.

In order to align the OEG with each element on the receive
array, each element was first located within the lab frame
by tracking the path of a 0.5” SMR (12.7 mm) in an edge
nest over the face of each aperture. The collection of points
for each element follows the four sides of the aperture. This
point group is easily fit to a plane with a centroid and normal
pointing in the direction of propagation. The four point clusters
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were fit to lines that were then used to find the center of
the aperture. Together these constructed data were used to
make a coordinate frame at the aperture, with x̂ pointing
toward the transmitter and ẑ pointing to the ceiling. A similar
mapping was performed on the OEG. A fixed set of four
nest positions on the receive array and three nests on the
transmitting extender head and associated staging are also
measured. An offset frame between the constructed aperture
plane and these fixed nests allowed for tracking of element
position without physically remeasuring the aperture. This was
critical to moving the transmitting head and tracking OEG
position for alignment with each of the four stationary receive
elements.

The alignments for this system are completely manual. We
configure the laser tracker to watch the SMRs on the transmit
head and therefore watch the location of the OEG in our spatial
metrology software. By tracking the OEG location relative to
a working frame with an x-axis pointing out of one of the
antenna elements, we can align the OEG with the element for
system response calibration. We can also use the data from
each antenna element to analyze the planarity of the array
and the uniformity of the element separation. We performed
the alignment iteratively, using best fit transforms between
the repeatedly collected sets of points corresponding to the
transmit-head SMR locations.

For illuminating the entire array, we will pull the rail for the
transmitting antenna back across the optical table. The fiducial
marks T1-T4 on the table and the receive array are not moved,
so we may easily measure the change in transmitter location.
Using the tilt stage, we can sweep the angle of the high gain
horn, measuring this angle between the transmitting aperture
and the plane of the entire array.

C. RF Measurements

Similar to our differential skew measurements, the laser
tracker-based spatial alignments of the OEG with each receive
element enables the calibration of a single element response
for the de-embedding of the systematic response of the channel
from the free space response of the antennas. Furthermore, if
we assume that we can model each element as a dipole, we
can back out the relative dipole strength and phase of each
element. The channel response is calculated to be:

CR =
F(channeln(t))

F(channel1(t))
, (3)

where channel1(t) is the reference channel from the
transmitting head. For each element in the receive array, we
can calculate this response relative to the signal in Channel
1 of the corresponding oscilloscope. The phase information
needed to inform the array factor model is input relative to the
phase of the first element. The phase is calculated from the
channel response after extracting the skew between channels.

III. RESULTS AND DISCUSSION

A. Alignment

We characterized each receive element by collecting
approximately 160-220 data points for each antenna aperture
and fit these data points to a plane with a centroid and
outward pointing normal. For each element, the y-axis points
horizontally along the array, the x-axis points out of each
aperture, and the z-axis points vertically. For each antenna
element, the rms deviation in data points from the plane ranges
from 34.8 μm to 53.6 μm. To locate the center of an element,
data points associated with each edge were fit to a line. The
rms deviation from the line fit was large, ranging between
120 μm and 258 μm, or roughly λ/20. From these lines we
determine a center point and use the plane to define the normal
out of the aperture plane.

Fig. 5. This screenshot shows the spatial metrology data for the receiving
half of our setup. The white and black annotations are added to roughly show
the table, the fiducials on the table, and an outline of the rectangular horns
(not to scale). The horn apertures appear as point clouds where an edge nest
and SMR were used to trace the edges of the each horn. The working frame
built from these data on the first element is an example of the frames used
to align the transmitting OEG with each element.

Figure 5 shows an annotated screenshot from the spatial
metrology software mapping the receiver half of our system.
The white and black markings for the optical table, the four
SMR fiducials, and the four rectangular horns are added for
clarity. The laser-tracker instrument is placed relative to a
global lab frame. The data taken around each of the four horns
appear as the four clusters of data points aligned with the
rectangular horn locations. The farthest left aperture has been
used to construct a working frame with which we can align
the first placement of the transmitting OEG. After iteratively
manually aligning the OEG, we find that we are within 1
degree on-axis with the receive element, with a repeatibility
of +/- 20 μm in the x̂ and ŷ directions. The repeatibility in
ẑ is worse by a factor of two due to differences in the stage
hardware. The accuracy of the alignment is further dependent
on the accuracy of the plane and line-fits performed earlier.

To locate the elements in space for later measurements,
we constructed a coordinate frame located at the center of
the array. We define every element’s location relative to this
coordinate frame. The frame will later be used to align our
high-gain horn for illuminating the entire array. The elements
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in the receive array are not perfectly linear. Relative to this
frame, we calculated elemental positions shown in Table I:

TABLE I

Element 1 2 3 4
x(mm) -0.65 0.32 0.76 -0.78
y(mm) -219.15 -71.60 72.59 219.18
z(mm) 0.95 -0.16 -0.63 1.01

The distance between the OEG and each element was
measured as a constant 10.26 mm for each of the first three
elements. The fourth element was separated from the OEG
by 10.32 mm due to hard limits in the transmit stage motion.
This 80 μm +/- 20 μm difference is λ/50, and is a small path
difference relative to the phase differences between elements.

B. RF Results and the Array Factor

The array factor describes how a distribution of antenna
elements with a particular elemental response combine to form
the radiation pattern for the array. We assume the four receiver
elements are identical dipoles with varying dipole strengths
(Vn ∈ R) and phase (φn). The array factor is given by:

S =

4∑

n=1

VneikR·r+φn . (4)

Here k is the wave number 2π/λ, R is the vector from
the transmit antenna normal to the plane of the receive array,
and r is the vector from locating the element relative to the
centerline of the array. The exponent also includes the relative
phase delay φn between elements.

Fig. 6. The dipole approximation of our receive array provides a toy model
to demonstrate the effect of spatial distortions on the pattern of a sparse array.
The regular red pattern shows the pattern for the 4-element array at 75 GHz
with even 12-cm spacing. The blue pattern shows the envelope that a 1-λ
dislocation of one edge element produces.

Using this rough dipole model of our setup, operating at 75
GHz with the elements placed approximately 14 cm apart, we
produced a theoretical radiation pattern pictured in Figure 6.
To clearly show the effect of variation in element location, the
blue curve in Figure 6 shows the effect of moving one of the

end elements by λ along the y-axis along the array. By varying
spatial misalignment with this model, we see that position
changes of less than λ still produce an envelope similar to
the blue curve, but with a longer period. Changes in position
in x̂ and ẑ produce smaller effects more easily seen in the
lower side-peaks of our dominant signal.

Figure 7 shows the same array factor plotted with
experimental values. For each channel response measurement,
we extracted a relative phase φn by deconvolving the received
signal with the measured transmitted signal in Channel 1 of
each oscilloscope. We then used our laser tracker data to
extract real values for the position of each element relative to
the center of the array in the average plane of the apertures, as
previously shown in Table I. The location data alone produce
the blue curve, with the envelope spread and shifted relative
to the single wavelength shift in Figure 6. This model shows
the effect of the location perturbations in our array, both
along the main axis and smaller effects due to perturbations
vertically and in the direction of propagation. The phase
between the elements received on different oscilloscopes was
estimated by calculating both the delay between Channel 1
and the receiver channel and the skew between Channel 1 on
each oscilloscope. By inputting these values into our model
along with the spatial data, we produce the orange curve
that assumes each element has an identical radiation pattern.
Our receive elements are 8-dB standard gain horns and, as
such, have higher directivity than our dipole models, likely
resulting in a stronger measurable effect due to location.
It will be in the scope of future work to simulate and
eventually measure precise patterns for these horns, but the
dipole approximation provides an adequate simple model for
demonstrating our ability to separate spatial distortions from
elemental differences with precise spatial metrology.

For the present work, we have set the dipole strength, Vn,
of each element to be equal to 1. In calculating the channel
response for each element, we observed that differences in the
received signal amplitude were dominated by variations in the
amplifiers and extender heads. Variations in effective dipole
strength for our model will be further measured in future work.
Small variations in the dipole strength would create offsets in
the amplitude of the signal shown in orange in Figure 7.

IV. CONCLUSIONS

We have shown the utility of precise spatial metrology for
simulating the pattern of a sparse array. Furthermore, we have
shown that the effect of even minor spatial misalignment of
array elements on the pattern of the array. This information
presents two paths forward: (1) To properly calibrate each
element of an array spatial metrology is a vital tool for aligning
the probe with the receiving element. (2) For the generation
of a particular radiation pattern from an array, elemental
phase delays must be chosen and applied not only to form
a beam but also to correct for an imperfect grid of elements.
Future work will focus on both of these avenues. Additionally,
we will experimentally measure the entire array in its near
field. We will use a high-gain horn to highlight directionality
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Fig. 7. The dipole simulation of our array is presented again with
experimentally-measured location perturbations and element-to-element phase
offsets input into the model. The blue curve is the pattern generated by the
receive array with only the spatial data inserted into the model. The orange
curve additionally has phase offsets input relative to the phase of the first
element. Small differences in dipole strength would additionally create an
amplitude offset to this curve.

and apply elemental weightings for beam steering. We will
also vary these weightings by applying a phase gradient to
measured data in post-processing. From this exploration and
accompanying simulation, we hope to provide further options
for precise and efficient array calibration and characterization
with near-field measurements.
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Abstract. Multivariate Public Key Cryptography (MPKC) is one of 
the main candidates for secure communication in a post-quantum era. 
Recently, Yasuda and Sakurai proposed in [7] a new multivariate encryp-
tion scheme called SRP, which combines the Square encryption scheme 
with the Rainbow signature scheme and the Plus modifier. 
In this paper we propose a practical key recovery attack against the SRP 
scheme, which is based on the min-Q-rank property of the system. Our 
attack is very efficient and allows us to break the parameter sets recom-
mended in [7] within minutes. Our attack shows that combining a weak 
scheme with a secure one does not automatically increase the security of 
the weak scheme. 

Keywords: Multivariate Cryptography, SRP Encryption Scheme, Cryptanaly-
sis, min-Q-Rank 

1 Introduction 

Multivariate cryptography is one of the main candidates to guarantee the se-
curity of communication in the post-quantum era [1]. Multivariate schemes are 
in general very fast and require only modest computational resources, which 
makes them attractive for the use on low cost devices such as RFIDs or smart 
cards [2, 3]. While there exist many practical multivariate signature schemes such 
as UOV [4], Rainbow [5] and Gui [6], the number of secure and efficient multi-
variate public key encryption schemes is quite limited. 

At ICISC 2015, Yasuda and Sakurai proposed in [7] a new multivariate en-
cryption scheme called SRP, which combines the Square encryption scheme [8], 
the Rainbow signature scheme [5] and the Plus method [9]; hence the name SRP. 
The scheme is very efficient and has a comparably small blow up factor between 
plain and ciphertext size. In [7] it is claimed that, by the combination of Square 
and Rainbow into one scheme, several attacks against the single schemes are no 
longer applicable. 
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In this paper we present a new practical key recovery attack against the SRP en-
cryption scheme, which uses the min-Q-rank property of the system to separate 
the Square from the Rainbow and Plus polynomials. By doing so, we can easily 
find (parts of) the linear transformations T and U used to hide the structure 
of the central map F in the public key. The attack is completed by using the 
known structure of the Rainbow part of the central map. 

Our attack is very efficient and allows us (even with our limited resources) to 
break the SRP instances proposed in [7] for 80, 112 bit security in 8 minutes 
and less than three hours respectively. By switching to a larger server we could 
break the parameters proposed for 160 bit security, too. Our attack therefore 
shows that this attempt to combine several multivariate schemes into one brings 
no extra security into the system. 

Our paper is organized as follows. In Section 2, we give an overview of the 
basic concepts of multivariate public key cryptography and introduce the SRP 
encryption scheme of [7]. In Section 3 we recall the concept of the Q-Rank of 
a quadratic map, while Section 4 describes the main ideas and results of the 
Kipnis-Shamir attack on HFE needed for the description of our attack. Section 
5 describes our key recovery attack against the SRP scheme in detail, whereas 
Section 6 deals with the complexity of our attack. In Section 7 we present the 
results of our computer experiments, and Section 8 concludes the paper. 

2 The SRP Encryption Scheme 

In this section, we recall the SRP scheme of [7]. Before we come to the description 
of the scheme itself, we start with a short overview of the basic concepts of 
multivariate cryptography. 

2.1 Multivariate cryptography 

The basic objects of multivariate cryptography are systems of multivariate quadratic 
polynomials over a finite field F. The security of multivariate schemes is based 
on the MQ Problem of solving such a system. The MQ Problem is proven to be 
NP-Hard even for quadratic polynomials over the field GF(2) [10] and believed 
to be hard on average (both for classical and quantum computers). 

To build a multivariate public key cryptosystem (MPKC), one starts with an 
easily invertible quadratic map F : Fn → Fm (central map). To hide the struc-
ture of F in the public key, we compose it with two invertible affine (or linear) 
maps T : Fm → Fm and U : Fn → Fn . The public key of the scheme is given 
by P = T ◦ F ◦ U : Fn → Fm. The relation between the easily invertible central 
map F and the public key P is referred to as a morphism of polynomials. 

Definition 1 Two systems of multivariate polynomials F and G are said to be 
related by a morphism iff there exist two affine maps T , U such that G = T ◦F ◦U . 

Perlner, Ray; Petzoldt, Albrecht; Smith-Tone, Daniel.
”Total Break of the SRP Encryption Scheme.”

Paper presented at Selected Areas in Cryptography (SAC 2017), Ottawa, ON, Canada. August 16, 2017 - August 18, 2017.

SP-270



- - -

3 Total Break of the SRP Encryption Scheme 

The private key consists of the three maps T , F and U and therefore allows to 
invert the public key. 

To encrypt a message M ∈ Fn, one simply computes C = P(M) ∈ Fm . 
To decrypt a ciphertext C ∈ Fm, one computes recursively x = T −1(C) ∈ Fm , 
y = F−1(x) ∈ Fn and M = U−1(y). M ∈ Fn is the plaintext corresponding to 
the ciphertext C. This process is illustrated in Figure 1. 

Decryption 

T −1 F−1 U−1 

C ∈ Fm x ∈ Fm y ∈ Fn M ∈ Fn 

6 

P 

Encryption 

Fig. 1. Encryption and decryption process for multivariate public key encryption 
schemes 

Since, for multivariate encryption schemes, we have m ≥ n, the pre-image of 
the vector x under the central map F and therefore the decrypted plaintext will 
(with overwhelming probability) be unique. 

2.2 SRP 

The SRP encryption scheme was recently proposed by Yasuda and Sakurai 
in [7] by combining the Square encryption scheme [8], the Rainbow signature 
scheme [5] and the Plus method [9]. Since both Square and Rainbow are very 
efficient, the same holds for the SRP scheme. Furthermore, the combination with 
Rainbow provides an efficient way to distinguish between correct and false so-
lutions of Square. In [7] it is claimed that, by the combination of Square and 
Rainbow into one scheme, several attacks against the single schemes are no longer 
applicable. 

In this paper, we restrict to variants of SRP in which the Rainbow part is 
replaced by UOV [4]. Note that the parameter sets proposed in [7] are of this 
type. However we note that our attack can easily be generalized to variants of 
SRP which use a Rainbow (and not UOV) map FR and that these modifications 
have no significant effect on the running time of the attack. 
We choose a finite field F = Fq of odd characteristic with q ≡ 3 mod 4 and, 
for an odd integer d, a degree d extension field E = F d . Let φ : Fd → E be an q

isomorphism between the vector space Fd and the field E. Moreover, let o, r, s 
and l be non-negative integers. 
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0Key Generation Let n = d + o − l, n = d + o and m = d + o + r + s. The 
0 → Fmcentral map F : Fn of the scheme is the concatenation of three maps FS , 

FR, and FP . These maps are defined as follows. 

(i) The Square part FS : Fn 0 → Fd is the composition of the maps 

0 φ−1πd φFn −→ E 
X 7→X2 

−→ Fd −→ E −→ Fd . 

Here πd : Fd+o → Fd is the projection to the first d coordinates. 
(ii) The UOV (Rainbow) part FR = (f (1), . . . , f (o+r)) : Fn 0 → Fo+r is con-

structed as the usual UOV signature scheme: let V = {1, . . . , d} and O = 
{d + 1, . . . , d + o}. For every k ∈ {1, . . . , o + r}, the quadratic polynomial 
f (k) is of the form 

X X X 
(k) (k) (k)

f (k)(x1, . . . , xn0 ) = α β γ xi +η
(k),i,j xixj + i,j xixj + i 

i∈O,j∈V i,j∈V,i≤j i∈V ∪O 

(k) (k) (k) 1with α , β , γ , η(k) randomly chosen in F.i,j i,j i 

(iii) The Plus part FP = (g(1), . . . , g(s)) : Fn 0 → Fs consists of s randomly chosen 
(1) (s)quadratic polynomials g , . . . , g . 

We additionally choose an affine embedding U : Fn ,→ Fn 0 of full rank and an 
affine isomorphism T : Fm → Fm. The public key is given by P = T ◦ F ◦ U : 
Fn → Fm and the private key consists of T , F and U . 

Fd 
;; 

"" 
Fn 

>> 
U // Fn+l 

FS 

FP ## 

FR // Fo+r // Fm T // Fm 

Fs 

<< 

P 

Encryption: Given a message M ∈ Fn, the ciphertext C is computed as C = 
P(M) ∈ Fm . 

Decryption: Given a ciphertext C = (c1, . . . , cm) ∈ Fm, the decryption is ex-
ecuted as follows. 

(1) Compute x = (x1, . . . , xm) = T −1(C). 
(2) Compute X = φ(x1, . . . , xd) ∈ E. 

1 Note that, while, in the standard UOV signature scheme, we only have o polynomials, 
the map FR consists of o + r polynomials of the Oil and Vinegar type. This fact is 
needed to reduce the probability of decryption failures (see footnote 3). 
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5 Total Break of the SRP Encryption Scheme 

= ±X(q d(3) Compute R1,2 
+1)/4 ∈ E and set 

(i) (i)
y(i) = (y , . . . , y ) = φ−1(Ri) ∈ Fd (i = 1, 2). 2 

1 d 
(i) (i)

(4) Given the vinegar values y1 , . . . , yd (i = 1, 2), solve the two systems of 
o + r linear equations in the n0 − d = o variables ud+1, . . . , un given by 0 

(i) (i)
f (k)(y1 , . . . , yd , ud+1, . . . , un0 ) = xd+k (i = 1, 2) 

for k = 1, . . . , o + r. The solution is denoted by (yd+1, . . . , yn0 ). 3 

(5) Compute the plaintext M ∈ Fn by finding the pre-image of (y1, . . . , yn0 ) 
under the affine embedding U . 

3 Q-Rank 

A critical quantity tied to the security of multivariate BigField schemes is the 
Q-rank (or more correctly, the min-Q-rank) of the public key. 

Definition 2 Let E be a degree n extension field of Fq. The Q-rank of a quadratic 
map f(x) on Fn is the rank of the quadratic form φ ◦ f ◦ φ−1 in E[X0, . . . , Xn−1]q 

via the identification Xi = φ(x)q i 
. 

Quadratic form equivalence corresponds to matrix congruence, and thus the 
definition of the rank of a quadratic form is typically given as the minimum 
number of variables required to express an equivalent quadratic form. Since con-
gruent matrices have the same rank, this quantity is equal to the rank of the 
matrix representation of this quadratic form, even in characteristic 2, in which 

i2qthe quadratics x are additive, but not linear for q > 2. 

Q-rank is invariant under one-sided isomorphisms f 7→ f ◦U , but is not invariant 
under isomorphisms of polynomials in general. The quantity that is often meant 
by the term Q-rank, but more properly called min-Q-rank, is the minimum Q-
rank among all nonzero linear images of f . This min-Q-rank is invariant under 
isomorphisms of polynomials and is the quantity relevant for cryptanalysis. 

In particular, min-Q-rank can be defined in circumstances for which Q-rank 
may make little sense. Specifically, consider the case in which there are more 
equations than variables, or the case in which we consider an extension field of 
smaller degree than the number of variables. We may then define min-Q-rank in 
the following manner. 

2 The fact of q ≡ 3 mod 4 and d odd allows us to compute the square roots of X by 
this simple operation. Therefore, the decryption process of both Square and SRP is 
very efficient. 

3 (1) (1)
In [7, Proposition 1] it was shown that the probability of both (y1 , . . . , yd ) and 

(2) (2)
(y1 , . . . , yd ) leading to a solution of the linear system is about 1/q−r−1. Therefore, 
with overwhelming probability, one of the two possible solutions is eliminated during 
this step. 
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Definition 3 Let E be a degree d < n extension field of Fq. The min-Q-rank of 
a quadratic map f : Fn → Fm over E isq q 

min-Q-rank(f) = min max{Q-rank (L1 ◦ f ◦ L2)}, 
L1 L2 

where L1 : Fqd → Fm and L2 : Fn → Fqd are nonzero linear transformations. q q 
As above, “Q-rank” computes the rank of its input as a quadratic form over 
E[X0, . . . , Xd−1] via the identification Xi = φ(x)q i 

. 

4 The KS Attack and Minors Modeling 

The property of low min-Q-rank is a weakness of many BigField schemes and 
has been exploited in many attacks, see [11–15]. While the attack in [12] ex-
ploits the low min-Q-rank property to speed up a direct algebraic attack, the 
other cryptanalyses use the Kipnis-Shamir (KS) attack of [11] with either the 
original KS modeling or with the minors modeling approach pioneered in [13]. 

The KS-attack recovers a related private key for a low min-Q-rank system with 
codomain isomorphic to a degree n extension field E by exploiting the fact that 
a quadratic form embedded in the homogeneous quadratic component of the 
private key is of low rank, say r. Using polynomial interpolation, the public key 
can be expressed as a collection of quadratic polynomials G over E, and it is 
known that there is a linear map N such that N ◦ G has rank r as a quadratic 
form over E; thus, there exists a rank r matrix that is an E-linear combination of 
the Frobenius powers of G. This turns the task of recovering the transformation 
N into solving a MinRank problem over E. 

Definition 4 (MinRank Problem(n,r,k)): Given k n × n matrices Pk
M1, . . . , Mk ∈ Mn×n(E), find an E-linear combination M = · Mi sat-i=1 αi 
isfying 

Rank(M) ≤ r. 

The key recovery attack of [13] revises the KS approach by modeling the low 
min-Q-rank property differently. The authors show that an E-linear combination 
of the public polynomials has low rank as a quadratic form over E. Setting the 
unknown coefficients in E of each of the public polynomials as variables, the 
polynomials representing (r + 1) × (r + 1) minors of such a linear combination, 
which must be zero due to the rank property, reside in Fq[t0,0, . . . , t0,m−1]. Thus 
a Gröbner basis needs to be computed over Fq and the variety computed over 
E. This technique is called minors modeling and dramatically improves the effi-
ciency of the KS-attack. The complexity of the KS-attack with minors modeling 

(dlogqis asymptotically O(n (D)e+1)ω), where 2 < ω ≤ 3 is the linear algebra con-
stant. 

One should note that the situation is more complicated when multiple variable 
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types are utilized in a scheme. In the case that there are more variables than the 
degree of E over Fq , the dimensions of the matrices do not match the degree of 
the extension. Still, if there is a central map with low min-Q-rank with a small 
subspace of the plaintext space as its domain, as it is the case of SRP, it may 
remain possible to recover a low rank map. Specifically, using fewer variables 
does not increase the rank of a quadratic form. 

5 Key Recovery for SRP 

In this section we explain our key recovery attack on SRP in detail. For the 
purpose of simplicity of exposition, we restrict to the homogeneous quadratic 
case. The method extends to the general case trivially. 

We note that a public key of SRP is isomorphic to an analogous scheme without 
the embedding as long as πd ◦U is full rank, which occurs with high probability. In 
this case, let πd 

0 : Fqn → Fqd be the projection onto the first d coordinates and find 
a projection ρ : Fn+l → Fnq such that U 0 = ρ◦U has full rank and π0 ◦U 0 = πd ◦U .q d 
Let F∗ : E → E represent the squaring map so that FS = φ−1 ◦F∗ ◦ φ ◦ πd. Then 
given the central maps F 0 = FR ◦ U ◦ U 0−1 and F 0 = FP ◦ U ◦ U 0−1, which are R P 
of Rainbow shape and of random shape respectively, one easily checks that 

⎡ ⎤ ⎡ ⎤ 
F∗ ◦ πd F∗ ◦ π0 d 

T ◦ ⎣ FR ⎦ ◦ U = T ◦ ⎣ F 0 ⎦ ◦ U 0 .R 
F 0FP P 

It therefore suffices to consider the scheme with l = 0; however, for specificity, 
we analyze the embedding explicitly in the following discussion. 

The attack is broken down into two main steps. The first is finding a related 
Square component private key. Then we discuss how to systematically solve for 
the Rainbow and Plus polynomials to complete key recovery. 

5.1 The min-Q-Rank of SRP 

While it is true that the min-Q-rank of the public key of an instance of SRP over 
a degree n extension is expected to be high, the public key retains the property 
that there exists a linear combination of the public forms which is of low Q-rank 
over the degree d extension used by the Square component. We verify this claim. 

Let α be a primitive element of the degree d extension E of Fq. Fix a vector Pd−1
space isomorphism φ : Fd → E defined by φ(x) = i=0 xiα

i. Furthermore, fix a q 
Φ d−1 q qone dimensional representation Φ : E → A defined by a 7−→ (a, a , . . . , a ). 

Define Md : Fqd → A by Md = Φ ◦ φ. We can explicitly represent this map 
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with the matrix 
⎤⎡ 

Md = 

⎢⎢⎢⎢⎢⎢⎣ 

1 1 · · · 1 
αq αq d−1 

α · · · 
α2 α2q · · · α2q d−1 

. . .. . . . . .. . . 
d−1 

αd−1 α(d−1)q α(d−1)q· · · 

⎥⎥⎥⎥⎥⎥⎦ 
∈Md×d(E), 

acting via right multiplication (so that we may use algebraists’ left-to-right com-
position). Thus we can pass between the two interesting representations of ele-
ments in E of the form (x0, . . . , xd−1) ∈ Fd and (X, Xq, . . . , Xq d−1 

) ∈ A simplyq 

by right multiplication by Md or M
−1 .d 

The above map Md provides another way of expressing an SRP public key. Note 
first that any homogeneous Fq-quadratic map from E to E induces a quadratic 
form on A that can be represented as a d × d matrix with coefficients in E. 
Since the maps FR and FP can be written as vectors of quadratic forms over 
Fq[x1, . . . , xn] in matrix form, the entire public key can be expressed as a matrix 
equation. 

To achieve this matrix representation of the public key, we need some additional 

f

notation. We blockwise define 

Md 

�� 
Md 0 ∈Mm×m(E)= 
0 Io+r+s 

and �� 
Md ∈Mn0×d(E).cMd 

Φ ⊕ ido+r+s 

= 
0o×d 

c

c

c

c

cc

c

c

c

c

fMd Md 

matrix representation of the quadratic form over A corresponding to the map 
2qx 7→ x

i 
. 

Let (FS,0, . . . , FS,d−1, FR,0, . . . , FR,o+r−1, FP,0, . . . , FP,s−1) denote the m-dimensional 
vector of (d + o) × (d + o) symmetric matrices associated to the private key. The 
function corresponding to the application of each coordinate of a vector of such 
quadratic forms followed by the application of a linear map represented by a 
matrix will be denoted by the right product of the vector by the matrix. Next, 
note that 

MdF ∗0 MdF ∗1 MdF ∗d−1

MdF ∗d−1

Furthermore, let F∗iΦ ◦ πd.Note that and be the = = 

(FS,0, FS,1, . . . , FS,d−1)Md = ( M> 
d ),M> 

d , M> 
d , . . . ,

ccc

which yields 

> >(xFS,0x ,xFS,1x , . . . , xFS,d−1x >)Md 

MdF ∗0 MdF ∗1> > >),= (x M> 
d x , x M> 

d x , . . . , x M> 
d x 
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as functions of x. Then we obtain the equation 

Md 

M> 
d , FR,0, . . . , FP,s−1). 

f(FS,0, . . . , FS,d−1, FR,0, . . . , FP,m−1)

MdF ∗0 MdF ∗d−1cccc (1) 
= ( M> 

d , . . . ,

Next, consider the relation between the public key and the central maps of the 
private key. 

(P0, . . . , Pm−1)T
−1 = (UFS,0U

> , . . . , UFP,s−1U
>). 

By Equation (1), we have 

(P0, . . . , Pm−1)T
−1

MdF ∗0cc
fMd 

d U
> cMdF ∗d−1, . . . , U cM> 

d U
> , UFR,0U

> , . . . , UFP,s−1U
>). 

fMd [ti,j ] ∈ M= m×m(E) and let W cMd.U Then we ha= ve 

M>= (U

T−1Let Tb = 
that 

c

m−1

ti,0Pi = WF ∗0W> . (2) 
i=0 

X 

Since the rank of F∗i is one for all i, the rank of this E-linear combination 
of the public matrices is bounded by one. Indeed, if the rank were zero, then 
W = 0, and the scheme reduces to a weak version of Rainbow+ whose kernel is 
the vinegar subspace. In particular, for all practical parameters one sets d > l, 
implying d + o − l > o, which verifies that W 6 0 (due to the fact that U is= 
required to be full rank). Thus we obtain the following: 

Theorem 1 The min-Q-rank of the public key P of SRP(q, d, o, r, s, l) is, with 
high probability, given by: 

Md

(
0 if d ≤ l and U = 0,

min-Q-rank(P ) =
1 otherwise. 

cc

cMd 

thus the min-Q-rank of P is zero. Otherwise, with high probability, the public 
polynomials are linearly independent. In this case, for any choice of L1, there 
exists an L2 such that the Q-rank of the composition L1 ◦ P ◦ L2 is positive. 

Consider, in particular, L1 to be the Fq-linear transformation defined by the 
matrix consisting of the first d columns of T−1. Let L2 : Fd → Fn be linear of q q 
full rank. Then 

φ ◦ L1 ◦ P ◦ L2 ◦ φ−1 = F ∗ ◦ φ ◦ πd ◦ U ◦ L2 ◦ φ−1 . 

Let L2 be the d × n matrix representation of L2. Then the matrix representation 
of the above quantity is 

MdF ∗0

Proof. If U = 0, then the span of P is of dimension at most m − d, and 

M−1 
d M> 

d U
>L> 

2 M
> 
d .L2U
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Since F∗0 is of rank one and the image of c is A, the product is of rank one Md 

exactly when L2UcMd is nonzero, otherwise, the rank of the above matrix is zero. 
Since L2 is chosen to maximize rank, the Q-rank is zero exactly when Uc isMd 

zero, which necessitates that d ≤ l. 

One may note here that the matrix Tb unmixes the Square equations from the 
Rainbow and Plus polynomials. It further mixes the Rainbow and Plus polyno-
mials, but this is no issue since this phase of the attack is aimed at ultimately 
recovering a representation of F∗ . 

5.2 Recovering the Output Transformation with MinRank 

As demonstrated in the previous subsection, the recovery of Tb begins by solving 
a MinRank instance over E. This phenomenon is well studied and has been the 
basis of previous cryptanalyses, see [13–15]. We may use the minors modeling 
approach to take advantage of the fact that we can compute the Gröbner basis 
over the small field, Fq. 

Due to the extremely low min-Q-rank of the system, the system of minors is 
homogeneous quadratic. The ideal generated by these minors is one dimensional, 
so we may set a single variable to a fixed value, say 1. We then recover a sys-
tem of many quadratic equations in m − 1 variables. This system is massively 
overdefined, so a solution can be recovered via linearization. 

To accomplish this, we have to compute only as many minors as there are mono-� � 
m+1mials in m − 1 variables of total degree ≤ 2. There are exactly monomials2 

in m − 1 variables of degree less than or equal to two, so we randomly select � � � � � � 
m+1 m+1 m+1minors and arrange their coefficients in a × matrix. As we 2 2 2 
will show in Section 6, we expect such a matrix to have full rank with high prob-

q−1ability, roughly q for large n and m. We may then linearly solve, recovering 

the first column of Tb . 

Once the first column of Tb is recovered, the first d columns can be generated by 
the relation 

qti,j = t for j = 1, . . . , d − 1.i,j−1 

We will return to the issue of computing the remaining columns of Tb and sepa-
rating the Rainbow and Plus polynomials in Subsection 5.5. 

5.3 Recovering the Input Transformation 

Once the first column of the transformation Tb = [ti,j ] is discovered, we have 
access to the rank one matrix 

m−1X 
ti,0Pi. 

i=0 

This matrix encodes the representation of the squaring map. 
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11 Total Break of the SRP Encryption Scheme 

Theorem 2 Given the first column of Tb , the recovery of W requires the solution 
of a linear system of d + o − l − 1independent equations in d + o − l variables. 

k qProof. First, note that W = [wi,j ] is of the form = w for all i ∈wi,j i,j−k 
{0, 1, . . . , d + o − l} and for all 0 ≤ j, k < d. Thus, it suffices to solve for the first 
column of W. Let K be the left kernel of the low rank matrix 

m−1X 
ti,0Pi. 

i=0 

Let K be the matrix whose rows form a basis of K. By Equation (2), we know 
that 

0d+o−l−1×d+o−l = KWF ∗0W> , 

and since W is of full rank, it must be the case that 

KWF ∗0 = 0d+o−l−1×d. 

Thus KW = ker(F∗0). In a proper basis the representation of F∗0 contains a 
single nonzero entry in the first row and first column. Thus, the relation that 
KW = ker(F∗0) is equivalent to the condition that the first column of W is 
in the right kernel of K. Since this right kernel is one dimensional, this process 
recovers all equivalent matrices W. 

Recall that we have the relation 
� � 
MdW = UMcd = U . 
0o×d 

Then multiplying on the right by M−1 yieldsd 
� � � � 
Md IdWM−

d 
1 = U M−1 = U . (3)

0o×d d 0o×d 

Thus, we obtain the first d columns of U. We may extend this matrix in any 
manner to obtain a full rank n × (d+o) matrix. With high probability, a random 
concatenation of o columns produces a full rank matrix U. For the sake of 
recovering FS , we insist that the first n columns of U form an invertible matrix. 

5.4 Recovering the Square Map 

We now assume that we have recovered the first column, [ti,0], of Tb and that we 
bhave recovered U. Let U represent the matrix consisting of the first d + o − lh i 

columns of U. By construction, Ub is invertible. We set U = b U0U b . 

We can now explicitly compute 

m−1X 
ti,0Pi = WF ∗0W> . 

i=0 

Perlner, Ray; Petzoldt, Albrecht; Smith-Tone, Daniel.
”Total Break of the SRP Encryption Scheme.”

Paper presented at Selected Areas in Cryptography (SAC 2017), Ottawa, ON, Canada. August 16, 2017 - August 18, 2017.

SP-279



 

 

12 R. Perlner, A. Petzoldt & D. Smith-Tone 

Note that � � �h i � 
Md MdW = Uc U b bMd = b U0 = U . 
0o×d 0(o−l)×d 

Thus we have 

� �m−1X � �Mdb F ∗0 bti,0Pi = U M> 0d×(o−l) U
> .d0(o−l)×d 

i=0 

Therefore, we may compute 

!� � m−1� � XMd F ∗0 M> U−1 U−>0d×(o−l) = b ti,0Pi 
b , (4)d0(o−l)×d 

i=0 

Now, by taking the top left d × d submatrix, we recover MdF
∗0M>. Finally, by d 

multiplying on the left by M−1 and on the right by M−> , we recover F∗0 .d d 

5.5 Unmixing the Rainbow and Plus Polynomials 

Having identified the vinegar subspace of linear forms on the input variables, we 
can identify the Rainbow polynomials as those linear combinations of the public 
polynomials which become linear when their inputs are restricted to the kernel 
of those linear forms. In other words, we can find the Rainbow polynomials by 
linearly solving for ti such that: 

! � �m−1� � X 
U−1 U−> 0d×(o−l)0(o−l)×dIo−l b tiPi 

b = 0. (5)
Io−l 

i=0 

A basis ti,j of the solution space of this equation forms the columns d+1 through 
d+o+r of T−1. We can place any selection of column vectors in the last s columns 
of T−1 making it full rank, since no party is concerned with the values of the 
plus polynomials. 

Having recovered the complete transformation T−1, we can compute the Rain-
bow and Plus part of the central map by 

(Fs,0, . . . , FS,d−1, FR,0, . . . , FR,o+r−1, FP,0, . . . , FP,s−1) 

U−> U−>)T−1U−1P0 U−1Pm= ( b b , . . . , b b . (6) 

Algorithm 1 shows the process of our attack in algorithmic form. In the appendix 
of this paper, we illustrate our attack using a toy example. 
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13 Total Break of the SRP Encryption Scheme 

Algorithm 1 Our Key Recovery Attack on SRP 

Input: SRP parameters (o, d, r, s, l), SRP public key P : Fn 0 → Fm 

Output: equivalent private key (T , (FS , FR, FP ), U) 
1: Solve a MinRank problem on the m public polynomials with target rank 1. Denote 

the solution by v ∈ Em . 
q2: Define the elements of the m × d matrix T̂0 by t̂ij 

0 
= vi 

j−1 
(j = 1, . . . , d). 

3: Compute the first d columns of the matrix T−1 by T0−1 
= T̂ · M−

d 
1 . 

4: Let K be the (n − 1) × n matrix representing the left kernel of the low rank matrix P m−1 ti,0Pi and choose an element w ∈ Fn of its right kernel. i=0 

5: Define the elements of the n × d matrix W by wij = wi
qj−1 

(j = 1, . . . , d) 
6: Recover the first d columns of the matrix U by equation (3). 
7: Extend U to an invertible n × n matrix b U to a full rank n × (d + o) matrix U and b

U. 
8: Recover the map FS by equation (4). 
9: Compute the columns d + 1, . . . , d + o + r of the matrix T−1 by solving the linear 

system of equation (5). Append randomly columns to get an invertible m × m 
matrix T−1 . 

10: Recover the matrices representing the Rainbow and plus polynomials by equation 
(6). 

6 Complexity of Attack 

To estimate the complexity of our attack, we compute the Hilbert series of the 
ideal generated by the 2 × 2 minors of 

m−1X 
ti,0Pi. 

i=0 

We can then recover the degree of regularity dreg explicitly. 

Theorem 3 Let E[T ] = E[t0,0, . . . , tm−1,0]. Let I be the ideal generated by the 
system of minors arising from the minors modeling variant of the KS-attack on 
SRP(q, d, o, r, s, l) with d > l, n = d + o − l and m = d + o + r + s. Then the 
Hilbert series of I (that is, the Hilbert Series of E[T ]/I) is 

Hilbertseries(t) = 1 + mt. 

Consequently the degree of regularity of the minors system is dreg = 2. 

Proof. Consider the ideal I generated by the 2 × 2 minors over E[T ]. There are � �2n /2 distinct 2 × 2 minors in an n × n symmetric matrix; however, each such 2 
minor of the above matrix is a homogeneous quadratic polynomial in m vari-� � � � 

m m+1ables. Thus the dimension of the span of the 2×2 minors is +m = . As 2 2� � 
m+1 a consequence, randomly chosen minors should be linearly independent 2 

with probability approximately 1 − 1 . q 
Since I contains all linear combinations of the minors, I contains all quadratic 

Perlner, Ray; Petzoldt, Albrecht; Smith-Tone, Daniel.
”Total Break of the SRP Encryption Scheme.”

Paper presented at Selected Areas in Cryptography (SAC 2017), Ottawa, ON, Canada. August 16, 2017 - August 18, 2017.

SP-281



14 R. Perlner, A. Petzoldt & D. Smith-Tone 

monomials in E[T ]. Thus E[T ]/I contains representatives of exactly all equiv-
alence classes of degree less than two. Therefore, the Hilbert Series of E[T ]/I 
is 

HS(t) = 1 + mt. 

Technically, the ideal I in Theorem 3 is not what we use in the attack. We use 
I 0 = hI, t0,0 − 1i, for example. However, adding polynomials to I cannot increase 
the degree of regularity; thus, the degree of regularity in the actual attack is still 
two. 

This fact proves that we actually require no Gröbner basis algorithm for the 
attack. Simple linearization and Gaussian elimination are effective in breaking 
all parameters. 

Specifically, recalling that with one variable fixed we have only m − 1 variables, 
we may use the above calculation to estimate the complexity of recovering the 
first column of Tb using the minors modeling variant of the KS-attack. 

Unmixing the Rainbow and plus polynomials only requires 2m matrix multi-
plications of dimension n matrices and solving a linear system in m variables. 
The complexity of these operations is on the order of mω+1, and is therefore 
dominated by the minors modeling step. Thus we obtain the following 

Theorem 4 The complexity of our key recovery attack on SRP(q, d, o, r, s, l) 
with d > l, n = d + o − l and m = d + o + r + s using the minors modeling variant 
of the KS-attack is �� �ω� 

m + 1 O ,
2 

where 2 < ω ≤ 3 is the linear algebra constant. 

7 Experimental Results 

In order to estimate the complexity of our attack in practice, we created a 
straightforward implementation of the key generation process of SRP and our 
attack in MAGMA Code. While the experiments were run on large servers with 
multiple cores, we used, for each of our experiments, only a single core. 

Table 1 shows, for different parameter sets, the results of our experiments. 
The numbers in rows 3 and 10 show the time needed to solve the MinRank 
problem and to recover the maps FS and U as well as the first d columns 
of the matrix T−1 . The numbers in row 4 and 11 show the time needed to 
recover the remaining columns of T−1 and the maps FR and FP . The num-
bers in the fifth and twelfth row show the overall running time of our attack. 
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parameters (q,d,o,r,s,l) (31,16,16,8,3,8) (31,24,24,12,4,12) (31,35,35,15,5,15) 
(m, n) (43,24) (64,36) (90,55) 
time for recovering FS (s) 10.0 74.5 1,295 
time for recovering FR and FP (s) 0.5 2.5 16.5 
time (overall) (s) 10.5 1 77.1 1 1,313 1 

memory (MB) 354.6 1,970.3 11,867 

claimed security level (bit) 80 112 160 
parameters(q,d,o,r,s,l) (31,33,32,16,5,16) (31,47,47,22,5,22) (31,71,71,32,5,32) 
(m, n) (86,49) (121,72) (179,110) 
time for recovering FS (s) 487.0 9,705 27,306 
time for recovering FP and FR 10.0 69.1 183 
time (overall) 497.0 1 9,777 1 27,4942 

memory (MB) 8,518.5 47,988 315,407 

Table 1. Running time of the proposed attack 
1) AMD Opteron @ 2.4 GHz, 128GB RAM 
2) Intel(R) Xeon(R) CPU E5-2680 v3 @ 2.50GHz, and 512GB RAM 

As the second column of the table shows, doubling the parameters leads to an 
increase of the running time and memory requirements of our attack by factors 
of about 50 and 25, which corresponds to our theoretical estimations.4 

The parameter sets shown in the bottom half of Table 1 are those proposed by 
the authors of [7] for security levels of 80, 112 and 160 bit respectively. As the 
table shows, we could (even with our limited resources and poorly optimized at-
tack) break the parameter sets proposed for 80 and 112 bit security in very short 
time. Since, for a security level of 160 bit, the memory requirements exceeded 
our possibilities, we had to run these experiments on another server. We want 
to thank Nadia Heninger for running these experiments. 

8 Conclusion 

In this paper we propose a practical attack against the SRP encryption scheme of 
Yasuda and Sakurai [7]. Our attack uses the min-Q-rank property of the scheme 
to recover parts of the linear transformation T , the transformation U and the 
Square part FS of the central map. Following this, we use the known structure 
of the Rainbow polynomials to recover the second half of the map T as well as 
the Rainbow and Plus part of the central map. Our attack is very efficient and 
breaks the SRP instances proposed in [7] in reasonable short time. 
Therefore, our attack shows that the security of a weak multivariate scheme 
like Square is not automatically increased by combining it with another (secure) 
scheme. 

4 For larger parameters, the memory access time plays a major role in the overall 
running time. Therefore the corresponding factors are nuch larger. 
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A Toy Example 

In the following we illustrate our attack using a toy example with small param-
eters. 

A.1 Key Generation 

For our toy example we use GF(7) as the underlying field. We choose the param-
eters of SRP as (d, o, r, s, l) = (2, 2, 1, 1, 1).5 Therefore our public key consists of 
six equations in three variables. The Square map is defined over the extension 
field GF(7)[X] / hX2 +6X +3i. For simplicity, we restrict to linear maps T and 
U as well as homogeneous quadratic maps FR and FP . By doing so, the public 
key P of our scheme will be homogeneous quadratic, too. 

Let the linear maps T and U be given by the matrices 

T = 

⎛ 
⎜⎜⎜⎜⎜⎜⎝ 

1 5 1 6 3 3 
5 3 5 2 2 5 
0 4 0 4 5 0 
0 6 6 2 4 3 
3 3 6 3 6 3 
5 3 5 0 4 6 

⎞ 
⎟⎟⎟⎟⎟⎟⎠ 
∈ F6×6 and U = 

⎛
⎝ 

6 0 3 2 
2 0 0 4 

⎞
⎠ ∈ F3×4 . 

4 1 1 0 

�� 
The Square map FS (X) = X2 is given by the matrix F = 

1 0 ∈ F2×2 . 
0 0 

Let the three Rainbow polynomials be given by the 4 × 4 matrices 

FR,0 = 

⎛ 
⎜⎜⎝ 

2 6 2 3 
6 1 6 0 
2 6 0 0 

⎞ 
⎟⎟⎠ , FR,1 = 

⎛ 
⎜⎜⎝ 

2 1 5 1 
1 5 0 6 
5 0 0 0 

⎞ 
⎟⎟⎠ , and FR,2 = 

⎛ 
⎜⎜⎝ 

5 4 3 0 
4 2 0 1 
3 0 0 0 

⎞ 
⎟⎟⎠ . 

3 0 0 0 1 6 0 0 0 1 0 0 

The Plus polynomial is given by the 4 × 4 matrix 

FP0 = 

⎛ 
⎜⎜⎝ 

3 4 3 2 
4 4 0 3 
3 0 5 0 
2 3 0 3 

⎞ 
⎟⎟⎠ . 

5 Note that this parameter choice does not meet the description in Section 2.2, where 
d was required to be odd. However, an odd value of d is only needed for the efficient 
decryption. The scheme itself can be defined for any value of d. 
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We compute the public key of our scheme by P = T ◦ (FS , FR, FP ) ◦ U and 
obtain the following 6 3 × 3 matrices representing P 

= 

⎛
⎝ 

6 6 0 
6 6 0 

⎞
⎠ , P1 = 

⎛
⎝ 

5 2 5 
2 3 4 

⎞
⎠ , P2 = 

⎛
⎝ 

6 4 2 
4 0 1 

⎞
⎠P0 

0 0 1 5 4 6 2 1 1 
⎛
⎝ 

⎞
⎠ , P4 = 

⎛
⎝ 

5 1 5 
1 1 4 

⎞
⎠ , and P5 = 

⎛
⎝ 

2 4 6 
4 3 1 

⎞
⎠

4 5 3 
5 6 3 P3 = . 
3 3 3 5 4 3 6 1 3 

A.2 Recovery of Transformation of Square Polynomials 

In the first step of the attack, we have to solve a MinRank problem on the 6 
matrices P0, . . . , P5 with target rank 1. One solution is given by 

v = (1, b19, b13, b9, b47, b9), 

where b is a generator of the extension field E=GF(72). 
From this, we obtain the first part of the linear transformation T which 

divides the Square part from the remaining polynomials. Let Tb 0 represent the 
T. 

multiplication by M−1 .d 

b the first d columns of T−1first d columns of We may via right recover 

⎛ 
⎜⎜⎜⎜⎜⎜⎝ 

⎞ 
⎟⎟⎟⎟⎟⎟⎠ 

⎛ 
⎜⎜⎜⎜⎜⎜⎝ 

⎞ 
⎟⎟⎟⎟⎟⎟⎠ 

1 1 
b19 b37 

1 1 
1 3 

b13 b43 3 3 
T−10bT0 

b9 b15 0 3 

Note that the entries in the second column of Tb 0 are just the Frobenius powers 
of the first column entries. 

A.3 Recovery of the Input Transformation U 

Next we can use the first column, [ti,0], of Tb 0 to recover the first d columns of 
the matrix representation of the linear transformation U , thus separating the 
vinegar subspace from the oil subspace. To accomplish this, we construct our 
rank one solution to the MinRank step 

bT0M−1 
d = = =, . 

b9 b15 0 3 
b47 b41 5 2 

Xm−1

L = ti,0Pi = 

⎛
⎝ 
b45 b3 b18 

b3 b9 6 

⎞
⎠ . 

b18 6 b39i=0 

Let K be the left kernel of L and construct the reduced row echelon form 
matrix K whose rows form a basis of K. 

�� 
1 0 b3 

K = . 
0 1 b9 
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Any element in the right kernel of K forms the first column of W. The second 
column is the first Frobenius power of the first. For a random selection we obtain 

W = 

⎛
⎝ 
b45 b27 

b3 b21 

⎞
⎠ . 

b18 b30 

We next recover the first d = 2 columns of U via the relation 
�� 

IdWM−1 = U = 

⎛
⎝ 
5 5 
4 5 

⎞
⎠ .d 0o×d 1 2 

Extending this matrix, we construct the invertible 
⎛
⎝ 

5 5 0 
4 5 0 

⎞
⎠U = 

1 2 1 

We may now extend this matrix to any n × n + l matrix. The simplest way 
is to append zeros. This technique is always effective due to the isomorphism 

b

described at the beginning of Section 5. Thus we obtain 

. 

U = 

⎛
⎝ 

5 5 0 0 
4 5 0 0 

⎞
⎠ . 

1 2 1 0 

A.4 Recovering FS 

Knowing T−10 and bU, we can recover the Square part of the central map. Specif-
U−>U−1L bically, we recover the top left 2 × 2 submatrix of b : 

�� 
F ∗0 = 

b3 0 
0 0 

. 

A.5 Recovering FR and FP 

We solve the equation 

bX b
m−1

U−1 U−> 

i=0 

for ti and append o + r = 3 linearly independent solutions as column vectors 
onto T−10. The final s = 1 column(s) of T−1can be chosen randomly to achieve 
full rank. Our random selection produces 

��! 
�� 

0(o−l)×d Io−l tiPi 
0d×(o−l) 

Io−l 

T−1 = 

⎛ 
⎜⎜⎜⎜⎜⎜⎝ 

1 1 0 0 0 5 
1 3 0 0 0 6 
3 3 2 6 4 3 
0 3 1 5 4 6 
5 2 2 0 2 1 
0 3 1 0 2 1 

⎞ 
⎟⎟⎟⎟⎟⎟⎠ 
. 
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Now with T−1 we can recover explicitly the Rainbow and Plus polynomials. 
To do so, we compute 

U−>bU−1P0( b U−>)T−1 , . . . , U−1Pm−1 . bb

We may now express the Rainbow and Plus polynomials as quadratic forms 
in n variables by appending l rows and columns of arbitrary values, since our 
choice of U makes these entries obsolete. We obtain 

FR,0 = 

⎛ 
⎜⎜⎝ 

0 5 2 0 
5 4 0 0 
2 0 0 0 

⎞ 
⎟⎟⎠ , FR,1 = 

⎛ 
⎜⎜⎝ 

0 0 6 0 
0 2 0 0 
6 0 0 0 

⎞ 
⎟⎟⎠ , FR,2 = 

⎛ 
⎜⎜⎝

5 4 0 0 
4 4 5 0 
0 5 0 0 

⎞ 
⎟⎟⎠ , 

0 0 0 0 0 0 0 0 0 0 0 0 

and 

FP,0 = 

⎛ 
⎜⎜⎝ 

4 5 2 0 
5 4 1 0 
2 1 5 0 
0 0 0 0 

⎞ 
⎟⎟⎠ . 

Via composition, one verifies that 

P = T ◦ (FS , FR, FP ) ◦ U . 
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SDR-Based Experiments for LTE-LAA Based
Coexistence Systems with Improved Design

Yao Ma, Ryan Jacobs, Daniel G. Kuester, Jason Coder, and William Young
Communications Technology Laboratory, National Institute of Standards and Technology

325 Broadway, Boulder, Colorado, USA

Abstract— To enhance spectrum efficiency in next generation
heterogeneous wireless systems, it is important to improve shared
spectrum usage between unlicensed long-term evolution (LTE)
systems, such as the license-assisted access (LAA), and legacy sys-
tems, such as wireless local area networks (WLANs). LTE-LAA
uses listen-before-talk (LBT) schemes to enhance coexistence
performance. However, available LAA-LBT schemes may incur
several problems, such as a slot-jamming effect and a significant
slot boundary tracking error, leading to degraded performance.
In this paper, we develop an LBT scheme with improved design
and software-defined radio (SDR)-based experimental procedure
for a performance validation. We program the improved LBT
algorithm in the SDR field-programmable gate array (FPGA),
and compare the results with the original LBT algorithm. This
work also presents an automated testing technique and new SDR
functions that modify the LAA parameters in realtime (such
as backoff idle slot durations). The experiment results confirm
the predicted slot-jamming effect, and show that our improved
design enhances LAA throughput. These results provide not only
a more robust LAA-LBT design, but also a new method of
SDR programming and testing, and insight into the coexistence
performance of heterogeneous systems.

Index Terms: Coexistence; FPGA programming; LTE-LAA;
SDR experiments; Test automation; WLAN.

I. INTRODUCTION

Experimental design and evaluation are critical for per-
formance validation of spectrum sharing techniques between
long-term evolution license-assisted access (LTE-LAA) [1]–
[6], [11] systems and incumbent systems, such as IEEE
802.11 wireless local area networks (WLANs). To support
LTE system development and coexistence, software-defined
radio (SDR) or commercial off-the-shelf (COTS)-based ex-
perimental methods have become popular, and various SDR
test platforms are reported in [3], [7]–[9], [12].

The 3rd Generation Partnership Project (3GPP) LAA has
defined four categories of listen-before-talk (LBT) schemes
[1], [2] to improve coexistence with legacy systems. In LAA-
based coexistence scenarios, LAA nodes may have a larger
backoff slot duration than the WLAN counterpart. In [1],
[2], LAA uses an extended clear channel assessment (eCCA)
slot in the transmission backoff process. The eCCA dura-
tion is flexible, and may be 9 µs to 20 µs, or larger. The

*U.S. Government work, not subject to U.S. copyright.
Certain commercial equipment, instruments, or software are identified in

this paper in order to adequately specify the experimentation procedure. Such
identification is not intended to imply recommendation or endorsement by the
National Institute of Standards and Technology, nor is it intended to imply
that the software or equipment identified are necessarily the best available for
the purpose.

WLAN backoff slot duration is 9 µs (which includes CCA
time) for several popular physical layer specifications [13].
Various coexistence settings based on LTE-LAA and WLAN
transmissions have been evaluated, and laboratory and field
test results are reported in [1]–[3], [12]. In particular, SDR
devices were used in LAA and WLAN coexistence testing in
[12]. However, none of these experimental results report the
effect of heterogeneous LAA and WLAN idle slot durations
on coexistence performance. In [17], we study the effect
of heterogeneous idle slot duration and point out a slot-
jamming (SJ) effect of WLAN nodes against LAA nodes in
the transmissions backoff process. An anti-SJ-LBT scheme is
proposed and its performance is analyzed and verified through
computer simulation. Yet, experimental validation of the slot-
jamming effect and its mitigation was still absent.

In an LAA transmission cycle, the time slots are divided
into idle (backoff), transmission, channel-busy slots, etc. The
slot-tracking in different transmission links need to align to
maintain a satisfactory performance. In practice, synchronism
(or near-synchronism) of slot boundaries has been assumed
in the majority of system design, analysis and optimization
results [1], [2], [14]–[20], though very often not explicitly
discussed. However, the tracking of slot boundaries, such as
in the instant when the channel switches from busy to idle,
is a nontrivial issue. The LBT process defined in [1], [2]
uses an initial CCA (iCCA) duration or a deferred extended
CCA (DeCCA) duration to track this channel state change.
The iCCA and DeCCA durations are typically suggested
to be equal to the WLAN distributed coordination function
interframe space (DIFS) duration, which is 34 µs for the IEEE
802.11a, 802.11n and 802.11ac specifications in the 5 GHz
industrial, scientific, and medical (ISM) band [13]. To search
for the instant that the channel turns from busy to idle, the LBT
uses DeCCA duration as search step size for channel status
tracking. However, since the DeCCA duration is much larger
than the WLAN backoff idle slot duration, the original LBT
design may lead to a significant slot-tracking error. Unsatisfac-
tory slot-tracking accuracy can cause increased transmission
collisions and reduced throughput. To our knowledge, the
effect of this type of slot boundary tracking error has not
been investigated in the literature of LAA-based coexistence
systems. Experiment-based study and countermeasure design
are important to address this problem.

In this paper, we address the SJ and the slot-tracking error
problems in the original LBT process, develop an improved
LBT scheme with anti-SJ and subslot-tracking features, and
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implement SDR-based experimental validation. In [3], [7]–
[9], [12], the capability of changing LAA LBT parameters
in realtime for automated testing was neither discussed nor
demonstrated. We note that there is a significant technical gap
that needs to be bridged to allow flexible system parameter
updates in realtime.

For this purpose, we program the improved LAA LBT
function and WLAN functions, based on major modifications
of available SDR software related to [12]. We implement
SDR field-programmable gate array (FPGA) programming to
allow flexible LAA LBT functions, where iCCA and eCCA
slot durations can be modified in realtime. We also add user
datagram protocol (UDP)-based communication functions to
switch parameters and data between the host code and SDR-
control codes. Then, we implement conducted tests assuming
an additive white Gaussian noise (AWGN) channel in the
LAA link, the WLAN link, and the LAA-WLAN mutual
interference link.

The contributions and novelty of this paper are summarized
as follows:

• We develop an improved LBT method to reduce the slot-
jamming effect and slot-tracking error. This scheme is
compatible with the existing 3GPP LAA LBT framework.

• We develop an FPGA programming method which imple-
ments our new LBT algorithm, and allows the updating
of many LAA LBT parameters in realtime. This also
includes a test-automation method between computer and
SDR devices.

• Experimental results confirm the SJ effect, verify our
analysis of the anti-SJ-LBT scheme in [17], and demon-
strate enhanced throughput performance of the new LBT
method relative to the original LBT.

These results address critical problems of LBT SJ effect and
slot boundary alignment (tracking) error in system coexistence,
and provide a countermeasure scheme. They also provide
new SDR programming and demonstrate the capability to
implement automated testing of coexisting systems.

II. SYSTEM MODEL AND IMPROVED DESIGN

Our testing scenario supposes that LTE-LAA nodes uti-
lize unlicensed spectrum in the downlink and share it with
incumbent WLAN nodes. The LTE-LAA system uses LBT
to track channel status and makes backoff or transmission
decisions. Refer to Fig. 1. After the transmission opportunity
(TXOP) of an active link (say, a WLAN link) is completed,
the transmission node starts the DIFS, followed by random
backoff slots with slot duration of 9 µs. Here, for the sake
of brevity we do not show the short interframe space (SIFS)
and acknowledgement (ACK) signal durations. Note that the
active link may also be an LAA link.

Suppose that there are three LAA nodes listening to the
channel. To facilitate smooth coexistence, we assume that
TDIFS = TDefer, where TDIFS and TDefer are WLAN DIFS and
LAA deferred eCCA durations, respectively. Ideally, after the
transmission of the WLAN link is completed, all the listening
nodes would immediately start the DeCCA period.

The first link has perfect slot alignment with the WLAN
link, and starts the eCCA slot synchronously with the WLAN

Fig. 1: The iCCA (or DeCCA) slot-tracking errors in the
original LAA-LBT process.

Fig. 2: An improved LAA-LBT scheme that reduces slot-
tracking errors and the slot-jamming effect.

link. However, the second and third LAA nodes have major
slot-tracking errors with respect to the WLAN link, so that
node #2 starts the backoff count-down too late, and node #3
starts it too early.

We explain this phenomenon next. Based on the LBT
process in [1], [2], during the channel busy time, the LAA node
freezes its backoff process for a DeCCA period (which could
be 34 µs as a default value). The energy detection (ED) output
of each DeCCA duration at each LAA node is compared with a
threshold to declare the channel busy or idle. After the channel
status changes from busy to idle, the TXOP stop instant can lie
in any range in a DeCCA window with duration 34 µs. This
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inherently causes a slot boundary alignment error in the range
(−17, 17) µs, or larger. Another weakness of this design is
the sensitivity to the ED threshold setting. A low ED threshold
may cause the DeCCA slot to be declared as channel-busy, and
the LAA node will continue with one additional DeCCA slot,
as shown for LAA node #2. A high ED threshold may cause
the DeCCA slot be declared as channel-idle, and the LAA
node will start the eCCA slot too early, as shown for LAA node
#3. In a WLAN network, WLAN nodes may use a network
allocation vector (NAV) in the packet header to determine the
precise time that a transmission stops. However, we are not
aware of an LAA specification that provides a method similar
to the NAV for the LAA nodes to track the precise stop time of
WLAN transmissions. Thus, the slot boundary tracking error
becomes a significant issue in LAA and WLAN coexistence
cases.

To address this problem, we propose a modified LBT
process with subslot-tracking shown in Fig. 2. We merge
the iCCA and DeCCA slots of the LBT for convenience,
similar to that in [2]. As proposed in [16], we switched
the order of blocks “Extended CCA” and “z > 0?” to
remove the channel access priority of an LAA node, which
just finished a successful transmission. Compared to available
LBT schemes, such as those in [1], [2], [16], in Fig. 2 we
split the iCCA/DeCCA slot into two sections, namely, “mini-
slot iCCA” and “second iCCA” (where the word “DeCCA”
is suppressed for convenience of notation). The “mini-slot
iCCA” senses the channel with a much shorter duration than
a regular iCCA/DeCCA slot, searching for the precise instant
when a TXOP is over. Its purpose is to achieve precise
slot boundary alignment. When the sensed signal power (or
energy) exceeds the ED threshold (channel busy), the mini-slot
iCCA is repeated until the channel is declared idle. When the
ED result indicates an idle channel, the LBT process moves to
the second iCCA sub-slot and senses for a larger time window.
The purpose of this part is to be compatible with WLAN DIFS
duration. Note that the sum duration of the “mini-slot iCCA”
and “second iCCA” in Fig. 2 can be set equal to TDIFS (34
µs), or any iCCA/DeCCA duration specified by LAA network
designers.

This improved design may significantly reduce slot-tracking
errors. Assuming that channel sensing in the “mini-slot iCCA”
is reliable, the slot-tracking error is now bounded by the
duration of the mini-slot iCCA (for example, 4 µs), instead
of the regular DeCCA duration. This design is compatible
with available 3GPP LBT design procedures, because it only
involves a change of internal functions in the iCCA and
DeCCA blocks. We programmed this method in FPGA code
and loaded it onto SDR devices for verification.

Additionally, we experimentally study the impact of LBT
SJ effect and the anti-SJ design. We define δL and δW as
the backoff idle slot durations for LAA and WLAN systems,
respectively. In [1], [2], the LBT backoff idle slot is called the
LBT eCCA slot, with a flexible duration δL that can range
from 9 µs to 20 µs, or larger. For several popular physical
layer specifications [13] in the 5 GHz ISM band, the WLAN
backoff slot duration is set to δW = 9 µs. Our recent work
[17] shows that as the ratio Ns = δL/δW increases, there is

an increasing chance the WLAN nodes jam the transmission
opportunity of LAA nodes. We call this effect “slot jamming”,
where the LAA throughput decreases and WLAN throughput
increases as Ns increases. We propose an anti-SJ-LBT in
[17], which uses a variable eCCA duration based on channel
status to enhance LAA transmission opportunity. This feature
is shown in Fig. 2. Note that the original LBT uses a fixed
eCCA duration, and we call it SJ-LBT in this paper.

III. EXPERIMENTAL SETUP

Figure 3 shows a block diagram of the conducted measure-
ment setup. A photo of part of this setup is shown in Fig. 4.
The goal of this setup is to experimentally examine the slot-
jamming and slot-tracking error effects, and the performance
of the improved LBT design.

The software structure is shown in Fig. 5, which consists
of host programming and SDR FPGA target programming.
The host code runs on the computer, and includes a control
interface. The control interface code that we programmed
sends parameters to commercial LAA and WLAN codes via
one set of UDP ports, reads test results via another set of UDP
ports, and saves the results to data files of pre-specified formats
on the computer hard drive for record and analysis. On the host
computer two software projects run simultaneously and control
the two SDR units, respectively. Two SDR devices emulate
an LTE-LAA link and an WLAN link, respectively, or two
LAA links. The communication channels were implemented
with power combiner and splitter, and are AWGN channels,
as shown in Fig. 3.

The first SDR device implements some LTE-LAA functions.
The RF loopback mode was used: the eNode B (eNB, or
base station) transmitted data to the user equipment (UE)
via the RF ports and cable connections (downlink only), and
did not receive any data from the UE via the RF channel
(uplink). Some necessary handshaking signals in the uplink
and synchronization functions are implemented internally on
the FPGA, because the FPGA on a single SDR device emulates
both eNB and UE functions.

The LTE-LAA code used on the SDR was a commercial
implementation that we modified for use in these experiments.
Several significant modifications to this commercial software
included: implementation of new LBT functions, ability to
adjust the LBT parameters in realtime, addition of a cus-
tomized channel reservation signal (CRS) to mitigate LAA
signal generation and transmission delay, and the addition of
an automated testing ability.

The commercial FPGA code we used included an origi-
nal LBT function but it was modified to add the improved
LBT scheme with subslot-tracking and anti-SJ functions. The
original DeCCA (or iCCA) state is split into two sub-states
with duration of 4 µs and 30 µs, respectively. The state
transitions among many LBT states are updated in FPGA, such
as eCCA, mini-slot iCCA, iCCA, DeCCA, counter reduction,
and transmission. Also, to implement the anti-SJ-LBT, the
eCCA duration on FPGA is updated in realtime based on
channel sensing results.

The ability to change the LBT parameters in realtime was
achieved by adding several new registers (related to eCCA
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Fig. 3: Conducted SDR test setup for the LAA and WLAN
system experiment (with two links).

Fig. 4: Photo of part of the conducted SDR test setup.

and iCCA/DeCCA slot durations) to the FPGA code. These
registers were also added to the FPGA-host interface.

The SDR software and devices we used had a significant
LAA signal generation and transmission delay of about 50∼90
µs. This delay is defined as the duration starting from the
instant that the LAA transmission decision is made until the in-
stant that the LAA signal accesses the channel. Unfortunately,
this delay can cause significant conflicts in channel access of
LAA and WLAN nodes, and lead to increased collisions and
degraded throughput. As a mitigation scheme, we added a new
CRS generation function before the LAA signal transmission
in FPGA code. This customized CRS is generated as soon
as the LAA channel access decision is made, and transmitted
with a negligible delay. This CRS has an adjustable duration
in an host user-interface, and is seamlessly followed by the
actual LAA signal transmission. This method basically solved
the LAA transmission delay problem.

Finally, an automated testing interface was added to a
host user-interface code that we wrote. This host code com-
municates via UDP with the commercial LAA and WLAN
SDR codes that we modified with new FPGA functions.
The modified LAA and WLAN codes accept and recognize
automated commands and parameters and send back test
results in realtime. These commands were not sent through
the RF data link and did not cause overhead to the LAA and
WLAN transmissions.

The WLAN implementation on the second SDR unit was
achieved by use of commercially available software with-
out additional FPGA programming. Additional changes were
made to the host portion of the WLAN software, such as
UDP-port communication and automated-testing modules. The
WLAN communication link also used an RF loopback mode,

similar to the case of LAA link. Only downlink WLAN traffic
was simulated.

We modified the host software to allow online updating
of several parameters in both LAA and WLAN links. The
parameters include: transmit power, carrier frequency, ED
threshold, throughput type, eCCA, mini-slot iCCA, and iCCA
(or DeCCA) durations. However, during the measurements,
only the eCCA duration was changed online.

During testing, the host SDR code sends commands to the
SDR to update parameters at 0.5-second intervals, and receives
test results from the SDR in one-second intervals. The result
for each parameter setting is averaged over a specified number
of received samples, such as 50. Then, the parameter of interest
is updated. After requesting the next update, the software
waits for ten seconds to allow the SDR devices to stabilize.
Following the ten-second wait, the reading of the next set of
samples begins.

This experimental setup enables the examination of coexis-
tence theory and computer simulation in a highly controlled
manner. Both the LTE and WLAN implementations used for
conducted measurements are SDR representations designed for
development purposes and are not commercially functioning
networks.

IV. EXPERIMENTAL RESULTS

In this section, we provide experimental results of the
coexistence performance (Refer to Table I for values of some
of the key parameters). We check the impact of two design
features for LBT that may bring performance improvement for
LAA links: subslot-tracking and anti-SJ. Note that the original
LBT scheme includes neither the anti-SJ nor the subslot-
tracking design.

We assume that the WLAN and LAA systems have channels
fully overlapped with 20 MHz bandwidth at a center frequency
5.22 GHz in an ISM band. The LAA link uses modulation
and coding scheme (MCS) 7 – quaternary phase-shift keying
(QPSK) with rate 0.51, and the WLAN link uses QPSK with
rate-1/2. When the transmission time efficiency is 100%, the
physical layer channel bit rates (CBRs) are CBRL = 12.216
Mbit/s for the LAA link, and CBRW = 12 Mbit/s for the
WLAN link. The LAA TXOP payload duration is given by
TP,L = 2 ms. The WLAN payload duration is computed by
TP,W = 2048×8/CBRW = 1.4 ms, where 2048 is the payload
size in bytes per WLAN TXOP. The payload here may include
physical layer headers and frame check sequence. The SDR-
measured throughput for an LAA (or WLAN) link refers to
correctly-decoded average data rate at receiver.

For the case of only one active LAA link (the WLAN link
is not active), the baseline LAA throughput with Category-3
LBT is derived as

SL,only =
Tp,LCBRL

Tp,L + TiCCA + Z0−1
2 δL

, (1)

where Z0 is the LBT contention window (CW) size, and
TiCCA is the duration of initial CCA, set to be equal to LBT
DeCCA duration and the WLAN DIFS duration (34 µs). Fig.
6 provides a comparison between the theoretical result in (1)
and an SDR measurement result for the MCS-7 scheme when
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Fig. 5: Software control structure of the LAA and WLAN coexistence performance evaluation in conducted testings.

TABLE I: LTE-LAA and WLAN Parameters in Experimenta-
tion.

LAA parameters

Parameter Value
Payload duration per transmission 2 ms

Transmit power 15 dBm
CCA ED threshold -70 dBm

LBT defer period: TDefer (=TDIFS) 34 µs
LBT eCCA period: TeCCA (=NsδW ) Ns × 9 µs

CW size Z0 16

WLAN parameters

Parameter Value
Payload duration per transmission 1.4 ms

Transmit power 10 dBm
CCA ED threshold -72 dBm

TDIFS 34 µs
Idle slot duration δW 9 µs

CW size W0 16

only the LAA link is active. A good match between analytical
and measurement results is observed, with relative error of
no more than 2%. We have also verified baseline throughput
for one active 802.11 WLAN link (while the LAA link is not
active) on an SDR device, which approximately matches with
the result calculated by use of a method given in [21]. The
detail is omitted here for brevity.

Next, we check two cases of LAA-based coexistence: one
LAA link with one WLAN link (shown in Figs. 7 and 8),
and two LAA links (shown in Fig. 9). In Fig. 7, we show the
throughput of LAA (with the original SJ-LBT) and WLAN
links. The WLAN idle slot duration is fixed at 9 µs. We
observe that as the eCCA duration increases from 9 µs to 45
µs, the LAA throughput decreases while WLAN throughput
increases significantly. Also, the LAA throughput is enhanced
substantially by using our proposed subslot-tracking method
compared to the original LBT which has no feature of subslot-
tracking. For example, at δL = 9µs, subslot-tracking brings
about 0.9 Mbit/s enhancement to the LAA throughput than the
case without it.
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Fig. 6: Analytical and SDR-measured throughput of a single
LTE-LAA link vs. eCCA slot duration.
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Fig. 7: SDR-measured throughput of the LAA with slot-
jamming LBT and WLAN links vs. eCCA slot durations,
either with or without subslot-tracking.

In Fig. 8, the throughput of LAA with the anti-SJ-LBT is
provided. Comparison between Figs. 8 and 7 demonstrates
that the anti-SJ-LBT provides a significantly higher throughput
than the original SJ-LBT, either with or without subslot track-
ing. For example, with subslot-tracking, when δL = 45 µs, the
anti-SJ-LBT provides a throughput of about 3.2 Mbit/s and the
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Fig. 8: SDR-measured throughput of the LAA with anti-slot-
jamming LBT and WLAN links vs. eCCA slot durations,
either with or without subslot-tracking.
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Fig. 9: Analytical and SDR-measured throughput of two
LAA links with a fixed and a variable eCCA slot durations,
respectively, with subslot-tracking.

original SJ-LBT has a throughput of about 2.0 Mbit/s. Results
in Figs. 7 and 8 confirm the effectiveness of subslot-tracking
and anti-SJ methods on enhancing the LAA throughput.

Finally, we show throughput of two LAA links in Fig. 9.
Link #2 has a fixed eCCA duration (9 µs), and link #1 has a
variable eCCA duration (from 9 µs to 45 µs), respectively. For
the anti-SJ-LBT, both analytical result [17] and SDR measured
result on LAA links are provided. The SJ-LBT scheme has not
been analyzed, and only its SDR-measured result is provided.
The result in Fig. 9 confirms an approximate match between
the analysis given in [17] and SDR measurement result, and
demonstrates the effectiveness of the anti-SJ design.

V. CONCLUSION

In this paper, we have described a slot boundary tracking
error problem and a slot-jamming effect in the LTE-LAA LBT
scheme, and provided an improved LBT design with subslot-
tracking and anti-slot-jamming features. We have programmed
the new LBT scheme in an FPGA, and implemented testing
on coexisting LAA and WLAN links using SDR devices.

Our developed testing method allows LBT parameters to be
changed in realtime on the FPGA, and includes an automated
testing procedure, which updates many system parameters in
realtime. The results demonstrate the effectiveness of subslot-
tracking and anti-SJ design methods, and confirm a reasonably
good match between our analysis and experimental results. In
future work, the effects of various fading channel models will
be studied, and radiated testing will be implemented to further
evaluate the coexistence performance of LAA-based systems.
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Abstract—In this paper, we describe a layered graphical
model to analyze the mission impacts of attacks for forensic
investigation. Our model has three layers: the upper layer
models operational tasks and their dependencies; the middle layer
reconstructs attack scenarios by using a forensic tool to find the
causality between items of evidence; the lower level reconstructs
potentially missing attack steps due to missing evidence from the
middle layer. Based on the graphs produced from the three layers,
our model computes mission impacts by using NIST National
Vulnerability Database(NVD) scores or forensic investigators’
estimates. The case study shows our layered graphical model can
be used for both forensic analysis and hardening an enterprise
infrastructure.

I. INTRODUCTION

In this paper, the mission for an enterprise is a set of
business processes that provide a set of services. For example,
the mission of a travel management system is to provide a set
of business processes to support airline and hotel reservation.
Organizational missions enabled by networked infrastructure
can be impacted by cyber-attacks. Quantifying the impacts of
cyber-attacks is of importance to mission planners. Mission
impact evaluation approaches and tools provide a way to
estimate the impacts of cyber-attacks on missions [1], of
which NIST NVD Common Vulnerability Scoring System
(CVSS) [2] provides impact estimates of exploitable vulnera-
bilities on IT systems. Researchers have expanded NIST NVD
CVSS to multi-step attacks to predict the impacts of such
attacks on missions by considering all possible vulnerabilities
that construct all possible attack paths [1], [3], [4]. However,
evaluating all paths is infeasible for forensic analysis to
assess damages due to combinatorial explosion caused from
considering all paths and vulnerabilities.

Because artifacts obtained from forensic investigations car-
ried out after cyber-attacks provide information that can be
used to analyze the attacks, we propose to create a layered
graphical model that uses such information to quantify the at-
tacks’ impacts on missions. As far as we know, there is no such
an integrated forensic analysis framework that quantifies the
mission impacts of multi-step attacks in a complex enterprise
infrastructure including cloud-based services.

The rest of the paper is organized as follows. Section II
presents the three-layered graphical model. Section III uses
a case study to show how the model computes mission

impacts of attacks. Section IV discusses the related work, and
Section V concludes this paper.

II. OUR THREE-LAYERED GRAPHICAL MODEL

Figure 1 shows our model with three layers. The lower
layers reconstruct attack paths so that the attacks can be
mapped to tasks and missions in the upper layer for mission
impact computation.

A. The Upper Layer

The upper layer models tasks and missions as business
processes. We model business processes using a Business
Process Diagram (BPD). Our BPDs are specified using the
Business Process Modeling Notation (BPMN). BPMN models
composite tasks by composing so-called atomic tasks using
constructors hierarchically. The current version of BPMN (v
2.0) uses about 100 graphical elements, covering the descrip-
tion of many categories of tasks, events, errors, areas of
responsibility, and general annotations [5]. A study of real-
world BPMN usage found that the most used subset, labeled
as the core subset of BPMN, consists of only eight elements
including tasks, start/end events, exclusive decision gateways,
parallel gateways, sequence flows, message flows and pools,
which are the base of the definition of a BPD [6]. In this paper,
we use BPDs constructed from those elements, formalized in
Definition 1 (Originally defined in [6]).

Definition 1 (Business Process Diagram-BPD): In BPMN
notation, a BPD is a graph BPD=(N, F, P, pool, L, lab), where:

1) N ⊆ T ∪ E ∪ G, in which tasks T are the basic
actions performed as part of a business process, events
E ⊆ ES ∪ EE consist of two disjoint sets ES and
EE representing start and end events, gateways G ⊆
GM ∪GF ∪GD are the disjoint sets GM , GF and GD

representing parallel merge, parallel fork and exclusive
decision gateways.

2) F ⊆ S ∪ M is a set of flow relations, in which sequence
flows S ⊆ N ×N relate nodes including tasks, events,
exclusive decision and parallel gateways to each other,
message passing M ⊆ T × GM is a relation between
task nodes and parallel merge gateways, employed to
pass messages between separate processes.

3) P ⊂ P (N) is a set of disjoint pools.

Liu, Changwei; Singhal, Anoop; Wijesekera, Duminda.
”A Layered Graphical Model for Mission Attack Impact Analysis.”

Paper presented at 2017 IEEE Conference on Communications and Network Security (CNS), Las Vegas, NV, United States. October 9, 2017 -
October 11, 2017.

SP-295



Fig. 1. The three-layered graph model for mission impact evaluation

4) Pool: N → P maps nodes to a pool p ∈ P . A pool
is a basic BPMN element that sets the boundaries of a
business process, which contains at most one business
process.

5) L is a set of labels.
6) Lab: F → L is a labelling function that assigns labels

to flows.

B. The Middle Layer
The middle layer creates attack scenarios using evidence

available from system logs, intrusion detection system (IDS)
alerts. Our objective is to map these attack scenarios to
missions modeled as BPDs. Because we only consider attack
scenarios substantiated using available evidence, the created
attack paths do not include all possible attack paths and
vulnerabilities that are infeasible for forensic analysis. How-
ever, sometimes, we may not be able to find all evidence to
reconstruct all attack scenarios in this layer, which will be
addressed in the lower layer.

We reconstruct attack scenarios by using a forensic analysis
tool created in our previous work [7]. This tool uses rules
to create directed graphs of available evidence and correlate
them together as witnesses of attacks. Because rules are used
to create these graphs, they are called logical evidence graphs
(LEGs) formalized in Definition 2 (originally defined in [7]).

Definition 2 (Logical Evidence Graph-LEG): A
LEG=(Nr, Nf , Nc, E, L, G) is said to be a logical evidence
graph (LEG), where Nf , Nr and Nc are three sets of disjoint
nodes in the graph (they are called fact, rule, and consequence
fact nodes respectively), E ⊆ ((Nf ∪Nc)×Nr)∪(Nr×Nc), L
is the mapping from a node to its labels, and G ⊆ Nc are the

observed attack events. Every rule node has a consequence fact
node as its single child and one or more fact or consequence
fact nodes from prior attack steps as its parents. The labels
of nodes consist of instantiations of rules or sets of predicates
specified as follows:

1) A node in Nf is an instantiation of predicates that
codify system states including access privileges, network
topology consisting of interconnectivity information, or
known vulnerabilities associated with host computers in
the system. We use the following predicates:

a) “hasAccount( principal, host, account)”,
“canAccessFile( host, user, access, path)”
and etc. to model access privileges.

b) “attackerLocated( host)” and “hacl( src, dst,
prot, port)” to model network topology, namely,

the attacker’s location and network reachability
information.

c) “vulExists( host, vulID, program)” and “vul-
Property( vulID, range, consequence)” to model
vulnerabilities exhibited by nodes.

2) A node in Nc represents a predicate that codifies the
post attack state as the consequence of an attack step.
We use predicates “execCode( host, user)” and “netAc-
cess( machine, protocol, port)” to model the attacker’s
capability after an attack step. Valid instantiations of
these predicates after an attack will update valid instan-
tiations of the predicates listed in (1).

3) A node in Nr consists of a single rule in the form
p ← p1 ∧ p2, · · ·,∧pn. p as the child node of Nr is
an instantiation of predicates from Nc. All pi for i ∈
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{1 . . . n} as the parent nodes of Nr are the collection of
all predicate instantiations of Nf from the current step
and Nc from the prior attack step.

C. The Lower Layer

This layer uses instances of interactions between services
and the execution environment to obtain evidence unavailable
from systems logs and IDS alerts. We obtain such interaction
instances from systems call logs. This usage is based on our
postulate of missing evidence due to the attackers’ using anti-
forensic techniques, limitation of forensic tools, or zero-day
attacks. Because there are many system calls, we use those
used in [8], listed in the right-hand column of Table 1. Our
abstraction of them appear in the left-hand column of Table 1.
A process making system calls creates dependencies between
itself and other processes, files, or sockets for network con-
nection. We model these dependencies as graphs that we call
object dependency graphs (ODGs), formalized in Definition 3.

Definition 3 (Object Dependency Graph-ODG): The re-
flexive transitive closure of “→ ” defined in Table 1 is an ob-
ject dependency graph. We use the notation ODG=(VO, VE , E)
to represent an object dependency graph, where VO is the set
of vertexes that are composed of objects including Processes P,
Files F or Sockets S; VE is the set of textual event descriptions
listed in the middle column; and E is the set of dependency
edges listed in the left-hand column of Table 1.

D. The Mapping between the Three Layers

The left-hand and right-hand columns in Figure 1 show the
system resource mapping and graph mapping of our model.
We use the resource mapping obtained from the infrastructure
configuration and software deployment to map graphs. To
do so, we add the attacked services as attributes to the
corresponding nodes(vertexes) in LEGs and ODGs, so that
the mapping can match between node attributes of source
and destination graphs. These nodes are either processes,
infrastructure services or tasks that are the entities shown in
the left-column of Figure 1. A LEG is easily mapped to a BPD
by matching the attacked services to the corresponding tasks.
We use depth first search (DFS) method to map an ODG to a
LEG, which is explained in Algorithm 1.

In Algorithm 1, the first for loop colors all object nodes in an
ODG white, marking them as having not been checked. The
second for loop repeatedly calls Find(VO, LEG) function,
where, for a given white node VO, the algorithm attempts to
find the matching Node Nc1 by checking if the attacked service
in the LEG is equal to the attacked service in the ODG(the
pseudo code in Find(VO, LEG) function is Nc.service ==
VO.service). If such a post attack status node Nc1 is found,
the algorithm checks if the attack step between Node VO and
its parent node parent(VO) in the ODG has a mapping attack
step between Node Nc1 and its parent node(s) parent(Nc1)
in the LEG. If there is no such a mapping attack step, the
attack step is added to the LEG. If there is no any matching
post attack status Node Nc1 for node VO, one is added to the

Input: An ODG=(V, VE , E) and a
LEG=(Nr, Nf , Nc, E, L,G).

Output: A LEG integrated with attack paths from the
ODG.

//Color all nodes in ODG WHITE
for each node VO in ODG do

color[VO] ← WHITE
end
//Go through each object in ODG
for each node VO in ODG do

if VO == WHITE then
//Initialize all nodes in LEG white
for each node Nc in LEG do

color[Nc] ← WHITE
end
//Search for the corresponding Nc1 in LEG
Nc1 = Find(VO, LEG)
//If there is such a matching Nc1
if Nc1 6= ∅ then

color(VO)← BLACK
//See if the object’s parent matches
//corresponding Nc1’ s parent
Nc2=Find(parent(VO), LEG)
//If not matching parents,
//add the missing attack step from ODG to
LEG

if Nc2 6= parent(NC1) then
LEG ← Flow(Nc1, VE)
LEG ← Flow(VE , Nc2)

end
end
else

//If there is no such a matching Nc1 in LEG
//Add the new object to LEG
LEG ← VO
color [VO]=GRAY

end
VO =child(VO)

end
end
Function Find(VO, LEG)

//Go through each Nc in LEG
for each post attack status Nc from LEG do

//Check if there is any matching Nc for VO
if Nc.service == VO.service AND
color[Nc] == white then

color[Nc] ← BLACK
return Nc

end
else

color[Nc] ← GRAY
Nc ← the child post attack status node of Nc

end
end
return ∅

Algorithm 1: Mapping an ODG to a LEG
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TABLE I
DEPENDENCIES ARISING OUT OF SYSTEMS CALLS

Dependency Event Description Unix System Calls

process→ file Process modifies file write, pwrite64, rename, mkdir, linkat, link, symlinkat, etc

file→ process Process reads file stat64, lstat6e, fsat64, open, read, pread64, execve, etc.

process↔ file Process uses/modifies file open, rename, mount, mmap2, mprotect etc.

process1→ process2 Process1 creates/terminates Process2 vfork, fork, kill, etc.

process→ socket process writes socket write, pwrite64, etc.

socket→ process process checks/reads socket fstat64, read, pread64, etc.

process↔ socket Process reads/writes/checks socket mount, connect, accept, bind, sendto, send, sendmsg, etc.

socket ↔ socket process reads/writes socket connect, accept, sendto, sendmsg, recvfrom, recvmsg

LEG and the search continues until all nodes in the ODG are
checked(colored).

E. Mission Impact Computation

We propose to use the interval [0,1] to quantify a mission
impact of an attack, computed by using the following steps.

• Compute the impact scores of attacks in a LEG
In a LEG, we use P(a) to represent the impact of attacks
on a service deployed on a host computer. NIST NVD
CVSS published reported vulnerabilities with assigned
impact scores, which we propose to use for each P(a)
if an attack a can be found in NIST NVD. If the attack a
cannot be found in NIST NVD, we suggest using expert
knowledge to assign an impact score to P(a). We use our
previous work [9] to compute a cumulative impact score
of an attack as follows.

P (a) = P (a1) ∪ P (a2) (1)

In Equation 1, a1 and a2 are two attacks on the same
service. P (a1)∪P (a2) = P (a1)+P (a2)−P (a1)×P (a2).

• Assign weight to tasks/missions
A value between [0,1] is proposed as the weight of
mission impacts, indicating the importance of the cor-
responding tasks/missions.

• Map LEGs to BPDs
We map LEGs integrated with missing attack steps to
BPDs so that the mission impact of attacks I(B) on a
business process B is computed using Equation 2.

I(B) = weight× P (B) (2)

In Equation 2, P(B) is the impact of attacks on a business
process B in a BPD. It is computed by using Equa-
tion 3 and Equation 4 respectively, since the mapping
from attacks(represented by a, a1, a2) in a LEG to a
business process(represented by B) in a BPD has two
relationships including one-to-one(Equation 3) or many-
to-one(Equation 4).

P (B) = P (a) (3)

P (B) = P (a1) ∪ P (a2) (4)

• Compute the cumulative mission impact
Mission impact of attacks on each business process(task)
can be computed using Equation 2, Equation 3 and
Equation 4. However, in some cases, the cumulative mis-
sion impact for the final mission is required to estimate
the overall damage, which is computed using the Max
function. We use M to represent the cumulative mis-
sion impact. Correspondingly, in the flow relationships
including sequence and message passing as defined in
Definition 1, M is computed as follows.

– If the tasks B1, B2, . . . , Bn composing of the final
mission B have a sequence relationship.

M(B) =Max(I(B1), I(B2), . . . , I(Bn)) (5)

– If, in the tasks B1, B2, . . . , Bn composing of the
final mission B, there are tasks, say B2, B3, which
have exclusive decision relationship with the prede-
cessor task B1 and the successor tasks B4, . . . , Bn.

M(B) =Max(I(B1), I(B2), I(B4), . . . , I(Bn))

or

M(B) =Max(I(B1), I(B3), I(B4), . . . , I(Bn))
(6)

– If, in the tasks B1, B2, . . . , Bn composing of the
final mission B, there is message passing relationship
between a task B′ from another pool to tasks in this
pool.

M(B) =Max(I(B1), I(B2), . . . , I(Bn), I(B′))
(7)

III. THE CASE STUDY

This section describes our case used to determine the utility
of our model. Figure 2 shows our experimental network
configured to manage the customers’ medical records and their
health insurance policy files. Customers’ medical records are
stored in a MySQL database server deployed in a private cloud.
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Fig. 2. The network example and corresponding attacks

Customers can query the medical records and the policy files
using a web application on a webserver, using valid (username,
password) pairs as an access control mechanism. We built the
cloud on OpenStack, a free and open source cloud system.

We assume that an attacker’s objective is to steal customers’
medical records or prevent service availability. The attacker
can probe deployed web and cloud services looking to find
vulnerabilities that can be exploited to satisfy his/her objec-
tive. Our case study used two such vulnerabilities. The first
vulnerability was the web application not sanitizing user input,
named CVE-89 that created a SQL injection attack to access
customers’ medical records. We played the attacker role that
created the SQL injection query select * from profile where
name=’Alice’ and (password=’alice’ or ’1’ = ’1’), where
profile was the database name, and ’1’=’1’ was the payload
that made the query bypass the password check. The second
vulnerability is named CVE-2015-3241 that allows authenti-
cated users to prevent service availability by first resizing and
then deleting virtual machine instances of OpenStack Compute
(Nova) versions 2015.1 through 2015.1.1, 2014.2.3 and earlier.
We, playing the attacker role, exploited this vulnerability as
a privileged IaaS user by repeatedly resizing and deleting
VM2 that co-resided in the same physical machine as the
database server residing on VM1, which bypassed user quota
enforcement to deplete available disk space. The three kind of
graphs, including a BPD, a LEG and an ODG, generated by
using our experimental example are as follows.

A. The Business Process Diagram

Figure 3 is the constructed BPD. In this BPD, there is
only one pool that has start, end events and two missions
return customer records and return files. The two missions
are fulfilled by tasks visit web application, request customer
records, request files, verify username and password, query
SQL database, query a file, data available and file available
that are represented by boxes. Figure 3 shows parallel fork and
exclusive or gateways represented by diamonds. The exclusion
or gateways have yes and no choices.

B. The Logical Evidence Graph

Table II shows evidence of the SQL injection attack includ-
ing Snort(the IDS we deployed in the experimental network)
alerts and database server access logs. Using timestamps,

corresponding alert content and MySQL general query logs,
we asserted that the attacker used a typical SQL injection
with payload ’1’=’1’. Our IDS failed in capturing the DoS
attack launched by exploiting the vulnerability CVE-2015-
3241 in OpenStack Nova services. Because OpenStack API
logs provide users’ operations of running instances, we used
them to conclude that the user admin (the attacker in our
experiment) was trying to resize and delete the instance VM2
that co-resided in the same physical machine as the database
server (VM1).

We converted the system configuration and the evidence
to Prolog predicates as shown in Figure 4 and Figure 5 as
input files to our LEG reconstruction tool. During the system
runtime, the input files instantiated the rules representing the
generic attack techniques in this tool to correlate constant
predicates representing different items of evidence or system
configuration, forming the LEGs as shown in Figure 6 and
Figure 7 respectively (the notation can be found in Table III
and Table IV). The two LEGs could not be grouped together,
because the attacker’s locations were different. Consider an
attack step (Nodes 3, 7, 8 → 2 → 1 in Figure 7) as an
example. Facts of LEGs are shown in boxes (Nodes 7, 8),
representing network configurations and vulnerabilities as the
evidence prior to the attack step. The consequence fact node
is shown in a diamond (Node 1), representing the evidence
of the post attack status that is derived by applying a rule to
the parent facts (Nodes 7, 8) and the parent consequence facts
(Node 3 obtained from a prior attack step as the attacker’s
stepping-stone to the current attack step). The rule node is
shown in an ellipse representing the attack and connects pre-
attack system status (Nodes 3, 7, 8) and the post attack status
(Node 1).

C. The Object Dependency Graph

To show how to use system call sequences to construct
an ODG, we simulated an attack without triggering IDS
alerts in our experimental network. We assume the attacker
used a social engineering attack to obtain a legitimate user’s
(username, password) pair to log into the file server using ssh.
In our experiment, the legitimate user’s name is gmu. The
corresponding server log showed that the attacker stole the
user gmu’s credentials. We used the right column in Table 1 to
filter system calls and used dependency rules listed in the left
column of Table 1 to construct an ODG as shown in Figure 8,
showing the attacker modified the policy file in the file server.
In this figure, the two objects attacker and file in fileserver are
represented by boxes, and the rule modify is represented by an
ellipse. Figure 8 was mapped the LEG in Figure 6, showing the
attacker from the Internet could attack the file server by using
stolen credentials and attack the database server by using a
SQL injection attack (figure omitted due to space limitations).

D. Mission Impact Computation in Our Case Study

The impact score of each attack step in Figure 6, 7 and 8 is
shown in Table V, where two impact scores of CWE-89 and
CVE-2015-3241 are obtained from NIST NVD CVSS. The
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Fig. 3. The BPD of customers’ retrieving their medical records and policy files

TABLE II
THE SNORT ALERT AND DATABASE SERVER LOG OF SQL INJECTION ATTACK

Time Stamp Machine IP Address/Port Snort Alert and Database Server Access Log

Attacker 129.174.124.122

06/13-14:37:27 web server 129.174.124.184 SQL injection attack(CWE-89)

13/Jun/2017:14:37:34 Database server 129.174.124.35 Access from 129.174.124.184

TABLE III
THE NOTATION OF ALL NODES IN FIGURE 6

No. Notation of all nodes

1 execCode(database, )

2 RULE 2 (remote exploit of a server program)

3 netAccess(database,tcp,3306)

4 RULE 5 (multi-hop access)

5 hacl(webServer,database,tcp,3306)

6 execCode(webServer,apache)

7 RULE 2 (remote exploit of a server program)

8 netAccess(webServer,tcp,80)

9 RULE 6 (direct network access)

10 hacl(internet,webServer,tcp,80)

11 attackerLocated(internet)

12 networkServiceInfo(webServer,httpd,tcp,80,apache)

13
vulExists(webServer,’directAccess’,httpd,

remoteExploit,privEscalation)

14 networkServiceInfo(database,httpd,tcp,3306, )

15
vulExists(database,’CWE-89’,httpd,

remoteExploit, privEscalation)

/* the initial attack location and final attack status*/
attackerLocated(internet).
attackGoal(execCode(database,user)).

/* the network access configuration*/
hacl(internet, webServer, tcp, 80).
hacl(webServer, database, tcp, 3306).

/* configuration information of webServer */
vulExists(webServer, ’directAccess’, httpd).
vulProperty(’directAccess’, remoteExploit, privEscalation).
networkServiceInfo(webServer , httpd, tcp , 80 , apache).

/* the vulnerability of the web application */
vulExists(database, ’CWE-89’, httpd).
vulProperty(’CWE-89’, remoteExploit, privEscalation).
networkServiceInfo(database , httpd, tcp , 3306, user).

Fig. 4. Prolog predicates for SQL injection

impact scores in NIST NVD CVSS are based on a [0, 10]
scale, which we converted to a [0,1] interval scale. Because
our example does not have services attackable using multiple
methods, equation (1) is not used in our LEGs.

We mapped all attacks shown in Figures 6, 7 and 8 to the
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/* the initial attack status of being an iaas user and the final
attack status*/
attackerLocated(iaas).
attackGoal(execCode(nova,admin)).

/*the cloud configuration, the “ ” represents any protocol and
port*/
hacl(iaas,nova, , ).

/* the vulnerability in nova */
vulExists(nova, ’CVE-2015-3241’, ’REST’).
vulProperty(’CVE-2015-3241’,remoteExploit, privEscalation).
networkServiceInfo(nova , ’REST’, http, , admin).

Fig. 5. Prolog predicates for DoS attack

Fig. 6. The LEG of SQL injection attack toward the database

TABLE IV
THE NOTATION OF ALL NODES IN FIGURE 7

No. Notation of all nodes

1 execCode(nova,admin)

2 RULE 2 (remote exploit of a server program)

3 netAccess(nova,http, )

4 RULE 6 (direct network access)

5 hacl(cloud,nova,http, )

6 attackerLocated(cloud)

7 networkServiceInfo(nova,’REST’,http, ,admin)

8
vulExists(nova,’CVE-2015-3241’, ’REST’,

remoteExploit,privEscalation)

Fig. 7. The LEG of DoS attack toward the database server

Fig. 8. The attackers using social engineering attack to modify a file in the
fileserver

BPD in Figure 3, and calculated the mission impact of the
three attacks as shown in Table VI, where different weights
were given respectively. Based on Table VI and the BPD in
Figure 3, the cumulative mission impacts were also calculated
and listed in Table VII. Table VI shows that SQL attack on
the task of verifying username and password in the database
server is considered to have a higher mission impact than the
DoS attack toward the database server(on the task of data
available) and using social engineering to modify policy files
in the file server(on the task of verify username and password
in the file server). Table VII shows that the mission impact of
attacks on the customers’ medical records is higher than the
attack on the policy files.

IV. RELATED WORK

Modern-day attackers tend to use multi-step, multi-stage
attacks to impact important services protected using complex
mechanism. Researchers have proposed and designed models
to estimate the mission impacts of such attacks. Sun et
al. proposed using a multi-layered impact evaluation model
to estimate the mission impacts [10]. In this multi-layered
model consisting of four layers, a lower vulnerability layer
is mapped to an asset layer, and then to a service layer, which
finally maps to the mission layer, where the mission impacts
are calculated by using vulnerabilities’ CVSS scores and
the relationships between missions to the lower level assets,
services and vulnerabilities. Another group of researchers, Sun
et al., combined mission dependency graphs with attack graphs
generated by an attack graph generation tool MulVAL [11] to
estimate the attack mission impacts in the clouds [4]. Noel
at el. designed a cyber-mission impact assessment framework
by leveraging BPMN and their attack graph generation tool
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TABLE V
THE CVSS IMPACT SCORES

Symbol Representation Attack Step Attack Attack Impact

N1 Figure 6: (3,14,15)→ 2 → 1 CWE-89 0.9 (from NIST NVD)

N1′ Figure 7: (3,7,8)→ 2→1 CVE-2015-3241 0.69 (from NIST NVD)

Ns Figure 8: 1→ 2→ 3 Social Engineering 0.5 (expert knowledge)

TABLE VI
THE MISSION IMPACT SCORES

Symbol Representation Server Task Weight Mission Impact

A Database Server Verify Username and Password 1 I(A) = 1× P (N1) = 1× 0.9 = 0.9

B Database Server Data Available 0.9 I(B) = 0.9× P (N1′) = 0.9× 0.69 = 0.621

C File Server Verify Username and Password 1 I(C) = 1× P (Ns) = 1× 0.5 = 0.5

TABLE VII
THE CUMULATIVE MISSION IMPACT

Symbol Representation Server Mission Cumulative Mission Impact

D Database Server Return Customer Records M(D)=Max(I(A),I(B))=Max(0.9,0.621)=0.9

E File Server Return Files M(E)=Max(I(C)) =Max(0.5)= 0.5

named Topological Vulnerability Analysis (TVA) [12] that
combines an exploit knowledge base and a remote network
scanner, analyzing all potential attack paths leading to attack
goals to evaluate potential mission impacts [3], [4]. However,
these approaches use vulnerabilities collected from the bug-
report community such as NIST NVD to assess the impacts
of attacks. These do not scale to large infrastructures or zero-
day attacks.

Forensics researchers have proposed using reasoning on
collected evidence from attacked infrastructures using evi-
dence correlation rules to reconstruct the attack scenarios. The
objective of this work has been to reconstruct criminal or
unauthorized actions shown to be disruptive to missions [7],
[13]. To reconstruct attack scenarios that have legal stand-
ing, we integrated a Prolog logic tool, MulVAL, with two
databases, including a vulnerability database and an anti-
forensic database, to ascertain the admissibility of evidence
and explain missing evidence due to attackers’ using anti-
forensics [8]. We also expanded their work by using system
calls to reconstruct the missing attack steps due to missing
evidence in the higher application levels, and using Bayesian
Network to estimate the experts’ belief on the reconstructed
attack scenarios [14]. However, no researchers have pro-
posed any method to estimate the mission impacts of attacks
launched toward an enterprise’s infrastructure, which leaves a
gap between the mission impact analysis and forensic analysis.

V. CONCLUSION

In this preliminary work we proposed a three-layered
graphical model to quantify mission impacts of cyber-
attacks computable using forensic techniques. We did so
by reconstructing attacks based on available evidence from

attack logs and system call sequences when logs did not have
requisite evidence for attack steps. We used attack impact
scores published in the NIST NVD CVSS and expert opinions
when such numbers are unavailable. We then mapped the
attacks to higher-level business processes and considered
their importance weight for business processes to compute
the impacts of cyber-attacks on missions.

DISCLAIMER
This paper is not subject to copyright in the United States.

Commercial products are identified in order to adequately
specify certain procedures. In no case does such an identifica-
tion imply a recommendation or endorsement by the National
Institute of Standards and Technology, nor does it imply that
the identified products are necessarily the best available for
the purpose.
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Abstract. Most modern electronic devices can produce a random num-
ber. However, it is difficult to see how a group of mutually distrusting 
entities can have confidence in any such hardware-produced stream of 
random numbers, since the producer could control the output to their 
gain. In this work, we use public and immutable cryptocurrency smart 
contracts, along with a set of potentially malicious randomness providers, 
to produce a trustworthy stream of timestamped public random numbers. 
Our contract eliminates the ability of a producer to predict or control 
the generated random numbers, including the stored history of random 
numbers. We consider and mitigate the threat of collusion between the 
randomness providers and miners in a second, more complex contract. 

1 Introduction 

Most modern computing devices can produce secure random numbers. However, 
there are applications which require that many parties share and trust some 
source of random numbers. For example, running a lottery requires some trust-
worthy source of public random numbers. In the rest of the paper, we define 
a lottery abstractly as any mechanism that randomly picks a proper subset of 
elements from some larger set. It is necessary to ensure that the chosen subset 
cannot be predicted (before some published time), controlled (deliberately set), 
or influenced (biased toward values that are more desirable for some party). 
The interesting research question is: how can we get trustworthy public random 
numbers sampled from a uniform distribution, especially when the producer of 
random numbers has a financial incentive to cheat? 

Currently an individual ‘beacon’ service, a public producer of randomness, 
may use specialized hardware setups and cryptography to reduce the possibil-
ity of the numbers to be compromised [3]. However, the ability to control the 
numbers (by the beacon owner or some attacker that has compromised the bea-
con) may remain. What is needed is a consensus protocol for a set of mutually 
distrusting entities to collaborate to produce a trustworthy stream of publicly 
available random numbers. 

Our solution is to create an Ethereum3 [22] smart contract, called a light-
house, which implements a beacon service while taking as input random num-

3 Any mention of commercial products is for information only; it does not imply 
recommendation or endorsement by NIST. 
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bers from one or more external and potentially malicious randomness producers. 
To produce the lighthouse output, we combine producer input with blockchain 
hashes while forcing producers to commit to future values. In creating the dis-
tributed consensus protocol, we leverage the security capabilities associated with 
smart contracts and blockchains along with a novel commitment system we call 
Merlin chains (which mitigates a vulnerability common in other systems). Our 
lighthouse service’s timestamped random outputs are published on the Ethereum 
blockchain, which ensures their immutability and their public visibility. This 
merging of beacons, smart contracts, and blockchains enables the production of 
public random numbers at an extremely high level of security, even when as-
suming the presence of powerful malicious actors in the system (as long as all 
participating actors aren’t malicious). 

We provide two main proposed designs: 

1. A single-producer contract which provides security against control or 
influence from the randomness producer or a large coalition of miners com-
peting in the digital currency system, but not against both. 

2. A multiple-producer contract which provides security against control or 
influence from all k of the randomness providers colluding, or a large coalition 
of miners conspiring with k − 1 of the randomness providers. 

Both designs publish random numbers along with a time before which the 
random number could not have been predicted by any entity, thus eliminat-
ing prediction attacks. With these designs, we have provided a solution for the 
trustworthy public production of streams of immutable public random numbers. 
Finally, we create such a contract and empirically test it on the Ethereum test 
network using both the single and multiple producer models. 

Usage of lighthouse services can greatly benefit any public lottery so that 
selection of random numbers is no longer done behind closed doors, where the 
public has to trust that no cheating is taking place. Lotteries enable a limited 
set of resources to be fairly chosen for, or distributed to, a set of customers. 
Among many other areas, their uses include school placements, dorm rooms 
allocations, gambling, military drafts, jury duty, immigration applications, elec-
tion site auditing, and large public financial games run by governments. The 
utility of a beacon extends far beyond lotteries, but a complete discussion of 
those applications is outside the scope of this paper. 

Different types of public lotteries are more or less sensitive to the three at-
tack types mentioned previously: prediction, control, and influence. For example, 
with election site auditing an attacker primarily wants to ensure that the elec-
tion sites chosen for auditing do not correspond to the compromised sites. The 
attacker then primarily wants influence to change the sites chosen for audit if 
the unmodified result is going to include a compromised site. However, in a gam-
bling scenario, the attacker probably wants to predict the winning number or, 
even better, control the result. Our approach must mitigate all three types of 
attack. 

The rest of this paper is organized as follows. Section 2 discusses previous 
and related work. Section 3 discusses background information. Section 4 provides 
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partial solutions that build towards our final solution. Section 5 describes our 
design for a single producer contract. Section 6 describes our multiple producer 
contract; Sect. 7 discusses our empirical work; and Sect. 8 concludes. 

2 Previous and Related Work 

The original idea of a beacon (a public service that publishes signed, times-
tamped random numbers) comes from Rabin [16]. More recently, in [11], Fischer 
et. al. propose the usefulness of a beacon service, and describe the NIST beacon. 
They also propose a general protocol to allow many beacons to be used together 
to decrease required trust in a single TTP/point of failure, and describe some 
practical applications for a beacon service. There have also been many attempts 
to find verifiable public random numbers for use in other applications, such as 
election auditing [10] and the choice of parameters in cryptographic standards 
[7]. 

The simplest way to build a beacon is to simply set up a trusted machine, 
which generates and signs timestamped random numbers. Existing services such 
as the NIST Beacon [3] and the beacon-like random.org [6] follow this approach. 
For many applications of a beacon, this provides sufficient practical security. 
However, it has a single point of failure – the owner of the beacon (or anyone 
who compromises the trusted machine on which the beacon is running) can 
influence or predict future random numbers4 . 

2.1 Entropy from the Environment 

In order to avoid a single point of failure or trust, many people have tried to use 
unpredictable data from the world to generate public random numbers. In order 
to be useful, these numbers need to be public, widely-attested, and not under 
anyone’s control. 

In [10], the authors consider using financial data as a source of randomness, 
particularly for election auditing, and use existing tools from finance to estimate 
the entropy and difficulty of influencing these numbers. [7] considers the use 
of public financial lotteries to generate random numbers (intended for use in 
defining cryptographic standards). [8] uses the hash of a block from the Bitcoin 
blockchain and analyzes the cost of exerting influence on these random numbers 
by bribing miners to discard inconvenient mined blocks. Our approach uses block 
hashes in a related way and we have to consider similar attacks. 

2.2 Combining Randomness from Multiple Parties 

Still another approach is to combine random values from multiple sources, with 
the goal of getting a trustworthy public random number if enough of the con-
4 The NIST Beacon’s published format includes features to mitigate some attacks–for 
example, the beacon operator cannot directly control the beacon outputs, as they’re 
the result of a SHA512 hash. However, he can predict and influence future random 
numbers. 

Kelsey, John; Mell, Peter; Shook, James.
”Cryptocurrency Smart Contracts for Distributed Consensus of Public Randomness.”

Paper presented at 19th International Symposium on Stabilization, Safety, and Security of Distributed Systems, Boston, MA, United States.
November 6, 2017 - November 8, 2017.

SP-306



tributors are honest. This may be done by first collecting commitments from 
participants5, and then asking each participant to reveal their commitments. 

For example, if Alice and Bob want to each furnish a part of a shared random 
number, Alice generates random number RA and publishes hash(RA), while Bob 
generates RB and publishes hash(RB ). After both commitments are published, 
Alice and Bob reveal their random numbers, and agree to use RA ⊕ RB as their 
shared random number. (This is referred to as a commit-then-reveal protocol.) 
The generic attack against this kind of scheme is for Alice to wait until Bob has 
published RB , and then decide whether she likes the resulting random number 
or not. If not, she can “hit the reset button,” claiming to have suffered a system 
failure that caused her to lose RA. If this leads to the shared random number 
being generated again in an actual random way (even in a way that excludes 
Alice), she has now exerted some influence on the shared random number. 

Commit-Then-Reveal Approaches The new NIST Beacon format [12] has a pre-
commitment field intended to allow for combining of beacons using a commit-
then-reveal protocol. However, preventing the ‘hit the reset button’ attack is 
left to be handled by reputation–a beacon that skips providing an output often 
will get a reputation for unreliability. The Randao [4] is an Ethereum service 
that tries to solve this problem by requiring each party that contributes a com-
mitment to also post a performance bond. Anyone who refuses to reveal their 
random number forfeits the bond. [19] describes an elaborate set of protocols to 
use verifiable secret sharing and Byzantine agreement to generate public random 
numbers from 3k independent participants, so that the shared random numbers 
will be trustworthy (and impossible to prevent from being published) so long as 
at least k + 1 participants are trustworthy. 

Variants Using Slow Computations [13] takes a different approach to combin-
ing contributions from multiple parties. Contributions from the public as well 
as environmental inputs from a public video camera are hashed together and 
the hash is published. The inputs are fed into an inherently sequential compu-
tationally slow hash function, and much later after the hash is computed the 
result is published. Since nobody could have known the result of the slow hash 
function when the inputs were hashed and published, nobody could have influ-
enced the output by deciding what or whether to send an input in. A related 
approach is considered in [9], in which a computationally slow function is used to 
produce shared random numbers from Bitcoin or Ethereum block hashes while 
preventing miners from influencing the resulting random numbers. The same 
paper describes a set of protocols for ensuring that the computationally slow 
function is correctly computed, and considers the necessary financial rewards for 
incentivizing participants to keep verifying the correctness of the computation. 
Another related possibility to prevent an attacker “hitting the reset button” is 
to use time-lock puzzles, as described in [17]. If Alice publishes TL(RA), where 

5 Without these commitments, Alice can always wait for Bob to publish a random 
number, and then choose hers to control the resulting shared value. 
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TL() is a time-lock scheme with a minimum time to unlock of one hour, and 
then five minutes later all parties reveal their random numbers, the attack is 
prevented. Even if Alice wants to hit the reset button (refuse to publish her 
number to stop the beacon from publishing), she can only delay knowledge of 
the shared random number for one hour. 

Merlin Chains In this paper, we describe still another approach, called a Merlin 
chain, to address this problem by giving participants a way to credibly commit to 
being able to recover their ‘lost’ random numbers after hitting the reset button. 
This is an example of a common situation, in which a party in a protocol becomes 
more capable by restricting its future freedom of action6 . 

3 Background 

Beacons are entities that produce a stream of random numbers [16] (see [3] for 
a currently-operating example). Each time a beacon releases a random number, 
it is called a ‘pulse’. Beacons have three properties: 

1. A beacon will put a random number R, unpredictable to anyone outside the 
beacon itself, in each message. 

2. A beacon will never release a signed random number with a timestamp T 
before time T (so nobody outside the beacon could have known the random 
number earlier than that time). 

3. A beacon will emit only one random number for each timestamp T . 

In order to be useful, the outputs from a beacon must be publicly available 
and must be immutable. A beacon pulse may have many fields, but only two are 
really essential: the random number, R, and the timestamp, T . 

Blockchains are immutable digital ledger systems and were first used for 
digital cash with Bitcoin [15]. Each ‘block’ contains a set of transactions as 
well as the hash of the previous block (thus forming the ‘chain’). They can be 
implemented in a distributed fashion (without any central authority) and enable 
a community of users to record transactions in an immutable public ledger. 
This technology has undergirded the emergence of cryptocurrencies where digital 
transfers of money take place in distributed systems; it has enabled the success 
of currencies such as Bitcoin [15] and Litecoin [2]. In such systems, a community 
of ‘miners’ maintain a blockchain by competing to solve a mathematical puzzle. 
The solution is evidence that the miner is performing computation, and for this 
reason such system are called ‘proof-of-work’ systems. The ‘miner’ that solves 
the current puzzle can then publish the next ‘block’ which contains recent digital 
cash transactions. The winning miner receives a block award and may receive fees 
from included transactions, both in terms of the applicable electronic currency. 
Some blockchains use other techniques, such as consensus among trusted nodes, 

6 A more general version of this idea appears in [18], applied to many real-world 
situations that can be modeled by game theory. 
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proof-of-stake, or proof-of-storage. Without modification, our protocol will work 
only with ‘proof-of-work’ systems. 

Ethereum [22] is a blockchain-based cryptocurrency that supports ‘smart 
contracts’. Contracts are programs whose code and state exist on the public 
blockchain and they can both send and receive funds while performing arbitrary 
computations. They can act as a trusted third party in financial transactions, 
since the code is public but immutable. The programming language used for 
contract transactions, Solidity [5], is limited in functionality but is Turing Com-
plete [20]. Ethereum charges a fee for contract execution, called ‘gas’. The orig-
inator of any transaction must pay this fee or the transaction aborts. There is 
a maximum gas limit, currently 3 000 000, to prevent computationally expensive 
programs from being submitted to the Ethereum miners (since each miner will 
execute each transaction in parallel). 

3.1 Merlin Chains 

In the rest of this paper, we use a sequence of unpredictable numbers we call a 
Merlin chain7. This is a (usually long) sequence of values where every value Vx is 
the hash of the value with the next higher index Vx+1 (i.e., Vx = SHA3(Vx+1)). 
This use of a hash function then provides a series of random values taken from 
a uniform distribution but where each value is related to the previous value 
(because the current value is created by hashing the previous value). 

A Merlin chain has three important properties: 

1. An attacker who has seen all previous entries (V0,1,2,...,j−1) in the Merlin 
chain cannot predict anything about the next entry (Vj ). 

2. Each entry in the chain works as a commitment to the next entry in the 
chain. Once an entity has revealed V0, it has no valid choice except to follow 
this with V1, then V2, and so on. 

3. By storing Vn offsite, the entity revealing the chain entries can guarantee 
that even a catastrophic hardware or software failure will not prohibit the 
production of chain values (as would happen were the chain data lost). 

The most important feature of the Merlin chain is that it takes away the 
choices of the entity using it, while still allowing that entity to produce numbers 
(unpredictable to everyone else). For the user of the Merlin chain, “Everything 
not forbidden is compulsory”[21]. 

4 Preliminary Approaches 

In this section, we describe some plausible-sounding strategies to make a beacon. 
These approaches don’t work but will build towards our proposed solution, thus 
motivating our design choices in the rest of the paper. 

7 The Merlin Chain is named after the character of Merlin in T.H. White’s The Once 
and Future King [21], who lives his life backwards in time. 
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4.1 Block hashes 

Each block in the Ethereum blockchain is hashed using 256-bit SHA3 and this 
result is published on the blockchain along with a timestamp. This meets our 
definition of a beacon in Sect. 3 and one might consider using these hashes 
as a source of public randomness. However, in this case it turns out that it is 
possible for the Ethereum miners to influence the beacon results. Consider the 
situation where a coalition controlling a fraction F of all the processing power 
of the Ethereum miners is working to predict, control, or influence a block hash. 
Predicting the block hash would require knowing all transactions to be included 
in the blockchain up to and including the block whose hash will be used for a 
random number. Thus, prediction a very short time in advance is sometimes 
possible for a coalition of miners but prediction far in advance would require 
control of the whole mining pool and a very visible-to-the-world denial of service 
attack on the transactions submitted to Ethereum. With respect to control, it’s 
clear that even when F = 100 %, there is no way for the coalition to control the 
value of the block hash, since it’s the output of a hash function. 

However, influencing the block hash is quite feasible. Consider a coalition 
controlling F % of the total mining power, which wants to force a single bit of 
the block hash to be a one. The coalition members attempt to mine the next 
block, but when they reach a valid proof of work (so that they’ve successfully 
mined a block) they check to see whether the resulting block hash has the desired 
bit set. If not, they simply throw the block hash away and keep trying to mine 
the next block. Table 4.1 shows the result of simulating this attack, for various 
fractions of mining power controlled by the coalition. 

Table 1. Extent to which a coalition of miners can influence one bit of the block hash 

Fraction of Bias in 
processing power targeted bit 
in coalition 

5 % 0.01 
10 % 0.03 
20 % 0.06 
30 % 0.09 
40 % 0.13 
50 % 0.17 

As the table shows, even a coalition with only 10 % of the miners’ processing 
power can impose a potentially significant amount of bias on a selected bit of 
the block hash, causing the selected bit to have probability 0.53 of being a one. 

4.2 Adding a Producer of Randomness 

The above analysis demonstrates why the block hash alone cannot be used as a 
public source of randomness. We now consider adding an external producer of 
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randomness, moving us closer to a useful solution. The producer sends a random 
number V , and then the contract produces an output R = SHA3(H k V ), where 
H is the block hash of the previous block. If the producer does not reveal V until 
the block hash is calculated, the miners no longer can exert any influence over 
R. However, in this scenario the producer can choose V after H is generated and 
thus influence R. In addition, this influence is greater since it is very easy for 
the producer to compute many R values by simply changing the V input (it is 
much harder for the miners because to compute a new candidate R value they 
must create a blockchain block that wins the current block competition). 

Our solution to these residual security issues is for the contract to require the 
producer to generate V prior to H being computed. It does this by requiring that 
the producer submit the hash of V before it records the value of H to be used. 
Then only after H is computed by the miners, the producer submits V to the 
contract. The contract can check that this is the value the producer committed 
to upfront by simply hashing V . The miners can’t influence R because they don’t 
know V when computing the block hash. The producer can’t influence R because 
it can’t know the block hash when initially committing to a V value (when it 
sends the hash of V to the contract). The next sections more formally present 
this approach and handle a variety of security issues that arise (including the 
possibility that the producer and miners might collaborate to circumvent the 
security architecture). 

5 Single Producer Contract 

In this section we present a contract whose input comes from a single producer 
and whose output is a beacon. It is designed to produce a 32-byte random number 
on the blockchain with a maximum frequency of about once every 30 seconds 
(more precisely once every other Ethereum block). To maximize the usability of 
the provided beacon service, we recommend that the producer provide input to 
the contract at some fixed interval greater than 30 seconds. 

The producer will provide unpredictable values from a Merlin chain, and 
so must pre-compute all inputs that will be provided to the contract for its 
lifetime. Let n represent the chosen number of input values. The value Vn is 
chosen randomly, Vn−1 = SHA3(Vn), Vn−2 = SHA3(Vn−1) and so on until the 
computation of V1. The Merlin values are released to the contract starting with 
V1 (the reverse of the order in which they were generated). 

The function B() will provide the block number in which some input or out-
put is processed by the contract. The function BH() provides the block hash of 
some block number. Lastly, the function timestamp() provides the Ethereum 
timestamp for some block. 

The producer will periodically provide the contract some message containing 
a Vx value along with a timestamp Ux. The contract in response may produce 
a random value Rx and a timestamp Tx (note that in certain circumstances 
the contract may not publish an Rx value). Tx will be the time before which 

Kelsey, John; Mell, Peter; Shook, James.
”Cryptocurrency Smart Contracts for Distributed Consensus of Public Randomness.”

Paper presented at 19th International Symposium on Stabilization, Safety, and Security of Distributed Systems, Boston, MA, United States.
November 6, 2017 - November 8, 2017.

SP-311



no entity could have predicted Rx, including the producer (usually this will be 
about 30 seconds prior to Rx being publicly released). 

The core idea is that for each message (containing some Vx) received from 
the producer, the contract will attempt to generate Rx using as input both an 
Ethereum block hash and Vx. The block hash used will be one that was generated 
after Vx−1 was submitted to the contract but before Vx was submitted. This 
way the miners can’t know Vx when the relevant block hash is created and they 
can’t then influence Rx (assuming that the producer and a group of miners 
are not colluding). Likewise, the producer can’t influence Rx because Vx was 
predetermined by the submission of Vx−1 and this was done before the relevant 
block hash was generated. Tx is then generated by taking the minimum of Ux−1 

and the Ethereum timestamp for the block in which Vx−1 was submitted (taking 
the minimum eliminates malicious producers from being able claim a Merlin 
value was revealed later than it was revealed). The actual protocol is slightly 
more complicated (to account for unexpected input, messages submitted too 
early, and Ethereum implementation issues). It is outlined below. 

5.1 Single Producer Protocol 

For each message, with associated Vx and Ux values, the contract checks the 
following prior to accepting the input: 

1. The message must come from the Ethereum address registered in the con-
tract as the one pertaining to the producer. 

2. Vx must be the next value on the producer’s Merlin chain (i.e., Vx−1 = 
SHA3(Vx)). This ensures that the producer can’t influence Rx. 

However, Vx is not considered ‘valid’ for producing a random number, Rx, 
and a timestamp, Ux, unless the following hold (assume that Ry is the last 
produced R value, usually Rx−1): 

1. The block number in which Vx is processed by the contract must be at least 
2 more than the block number where the last valid V value was processed 
by the contract8 (i.e., B(Vx) ≥ B(Ry)+2). This ensures that the miners can’t 
use the block hash to influence Rx (since miners can discard a block after 
computing the block hash). 

2. The contract must have access to BH(B(Ry)+1). The contract will retrieve 
this given any activity (either from the producer or any customer retrieving 
random numbers) but Ethereum only provides access to the blockhashes for 
the last 256 blocks. If this is not available9, the contract will output a public 

8 The producer can ensure this is always true by verifying that it doesn’t send the 
next (Vx, Ux) message until it has seen at least one block go past on the blockchain 
since the last random output. 

9 This availability could be ensured by setting up another provider which does nothing 
except send a message to the lighthouse contract once every 256 blocks (since block-
hashes produced more than 256 blocks in the past are irretrievable in the Ethereum 
system). 
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error log message and reset the block hash used to be the one from the next 
Ethereum block (i.e., BH(B(Vx)+1).) 

If these conditions are satisfied, Rx and Tx are generated according to the 
following formulas: 

Rx = SHA3(Vx k BH(B(Ry) + 1)) (1) 

Tx = min(timestamp(B(Ry)), Ux) (2) 

Figure 5.1 provides an example of two valid messages arriving to the contract 
and shows how the contract uses them to generate R and T values. In the figure, 
we use bx to represent the block number at which some Vx arrived to the contract. 

Fig. 1. The Single Producer Protocol 

5.2 Mitigated Security Flaws 

We now analyze different attack scenarios and discuss how they are mitigated: 

1. The producer might try to use Vx to influence Rx. However, this won’t work 
because Vx is fixed based on Vx−1 and the block hash used was generated 
after Vx−1 was revealed. 

2. The producer might try to delay sending Vx to influence Rx. This was possi-
ble in earlier designs where the block hash used for Rx was the one prior to 
Vx. In this case, the producer could watch the block hashes being produced 
and then quickly issue a pulse after a desirable block hash was published on 
the blockchain. We mitigated this by fixing the block hash to be used to be 
BH(B(Ry)+1). 
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3. A producer could purposefully submit a message too early. However, the 
message is rejected as invalid and this simply updates the Merlin value V 
stored on the contract (which is fine since the relevant block hash has not 
yet been generated). 

4. Because of a design limitation in the Ethereum Solidity language, the con-
tract is only able to retrieve up to the last 256 block hashes (about 68 minutes 
of blockchain operation). The threat is that prior to revealing Vx, a producer 
might calculate Rx and find it undesirable. The producer may then wait 256 
blocks prior to releasing Vx so that the correct blockhash can’t be retrieved. 
This effectively changes the result since the contract can no longer retrieve 
the block hash BH(B(Ry)+1). We mitigate this by enabling the contract to 
retrieve the block hash during any transaction (including customer retrieval 
of V values). Thus, even if the producer waits, other activity will enable 
the contract to retrieve the needed value within the period of availability. If 
this does not happen, the contract emits an error log and resets the block 
hash used to be one not yet generated. To strongly mitigate this problem 
for little used beacons, the contract owner should arrange for some party to 
access the contract at least every 256 blocks to ensure that the block hash 
is retrieved within the time constraints. 

5. Miners (not collaborating with the producer) may try to affect Rx by throw-
ing out discovered blocks that have block hashes that will produce unde-
sirable random numbers. However, miners must compute the block hash to 
be used, BH(B(Ry)+1), prior to Vx being revealed and thus this won’t work. 
This is why the block number in which Vx is processed by the contract must 
be at least 2 more than the block number where the last valid V value was 
processed by the contract. Note that a separate vulnerability arises if one 
uses the block hash of the block where the last V value was processed and 
so that was not available as an option. 

6. The contract owner has only the ability to register and de-register the pro-
ducer. De-registration only occurs after a set number of blocks (eliminating 
the possibility of the contract owner seeing a revealed Vx value message and 
trying to remove the producer before the contract processes it). With respect 
to registering a producer, its first message is used only to set the initial Vx 

Merlin value and so registration can’t be used to influence or control the V 
values. 

7. An attacker could compromise the producer but they would still have to 
produce the values on the pre-determined Merlin chain. To influence the 
results they would have to collaborate with a group of miners (this attack is 
discussed in the next section). 

8. The producer who has sent some Vx can predict an Rx+1 after the next block 
hash has been calculated. Our mitigation of this is for the contract to publish 
Tx+1 which indicates at what time the producer could have predicted Rx+1 

(this is usually less than a minute in the past). 
9. Since the producer can predict the next R value, it may not send some Vx 

because revealing it will generate an Rx that is deemed undesirable (e.g., the 
producer made a bet on the outcome). However, then it must stop producing 
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any values because the contract will wait for Vx. We mitigate this by requiring 
producers to keep an offsite backup copy of their Merlin chain. This does not 
stop a producer from refusing to reveal Vx. However, it does eliminate their 
ability to claim an inability to reveal due to a hardware failure or natural 
disaster. This weakness could be more strongly mitigated in future work by 
requiring the producer to submit a timelock puzzle [17] along with each V 
value. Such puzzles would allow contract customers to perform an expensive 
computation on a Vx−1 to reveal any Vx withheld by the producer. The 
producer couldn’t lie at the right moment because they can’t predict an Rx 

when sending in a Vx−1 (and lying in general is easy to detect by solving the 
timelock puzzle). 

5.3 Residual Security Flaw 

The remaining security flaw is that the producer (or an attacker that has com-
promised the producer) may collaborate with a set of miners to attempt to 
influence, but not control, Rx. The malicious producer would provide the collab-
orating miners the value Vx, enabling them to compute a candidate Rx if they 
successfully mine block B(Ry)+1. If this is a desirable outcome, they publish 
the completed block to the mining community. If not, they discard the com-
pleted block and lose the associated block reward and transaction fee funds. We 
mitigate this attack with our multiple producer contract. 

6 Multiple Producer Contract 

The multiple producer contract permits multiple producers to submit values to 
mitigate the possibility of a single producer collaborating with a group of min-
ers. Each producer is handled independently using the single producer protocol 
from Sect. 5.1 (with some exceptions) and the contract maintains a beacon inde-
pendently for each producer. When all beacons have pulsed, the contract pulses 
R and T values derived from the combination of beacon pulses. We call this 
combined output a lighthouse pulse. We change our notation to handle multiple 
producers as follows. We identify each producer with an integer, add this as a 
subscript to each variable, and let each variable refer to its most recent value. 
Thus, R1 references the most recent R value for producer 1. We use RL and TL 

to refer to the most recent lighthouse output. 
The contract handles each producer using the single producer protocol from 

Sect. 5.1 with the following exceptions (that force the beacons to progress in a 
lockstep manner): 

1. Once pulsed, beacons are not allowed to pulse again until the lighthouse 
pulses. If a producer sends additional messages prior to the lighthouse pulse, 
they are marked as invalid. 

2. The ‘Ry ’ references in Sect. 5.1 now correspond to the RL values produced 
by the lighthouse (not the particular producer’s beacon). This causes all 
beacons to use the same block hash for each beacon pulse. 
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Once all beacons have pulsed, the lighthouse pulses as follows: 

RL = R1 ⊕ R2 ⊕ ... ⊕ Rm (3) 

where ⊕ is exclusive or (XOR) and m represents the number of participating 
beacons. This has the convenient feature that the lighthouse output using only 
a single producer is identical to that producer’s beacon output. 

TL = max(T1, T2, ..., Tm) (4) 

While not necessary, the lighthouse will work more efficiently if all producers 
synchronize their time (e.g., using the Network Time Protocol [14]) and issue 
messages at some agreed upon interval. 

Each producer’s beacon follows the single producer protocol and thus has 
the same security advantages. The small exceptions to the protocol in Sect. 6 
do not affect the per beacon security analysis. Each beacon is still secure unless 
both the producer and a group of miners collude. The small exceptions cause the 
beacons to produce in lockstep. Due to the common block hash used, no beacon 
can predict the lighthouse output until after the block hash has been calculated 
(at which point the potentially malicious beacon has already committed to its 
next value). 

This leaves open the possibility that a set of t malicious producers could 
collaborate on which will refuse to reveal in order to try to manipulate 2t bits. 
However, any such activity will be publicly viewable, will cause the lighthouse to 
stop production, and cause the contract owner to deregister any such producers. 
The producers can’t claim technical failures because they are required to keep a 
backup copy of their Merlin chains. 

The only way to influence the RL values then is for all producers to collab-
orate with each other and also with a group of miners. They can then throw 
out successfully mined but undesirable blocks (those that would produce an un-
wanted RL value). In no situation can the RL value be controlled (i.e., directly 
chosen). 

However, there is one remaining weakness that must be addressed. If all 
producers colluded when initially creating their Merlin chains then they could 
use the same V value making the beacons all pulse the same value. If there are 
an even number of producers, this will force RL to be 0 since it used XOR. To 
mitigate this, our contract simply refuses to pulse an RL value equal to 0. This 
obviously reduces the output state space by 1. 

7 Empirical Work 

We implemented our multiple producer contract using the Solidity language [5] 
and deployed it to the Ethereum test network. The test network is identical to 
the production network except the Ether has no real world value. Given that 
our system does not rely on the transfer of digital assets, the test network works 
just as well for our lighthouse as the real Ethereum network. We also created 
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distributed application (DApp) software to enable producers to submit pulses to 
the contract and for customers to retrieve R values. We used multiple producers 
and tested the contract’s ability to generate the independent beacon values as 
well as the lighthouse values. 

We found that coding our contracts in Solidity was rather straightforward. 
The main challenges were that we easily ran out of gas (performed too much 
computation) or ran out the very limited stack space for individual functions. 
However, creating the beacon software that submitted pulses to the contract was 
much more difficult since very little documentation exists on how to enable a 
program outside of Ethereum to communicate with an Ethereum contract. 

We didn’t use the main Ethereum network for our empirical testing because 
the current contract execution prices made it too expensive (due to Ether cur-
rency speculation). The price of Ethereum has risen from $8.00 per Ether to 
$358 per Ether in six months [1] (as of June 20, 2017) and the gas fees have 
not dropped accordingly although Ethereum has a mechanism to do so. Table 2 
shows the costs of the main functions in terms of Ether, USD on January 2017, 
and USD on June 2017. 

If a producer pulses once a minute, the cost using June 2017 prices would 
be $673,000 USD per year. Using January 2017 prices, it would be $17,870 USD 
(which the authors believe to still be excessively high). 

Table 2. Approximate Ether and USD Costs of Lighthouse Functions as of 2017-06-15 

Request Type Gas Ether USD (2017-06-20) USD (2017-01-01) 
Contract Deployment 1.9M .0399 $14.29 $0.32 
Register Producer 205k .0043 $1.54 $0.035 
Producer Pulse 200k .0042 $1.50 $0.034 
Retrieve Output 22k .000462 $0.17 $0.0037 

Due to these cost issues, future implementations of our contract may use 
an alternate to Ethereum or a private Ethereum network. This latter approach 
is fully supported by the Ethereum development tools and would be privately 
managed but publicly accessible. Another option is to design the system so that 
the users of the system pay the cost by charging a small fee for each delivered 
random number. 

8 Conclusion 

It is possible to use cryptocurrency smart contracts to create a distributed con-
sensus protocol to publicly produce a stream of trustworthy random numbers. 
Our contract design eliminates both prediction and control attacks. Neither is it 
possible for any entity to change the values once published. What is possible is 
that the output might be indirectly influenced without being directly controlled 
but this can be mitigated by registering multiple producers. 
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Advances in scientific instrumentation, driven by the evolving needs of science and technology, are 

dramatically increasing the amount of experimental data generated. Microscopy is following this trend 

across all domains, posing common challenges for data analysis. Developing new methods of data 

analysis to harness the wealth of physical insight contained in this data is now the key to maximising the 

advancement of scientific understanding using these tools. Here, the focus is on scanning transmission 

electron microscopy, where modern microscopes enable multiple signals with dimensions of energy, 

reciprocal space and time to be acquired across real space length scales from ~0.1 nm to 10 μm.  

Electron microscopy data analysis is mostly performed using dedicated proprietary software at present. 

These software packages typically offer a familiar and easy to use Graphical User Interface (GUI) for 

performing common data analysis tasks. However, they are often limited in comparison with the 

potential to develop innovative data analysis methods based on the platform of modern scientific 

programming languages. The success of ImageJ [1]—a program for scientific image processing— has 

shown that open source development of microscopy software can lead to high quality data analysis tools 

often where no proprietary alternatives exist. 

HyperSpy [2] is an open source Python software package for multi-dimensional data analysis that 

includes a wide range of features for electron microscopy. Python is increasingly recognised as the 

lingua franca of scientific computing. It offers numerous technical advantages as a programming 

language but the primary advantage for microscopy data analysis is the availability of an outstanding 

range of high-quality scientific libraries on which to draw. HyperSpy (and its GUI, HyperSpyUI [3]) is 
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available for Linux, macOS and Windows. Under development since 2007, it has a large community of 

users and developers in the electron microscopy community and beyond. The main development of 

HyperSpy is an elegant yet powerful syntax for visualizing, analyzing, accessing and storing multi-

dimensional datasets (regardless of their size). HyperSpy complements the scientific Python ecosystem 

by significantly simplifying the usage of external scientific libraries when operating on multi-

dimensional data. The aim is to foster innovation in the field by lowering the entry barrier to advanced 

interactive data analysis and providing a quality peer-reviewed channel to distribute innovative 

algorithms. Indeed, many of the HyperSpy developers started as users and, in time, they started 

contributing new features that they had developed for their research. 

Features specific to electron microscopy include support for most common file formats along with 

functions for analysing electron energy-loss spectra (EELS), energy dispersive X-ray (EDX) spectra and 

performing holography. Further, HyperSpy provides easy access to principal component analysis (PCA), 

blind source separation and multi-dimensional model fitting in 1 and 2 dimensions. Most of its routines 

(as well as external functions) can be easily run in parallel and using out-of-memory computational 

schemes enabling seamless big data analysis. 

[1] M. Abràmoff et al., Biophotonics international 11.7 (2004), p. 36.

[2] F. de la Peña et al. HyperSpy v.1.1.2 (2016). doi:10.5281/zenodo.60697. http://hyperspy.org

[3] V.T. Fauske, HyperSpyUI. http://hyperspy.org/hyperspyUI/

[4] The HyperSpy project has not received direct funding and all authors are grateful for support within

their respective research groups to make the data analysis tools that they have developed available open-

source.

Figure 1.  Screenshot of HyperSpyUI [3] performing quantification by curve fitting of an EDX 

spectrum image of FePt core-shell nanoparticles. The embedded IPython console (bottom-left) enables 

interactive Python scripting. 
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Abstract. We analyze the performance of classical and quantum search algorithms
from a thermodynamic perspective, focusing on resources such as time, energy,
and memory size. We consider two examples that are relevant to post-quantum
cryptography: Grover’s search algorithm, and the quantum algorithm for collision-
finding. Using Bennett’s “Brownian” model of low-power reversible computation,
we show classical algorithms that have the same asymptotic energy consumption
as these quantum algorithms. Thus, the quantum advantage in query complexity
does not imply a reduction in these thermodynamic resource costs. In addition, we
present realistic estimates of the resource costs of quantum and classical search,
for near-future computing technologies. We find that, if memory is cheap, classical
exhaustive search can be surprisingly competitive with Grover’s algorithm.

Key words: Quantum algorithms, thermodynamics of computation, reversible com-
putation, quantum cryptanalysis, Grover search, collision finding

1 Introduction

1.1 Motivation

Quantum computers are believed to solve a number of important problems, in areas such
as number theory, physical simulation and combinatorial search, asymptotically faster than
classical computers [17]. How large is this quantum speedup? There is now a rich body of
literature that analyzes different quantum speedups, using idealized models of computation,
such as the quantum circuit model, and quantum oracle models (i.e., quantum query
complexity). In most of this work, the models of computation are intentionally made simple,
in order to allow rigorous analyses; for instance, in quantum query complexity, one only
accounts for the number of oracle queries made by the algorithm, while disregarding the
actual time-complexity of the algorithm.

In order to obtain more realistic analyses of quantum speedups, one must consider
more realistic models of quantum computation, which take into account time-complexity
(not just query complexity), as well as possible time-space tradeoffs due to the use of
parallel processors, and restrictions on the connectivity of the different components of the
computer. There have been a few results of this type [8, 5, 10, 4]. Some of these results
suggest that practical quantum speedups may fall short of the most idealized theoretical
predictions.

In this paper we give a new analysis of some fundamental quantum speedups, from
the perspective of thermodynamics. A computer can be viewed as an engine that converts

Liu, Yi-Kai; Perlner, Ray.
”Thermodynamic Analysis of Classical and Quantum Search Algorithms.”

Paper presented at Quantum Information Processing (QIP 2018), Delft, Netherlands. January 15, 2018 - January 19, 2018.

SP-321



energy into computational work; and one may ask how much energy is consumed by running
a particular algorithm. To answer this question, one must specify the model of computation.
Following Bennett [7], one can consider three different models:

1. “Conventional” computation (as in present-day electronic computers) uses operations
that are irreversible and deterministic. Since the operations are irreversible, at tempera-
ture T , each operation must dissipate at least kT (ln 2) of energy, where k is Boltzmann’s
constant. (This is the “Landauer limit.”)

2. “Ballistic” computation (as in billiard ball models [11]) uses operations that are re-
versible and deterministic. Since the operations are reversible, in principle, they can
dissipate zero energy. The computer is assumed to be isolated from all sources of ther-
mal noise, hence energy barriers are not needed to prevent errors.

3. “Brownian” computation (as in DNA computation [6] and adiabatic circuits [3]) uses
operations that are reversible and stochastic. Each operation dissipates a small amount
of energy ε, which may be less than kT , so that the computation “drifts” forward, even
in the presence of strong thermal noise.

By using reversible operations, models (2) and (3) are able to compute using an amount
of energy per operation that is below the Landauer limit. However, it has been argued
that model (2) is unrealistic, because it cannot be made fault-tolerant, i.e., it is sensitive
to small errors when performing a long computation. In this paper, we use model (3), the
Brownian model of computation, as our standard.

We consider quantum and classical algorithms for unstructured search and collision
finding. Using the Brownian model of computation, we analyze the cost of these algo-
rithms in terms of time, energy consumption, and memory size. The motivation for this
study comes from post-quantum cryptography. For instance, an algorithm for unstructured
search can be used to recover the secret key of a block cipher, given a sufficient number
of plaintext-ciphertext pairs; while an algorithm for collision-finding can be used to com-
promise the security of a cryptographic hash function. In order to design block ciphers
and hash functions that achieve sufficiently high levels of security, one must make detailed
estimates of the resources required to carry out both quantum and classical cryptanalytic
attacks.

1.2 Our Results

For the problem of collision finding, previous work suggested that quantum algorithms
were unlikely to provide an asymptotic advantage in terms of circuit size (despite using
fewer oracle queries) [8]. Our thermodynamic analysis leads to a similar conclusion. We
compare in detail the classical collision finding algorithm of Van-Oorschot and Wiener
[21], and the quantum collision finding algorithm of Brassard, Høyer, and Tapp (BHT
[9],) including parallelized generalizations of BHT. We find that the energy consumption
required to search for collisions on a range of size N using a memory of size M < O(N) in
time t is O

(
N
Mt

)
, regardless of the choice of algorithm.

While we focus on the collision finding problem, it should be noted that similar analysis
may also be applied to the Claw Finding problem, which seeks to find collisions between
two functions with domain sizes N1 and N2 . A quantum algorithm was proposed by Tani
for this purpose [19]. This may be compared to the algorithm given by Van-Oorschot and
Wiener [21]. In this case, the energy consumption required to find a claw using a memory
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of size M < O(N1 +N2) in time t is O
(
max

(
N1N2

Mt ,
N1

t ,
N2

t

))
for the quantum algorithm,

and O
(

(N1+N2)3

M2t

)
for the classical algorithm.

For the problem of unstructured search, it was known previously that Grover’s algo-
rithm does achieve a quadratic speedup over classical exhaustive search, both in terms of
circuit size, and in terms of oracle queries. Quite surprisingly, we do not find a quantum
advantage using our thermodynamic analysis. On the contrary, we find that a Brownian
implementation of classical random search can achieve the same asymptotic performance
as Grover’s algorithm (up to logarithmic factors), where we measure the performance in
terms of running time, memory size and energy consumption.

To show this, we use a variant of the Brownian model, where certain steps in the
computation are unpowered, in the sense that we set ε = 0, so that no energy is dissipated,
and the computation is simply driven by random thermal noise, with equal probability
of moving forwards or backwards. Energy consumption is instead dominated by memory
initialization costs. This model may be of independent interest. Our analysis shows that,
in order to find a preimage within a domain of size N using a memory of size M in time
t, both Grover’s algorithm and unpowered classical search require an energy consumption
of O(Nt ), regardless of the memory size.

Finally, we turn to a more detailed comparison of Grover’s algorithm and (powered and
unpowered) classical search. Unlike the case for quantum versus classical collision search,
here there are some plausible reasons why Grover’s algorithm may be more efficient than
classical search in practice. In particular, for unpowered preimage search, the indepen-
dence of memory size and energy consumption relies on a heuristic assumption of scale
invariance. If we remove this assumption, and instead assume that unpowered preimage
search can only be efficiently implemented at a fixed temperature scale T , we find that un-
powered preimage search is significantly more memory intensive than Grover’s algorithm.
Additionally, unpowered preimage search is less efficient than Grover’s algorithm when
oracle queries have a large memory complexity, although this is only a minor problem in
the typical scenario where the memory complexity of oracle queries scales logarithmically
with N .

1.3 Near-Future Computing Technologies

We end by making some quantitative estimates, based on the hypothetical scaling of near-
future computing technologies. This is necessarily somewhat speculative. Nonetheless, we
argue that one can draw some rough conclusions regarding applications such as brute-force
cryptanalysis of block ciphers, which takes on the order of 280 or 296 operations, and thus is
comfortably in the asymptotic regime. By making rough calculations based on asymptotic
scaling, one can draw some conclusions that do not depend too much on any particular
type of qubit, or any particular scheme for quantum error correction.

Our results suggest that the cost of constructing computing hardware (e.g., memory
and CPU’s) is a major factor that determines the practical advantage of running Grover’s
algorithm (as compared to classical brute-force search). If memory and CPU’s are cheap,
then one can use classical search and still be competitive with Grover’s algorithm, simply
by building enormous data centers. This seems obvious, on a qualitative level. Our quan-
titative estimates show that, in fact, classical computing technology can do surprisingly
well. In particular, it is possible to envision a possible future state of technology where
unpowered classical preimage search could outperform both Grover search and powered
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classical search. Such a scenario could occur if memory costs could be brought very close
to fundamental thermodynamic limits, but quantum computers could not be implemented
without very low operating temperatures and expensive error correction.

This paper is organized as follows. In Sections 2 and 3, we describe the model of
Brownian computation, and its unpowered variant. In Sections 4 and 5, we give simple
analyses of quantum and classical algorithms for collision search and preimage search,
focusing on energy costs and time-space tradeoffs. In Sections 6 and 7, we investigate
the cost of preimage search at constant temperature and power, and we estimate the
cost of implementing the oracle that checks each solution. Finally, in Section 8, we make
some detailed estimates of quantum-versus-classical speedups for some hypothetical future
computing technologies, and in Section 9, we conclude.

2 Powered Brownian Computation

0

0

0

0

g1

g2

g3

g4

g5

g6

2 31 4 5 6 7

g4g3
-1

Fig. 1. A Brownian computation is described by a logically reversible circuit, whose gates are to
be applied in some specified order. The dynamics of the Brownian computer are described by a
random walk along a 1-dimensional chain.

Brownian computers are assumed to operate near thermal equilibrium at a finite tem-
perature, T . A program for a Brownian computer consists of a logically reversible circuit,
whose gates (denoted g1, g2, . . . , gm) are to be applied in some specified sequential order.
The time-evolution of the Brownian computer may be described as a random walk on a
1-dimensional chain, where the i’th vertex corresponds to the state of the computation
after the first i − 1 gates g1, g2, . . . , gi−1 have been applied. A forward step from vertex i
to vertex i+ 1 corresponds to applying the i’th gate gi, and a backwards step from vertex
i + 1 to vertex i corresponds to undoing the i’th gate gi. (See Figure 1.) In the absence
of any driving force, forward and backward steps occur with equal probability. In order
for a computation to proceed forward at a nonzero rate, a driving force, dissipating an
energy of ε per gate, is imposed. This causes forward steps to occur with e

ε
kT times greater

probability than backward steps, resulting in a net forward computation rate proportional
to ε

kT , for ε small compared to kT .
Note that the Brownian model of computation can be generalized to work with quantum

circuits, provided that all operations are unitary, and all measurements are deferred to the
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end of the computation. Essentially, this amounts to running a quantum computer with a
classical controller that behaves in a Brownian fashion.

2.1 Energy Consumption and Running Time

For the Brownian model, we can derive an asymptotic scaling for the relation between
per-gate time and per-gate energy, assuming a fixed temperature T . Strictly speaking this
analysis can only be extended to a range of possible temperatures under an assumption
that physics is scale invariant within that range. However, we can give a somewhat heuristic
argument specifying a lower bound, independent of temperature, on the per-gate energy ε
required to perform G sequential operations in time t. Briefly, if we assume that Brownian
motion within a reversible circuit can be modeled as a series of ballistic motions, each
with typical energy scale kT and each completing O(1) gates, then we can apply the
Margolus-Levitin theorem [16] to bound the total rate at which forward and backward
transitions occur in the circuit. This suggests that the rate at which gates are traversed
due to Brownian motion is no more than 4kT

h . Combining this with the expectation that

approximately G · kTε total transitions are required to complete G sequential operations,
we obtain the bound:

t > G · kT
ε
· h

4kT
=
hG

4ε

or equivalently:

ε >
hG

4t
.

As the above argument is somewhat heuristic, for the remainder of this paper we will
ignore the small unitless factors in the above formula, and simply use ε ∼ ~G

t when we
need to give a concrete estimate of the dissipation energy required to perform a serial
computation at a desired rate.

2.2 Fault Tolerance

Some additional costs are required in order for Brownian computation to be achieved
fault-tolerantly. Energy barriers must be imposed to prevent transitions to physical states
outside the reversible circuit, representing the prescribed computation path. In order to
suppress the probability of such undesirable transitions so that a circuit of size G can be
completed with high probability, the size of these energy barriers must at least be on the
order of kT ln(kTε · G). Additionally, dissipating a “latching” energy of about kT ln(kTε )
during the computation’s final step is required to suppress backwards transitions once the
computation has reached its halting state. These costs are described in detail in [7].

The above costs may, however, be assumed to be negligible in a number of important
cases: In particular, the latching energy will be negligible when ε

kT is at least logarithmi-
cally more than 1

G . Additionally, establishing energy barriers to non-computational paths
is likely to be a negligible cost when a description of the circuit can be expressed in a
physically compact form, for example, using looping constructs. More precisely, if we as-
sume that the circuit can be compressed into a program with memory requirement m0

(including both the memory required to store the program and the data it acts on), then
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the cost of imposing energy barriers should be on the order of m0 · kT ln(kTε ·G). This cost

is negligible as long as ε
kT is significantly larger than e−

G
m0 .

In fact, the initialization cost may be less than this, since it may be more proper to
think of the initialization process as rearranging the energy barriers already present in the
available raw materials for constructing our computer. The cost is then determined by the
Landauer limit and the information content of the circuit, including appropriately large
energy barriers. Since the size of these barriers does not need to be precislely specified,
but merely bounded above kT ln(kTε ·G), the information content of the circuit may grow
sublogarithmically with G. All we can say with confidence is that the information content
of the circuit is at least m0, and therefore the initialization energy is at least on the order
of m0 · kT .

Finally, it is worth commenting on the feasibility of Brownian computation for quan-
tum computers. Brownian computation was originally proposed as a way to improve the
thermodynamic efficiency of classical computation. It should be noted that many of the
techniques that have been proposed for fault tolerance in quantum compuation are thermo-
dynamically irreversible, in particular, syndrome measurement and magic state prepara-
tion. These techniques cannot be used in a Brownian mode of computation. However, there
are some proposed techniques, such as the use of Fibonacci anyons for universal quantum
computation [20], that may be able to achieve fault tolerance without requiring significant
thermodynamic irreversibility (although even in such cases, the cost of fault tolerance is
believed to be polylogarithmic in the size of the circuit1.) We will therefore optimistically
assume that quantum operations can be implemented in a Brownian fashion.

3 Unpowered Brownian Computation

For some of our results, we will use a variant of the Brownian model of computation, where
the intermediate steps in the computation are unpowered. More precisely, we dissipate
energy when initializing the state of the computer, and when reading the final output; but
for the intermediate steps in the computation, we set ε = 0, so that no energy is dissipated,
and the computation has equal probability of moving forwards or backwards, driven by
random thermal noise. (In other words, the computation is a random walk without any
“forward drift.”) We now describe this in more detail.

Formally, the computation is described by a random walk on a graph G = (V,E),
together with a marked vertex vstart, a set of marked vertices Vfinish ⊂ V , and an energy
threshold εth > 0. The computation proceeds as follows:

1. The computer initializes its memory. (This dissipates εthsmax units of energy, where
smax is the size of the computer’s memory.) Then the random walk begins at vstart.

2. At every step, the walk moves from its current position v to a neighboring vertex
w ∈ Γ (v) chosen uniformly at random.

3. When the walk reaches a vertex v that belongs to the set Vfinish, we say that the
computation has returned a result, which consists of the vertex v. (To read out this
result, the computer dissipates εth log2 |V | units of energy.)

1 In addition to the need for logarithmic-size energy barriers, shared with the classical case, only
a discrete subset of the continuous space of quantum gates can be implemented fault tolerantly
in proposed systems. The remaining gates must be approximated, and the cost of doing this is
believed to be logarithmic in the inverse of the approximation error. See e.g. [15]
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We assume that the graph G, and the energy threshold εth, have a few specific proper-
ties. Then computations of this type can be implemented by the same physical mechanisms
as in the usual Brownian model. Specifically, we make the following assumptions:

1. We assume that the graph G has constant degree (say, at most 10), so that every step
in the random walk can be implemented in constant time, by coupling the computer
to a noisy environment.

2. We assume that the energy threshold εth is large enough so that auxiliary data stored
in the computer’s memory will remain stable for the duration of the computation. (In
particular, this ensures that, once the random walk reaches a vertex in the set Vfinish,
it will stay there for the remainder of the computation.)

To illustrate this model of unpowered Brownian computation, we now consider some
representative examples, and we analyze their energy consumption and running time.

3.1 Energy Consumption

First, consider an unpowered Brownian computation that uses a memory of size smax, and
runs in τmax steps. We argue that the total energy consumption (call this E) grows almost
linearly with smax, but only logarithmically with τmax. This is in contrast to powered
Brownian computation, where E grows linearly with the running time,2 since energy is
dissipated at every step.

This can be seen as follows: Note that we have E = O(smaxεth). We need to choose εth

large enough so that errors will not occur in the computer’s memory while it is running.
We can estimate the probability of having an error (call this perr) as follows: suppose that
at temperature T , errors occur independently on each bit of the memory, at each step of
the computation, with probability exp(−εth/kT ). Then perr can be bounded by

perr ≤ τmaxsmax exp(−εth/kT ). (1)

For example, for any c0 > 0, if we set the energy threshold εth to be

εth = kT (ln(τmaxsmax) + c0), (2)

then we have that perr ≤ exp(−c0). Thus, in order to make perr small, it is sufficient to set
εth to grow logarithmically with τmax and smax. Furthermore, by increasing εth, we can
force perr to drop exponentially.

3.2 Running Time

We now consider three examples of unpowered Brownian computation (see Figure 2). We
will compute the expected running times of these computations; that is, we let τfinish be the
first time when the random walk reaches a vertex in Vfinish, and we compute the expected
value E(τfinish), averaging over the coin flips of the random walk.

In general, we expect that unpowered Brownian computation will be slower than pow-
ered Brownian computation. However, this slow-down varies depending on the structure of
the computation. In particular, we will show that sequential computations have a quadratic
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Fig. 2. Examples of unpowered Brownian computations: (left) a sequential computation of length
`, (middle) a branching computation of depth h, (right) a branching computation, followed by a
sequential computation on each leaf.

slow-down, whereas branching computations incur a slow-down that is only a logarithmic
factor.

First, we consider a sequential computation of length `. Here, the graph G is a chain
of `+ 1 vertices. The expected running time of the computation is the expected time for a
random walk to travel from one end of the chain to the other. A straightforward calculation
[2] gives

E(τfinish) = `2. (3)

This is consistent with the intuition that a random walk on a 1-D chain will take ∼ r2 steps
to move a distance r. Thus, for sequential computation, unpowered Brownian computation
is quadratically slower than powered Brownian computation.

Second, we consider a branching computation, which begins at the root of a binary tree
of height h, and finishes when it hits a particular marked leaf of the tree. The expected
running time can be upper-bounded as follows (Example 5.14 in [2]):

E(τfinish) ≤ 2(|V | − 1)h < 4 · 2hh. (4)

For comparison, a deterministic search of the tree would take time O(2h). Hence, for
branching computation, unpowered Brownian computation is only slightly slower than
powered Brownian computation (they differ by a factor of O(h), which is logarithmic in
the total number of vertices).

Finally, we will consider a computation that consists of h branching steps, followed
by ` sequential steps. Such a computation can be used to perform brute-force search: the
computation first branches to select one of 2h possible candidate solutions, then it does `
sequential operations to check whether that solution is correct. The expected running time
can be upper-bounded as follows (Theorem 5.20 in [2]):

E(τfinish) ≤ 2(|V | − 1)(h+ `) < 2 · 2h(`+ 2)(h+ `). (5)

For comparison, a deterministic search of the tree would take time O(2h`). Hence, for brute-
force search, this shows that unpowered Brownian computation is only slightly slower than

2 Note, however, that powered Brownian computation may have a shorter running time than
unpowered Brownian computation; we will discuss this in the next section.
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powered Brownian computation, provided that `� 2h (i.e., one can quickly check whether
a candidate solution is correct).

These observations suggest that branching computation (in the unpowered Brownian
model) can be a useful tool for solving search problems. By using many parallel processors,
one can make a natural time-space tradeoff. Moreover, in this situation, an unpowered
Brownian algorithm can beat a powered Brownian algorithm, because its running time is
not much worse (since most of the computation is branching rather than sequential), and
its energy cost can be quadratically better (since the energy consumption scales linearly
with space, but only logarithmically with time). As we will see in Section 5, this can lead
to classical search algorithms whose energy cost is competitive with Grover’s algorithm.

4 Collision Search

The best known classical algorithm for finding collisions in a random function is the parallel
collision search algorithm of Van Oorschot and Wiener [21]. If the range of the function
is of size N , then, given M parallel processes each with memory O(1) the algorithm can

find a collision in expected serial depth O(
√
N
M ). The communication cost between threads

is negligible compared to overall computational costs as long as M is smaller than
√
N by

at least a logarithmic factor.

An improvement over classical collision search (and claw finding) has been claimed by
Brassard, Høyer, and Tapp (BHT) [9]. Their algorithm is a serial process consisting of

O(N
1
3 ) operations and requires a memory of size N

1
3 . This can be generalized to arbitrary

memory size, M < O(N
1
3 ), giving a serial complexity of O

(√
N
M

)
. The BHT algorithm

may be further generalized to a parallel algorithm involving p parallel processors and a

shared memory M , where p < M < O
(

(Np)
1
3

)
.3 in this case, the serial complexity is

O
(√

N
Mp

)
.

Bernstein [8] has observed that the BHT algorithm, even if parallelized, does not im-
prove upon the Van Oorschot - Wiener algorithm, when measured in terms of memory

and serial depth. Since the BHT algorithm also requires O
(√

N
M

)
random access queries

to a memory of size M , each requiring O(M) gates, it also does not improve upon Van
Oorschot Weiner algorithm when evaluated in terms of circuit size and depth (See Beals et
al. [5] for a more thorough analysis.) However, BHT does represent an improvement over
all classical algorithms in terms of query complexity. Furthermore, the Quantum RAM
model of Giovanetti et al. [12] gives a theoretical argument that despite their large gate
complexity, quantum memory access operations can be performed at logarithmic energy
cost. A question therefore remains whether there exists a physically realistic model of
computation where BHT is actually cheaper than the classical algorithms for the same
problem. However, if there is such a model, it is not the Brownian model of computation,
as we proceed to show:

3 Note this also implies that M < O
(√

N
)

. The constraint arises from the requirement that the

serial complexity, O
(

M
p

)
, of filling a table of size M with oracle values does not exceed the

serial complexity O
(√

N
Mp

)
of Grover search.
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We first analyze the quantum algorithm, calculating the total energy required to per-
form a collision search, given a maximum time limit t and a maximum memory size M .
(Here, we assume, following the quantum RAM model, that the energy complexity of the
BHT is dominated by oracle queries rather than memory access): The per operation energy
ε scales with the serial complexity divided by t, i.e.:

εquant = O




√
N
Mp

t


 . (6)

The total energy E is then the product of the parallelism, the serial complexity, and
the per operation energy, i.e.:

Equant = O


p ·

√
N

Mp
·

√
N
Mp

t


 = O

(
N

Mt

)
. (7)

Now, we analyze the classical algorithm: The per operation energy again scales with
the serial complexity, i.e.:

εcl = O

(√
N

Mt

)
. (8)

The total energy E is again the product of the parallelism (In this case p = O(M)),
the serial complexity, and the per operation energy, i.e.:

Ecl = O

(
M ·
√
N

M
·
√
N

Mt

)
= O

(
N

Mt

)
. (9)

Thus, even under optimistic assumptions within the Brownian model of computation,
we find that quantum computers provide no advantage in terms of energy, memory, or
time, for solving the collision search problem.

5 Preimage Search

Grover’s algorithm finds preimages in a function with domain size N in serial complexity
O(
√
N). Grover’s algorithm can be generalized to take advantage of M parallel processes

each with memory O(1), in which case the serial complexity is reduced to O
(√

N
M

)
.

This serial complexity was shown to be optimal by Zalka [22]. If we implement Grover’s
algorithm in a Brownian fashion, we find that

εquant = O




√
N
M

t


 , (10)

and,

Equant = O


M ·

√
N

M
·

√
N
M

t


 = O

(
N

t

)
. (11)
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A näıve Brownian implementation for classical search would divide the key space among
M parallel processes, each of which would deterministically step throughN

M keys searching
for the correct one. Such a deterministic classical algorithm would require,

εdet = O

(
N

Mt

)
, (12)

and,

Edet = O

(
M · N

M
· N
Mt

)
= O

(
N2

Mt

)
. (13)

This already allows us to compete with Grover’s algorithm if we allow ourselves a mem-
ory of size O(N). However, we can exploit the structure, or rather the lack of structure,
of the search problem to improve upon this figure. In particular, rather than determinis-
tically stepping through the keys, dissipating a driving energy each time, we can simply
allow Brownian motion to drive the system on a random walk through the keyspace. (That
is to say, we can use the unpowered Brownian computation model described in detail in
section 3.) We will still require a latching energy to end the computation, once the correct
key has been found, and an initialization energy to create the necessary energy barriers to
prevent unwanted transitions from occuring.

If the search is implemented by M parallel processes, each of size O(1), then each
process must reach N

M keys. This requires the processes to operate at a temperature:

kT = O

(
N

Mt

)
. (14)

The initialization energy should be of order MkT i.e.:

Einit = O

(
M · N

Mt

)
= O

(
N

t

)
.

This is identical to the energy required by a Brownian implementation of Grover’s
algorithm. All that remains is to show that the latching energy is negligible. Indeed, we
find that the energy required to suppress backwards transitions from the final state for a
time of order t is O (kT ln(tkT )) = O

(
N
Mt ln

(
N
M

))
. This is negligible as long as M is at

least logarithmic in N .
Thus, as with collision search, the quantum and classical algorithms for preimage search

appear to offer the same tradeoffs between time, energy and space:

Ecl = O

(
N

t

)
and Equant = O

(
N

t

)
. (15)

6 Preimage Search at Constant Power and Temperature

In contrast to the collision search case, matching the time/ memory/ energy tradeoffs of
Grover’s algorithm with a classical search requires a somewhat unrealistic assumption. We
assume that if a computational process can be accomplished at a temperature T in a time
t, then an isomorphic computation can also be accomplished at a temperature αT in a time
T
α . This would be true if physics were scale invariant, but the physics of the real world is
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almost certainly not scale invariant. A more realistic model would therefore restrict the
range of temperatures where a given computation is considered feasible. We will therefore
repeat the analysis of the previous section assuming a fixed temperature T . For added
realism, in addition to memory M , and time t, we will express the resources required for
search in terms of power, P = E

t , rather than energy, since a fixed power budget is a more
common limitation than a fixed energy budget.

From Equation (15) we find:
N = O

(
Pt2

)
.

Plugging this into Equation (14) gives us:

M = O

(
Pt

T

)
.

We can now calculate time and memory requirements in terms of T , P , and N :

tcl = O

(√
N

P

)
; (16)

Mcl = O

(√
NP

T

)
. (17)

A similar analysis may be done in the quantum case. Here we use Equation (10) as
a lower bound for T . If the per gate energy ε exceeds kT , we enter the thermodynamic
regime of irreversible computing, as opposed to Brownian computing, at which point the
time per gate not only fails to further decrease with increasing ε, but must in fact increase
to prevent the waste heat from heating the computing system to a temperature higher than
T . Combining this bound with Equation (11) then yields the following time and memory
requirements for Grover search at fixed power and temperature:

tquant = O

(√
N

P

)
; (18)

Mquant = O

(
P

T 2

)
. (19)

Thus, fixing power and temperature, we find that our classical search strategy recovers
the square-root time scaling of Grover’s algorithm. However, unlike Grover’s algorithm,
whose space requirement is determined only by the power budget and maximum operating
temperature, the classical algorithm also requires memory that scales, like the time, with
the square root of the size of the search space.

7 The Cost of Oracle Queries

The asymptotic complexities given in previous sections ignore the computational complex-
ity of individual oracle queries. Most of the results of previous sections remain substantively
similar if these factors are included. We will model each oracle query as a circuit with depth
d0, width m0, and total gates g0.
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In the case of powered Brownian computation, the effect of these factors is fairly
straightforward. The memory imposed limit on parallelism (and number of table entries

in the case of BHT) is now pmax = O
(
M
m0

)
. Likewise, if t0 is the time per query re-

quired to complete the computation in time t, we will now require an energy per gate of

ε = O
(
d0
t0

)
. We must also ensure that all the bits or qubits in the circuit advance through

it roughly synchronously. This can be done, for example, by associating a clock state of
size O (log(d0)) to each bit or qubit in the oracle circuit, and imposing a restoring potential
proportional to the squared difference of the clock states of neighboring qubits. This will
tend to couple the clock states of nearby qubits, but will not dissipate any net energy. As
with other energy barriers ensuring correct computation, this potential need only extend
logarithmically far from the equilibrium point, relative to the total size of the computation.
We will generally ignore the logarithmic memory cost of the clock state and the logarithmic
computational costs associated with creating interactions between the clock state, but in
more detailed models, they may be subsumed into m0 and g0 respectively. Finally, we must
take into account the number of gates required to perform an oracle query, g0.

7.1 Collision search

Making these substitutions into equations (7) and (9) gives the following energy costs for
quantum and classical collision search:

Equant = O


p · g0

√
m0N

Mp
· d0

√
m0N
Mp

t


 = O

(
g0m0d0N

Mt

)
; (20)

Ecl = O

(
M

m0
· g0

m0

√
N

M
· m0d0

√
N

Mt

)
= O

(
g0m0d0N

Mt

)
. (21)

Again, we find the classical and quantum complexities to be identical, up to constant

factors. In both cases, the useful memory size is bounded above by O
(
m0

√
N
)

.

7.2 Preimage search

Similarly, we may make the same substitutions in equations (10) and (11) to include these
factors in the per-gate and total energy cost of Grover search:

εquant = O


d0

√
m0N
M

t


 ; (22)

Equant = O


M

m0
· g0

√
m0N

M
·
d0

√
m0N
M

t


 = O

(
g0d0N

t

)
. (23)

In the case of unpowered Brownian computation, we must calculate the temperature T
required for random Brownian motion to power the traversal of an oracle circuit of depth
d0 and containing g0 gates in time t0. To do this, we create a random variable, x indicating
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the total number of gates that have been completed at a time t. We expect that x will
obey the usual formula for Brownian motion, 〈x2〉 = Dt, for some D, which will depend on
T , g0, and d0. We will then require Dt0 = O

(
g2

0

)
. It remains to determine the scaling of

D. Note that at any given time, on average O
(
g0
d0

)
gates will be exposed to activation by

thermal noise. (The remaining gates will be disallowed by the clock states associated with
their input/output bits.) Each of these gates is expected to contribute O(Tdt) to d〈x2〉.
The coupling potential between neighboring clock states will also drive the activation of
individual gates, but it should have no net effect on x, since every gate driven forward by
the coupling potential will be counterbalanced by another gate driven backwards. Thus we

find that D = O
(
Tg0
d0

)
and therefore T = O

(
g0d0
t0

)
.

We may now apply this analysis to equations (14) and (15). Since, in order to complete
a preimage search of size N in time, t with memory M , we need t0 = m0N

Mt , we find that:

Tcl = O

(
g0m0d0N

Mt

)
, (24)

and,

Ecl = O

(
M · g0m0d0N

Mt

)
= O

(
g0m0d0N

t

)
= O (m0Equant) . (25)

Note that, when we include cost factors associated with the size and computational
complexity of oracle queries, the mostly unpowered randomized preimage search is more
energy intensive than Grover’s algorithm by a factor of O(m0). Nonetheless, this factor is
generally expected to be logarithmic in N , and may easily be overwhelmed by the various
costs associated with implementing fault tolerant quantum computation.

Finally, we may also consider the fixed power and temperature scenario discussed in
Section 6. In this case, equations (16), (17), (18) and (19) become:

tcl = O

(√
g0m0d0N

P

)
, (26)

Mcl = O

(√
g0m0d0NP

T

)
, (27)

and,

tquant = O

(√
g0d0N

P

)
, (28)

Mquant = O

(
m0d0P

g0T 2

)
. (29)

For completeness, we will also consider the case of powered preimage search. Adapting
equations (12) and (13) gives us:

εdet = O

(
m0d0N

Mt

)
, (30)
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and,

Edet = O

(
M

m0
· g0

m0N

M
· m0d0N

Mt

)
= O

(
g0m0d0N

2

Mt

)
. (31)

Note that, by comparing equations (31) and (21), we can see that the cost of powered
preimage search with a domain of size N is identical to the cost of collision search on a
range of size N2.

8 Near-Future Computing Technologies and the Grover Speedup

We are now in a position to estimate the practical relevance of Grover’s algorithm and
its classical counterpart, unpowered Brownian preimage search. The particular questions
we intend to answer are the following: Is it reasonable, given Grover’s algorithm (and its
classical counterpart), to treat finding a preimage within a domain of size N as an easier
problem than finding a collision within a range of size N2? How much easier? How do the
answers to these questions depend upon the present and future state of technology – in
particular how do they depend upon the various ways that present and future technology
may fall significantly short of thermodynamically ideal behavior?

The technology-dependent costs we will consider are:

1. The cost of memory. For example, if we assume that power costs 10 cents per kWh
and memory costs $100 per TB, then the cost of a bit of memory is on the order of
memcost = 1015kT , where the temperature, T is taken to be on the order of 300K.

2. The increase in physical quantum circuit depth and gate count due to quantum error
correction. Based on [14] we roughly estimate that near-future quantum error correction
may increase memory requirements by a factor of

mquant

m0
= 105, effective circuit depth

by a factor of
dquant
d0

= 103, and effective gate count by a factor of
gquant

g0
= 108.

3. The need for various quantum computing technologies to operate at extremely low
temperatures. In addition to placing a lower limit on gate times, such low temperatures
impose an energy cost due to the fact that any energy dissipated as heat at the lower
temperature must eventually be removed and expelled to a heat bath, which typically
must be at a much higher temperature, e.g. 300K. Moving heat from a sytem at
a low temperature Tquant to a system at a higher temperature T increases energy
consumption by a factor of T

Tquant
.

In the remainder of this section, we will study the relative cost of Grover’s algo-
rithm, unpowered classical search, and powered classical search, when the above-mentioned
technology-dependent cost factors take on our estimated current and near future values,
and as they approach unity. For concreteness, we will also need to set values for the mem-
ory, m0, circuit depth, d0, and total gate count g0 involved in oracle queries. Based on [13]
we will estimate typical ranges for these values as m0 = 103, d0 = 105 and g0 = 3× 106.

For each of the three algorithms considered, we will express the efficiency of the algo-
rithm based on the maximum value of N such that the search problem can be solved given
an energy budget E and a time budget t. We will denote this by Nquant, Ndet and Ncl, for
Grover’s algorithm, powered classical search, and unpowered classical search, respectively.

We will take the time budget to be 1 year. As we will calculate relative efficiencies (i.e.
Nquant

Ndet
and Ncl

Ndet
), and in all cases N will scale with E, we will not need to set a concrete
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value for E. Rather than providing an explicit memory budget, we will assume that the
memory budget, M is set so that memcost ·M ≤ E.4 By taking the log base 2 of these
ratios, we can calculate Grover speedups in terms of the ”bits of security” metric typically
used to evaluate cryptographic hardness.

8.1 Powered classical search

We will first evaluate powered classical search (either for a collision within a range of size
N2

det or for a preimage within a domain of size Ndet.) We first solve for M by setting
memcost ·M ≤ E, where the relation between E and Ndet is given by Equation (31). We
find that

M = O

(
Ndet ·

√
~g0m0d0

kT t
·
(
memcost

kT

)− 1
2

)
. (32)

Plugging M back into Equation (31), and solving for Ndet, we get:

Ndet = O

(
E ·
√

t

~g0m0d0kT
·
(
memcost

kT

)− 1
2

)
(33)

Note that the above computations assume a Brownian model of computation. To check
that this is reasonable we must verify, that ε ≤ kT for the range of values we’re interested
in. We will check this using equation (30) with M given by equation (32). Here we find:

ε

kT
= O

(
~m0d0N

kTMt

)
= O

(√
~m0d0

g0kT t
·
(
memcost

kT

) 1
2

)
.

If we use memcost
kT = 1015 along with our other estimated values: m0 = 103; d0 = 105;

g0 = 3× 106; T = 300K; t = 1 year, we get

ε

kT
≈ 5× 10−2.

Letting memcost
kT approach unity yields

ε

kT
≈ 2× 10−9.

As both values are less than 1, this indicates that the Brownian model of computation
should yield a plausible, if slightly optimistic, approximation of Ndet accross the range
of values of memcost of interest to us. While these estimates of ε

kT indicate that there
may be advantages to using reversible computing even with current memory costs, it is
not surprising that these advantages have not yet been realized, even for applications like
bitcoin mining, which seems like a good fit but nonetheless continues to use standard
irreversible computing technology at the time of writing. 5 × 10−2 does not differ from
1 by many orders of magnitude, and it could easily be overwhelmed by engineering costs

4 Strictly speaking a larger memory budget is possible, since memory costs can be amortized
accross multiple computations using the same hardware in series, but we judge that 1 year is a
long enough time window to make this cost savings of only minor consideration.
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not included in our model (fixed overhead associated with using reversible logic, extra
gates required to synchronize different parts of a non-serial reversible circuit, different gate
technology etc.) Nonetheless, it seems likely that if memory costs continue to fall, a broadly
Brownian approach to computing will become cost effective. 2 × 10−9 differs from 1 by a
significantly larger amount, and is less likely to be overcome by these sorts of overheads.

8.2 Grover’s algorithm

We will now evaluate Grover’s algorithm. Here all we need to do is modify Equation (11)
to account for technology-dependent cost factors and solve for Nquant.

Nquant = O

(
E · t

~g0d0
· Tquant

T
· g0

gquant
· d0

dquant

)
. (34)

We compare Grover’s algorithm with powered classical search, and we compute a
speedup factor:

Nquant

Ndet
= O

(√
m0kT t

~g0d0
·
(
memcost

kT

) 1
2

· Tquant

T
· g0

gquant
· d0

dquant

)
. (35)

Using our estimated near future values for the technology dependent cost factors:
memcost

kT = 1015;
mquant

m0
= 105;

dquant

d0
= 103; and

gquant

g0
= 108 along with our other es-

timated values: m0 = 103; d0 = 105; g0 = 3× 106; T = 300K; t = 1 year, we get

log2

(
Nquant

Ndet

)
≈ 4,

indicating that Grover’s algorithm will provide little, if any, advantage over classical search
in the near future. Setting all technology-dependent cost factors to unity, yields a somewhat
larger, but still modest, advantage of

log2

(
Nquant

Ndet

)
≈ 21.

In order to envision a larger advantage for Grover’s algorithm, we must instead envision
a scenario where classical memory remains as expensive as it is today, but all technology-
dependent cost factors associated with quantum computers are eliminated. In this case,
we get

log2

(
Nquant

Ndet

)
≈ 46.

In the above analysis, we have ignored memory initialization costs for Grover’s algo-
rithm. To demonstrate that memory initialization costs do not necessarily overwhelm com-
putation costs, we evaluate the memory requirements for Grover’s algorithm at Tquant =
10mK, assuming that physical qubits can be manufactured as cheaply as classical bits
today (i.e., memcost = 1015kT , for T = 300K). For fault-tolerance related cost factors, we
make no special assumptions other than that error correction does not appreciably change
circuit density (i.e.,

gquant
mquantdquant

≈ g0
m0d0

). Suitably modifying equation (22) gives us:

memcost ·Mquant

E
= O

(
~m0d0

g0kT t
· mquant

m0
· dquant

d0
· g0

gquant
· T

Tquant
· memcost

kT

)
≈ 1.
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We also note that, while we have considered the possibility that quantum fault tolerance
might be implemented in a fashion that avoids irreversible operations like measurement, if
it cannot, this does not affect the above analysis. The energy cost of Grover’s algorithm,
aside from initialization, does not depend on memory within the Brownian computation
regime. Thus, in order to minimize the memory requirement it is optimal to set ε ≈ kT , at
which point Brownian computation exhibits essentially the same energy costs as irreversible
computation.

8.3 Unpowered classical search

Finally, we evaluate unpowered classical preimage search. Modifying Equation (15) gives
us:

Ncl = O

(
E · t

~g0m0d0
·
(
memcost

kT

)−1
)
. (36)

Again, we can compare this with powered classical search, by computing a speedup
factor:

Ncl

Ndet
= O

(√
kT t

~m0g0d0
·
(
memcost

kT

)− 1
2

)
(37)

As before, we may use memcost
kT = 1015 along with our other estimated values: m0 = 103;

d0 = 105; g0 = 3× 106; T = 300K; t = 1 year. With these values, we get

log2

(
Ncl

Ndet

)
≈ −14,

that is to say we find that unpowered classical search has a modest disadvantage over
powered classical search assuming near future memory costs. However, this can be turned
into a modest advantage of

log2

(
Ncl

Ndet

)
≈ 11,

if memcost
kT goes to unity. A somewhat larger advantage may also be possible if we consider

computations that last significantly longer than a year or scenarios where the ratio memcost
kT

reaches its optimum value at a temperature higher than 300K.

In considering extremely optimistic scenarios for unpowered classical preimage search,
it is worth noting that memory costs may be determined by the scarcity of matter rather
than energy. We may estimate the total energy budget of the Earth, based on the total
solar irradiance received by the Earth’s atmosphere, which has been estimated at 174
PW [18]. This translates to approximately 2 × 1045kT per year at 300K. In contrast, we
may give an estimated matter budget based on the total number of atoms in the earth,
which has been estimated around 1050 [1]. As 1050 is a few orders of magnitude larger
than 2× 1045, it remains plausible that energy could be the limiting factor in determining
memory requirements, even given an extremely energy efficient manufacturing process, but
the numbers are quite similar (especially if we are limited to only use atoms in the Earth’s
crust, for example.)
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9 Conclusion

The development of quantum computing has created a great deal of excitement, particu-
larly due to the discovery of quantum algorithms, such as Shor’s algorithm, that perform
exponentially better than the best known classical algorithm. Nonetheless, a large body of
research concerns quantum algorithms, such as Grover’s algorithm, that have only demon-
strated a polynomial improvement over the best known classical algorithm with respect to
metrics, such as query complexity, that bear an uncertain relationship to the real physical
costs of computation.

We argue that, in order to assess the impact of such algorithms, we need a more
explicitly physical model of computation. We also feel that, in order to fairly compare
classical algorithms to their future quantum counterparts, we need to take into account, not
just the current state of classical computing technology, but possible future developments,
such as low-power reversible computing. For example, it certainly does not seem reasonable
to consider extremely low cost and low power quantum memories, without assuming similar
advances in classical computing technology. To this end, we have developed the Brownian
computation model of Bennett, and given extensive analysis of the costs of classical and
quantum algorithms for collision and preimage search.

In the case of collision search, our analysis suggests that despite their lower query com-
plexity, quantum collision-finding algorithms do not offer a substantial, physically plausible
advantage over their classical counterparts.

The case of preimage search is more delicate. In our analysis, we have developed a
novel variant of Brownian computation, namely unpowered Brownian computation. It is
interesting to note that, using this model of computation, we can perform a randomized
classical search with the same asymptotic thermodynamic costs as Grover’s algorithm. This
is certainly of theoretical interest. But the practical significance of this result is somewhat
less clear than in the case of collision search, since there are plausible reasons for thinking
Grover’s algorithm may indeed turn out to be more efficient than unpowered classical search
in practice, although it should be noted that there are plausible scenarios where the reverse
might hold. (As a further point of contrast, in the present state of technology, powered
classical search appears to be more efficient than both approaches in finding preimages.)

We analyze in detail the technological costs which may affect the true advantage of
Grover’s algorithm over powered and unpowered classical preimage search. Aside from the
various unique challenges involved in building fault tolerant quantum computing hardware,
a key metric which appears to be relevant here is the cost of memory (or perhaps more
accurately, the cost of hardware in general). As the cost of memory falls, thermodynami-
cally reversible computing becomes more attractive to relative to current (non-reversible)
computing technology. Our estimates indicate that the cost of semiconductor hardware is
fairly close to the point at which reversible computing would begin to offer a real advan-
tage. If the cost of hardware continues to fall, we would expect to see reversible computing
developed for very computationally expensive tasks such as proof of work, or for very low
power devices.

As the cost of memory falls further, Grover’s algorithm looks less attractive, because
the efficiency of classical powered search improves relative to the efficiency of Grover’s
algorithm, and the efficiency of unpowered classical search improves relative to the effi-
ciency of powered classical search. Nonetheless, even without the assumption of very low
hardware costs, we find that the potential advantage provided by Grover’s algorithm is
significantly smaller than is often assumed. Even in scenarios that are simultaneously ex-
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tremely optimistic with respect to quantum computing and extremely pessimistic with
regard to classical computing, Grover’s algorithm will only extend the reach of classical
search by a factor of 246.

This analysis can be used to give guidance for post-quantum cryptography, in particular,
for choosing key lengths for block ciphers. This analysis suggests that doubling the key
sizes is likely unnecessary to provide protection against quantum computers, and that a
smaller increase, from 128 to 192 bits for example, is likely sufficient.

Note: Contributions to this work by NIST, an agency of the US government, are not
subject to US copyright. Any opinions, findings, and conclusions or recommendations ex-
pressed in this material are those of the author(s), and do not necessarily reflect the views
of NIST.
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Abstract—In this paper, we access the performance of a Device-
to-Device (D2D) communication link. Particularly, we design a
framework to evaluate performance with respect to coverage
probability and average throughput. Our modeling framework
considers a variety of D2D deployment scenarios (i.e., Outdoor-
to-Outdoor, Outdoor-to-Indoor, and Indoor-to-Indoor), channel
effects (i.e., path loss, shadowing, and small-scale fading), and
system parameters (i.e., resource block size, fixed Modulation
and Coding Scheme (MCS) versus adaptive MCS, and transmit
power). For the defined scenarios, we derive mathematical
expressions for the coverage probability and average throughput
as a function of the distance between two D2D user equipments.
Based on the designed framework, we conduct an extensive
performance evaluation of the D2D communication link under
various D2D deployment scenarios with varying channel effects.
We also evaluate the impact of system parameters, including
Physical Resource Block (PRB) size, fixed/adaptive MCS, and
transmit power, on the performance of D2D communication links.
Our results demonstrate the expected performance that can be
achieved in practical D2D scenarios.

Keywords—D2D Communication, Public Safety Applications,
Performance Measurements.

I. INTRODUCTION

In order to support mission critical applications for public
safety, reliable communication is critical [1]. For example,
when a large incident occurs, the network infrastructure could
be either damaged or overloaded. In either case, continuous
communication between public safety personnel is required
to successfully carry out their missions. To this end, Device-
to-Device (D2D) communication provides a viable solution,
as it is capable of providing a direct communication between
the sender and the receiver without relying on the network
infrastructure. In addition, when a first responder is out of
cell coverage, an in-cell user equipment (UE) can be used as
a relay node to extend the cell coverage using the D2D link. In
doing so, the connection of the first responder to the cellular
network can be established.

The LTE-based D2D communication was introduced by
3𝑟𝑑 Generation Partnership Project (3GPP) as the Proximity
Service (ProSe) starting in Release 12 [2], providing both D2D
communication and D2D discovery services. To support the
LTE-based D2D communication, several new physical chan-
nels were introduced, including the Physical Sidelink Control
Channel (PSCCH) and the Physical Sidelink Shared Channel
(PSSCH). PSSCH is the D2D data channel, while PSCCH is
used to transmit control information to the receiver, so that

the message transmitted on PSSCH can be decoded. Notice
that successfully decoding PSSCH depends on whether the
control information transmitted over PSCCH can be received
correctly. We define PSCCH coverage as the event that the
receiver can correctly decode the control messages conveyed
on PSCCH. For PSSCH, the coverage probability is defined
as the probability that the receiver can correctly decode both
the message transmitted on PSCCH and on PSSCH.

There have been a number of research efforts devoted to
D2D communication [3], [4]. It is generally agreed that D2D
requires UEs to be spatially located close to one another. Thus,
the following fundamental issues remain unresolved: How far
apart can D2D UEs be located and still maintain a reliable
communication given channel conditions? What is the average
throughput that can be achieved? To address these issues, in
this paper we conduct a comprehensive and practical study by
considering different channel effects for different deployment
scenarios.

To summarize, our contributions are three-fold, outlined as
follows: (i) We design a generic framework to assess the per-
formance of a D2D communication link with respect to its cov-
erage probability and average throughput. Our framework con-
siders a variety of D2D deployment scenarios (i.e., Outdoor-
to-Outdoor (O2O), Outdoor-to-Indoor (O2I), and Indoor-to-
Indoor (I2I) and different channel effects (i.e., path loss, log-
normal shadowing, and Nakagami-m small-scale fading), as
well as various system parameters (i.e., the Physical Resource
Block (PRB) size, fixed/adaptive Modulation and Coding
Scheme (MCS), and the transmit power). (ii) Based upon
the defined scenarios, we derive mathematical expressions for
the coverage probability and average throughput of a D2D
communication link. (iii) We conduct extensive performance
evaluation to show the performance of a D2D communication
link using the framework defined. We also measure the impact
of system parameters (PRB size, fixed/adaptive MCS, and
transmit power) on the performance of D2D communication
links. Monte Carlo simulation results are also presented to
support the analytic computation outcomes.

The remainder of this paper is organized as follows: In
Section II, we describe channel models used in our analysis.
In Section III, we introduce our approach in detail. In Sec-
tion IV, we show the performance evaluation results. Finally,
we conclude the paper in Section V.
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TABLE I: Channel Model [5], [6]

Scenario Path loss (dB) Log-normal Shadowing (dB)

O2O LOS

[5]

𝑃𝐿𝐿𝑂𝑆 𝑂2𝑂 = 40 log10(𝑑) + 7.56 − 17.3 log10(ℎ
′
𝐵𝑆)−

17.3 log10(ℎ
′
𝑀𝑆) + 2.7 log10(𝑓𝑐) + 20 log10(𝑓𝐶/𝑓𝑅𝐸𝐹 )

7 dB

O2O NLOS

[5]

𝑃𝐿𝑁𝐿𝑂𝑆 𝑂2𝑂 = (44.9 − 6.55 log10(ℎ𝐵𝑆)) log10(𝑑)

+5.83 log10(ℎ𝐵𝑆) + 18.38 + 23 log10(𝑓𝐶)
7 dB

O2I LOS

[5]
𝑃𝐿𝐿𝑂𝑆 𝑂2𝐼 = 𝑃𝐿𝐿𝑂𝑆 𝑂2𝑂 + 20 + 0.5𝑑𝑖𝑛 7 dB

O2I NLOS

[5]
𝑃𝐿𝑁𝐿𝑂𝑆 𝑂2𝐼 = 𝑃𝐿𝑁𝐿𝑂𝑆 𝑂2𝑂 + 20 + 0.5𝑑𝑖𝑛 − 0.8ℎ𝑀𝑆 7 dB

I2I (different building)

[5]

𝑃𝐿𝐼2𝐼𝐷𝐵
= max(131.1 + 42.8 log10(

𝑑
1000

),

147.4 + 43.3 log10(
𝑑

1000
)) + 40 + 20 log10(

𝑓𝑐
𝑓𝑅𝐸𝐹

)
10 dB

I2I (same building)

[6]
𝑃𝐿𝐼2𝐼𝑆𝐵

= 𝑃𝐿0 +

⎧⎨
⎩

20 log10 𝑑 1 < 𝑑 < 10𝑚

20 + 30 log10
𝑑
10

10 < 𝑑 < 20𝑚

29 + 60 log10
𝑑
20

20 < 𝑑 < 40𝑚

47 + 120 log10
𝑑
40

𝑑 > 40𝑚

4 dB

II. CHANNEL MODEL

An accurate channel model is critical in the assessment of
D2D communication link performance. To evaluate the D2D
performance accurately, in our study we consider the following
three aspects of the channel model: (i) Small-scale fading,
which represents the rapid signal power fluctuation over small
distance, (ii) Large-scale fading, which is also denoted as
shadowing, and is obtained via averaging over a small distance
to smooth out the rapid fluctuation of the received power,
reflecting the slow variation of the local mean of the received
power, and (iii) Path loss, which represents an area mean
obtained by averaging the received power over a large distance
to smooth out the shadowing effect.

To characterize path loss, we adopt the 3GPP path loss
models for different D2D scenarios [5], which define the path
loss for three different deployment scenarios: O2O, O2I, and
I2I. Notice that the 3GPP D2D channel models were adapted
from the IMT-advanced channel model defined in the ITU
document [7]. The ITU I2I model is based on the channel
model of indoor RRH/Hotzone [8]. The indoor RRH/Hotzone
scenario in [8] considers a single floor of the building, and two
hotzones deployed in the middle of the hallway, which is a
very specific indoor case. To evaluate the I2I in same building
case in a more generic way, we use the Distance-Partitioned
model [9], which is obtained through measurements in a multi-
story building. In this model, the distance is divided into four
regions, and a different path loss exponent is used in each
region to account for the wall and floor attenuations in the
indoor environment.

Table I summarizes the path loss and the shadowing models
used in our evaluation [5], [6]. From the table, 𝑑 is the distance
between the transmitter and the receiver, and ℎ

′
𝐵𝑆 and ℎ

′
𝑀𝑆

are effective antenna heights in meters for the transmitter and
the receiver, respectively, 𝑓𝑐 is the carrier frequency in GHz,
𝑓𝑅𝐸𝐹 is reference frequency in GHz, and ℎ𝐵𝑆 and ℎ𝑀𝑆 are
the transmitter and the receiver antenna heights in meters. For
O2I, 𝑑𝑖𝑛 is the distance from the wall to the indoor UE in
meters. For I2I same building case, 𝑃𝐿0 is the free space

path loss at 1 m distance.
To derive the average performance, we need to consider both

LOS and NLOS cases. The probability of LOS for the O2O
scenario, denoted as 𝑃𝐿𝑂𝑆 𝑂2𝑂, as a function of the distance
between the transmitter and the receiver, can be presented by
[5]
𝑃𝐿𝑂𝑆 𝑂2𝑂 ={
1, if 𝑑 ≤ 2.5𝑚

1− 0.9(1− (1.24− 0.61 log10(𝑑))
3)

1
3, if 𝑑 > 2.5𝑚

(1)

For the probability of the O2I LOS scenario, denoted
as 𝑃𝐿𝑂𝑆 𝑂2𝐼 , we have [5]: 𝑃𝐿𝑂𝑆 𝑂2𝐼 = min( 18𝑑 , 1)(1 −
exp(−𝑑

36 )) + exp(−𝑑
36 ), where 𝑑 is the distance between the

transmitter and the receiver.
In our study, the key parameters in the aforementioned

equations are set as follows: carrier frequency 𝑓𝑐 = 700𝑀𝐻𝑧,
reference frequency 𝑓𝑅𝐸𝐹 = 2𝐺𝐻𝑧, and ℎ𝐵𝑆 = ℎ𝑀𝑆 =
1.5𝑚 to match the average height of a human. The effective
transmitter and receiver height ℎ

′
𝐵𝑆 = ℎ

′
𝑀𝑆 are both set to

0.8𝑚, and the break point distance 𝑑
′
𝐵𝑃 = 4ℎ

′
𝐵𝑆ℎ

′
𝑀𝑆

𝑓𝑐
𝑐 =

5.97𝑚 [5]. It is worth mentioning that up to the break point,
the free space path model can be used to compute the path
loss. In our analysis, we evaluate D2D communication link
performance after the break point, because we care about how
far the D2D signals can propagate. For large-scale fading, we
use the 3GPP defined Log-normal shadowing model [8], which
uses 7 dB standard deviation for O2O and O2I, 4 dB for I2I
in same build cases [6] and 10 dB for I2I in different building
cases, respectively.

In order to make our analysis more practical, we consider
small-scale fading as well. Particularly, we select Nakagami-m
fading [10] as our fading model,

𝑓(𝑔) =
2𝑚𝑚𝑔2𝑚−1

Γ(𝑚)Ω𝑚
exp(−𝑚𝑔2

Ω
), 𝑔 > 0, (2)

where 𝑓(𝑔) is the probability density function (PDF) of the
magnitude of the received signal envelope due to the fading, 𝑚
is the fading parameter, Ω is the average received power, and
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Γ is the Gamma function, such that Γ(𝑚) =
∫∞
0

𝑥𝑚−1𝑒−𝑚 𝑑𝑥
and Ω = 𝐸(𝑔2).

Fig. 1: Problem Space

Here, by varying 𝑚, we can simulate channels with different
severities of small-scale fading. A smaller 𝑚 means more
severe fading. When 𝑚 equals 1, Nakagami fading becomes
Rayleigh fading.

III. OUR APPROACH

In the following, we first present the problem space, and
then show the deriving the mathematical expressions for both
coverage probability and average throughput.

A. Problem Space

Figure 1 illustrates the overall problem space, which con-
sists of the following three dimensions: 𝑋-axis as deployment
scenarios, 𝑌 -axis as channel characteristics, and 𝑍-axis as
performance indicators. For the deployment scenarios, we
consider I2I, I2O, and O2O communications. For I2I, we
further consider two cases: (i) both the transmitter and the
receiver are in the same building, and (ii) the transmitter and
the receiver are located in different buildings. For the channel
characteristics, we consider all three aspects of channel effects:
the path loss, shadowing, and fading. For the performance
indicator, we consider two metrics. One is the coverage
probability, and the other is the average throughput, which
will be defined later.

Based on the defined problem space, we conduct the per-
formance analysis of the D2D communication link in different
scenarios. In our analysis, in addition to the distance between
the transmitter and the receiver, we investigate the performance
impact of other parameters (e.g., PRB size, fixed/adaptive
MCS, and transmit power) on the performance of D2D com-
munication channels.

B. Coverage Probability

Coverage Probability is defined as the probability of
the event 𝑃𝑟𝑐 that the received signal power 𝑃𝑜𝑤𝑅𝑋 is
greater than a given receiver sensitivity 𝑃𝑜𝑤𝑡ℎ (i.e., 𝑃𝑟𝑐 =
𝑃𝑟{𝑃𝑜𝑤𝑅𝑋 > 𝑃𝑜𝑤𝑡ℎ}). Thus, how to determine the receiver
sensitivity 𝑃𝑜𝑤𝑡ℎ, and derive received signal power 𝑃𝑜𝑤𝑅𝑋

is the key to our analysis.
In determining the receiver sensitivity 𝑃𝑜𝑤𝑡ℎ, we consider

the following three factors: the thermal noise floor, the device
noise figure, and the SNR margin. The thermal noise floor

is a function of channel bandwidth with a spectral density
of −174 𝑑𝐵𝑚/𝐻𝑧. We use 9 𝑑𝐵 as the noise figure of the
receiver (i.e., a UE). The SNR margin is referred to as the
minimum required SNR to maintain a reliable D2D commu-
nication. The SNR margin depends on the targeted BLER
after the 4𝑡ℎ transmission, which is the maximum number of
HARQ transmissions, along with the adopted MCS [2], [11].
The receiver sensitivity 𝑃𝑜𝑤𝑡ℎ will be the summation of the
noise floor, UE noise figure, and the SNR margin in dB scale.

To derive the received signal power, we consider the fol-
lowing three channel effects: the path gain (inverse of the
path loss), shadowing, and small-scale fading. In the linear
scale, the received power 𝑃𝑜𝑤𝑅𝑥 can be derived by 𝑃𝑜𝑤𝑅𝑥 =
𝑃𝑜𝑤𝑇𝑥 ⋅𝐺𝑃𝐺 ⋅𝐺𝑆 ⋅𝐺𝐹 , where 𝑃𝑜𝑤𝑇𝑥 is the transmitter power,
𝐺𝑃𝐺 is the path gain, 𝐺𝑆 is the shadowing gain, and 𝐺𝐹 is the
fading gain. Here, 𝐺𝑆 follows the Log-normal distribution, and
𝐺𝐹 follows Nakagami-m fading distribution. In our analysis,
we compute the coverage probability 𝑃𝑟𝑐 for a given distance
𝑑 between the transmitter and the receiver.

The PDF of the Log-normal shadowing [12] is 𝑓(Ω) =
10/ ln 10√

2𝜋𝜎Ω
exp(− (10 log10 Ω−𝜇)2

2𝜎2 ), where Ω > 0, 𝜎 is the standard
deviation of the Log-normal shadowing, and 𝜇 is the received
power after considering the path loss in dBm.

The PDF of the Nakagami-m fading can be found in Equa-
tion (2). Thus, by considering both the Log-normal shadowing
and the Nakagami-m fading, the composite PDF of received
power can be derived as [12],

𝑓(𝑥) =

∫ ∞

0

(
𝑚

𝑤
)𝑚

𝑥𝑚−1

Γ(𝑚)
exp(−𝑚𝑥

𝑤
)

10√
2𝜋𝑤𝜎𝑙𝑛10

exp(− (10 log10 𝑤 − 𝜇)2

2𝜎2
)d𝑤,

(3)

where 𝑤 is the local mean of received power. In addition,
Γ(𝑚) is the Γ(.) function.

With the PDF of the received SNR in Equation (3) and a
given outage threshold 𝛾, we have

𝑃𝑟(𝑥 > 𝛾) =

∫ ∞

𝛾

𝑓(𝑥) 𝑑𝑥

=
1√

𝜋Γ(𝑚)

∫ +∞

−∞
exp(−𝑥2)Γ(𝑚,

𝑚

10
√

(2)Ω𝑥+𝜇

10

) 𝑑𝑥.

(4)
Notice that the integral

∫ +∞
−∞ exp(−𝑥2)Γ(𝑚, 𝑚

10

√
2𝜔𝑥+𝜇
10

) 𝑑𝑥

can be numerically approximated using Gaussian-
Hermite Quadrature [12]. In our analysis, we use first
20 Hermite polynomials for the approximation and have∫ +∞
−∞ exp(−𝑥2)𝑔(𝑥) =

∑𝑖=20
𝑖=1 𝑤𝑖𝑔(𝑥𝑖).

C. Average Throughput

The average throughput is defined as the average number
of bits successfully received by the receiver, divided by the
time taken to transmit those bits, considering various channel
conditions at a given distance between the transmitter and
the receiver. To accurately evaluate the average throughput
of a D2D communication link, we leverage the D2D BLER
performance curve obtained though the link layer simulation
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in our prior study [11]. We analyze the link level throughput
by considering the Adaptive Modulation and Coding (AMC)
scheme and the PDF of the received signal power, as well as
considering both the shadowing and the Nakagami-m small-
scale fading.

To use AMC scheme, it is critical to determine the MCS
switching points, which are determined based on the simulated
BLER versus SNR curves. We consider the BLER versus
SNR curves for the first transmission to find the SNRs
corresponding to the 10% BLERs. For example, based on
our prior results [11], 3.1 dB and 4.3 dB SNRs are required
for MCS10 and MCS11 to achieve 10% BLER for the first
transmission. Thus, if the SNR falls between 3.1 and 4.3 dB,
we assume MCS10 is used in the transmission. Notice that, in
the throughput analysis, we assume the perfect channel quality
feedback so that the AMC scheme can be used.

Before computing the average throughput, we first use an
exponential function to curve-fit the PSSCH BLER curves
for the sake of computational efficiency. Thus, we have
𝑓𝑀𝐶𝑆𝑖

(𝛾) = 𝑎𝑖𝑒
𝑏𝑖𝛾 , where 𝑓𝑀𝐶𝑆𝑖

(𝛾) is the block error rate
as a function of SNR 𝛾 for a given MCS 𝑖 (𝑖 ∈ [0 20]), 𝑎𝑖 and
𝑏𝑖 are the parameters associated with fitted curves. Using the
fitted block error rate function, we can obtain the throughput
𝑔𝑀𝐶𝑆(𝛾) corresponding to a given SNR 𝛾 for a given MCS 𝑖
by 𝑔𝑀𝐶𝑆𝑖

(𝛾) = 𝑆𝑇𝐵(1− 𝑎𝑖𝑒
𝑏𝑖𝛾), where 𝑆𝑇𝐵 is the transport

block size.
Using the PDF of the received signal power

as Equation (3), we can compute the average
throughput by 𝐸(𝑔(𝛾)) =

∫ 𝑡1
0

𝑔𝑀𝐶𝑆0
(𝛾)𝑓(𝛾) 𝑑𝛾 +∑𝑖=20

𝑖=1

∫ 𝑡𝑖+1

𝑡𝑖
𝑔𝑀𝐶𝑆𝑖

(𝛾)𝑓(𝛾) 𝑑𝛾 +
∫∞
𝑡20

𝑔𝑀𝐶𝑆20
(𝛾)𝑓(𝛾) 𝑑𝛾.

Here, 𝑡𝑖 is the linear SNR value corresponding to the 𝑀𝐶𝑆𝑖

switching point, which is defined as the 10% BLER of the
1𝑠𝑡 transmission. To compute 𝐸(𝑔(𝛾)), the second term on
right side can be computed by

∫ 𝑡𝑖+1

𝑡𝑖
𝑔𝑀𝐶𝑆𝑖

(𝛾)𝑓(𝛾) 𝑑𝛾 =∫∞
𝑡𝑖

𝑔𝑀𝐶𝑆𝑖
(𝛾)𝑓(𝛾) 𝑑𝛾 − ∫∞

𝑡𝑖+1
𝑔𝑀𝐶𝑆𝑖

(𝛾)𝑓(𝛾) 𝑑𝛾, where∫∞
𝑡𝑖

𝑔𝑀𝐶𝑆𝑖
(𝛾)𝑓(𝛾) 𝑑𝛾 =

∫∞
𝑡𝑖

𝑇𝐵𝑆(1 − 𝑎𝑒𝑏𝛾)𝑓(𝛾) 𝑑𝛾 =

𝑇𝐵𝑆(
∫∞
𝑡𝑖

𝑓(𝛾) 𝑑𝛾 − ∫∞
𝑡𝑖

𝑎𝑒𝑏𝛾𝑓(𝛾) 𝑑𝛾). The first term can be
computed as Equation (4) and to compute the second term,
we have∫ ∞

𝑡𝑖

𝑎𝑒𝑏𝑥𝑓(𝑥) 𝑑𝑥

=
𝑎𝑚𝑚

Γ(𝑚)
√
𝜋

∫ ∞

−∞
exp(−𝑥2)

1

(𝑚− 𝑏10
√

2𝜎𝑥+𝜇
10 )𝑚

Γ(𝑚, (
𝑚

10
√

2𝜎𝑥+𝜇𝜔
10

− 𝑏)𝑡𝑖) 𝑑𝑥.

(5)

Equation (5) can also be solved using Hermite approx-
imation. Hence, the average throughput can be computed
via the aforementioned mathematic derivation. Notice that,
to derive average throughput for a fixed 𝑀𝐶𝑆𝑖, we have
𝐸(𝑔𝑀𝐶𝑆𝑖

(𝛾)) =
∫∞
0

𝑔𝑀𝐶𝑆𝑖
(𝛾)𝑓(𝛾) 𝑑𝛾.

IV. PERFORMANCE EVALUATION

To evaluate the performance of D2D communication links,
we select the coverage probability and average throughput,

defined in Section III, as the two key metrics. To validate
the analytic results, we also conducted Monte Carlo simu-
lation. We generate log-normal random variable to simulate
the shadowing effect and Gamma random variable with its
mean following log-normal distribution to simulate combined
shading and fading effect on the received signal power. Both
numerical analysis and simulation were implemented in Mat-
lab1. The Monte Carlo simulation results match well with the
analytic results and they are presented together in each figure.

To successfully receive messages on PSSCH, PSCCH has
to be correctly decoded first. In our evaluation, we assume
the channel is semi-static (i.e., the received signal power is
unchanged for the message transmission duration), including
sending channel configuration on PSCCH and delivering the
message over PSSCH. Thus, we define the coverage probabil-
ity of the PSSCH as the probability that the received signal
power is above the maximum value of the PSCCH receiver
sensitivity threshold and the PSSCH receiver sensitivity thresh-
old.

To evaluate the performance of the D2D communication
link, we design the following two sets of experiments: (i) In
the first set of experiments, we evaluate the performance of
D2D communication links with respect to coverage probability
and average throughput by varying the distance between the
transmitter and the receiver. In this evaluation, we fix the
system parameters. The PRB size is set to 6 and TX transmit
power is set to 23 dBm. To evaluate the coverage probability,
we use the lowest MCS (i.e., MCS0) to accommodate the
worst channel condition. We also set the reliable threshold
as 1 % BLER, meaning that when the transport block error
is over 1 %, the communication becomes unreliable, and the
communication system experiences outage. Notice that the set
of parameters used in this evaluation is for demonstration
purposes; the system parameters are easily configurable in
our performance evaluation system. (ii) In the second set of
experiments, we evaluate the performance of D2D communi-
cation links with respect to coverage probability and average
throughput by varying system parameters, including PRB size,
transmit power, and fixed MCS. In doing so, we can evaluate
how these parameters can affect the performance of D2D
communication links.

Coverage Probability: We use Equation (4) to compute
the coverage probability for LOS and NLOS for a PSCCH
channel, respectively. We can derive the average value by

𝑃𝑟𝑐 = 𝑃𝑟𝐿𝑂𝑆𝑐
𝑃𝑟𝐿𝑂𝑆 + 𝑃𝑟𝑁𝐿𝑂𝑆𝑐

(1− 𝑃𝑟𝐿𝑂𝑆). (6)

Here, 𝑃𝑟𝑐 is the average coverage probability, 𝑃𝑟𝐿𝑂𝑆𝑐
is the

coverage probability of a LOS link, 𝑃𝑟𝑁𝐿𝑂𝑆𝑐
is the coverage

probability of a NLOS link, and 𝑃𝑟𝐿𝑂𝑆 is the probability that
the transmitter and the receiver have a LOS connection. Notice

1Certain commercial equipment, instruments, or materials are identified in
this paper in order to specify the experimental procedure adequately. Such
identification is not intended to imply recommendation or endorsement by the
National Institute of Standards and Technology, nor is it intended to imply
that the materials or equipment identified are necessarily the best available
for the purpose.
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Coverage Prob. O2O (m) O2I (m) I2I SB (m) I2I DB (m)

99 % 255 - 374 91 - 138 86 - 108 22 - 33

98 % 284 - 433 109 - 155 89 - 111 27 - 38

95 % 374 - 493 132 - 178 97 - 114 36 - 48

90 % 433 - 552 161 - 207 103 - 117 47 - 58

TABLE II: PSCCH Coverage Probability vs. TX-RX
Separation (Distance) for Normal Power UE (23 dBm)

Coverage Prob. O2O (m) O2I (m) I2I SB (m) I2I DB (m)

99 % 374 - 582 138 - 207 100 - 125 35 - 50

98 % 433 - 642 161 - 231 106 - 128 41 - 58

95 % 552 - 761 198 - 271 114 - 134 55 - 72

90 % 672 - 850 242 - 300 122 - 136 69 - 89

TABLE III: PSCCH Coverage Probability vs. TX-RX
Separation (Distance) for High Power UE (31 dBm)

that 1− 𝑃𝑟𝐿𝑂𝑆 is the probability of transmitter and receiver
having a NLOS connection.

For I2I scenarios, we consider two cases, shown in Table I.
The first case is that both UEs are in the same building, and
the second case is that the two UEs are located in different
buildings.

Figure 2 shows the coverage probability versus the distance
between the transmitter and the receiver, in which both Log-
normal shadowing and Nakagami-m small-scale fading are
considered for O2O scenario. As we can see from the figure,
the fading generally decreases the coverage probability. In
addition, when the severity of fading increases (e.g., fading
parameter 𝑚 decreases), the transmitter coverage becomes
smaller.

For O2I and I2I scenarios, we observe the same trend, and
the simulation results are summarized in Table II. Table II
lists the D2D communication ranges, which correspond to the
distances between no fading and Rayleigh fading cases, to
maintain given coverage probabilities with respect to UE with
normal power. Notice that I2I SB means the same building for
I2I scenario and I2I DB means the different buildings for I2I
scenario.

To evaluate the coverage probability of the PSSCH, the cov-
erage probability of the PSCCH shall be considered. Success-
fully receiving channel configurations on PSCCH is required
for decoding PSSCH. PSSCH performance depends on the
channel configuration, such as PRBs occupied by the channel.
Thus, we observe that PSSCH outperforms PSCCH in certain
cases, as shown in Figure 3. In addition, PSSCH with 6 PRBs
and MCS0 has a slightly higher coverage probability than
PSCCH, which is due to the fact that PSCCH uses the same
modulation scheme as PSSCH MCS0 with a slightly higher
coding rate. Furthermore, PSSCH has four Hybrid Automatic
Repeat reQuest (HARQ) transmissions while PSCCH only
transmits two identical copies. Thus, PSSCH performance is
limited by PSCCH in this case. When the used PRB size is
larger or the adopted MCS is higher, PSSCH performance will

become the limiting factor for the coverage performance, as
shown in Figures 4 and 5.

Average Throughput: Based on the analysis in Sec-
tion III-C, we compute the numerical results for the average
throughput. Similar to the evaluation of outage probability,
since both LOS and NLOS scenarios are considered in the
O2O and O2I channel models, we compute the average
throughput for LOS and NLOS models separately, and then
combine these two results using LOS probability.

With the fixed system parameters, and varying the distance
between the transmitter and the receiver, we obtain the average
throughput for the O2O scenario if AMC is used, as shown in
Figure 6. In this figure, we compare the average throughput
for path loss and shadowing only and path loss, shadowing,
and Nakagami-𝑚 fading with different levels of fading severity
(𝑚 = 1, 2, 3). As shown in the figure, when TX-RX separation
(distance) increases, the average throughput declines. Also,
fading reduces the average throughput compared to the non-
fading case. The maximum throughput of the AMC depends on
the allocated PRBs, and can be achieved by using the highest
MCS. For O2I and I2I scenarios, we have similar observations
to those of the O2O scenarios.

Parameter Sensitivity: In the following, we vary system
parameters (PRB size, fixed MCS, and transmitter power), and
study how these parameters affect the performance of D2D
communication links. Without the loss of generality, all results
in the following are based on the O2O scenario, and similar
observations can be applied to O2I and I2I scenarios as well.

For UEs to communicate with each other, besides PSCCH,
PSSCHs need to be decoded. Since PSSCH can occupy
different sizes of PRBs, we evaluate how PRB size can affect
the PSSCH coverage probability in Figure 7. In this case, the
shadowing and Rayleigh fading are considered. As can be seen
in the figure, with the increase of the PRB size, the distance
between the transmitter and the receiver declines significantly
in order to maintain a given coverage probability. This is
because the wider the bandwidth, the higher the thermal noise
floor, leading to an increased receiver sensitivity threshold.

In D2D communication, especially in group communica-
tion, it can be hard to obtain channel state information. In
this case, the fixed resource allocation of MCS and PRB
needs to be used. Figure 8 shows the throughput for a fixed
MCS of MCS10 and 2 PRBs in an O2O scenario, and TX
power of 23 dBm. From the figure, we observe that AMC
achieves a higher spectrum efficiency compared with fixed
MCS, especially when the transmitter and the receiver are
relatively close to each other, where channel conditions are
good.

The impact of transmit power on the outage probability for
O2O scenario is shown in Figure 9, and Table III lists the D2D
communication range to maintain given coverage probability
for high power UE.

V. CONCLUSION

In this paper, we developed a modeling and simulation
framework to assess the performance of D2D communication
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Fig. 2: PSCCH O2O Coverage
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0 500 1000 1500
TX-RX Separation (m)

0

0.2

0.4

0.6

0.8

1

C
o

ve
ra

g
e 

P
ro

b
ab

ili
ty

PSSCH no fading
PSSCH Nakagami fading m = 1
PSCCH no fading
PSCCH Nakagami fading m = 1
PSSCH no fading (Simulation)
PSSCH Nakagami fading m = 1 (Simulation)
PSCCH no fading (Simulation)
PSCCH Nakagami fading m = 1 (Simulation)

Fig. 3: O2O Coverage Probability of
PSCCH vs. PSSCH (PRB = 6, AMC)
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Fig. 4: O2O Coverage Probability of
PSCCH vs. PSSCH (PRB = 25, AMC)
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Fig. 5: O2O Coverage Probability of
PSCCH vs. PSSCH (PRB = 2, MCS =

10)
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Fig. 6: O2O Throughput (PRB = 6,
AMC)
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Fig. 7: Coverage Probability vs. PRB
Size in PSSCH using AMC for O2O
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Fig. 8: Throughput of Fixed MCS vs. AMC in PSSCH
for O2O Scenario
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Fig. 9: Coverage Probability vs. Transmit Power in
PSCCH

links with respect to coverage probability and average through-
put. In our study, we considered various D2D deployment
scenarios and channel effects. Based on the framework, we
designed different outdoor and indoor scenarios, and derived
mathematical expressions for the performance in different
scenarios. We conducted an extensive performance evaluation
to show the performance of the D2D communication link un-
der various D2D deployment scenarios with different channel
effects. We also evaluated the impact of system parameters
(PRB size, fixed/adaptive MCS, and transmit power) on the
performance of D2D communication links. Our designed
framework is generic and can be extended to consider new
deployment scenarios via adding or modifying its channel
models, as well as reconfiguring system parameters and taking
interference into account.
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Abstract—This paper examines the performance of the
Long Term Evolution (LTE) Physical Sidelink Shared Channel
(PSSCH) in out-of-coverage (OOC) device-to-device (D2D) com-
munication scenarios. We develop a closed form expression for
the distribution of the number of User Equipments (UEs) that
successfully decode a message sent on the PSSCH, given the
number of UEs that received the transmitter’s Sidelink Channel
Information (SCI) message over the Physical Sidelink Control
Channel (PSCCH). We validate our results using Monte Carlo
simulations of the PSSCH and network simulations in ns3, and
discuss some of the effects of system parameters on performance.

I. INTRODUCTION

Device to device (D2D) communications was developed
by the 3rd Generation Partnership Project (3GPP) to provide
Proximity Services (ProSe) for LTE networks, and was added
to the LTE standard in Release 12 [1]. Communications
between D2D User Equipments (UEs) go over a sidelink
rather than from the source UE to a base station via an
uplink and then via a downlink from the base station to the
destination UE. D2D communications will be used by network
operators to provide new services and to offload intra-cell
traffic, reducing load on the base station.

D2D communications is also an important component of the
Nationwide Public Safety Broadband Network (NPSBN) [2].
The ProSe standard includes support for out-of-coverage
(OOC) D2D communications, although it is for public safety
agencies only. A motivation for OOC communications is the
clear need for public safety personnel to be able to communi-
cate when no base station is available. Example cases include
operations in remote areas, loss of network infrastructure (e.g.,
due to hurricanes or wildfires), or operating inside buildings
with severe structural penetration loss.

ProSe defines various sidelink channels that use resource
pools consisting of groups of Physical Resource Blocks
(PRBs); these channels carry data and control messages to
support various D2D functions. Resource pools do not have
to be contiguous in either the time or frequency domains, but

Disclaimer: Certain commercial products are identified in this paper in
order to specify the experimental procedure adequately. Such identification
is not intended to imply recommendation or endorsement by the National
Institute of Standards and Technology, nor is it intended to imply that the
commercial products identified are necessarily the best available for the
purpose.

they recur periodically in the time domain. Such pools exist
to support device discovery, synchronizing clocks among of
groups of devices, and communication between devices.

A. Background

A UE that intends to send data to other UEs over the
sidelink uses the Physical Sidelink Shared Channel (PSSCH).
The UE must first advertise the pending transmission using the
Physical Sidelink Control Channel (PSCCH) to send a Sidelink
Control Information (SCI) message, which tells other UEs
which PSSCH resources the transmission will occupy, in addi-
tion to other information such as the Modulation and Coding
Scheme (MCS) that will be used [3, Clause 5.14]. OOC UEs
choose PSCCH resources randomly; each PSCCH resource
corresponds to a pair of PRBs. The ProSe standard specifies
the mapping from resource index numbers to PRB locations
in the control channel resource pool [4, Clause 14.2.1.1]. If
two or more UEs choose the same PSCCH resource index,
their SCI messages will interfere with each other and will be
unintelligible1. An additional source of message loss is the
half-duplex nature of UE transmissions. A UE can miss an
SCI message from another UE if it sends its own SCI in the
same pair of subframes. In previous work, we modeled the
PSCCH and we showed that if the PSCCH resource pool is
properly dimensioned, the only cause of missed advertisements
is collisions [6]. Whether SCIs are missed due to collisions or
the half-duplex effect, UEs that miss advertisements will not
be able to receive the corresponding data that is sent during
the subsequent occurrence of the PSSCH.

The PSSCH consists of a set of periodically repeating PRBs
that occur after the PSCCH in the time domain. The band
of PRBs spanned by the PSSCH in the frequency domain
is divided into Nsb sub-bands, while the set of subframes
spanned by the PSSCH in the time domain is divided into
multiple Time Resource Patterns (TRPs); each TRP spans
NTRP subframes. An OOC UE with data to send chooses a
sub-band at random and also randomly chooses a set of kTRP
out of NTRP subframes to use to transmit data in each TRP;
the UE uses the same set of subframes in each TRP. The
chosen pattern of subframes is called the UE’s TRP mask.

1If the Signal to Interference and Noise Ratio (SINR) at the receiver is
high enough, it may be possible to decode one of the interfering messages.
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UEs choose resources in the PSSCH randomly, so there is a
risk that they can interfere with each other. For example, if two
UEs choose the same sub-band and also choose TRP masks
that partially overlap, then some of their transmissions will
collide, causing interference. In addition, a UE that transmits
in a given subframe will be unable to receive transmissions
from other UEs in the same subframe if UEs cannot transmit
and receive simultaneously, due to the half-duplex effect.

ProSe uses the Hybrid Automatic Repeat Request (HARQ)
mechanism to mitigate the impact of collisions. UEs do not
provide feedback over the sidelink for each HARQ trans-
mission [4, Clause 14.1.1]. A transmitting UE sends four
Redundant Versions (RVs) of data over the PSSCH; each RV
is composed of information and error correction bits [5]. For
this paper, we assume that each HARQ transmission takes up
all the available PRBs in a subframe; i.e., it fills the chosen
sub-band. For example, a set of four HARQ transmissions
with kTRP = 1 would be sent over the course of four TRPs,
as shown in the top row of Fig. 1. If kTRP = 2, then a UE
can send two messages, with the first occupying the first two
TRPs and the next occupying the last two TRPs; if kTRP = 4,
4 RVs can be sent during every TRP.

B. Purpose of this work

In this paper, we develop a performance metric for the
PSSCH. The analytical model underlying this metric incor-
porates the major features of the PSSCH: random sub-band
selection, random TRP mask selection, the half duplex effect,
and HARQ. We define our metric with respect to a single
UE of interest in a group of Nu UEs, which we call UE0. We
defineRCρ to be the event, “ρ UEs decode UE0’s SCI,” andRSδ
to be the event, “δ UEs decode UE0’s data on the PSSCH.” Our
performance metric is the conditional probability distribution
of the number of UEs that decode UE0’s data: Pr{RSδ |RCρ }.
We can remove the condition on the number of UEs that
decode the SCI by using the distribution of this number that
we derived previously [6], giving

Pr{RSδ } =

Nu−1∑

ρ=0

Pr{RSδ |RCρ }Pr{RCρ }. (1)

This metric will allow a network operator to characterize the
performance of an OOC group of UEs, and thus dimension the
PSSCH to optimize the Quality of Experience (QoE) for public
safety users. The metric can also be used to determine what
input parameters (number of UEs, PSSCH pool dimensions,
etc.) have the greatest impact on performance.

The rest of this paper is organized as follows. We briefly
survey related work in Section II. In Section III, we develop
the conditional distribution of the number of UEs that decode
a transmitted message given that ρ of them decoded the corre-
sponding SCI message. We validate our model in Section IV,
and also examine the sensitivity of the metric to various input
parameters. We summarize our discussion in Section V.

1 2 3 4

1 2 3 4 1 2 3 4

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

kTRP = 1

kTRP = 2

kTRP = 4

TRP 1 TRP 2 TRP 3 TRP 4

Fig. 1. Examples of transmission occurences of the four HARQ repetitions
during a PSSCH period consisting of four TRPs, for various values of kTRP.

II. SURVEY OF OTHER WORK

In [6], we developed a closed-form expression for the
distribution of UEs that receive an SCI over the PSCCH, and
we showed that the half-duplex effect can be eliminated by
properly sizing the control resource pool. To the best of our
knowledge, ours is the first work that models the PSSCH
in this fashion, although some other works have considered
D2D communications. Yoon, Park, and Choi developed a
feedback scheme for the sidelink that uses a feedback pool that
follows the PSSCH in time and has the same “shape” as the
PSCCH [7]. Park et al. developed a resource selection scheme
for the PSCCH that aims to improve performance by using
measured interference to inform the selection process, rather
than using only random selection [8]. Shih et al. developed an
autonomous resource selection algorithm for out of coverage
UEs [9]. Their approach partitions the control channel resource
pool so that UEs sense the energy in the first PRB that
they choose and then pick a different resource if they sense
a collision. They use a collision analysis for the SCI and
the transmitted data, but their performance analysis does not
account for the half duplex effect in the PSCCH or the PSSCH,
and does not account for the effect of HARQ in the PSSCH.
The analysis also does not include the 3GPP mapping from
resource index to PSCCH PRBs.

III. THEORETICAL ANALYSIS

A. Model description

For the following model description, we provide a list of
variable definitions in Table I. Consider a group of OOC UEs
and let Nu be the number of UEs in the group. We assume that
all UEs have data to send. We focus on a single transmitting
UE of interest, which we call UE0. All UEs contend for
PSCCH resources to send their SCI messages. In this analysis,
we assume that a subset of ρ UEs successfully decoded UE0’s
SCI message.

To model the HARQ function, we define ψi to be the proba-
bility that a UE successfully decodes UE0’s message given that
it received i HARQ transmissions, where i ∈ {0, 1, 2, 3, 4}.
The number of messages that a UE can send during a period
depends on kTRP, as shown in Fig. 1. The rows in Fig. 1 each
represent a period consisting of four TRPs, and correspond to
the cases kTRP = 1, 2, 4. Example subframe masks are shown
in black in each row.

From the example masks in Fig. 1, we can determine
which decoding probabilities ψi to use for a given value of
kTRP. Since a message requires four HARQ transmissions,
and since each UE uses a single mask for all TRPs in a
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TABLE I
LIST OF VARIABLES

Symbol Definition
Nu UE group size

UE0 Randomly chosen UE of interest
RCρ Event where ρ ≤ (Nu − 1) UEs decode UE0’s SCI
RSδ Event where δ ≤ ρ UEs decode UE0’s data on the PSSCH

NTRP Number of subframes per TRP
kTRP Number of subframes per TRP used by UEs to send data
Y Number of subframes per TRP used by UE0 not affected by

collisions with other UEs operating in the same sub-band
Nsb Number of sub-bands partitioning the PSSCH in the

frequency domain
ρ Number of UEs that decode UE0’s SCI message
ι Number of UEs that do not decode UE0’s SCI message
s Number of UEs that transmit in UE0’s sub-band
d Number of UEs that transmit in sub-bands different than

UE0’s sub-band
s′′ Number of same-sub-band (SSB) UEs that decode UE0’s SCI
d′′ Number of other-sub-band (OSB) UEs that decode UE0’s SCI
ψi Probability that a UE decodes UE0’s SCI given that it

received i transmissions
Sρ Number of receiver UEs that transmit in UE0’s sub-band
Sι Number of interferer UEs that transmit in UE0’s sub-band
S Total number of UEs that transmit in UE0’s sub-band

Dρ Number of receiver UEs that transmit in different sub-bands
Dι Number of interferer UEs that transmit in different sub-bands
s′ Value taken by Sρ
σ Value taken by Sι
n Value taken by Y
ωn Pr{SSB receiver UE decodes UE0’s SCI |Y = n}
φn Pr{OSB receiver UE decodes UE0’s SCI |Y = n}
Nrun Number of Monte Carlo runs per validation simulation
Ntrials Number of trials per validation run

T Number of UEs decoding UE0’s message per trial

TABLE II
VALUES OF ψn VERSUS n FOR VARIOUS VALUES OF kTRP

n
kTRP

1 2 4
0 ψ0 ψ0 ψ0

1 ψ4 ψ2 ψ1

2 – ψ4 ψ2

3 – – ψ3

4 – – ψ4

given PSSCH period, the decoding probability depends on the
number of UE0’s subframes that are not subject to interference
from collisions and that other UEs can receive because they
are not transmitting during those subframes. If kTRP = 1,
UE0’s message requires four TRPs to transmit, and a collision
will impact all four transmissions, and all receivers decode
UE0’s message with probability ψ0; conversely, if there is no
collision, then all four of UE0’s transmissions can be received
(provided that a receiver in another sub-band is not using
UE0’s mask) with probability ψ4. By similar reasoning, we can
construct the table of message decoding probabilities shown
in Table II for other values of kTRP. We will use these values
in the table in the model development in Section III-C.

B. Constructing the model

By examining the selection of resources by different UEs
in a particular sequence, which does not affect the fidelity of

sub-band
subframe

1
2

3
4

1
2

3
4

5
6

7
8

Fig. 2. An example of sub-band and TRP mask choices by UE0 (white disks),
UEs that choose UE0’s sub-band (red and orange disks), and UEs that choose
other sub-bands (purple disks).

the model, we can determine subframe choices of UEs that
operate in UE0’s sub-band affect outcomes for UEs that are
not in UE0’s sub-band.

In the example shown in Fig. 2, NTRP = 8 subframes,
kTRP = 4 subframes, and Nsb = 4 sub-bands. The figure
shows an example outcome of UE0’s choice of a subframe
mask, and a random sub-band. We show UE0’s choice with
white tokens placed in spaces corresponding to subframes
1, 3, 5, 6 in sub-band 3. Fig. 2 also shows transmissions by
two UEs that have chosen UE0’s sub-band. We show these
two UEs’ choices using red and orange tokens placed in spaces
corresponding respectively to subframes 1, 2, 4, 5 and 1, 4, 7, 8
in sub-band 3. Because the two other UEs’ transmissions
overlap some of those of UE0, UE0 has two collided and two
non-collided transmissions. Thus the two UEs that transmit in
UE0’s subframe decode UE0’s message with probability ψ2.

Finally, Fig. 2 shows the effect of transmissions by UEs
that have chosen sub-bands other than UE0’s sub-band. For
clarity, only one UE is shown per sub-band; we show the
other-sub-band (OSB) UEs’ choices with purple tokens placed
in spaces corresponding to the masks that they have chosen.
The UE that chose sub-band 1 chose a mask that overlaps one
of UE0’s two uncollided transmissions in subframe 3, so this
UE decodes UE0’s message with probability ψ1. The UE that
chose sub-band 2 has a mask that overlaps neither of UE0’s
uncollided transmissions; this UE decodes UE0’s message with
probability ψ2. Finally, the mask chosen by the UE that chose
sub-band 4 overlaps both of UE0’s uncollided transmissions,
so this UE decodes UE0’s message with probability ψ0.

C. Development of Pr{RSδ |RCρ }

Our model uses Jordan’s formula [11, Eqs. (3,4)], which we
briefly describe here. Given a probability space Ω with equally
likely outcomes {ω ∈ Ω}, define n events A1, . . . , An, each
of which corresponds to a subset of Ω; the probability of an
event Ai is Pr{Ai} = N (Ai)/N (Ω), where N (A) is the
number of elements in the set A. Let the random variable ν
be the number of events that occur due to an outcome ω. The
probability that exactly k out of n events occur (i.e., ν = k)

Cintron, Fernando; Griffith, David; Hall, Timothy; Rouil, Richard.
”Modeling and Simulation Analysis of the Physical Sidelink Shared Channel (PSSCH).”

Paper presented at 2018 IEEE International Conference on Communications (ICC), Kansas City, MO, United States. May 20, 2018 - May 24,
2018.

SP-350



d UEs in other subch.s UEs in same subch.

ρ UEs decode UE0’s SCI

ι UEs do not decode UE0’s SCI

s′ d′

d− d′s− s′

s′′ d′′

Fig. 3. Partitioning of the set of (Nu − 1) UEs with respect to the UE of
interest, UE0.

is

Pr{k events occur} =
n∑

r=k

(−1)r−k
(
r

k

)
E

{(
ν

r

)}
(2)

where

E

{(
ν

r

)}
=

∑

1≤i1<i2<···<ir≤n
Pr{∩rj=1Aij} (3)

is the rth binomial moment of ν.
To derive Pr{RSδ |RCρ }, we partition the set of (Nu − 1)

UEs in UE0’s group based on whether they received UE0’s
SCI and whether they randomly select the sub-band chosen by
UE0. We show this partitioning in Fig. 3. We call the ρ UEs
that received UE0’s SCI, “receivers;” and the remaining ι =
(Nu−1−ρ) UEs, “interferers.” We define the random variables
Sρ and Sι to be, respectively, the number of receivers and
interferers that use UE0’s sub-band. Let S = Sρ + Sι be the
number of UEs in UE0’s sub-band. We define s′ and σ to be
values taken by Sρ and Sι, respectively, and s to be the value
taken by S, so that s = σ+ s′. In addition, we define Dρ and
Dι to be random variables that are the number of receivers
and interferers that use sub-bands other than UE0’s; d′ is the
specific value taken by Dρ.

Next, we condition on the number of receivers and interfer-
ers that choose UE0’s sub-band, which gives us

Pr{RSδ |RCρ } =

ρ∑

s′=0

ι∑

σ=0

Pr{RSδ |RCρ , Sρ = s′, Sι = σ}

× Pr{Sρ = s′, Sι = σ}. (4)

The probability that a given UE picks UE0’s sub-band is
1/Nsb. Thus the probability that s′ out of ρ receivers and
σ = s− s′ out of ι interferers pick UE0’s sub-band, which is
Pr{Sρ = s′, Sι = σ} in Eq. (4), is

Pr{Sρ = s′, Sι = σ}

=
(
ρ
s′
) (

1
Nsb

)s′ (
1− 1

Nsb

)ρ−s′ (
ι
σ

) (
1
Nsb

)σ (
1− 1

Nsb

)ι−σ

=
(
ρ
s′
)(
ι
σ

) (
1
Nsb

)s (
1− 1

Nsb

)Nu−1−s
. (5)

Let the random variable Y be the number of UE0’s trans-
mitted subframes in a TRP that do not experience interference
from other UEs in UE0’s sub-band. By conditioning on the

value of Y , we can expand Pr{RSδ |RCρ , Sρ = s′, Sι = σ}
from Eq. (4) as follows:

Pr{RSδ |RCρ , Sρ = s′, Sι = σ}

=

kTRP∑

n=0

Pr{RSδ |RCρ , Sρ = s′, Sι = σ, Y = n}

× Pr{Y = n |S = s′ + σ}. (6)

The probability that Y takes the value n is

Pr{Y = n |S = s} =

kTRP∑

`=n

(−1)`−n
(
`

n

)
E

{(
Y

`

) ∣∣∣∣S = s

}

(7)
where

E

{(
Y

`

) ∣∣∣∣S = s

}
=

∑

1≤i1<···<i`≤kTRP

Pr{∩`j=1Aij |S = s},

(8)
and we define the set of events {Ai}NTRP

i=1 as follows. Event
Ai occurs when UE0 chooses subframe i and no other UE
transmitting in UE0’s sub-band chooses that subframe. Thus
Pr{∩`j=1Aij |S = s} is the probability that the ` subframes
chosen by UE0 whose indices are i1, i2, . . . , i` are not used
by s other UEs. We compute this conditional probability
by taking the ratio of the number of ways that a single
UE can pick a mask such that it does not use subframes
i1, i2, . . . , i`, to the total number of ways that a UE can pick
a mask. To avoid picking subframes i1, i2, . . . , i`, a UE has
(NTRP−`) subframes from which to choose kTRP subframes
for its mask, and there are

(
NTRP−`
kTRP

)
ways to do this. The

total number of masks that any UE can pick is
(
NTRP

kTRP

)
, so

the probability that a UE chooses a mask so that it does not
overlap subframes i1, i2, . . . , i` is

(
NTRP−`
kTRP

)
/
(
NTRP

kTRP

)
2. UEs

choose masks independently, so if the number of other UEs
that choose UE0’s sub-band is S = s, then

Pr{∩`j=1Aij |S = s} =

[(
NTRP−`
kTRP

)
(
NTRP

kTRP

)
]s
, s = 0, 1, . . . , Nu−1.

(9)
All of the Pr{∩`j=1Aij |S = s} terms in the sum in Eq. (8)
are identical and are given by Eq. (9). There are

(
kTRP

`

)
terms

in the sum in Eq. (8), because this is the number of ways to
pick ` subframes from the set of kTRP subframes that make
up UE0’s mask. Thus, if S = s = s′ + σ,

Pr{Y = n |S = s′ + σ}

=

kTRP∑

`=n

(−1)`−n
(
`

n

)(
kTRP

`

)[(NTRP−`
kTRP

)
(
NTRP

kTRP

)
]s′+σ

.

(10)

To get Pr{RSδ |RCρ , Sρ = s′, Sι = σ, Y = n} in Eq. (6),
we define s′′ to be number of same-sub-band (SSB) UEs that
decode UE0’s message, and d′′ to be the number of OSB UEs
that decode UE0’s message. It follows that s′′ ≤ s′ and d′′ ≤

2Note that
(NTRP−`
kTRP

)
/
(NTRP
kTRP

)
= 0 if NTRP − ` < kTRP.
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s′′

d′′

δ

δ
0

s′′ = δ − d′′

Fig. 4. Illustration of the relationship between d′′ and s′′.

d′, as shown in Fig. 3. If δ is the total number of UEs that
decode UE0’s message, then s′′+ d′′ = δ, as shown in Fig. 4,
and we let s′′ vary from 0 to δ and then set d′′ = δ − s′′.

Conditioning on the number of UEs in UE0’s sub-band that
decoded the transmitted message gives

Pr{RSδ |RCρ , Sρ = s′, Sι = σ, Y = n}

=
δ∑

s′′=0

Pr{RSδ |RCρ , Sρ = s′, Sι = σ, Y = n, S = s′′}

× Pr{S = s′′}. (11)

Given Y = n, the probability that s′′ receivers out of the s′

receivers in UE0’s sub-band decode the message is

Pr{S = s′′} =

(
s′

s′′

)
ωs

′′
n (1− ωn)s

′−s′′ . (12)

where ωn = ψ4n/kTRP
is the probability that a SSB UE

decodes UE0’s message given that it received n transmissions,
as given in Table II.

Let φn be the probability that an OSB receiver decodes
UE0’s message given Y = n. We condition on the value of
m, the number of unblocked subframes that the OSB receiver
can access, given n unblocked subframes, and use the same
approach that we used to develop Eq. (9) and Eq. (10) (with
s = 1 in this case):

φn =
n∑

m=0

ψ4m/kTRP
Pr{receive m of n unblocked subframes}

=
n∑

m=0

ψ4m/kTRP

[
n∑

`=m

(−1)`−m
(
`

m

)(
n

`

)(NTRP−`
kTRP

)
(
NTRP

kTRP

)
]
.

(13)

Then the probability that d′′ out of d′ OSB receivers decode
UE0’s message is

Pr{RSδ |RCρ , Sρ = s′, Sι = σ, Y = n, S = s′′}

=

(
d′

d′′

)
φd

′′
(1− φ)d

′−d′′

=

(
ρ− s′
δ − s′′

)
φδ−s

′′
(1− φ)(ρ−s

′)−(δ−s′′). (14)

Note that we have to have s′′ ≤ s′ for Eq. (12) to be non-
zero and δ − s′′ ≤ ρ − s′ for Eq. (14) to be non-zero; thus
the series in Eq. (11) runs from s′′ = max(0, s′ − ρ + δ) to
s′′ = min(δ, s′′).

To obtain the final form for the conditional distribution,
Pr{RSδ |RCρ }, we substitute Eq. (12) and Eq. (14) into
Eq. (11), then combine the resulting expression with Eq. (10)
in Eq. (6), and insert this result into Eq. (4) along with Eq. (5).
The result is the expression in Eq. (15).

IV. NUMERICAL RESULTS

A. Monte Carlo simulations

To validate the theoretical model, we implemented a set of
Monte Carlo simulations in Matlab whose output is an empiri-
cal conditional probability mass function of the number of UEs
that decode transmitted data from a randomly chosen peer. For
each set of input parameters, we performed Nruns = 5 runs,
with Ntrials 10 000 trials per run.

In each trial, we use the following procedure. We initialize
T , the tally of UEs that decoded UE0’s message, to zero, and
we randomly assign a sub-band and mask to UE0. Next, we
assign sub-bands and masks to the other (Nu− 1) UEs in the
group, and we determine n, the number of UE0’s subframes
that are not blocked by transmissions from other UEs in
UE0’s sub-band. For each receiver UE in UE0’s sub-band, we
generate U , a U [0, 1] random variate; if U ≤ ψn, we increment
T . For each receiver in other sub-bands, we determine k, the
number of UE0’s un-collided subframes that do not overlap
with subframes chosen by the OSB receiver UE. Then we
generate U for that UE and if U ≤ ψk, we increment T . After
processing the last OSB UE, we record the value of T for the
trial, and move on to the next trial in the run.

Once all the runs were complete, we computed an empirical
probability mass function (PMF) for each run. For the rth
run, for 0 ≤ m ≤ Nu − 1, we computed p̂r(m), which is
the number of times that T = m divided by Ntrials. Then we
generated p̂(m) =

∑Nruns
r=1 p̂r(m)/Nruns. We also estimated the

standard deviation of p̂r(m), ς(m). The approximate 95 %
confidence interval for the PMF is p̂(m)±1.96 ς(m)/

√
Nruns.

B. NS3 simulations

We simulated a group of Nu UEs using the ns3 simulation
tool as an additional check of the model. In order to fix the
number of UEs that successfully receive a given UE’s SCI
message to have a given value of ρ during each simulated
period, we set the SINR threshold for SCI messages so that
all transmitted SCI messages will be received by all other
UEs, even if collisions occur in the PSCCH. We performed
5 simulation runs for each set of input parameters; for each
run, we simulated 400 s of activity. Each instance of the
PSSCH contained 4 TRPs whose duration was 8 subframes
each, and the PSCCH’s duration was 8 subframes. This results
in a period duration of 40 ms, so we simulated 10 000 periods
per run. We picked (ρ+1) UEs to send SCIs that were received
by all UEs in the group. We randomly picked one of the
(ρ+1) SCI-transmitting UEs to be UE0 and all Nu UEs in the
group then sent data over the PSSCH. We counted the number
of UEs that were able to decode UE0’s data and we saved this
tally as the result for the run. We combined the results from the
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Pr{RSδ |RCρ } =

ρ∑

s′=0

ι∑

σ=0

(
ρ

s′

)(
ι

σ

)(
1

Nsb

)s′+σ (
1− 1

Nsb

)(Nu−1)−(s′+σ)

×
(
kTRP∑

n=0



kTRP∑

`=n

(−1)`−n
(
`

n

)(
kTRP

`

)[(NTRP−`
kTRP

)
(
NTRP

kTRP

)
]s′+σ


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ρ− s′
δ − s′′

)
φδ−s

′′
n (1− φn)(ρ−s

′)−(δ−s′′)
])

(15)

set of runs in the same manner as in Section IV-A to produce
an empirical PMF with 95 % confidence intervals.

C. Discussion of results
To generate our results, shown in Fig. 5, we used Nu =

11 UEs, and the PSSCH bandwidth was 50 PRBs, or 10 MHz.
We examined two partitions of the PSSCH bandwidth: Nsb =
8 sub-bands and Nsb = 16 sub-bands, and we considered two
mask types: kTRP = 2 and kTRP = 4. We also investigated
two values for the number of UEs that received UE0’s SCI:
ρ = 3 UEs and ρ = 9 UEs. We validated our model for other
values of Nu and ρ, and for kTRP = 1, but we do not show
these results due to space limitations.

In all four sub-figures, we observe excellent agreement
between the theoretical results and the empirical results from
both sets of simulations, which is strong evidence for the
accuracy of our model. All four sub-figures also show that
increasing the number of sub-bands shifts the mass of the
conditional distribution to the right, i.e., we see a reduction in
the probability that no receiver UEs decode UE0’s while we
also see an increase in decoding probabilities for the greatest
number of UEs. However, we note that the price of increasing
Nsb is a reduction in the number of PRBs per subframe that a
UE is able to use to send data; the trade-off that results in the
maximum throughput is a topic for further study. In addition,
we see that while increasing kTRP increases the number of
possible masks (70 when kTRP = 4 vs. 28 when kTRP = 2),
this does not produce higher decoding probabilities; masks that
cover more subframes create greater chances for interference
or loss of transmissions due to the half duplex effect. The
extreme example of this effect occurs when kTRP = 8; all UEs
will block or miss each others’ transmissions with probability
one, since they transmit in every subframe. However, reducing
kTRP also reduces the number of PRBs available for a UE
to use, and so there is a second trade-off with respect to
throughput.

To further illustrate the trends shown in Fig. 5, we show
the theoretical values of the conditional means and variances,
E{RSδ |RCρ } and Var{RSδ |RCρ }, as ordered pairs in Table III
for the cases plotted in the figure. We note from the table
that if the number of UEs that decoded UE0’s SCI message
is small, then varying other parameters such as ρ or kTRP

or Nsb does not significantly affect the conditional statistics
associated with the number of these UEs that decode UE0’s

TABLE III
(E{RSδ |RCρ } , Var{RSδ |RCρ }) FOR PARAMETERS IN FIG. 5

Nsb = 8 Nsb = 16

kTRP = 2 kTRP = 4 kTRP = 2 kTRP = 4

ρ = 3 (1.69 , 1.11) (0.84 , 0.78) (1.95 , 0.91) (1.13 , 0.85)
ρ = 9 (5.07 , 6.72) (2.52 , 3.96) (5.86 , 4.83) (3.38 , 3.83)

message on the PSSCH. If the PSCCH is configured to allow
most UEs to decode the SCI message, then the design of the
PSSCH has more impact, with the greater impact coming from
the mask design (i.e., the value of kTRP).

V. SUMMARY AND CONCLUSIONS

In this paper, we developed a mathematical model to char-
acterize the performance of the PSSCH for out-of-coverage
D2D communications. The model produces the distribution of
the number of devices that receive a UE’s data transmission
given the number of UEs that received the corresponding SCI
message. This result can be combined with existing models
of the PSCCH. We validated our model using two sets of
simulations: a simple Monte Carlo model and a full simulation
in ns3 of an OOC group of UEs using D2D communications.
The results that we obtained show that increasing the number
of sub-bands in the PSSCH improves the likelihood of a
UE’s decoding a transmitted message, although this is at
the expense of throughput, which we intend to quantify in
future work. We also showed that the value of kTRP has a
significant impact on performance, with lower values resulting
in a greater likelihood that a receiver UE decodes the message
on the PSSCH, but that this also reduces throughput. In future
work, we will discuss how to use this model to maximize the
throughput on the sidelink.
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Abstract—Communication networking leverages emerging net-
work technologies such as topology management schemes to
satisfy the demand of exponentially increasing devices and
associated network traffic. Particularly, without efficient topology
management, Machine-to-Machine (M2M) communications will
likely asymmetrically congest gateways and eNodeBs in 3rd
Generation Partnership Project (3GPP) Long-Term Evolution
(LTE) and Long-Term Evolution Advanced (LTE-A) networks,
especially when M2M devices are massively deployed to support
diverse applications. To address this issue, in this paper, we
propose a 3D Topology Optimization (3D-TO) scheme to obtain
the optimal placement of gateways and eNodeBs for M2M
communications. By taking advantage of the fact that most
M2M devices rarely move, 3D-TO can specify optimal gateway
positions for each M2M application, which consists of multiple
M2M devices. This is achieved through global optimization,
based on the distances between gateways and M2M devices.
Utilizing the optimization process, 3D-TO likewise determines
optimal eNodeB positions for each M2M application, based on
the distances between eNodeBs and optimal M2M gateways.
Our experimental results demonstrate the effectiveness of our
proposed 3D-TO scheme towards M2M communications, with
regard to throughput, delay, path loss, and packet loss ratio.

Keywords—M2M communications, 3GPP LTE/LTE-A, Topol-
ogy optimization, M2M applications

I. INTRODUCTION

Unlike Human-to-Human (H2H) communication that highly
relies on human intervention, Machine-to-Machine (M2M)
communication, also known as Machine Type Communica-
tion (MTC), enforces connectivity between massive devices
independently [1], [15]. M2M communication has become
the skeleton of Internet-of-Things (IoT) communication and
enables a myriad of smart applications in the realms of public
safety, smart grid, smart transportation, smart health, smart
city, etc. [3], [10], [16]–[18], [20].

Nonetheless, 3rd Generation Partnership Project (3GPP)
Long-Term Evolution (LTE) and Long-Term Evolution Ad-
vanced (LTE-A) network infrastructures are unprecedentedly
challenged with the explosion of M2M devices. Then, the
development of intelligent networking techniques to satisfy the
demand of exponentially increasing M2M devices and their
traffic becomes critical. This calls for developing effective
topology optimization to support M2M communications.

In this paper, we propose a 3D topology optimization (3D-
TO) scheme for M2M communications in 3GPP LTE/LTE-A
networks, which can efficiently improve M2M communication
performance with respect to throughput, delay, path loss, and
packet loss ratio. 3D topology optimization focuses on the
repositioning of M2M gateways and eNodeBs, such that load-
balanced network topology can be achieved. In this scheme,
within a particular M2M application, 3D-TO first identifies
an optimal position for each M2M gateway in the feasible
deployment space. The optimization procedure is performed
on the basis of minimizing the summation of the distances
between each M2M gateway and its associated M2M devices.
Utilizing the same optimization process, 3D-TO also specifies
optimal eNodeB positions, but instead considers the distances
between eNodeBs and their connected M2M devices’ asso-
ciated optimal M2M gateways. Under the minimization of
distance between devices, 3D-TO can largely reduce relay
times and path loss in data transmission. Through experimental
simulation, we validate the effectiveness of our proposed 3D-
TO scheme in terms of throughput, delay, path loss, and packet
loss ratio.

The remainder of this paper is organized as follows: In
Section II, we introduce the system model. In Section III,
we introduce our approach in detail. In Section IV, we
present experimental results to validate the effectiveness of
our approach. In Section V, we review related works. Finally,
in Section VI, we conclude the paper.

II. SYSTEM MODEL

In 3GPP LTE/LTE-A networks [13], M2M devices are
deployed with a MTC server and Evolved Packet Core (EPC),
which consists of Mobility Management Entity (MME), Serv-
ing Gateway (S-GW), and Packet Data Network Gateway
(P-GW). Particularly, MME is engaged in the control plane,
performing activities such as roaming, handover and security
management, and also selects S-GW and P-GW for M2M
devices and user equipment (UEs). S-GW operates in the
user plane to enable data transmission towards eNodeBs
(eNBs) and P-GW, while P-GW establishes secure connections
between M2M devices (UEs). All three EPC components
are connected to eNodeBs via 𝑆1 interface, and eNodeBs
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Fig. 1. System Model of M2M Communications in LTE/LTE-A Networks

communicate with each other through 𝑋2 interface. The MTC
gateway enables a mixture of diverse access methods (wireless
LAN, WiMAX, ZigBee, etc.) to EPC, while the MTC server
is accessed by the MTC users (smart home, logistic service,
remote surveillance, etc.) to exploit diverse Internet of Things
applications supported by massive M2M devices through some
Application Programming Interface (API) provided by the
network operator [19].

Within each M2M application, as shown in Fig. 1, we
consider large networks organized by eNodeBs as outer cells,
and small networks managed by MTC gateways as inner
cells. To be specific, massively deployed M2M devices in
outer cells can be bonded to eNodeBs either directly via
LTE/LTE-A link, or indirectly via MTC gateways, under which
the device-to-device communications between M2M devices
might be enabled by distinct wireless network protocols other
than LTE/LTE-A. MTC gateways in inner cells are able to
not only optimally select transmission paths between M2M
devices, effectively balancing their energy consumption, but
also facilitate a connection to back-hauling. For the simplicity
of our topology optimization analysis in 3D-TO, we assume
that M2M devices do not move over time, but instead have
fixed positions. Notice, however, that our proposed topology
optimization mechanism can be extended to mobile device sce-
narios, as well as mixed mobile/stationary devices scenarios.
All notations used in this paper are shown in Table I.

III. OUR APPROACH

In 3D-TO, M2M device positions are considered, such that
a more efficient network topology can be obtained. Within a
particular M2M application, optimal gateway positions can be
identified in the feasible deployment space via a minimization
of the distances between gateways and their connected M2M
devices. Consequently, optimal feasible eNodeB positions for
the same M2M application are specified by applying the same
minimization mechanism to the distances between eNodeBs
and their connected M2M devices optimal gateways.

3D topology optimization is used to specify optimal gateway
and eNodeB positions within the feasible deployment space,
denoted as 𝑆𝑃 , for each M2M application. Then, the infeasible
deployment space 𝑆𝑃 (lakes, swamps, volcanoes, etc.) can be

TABLE I
NOTATION

𝑆𝑃, 𝑆𝑃 : Feasible and infeasible deployment space.
𝑁𝑎 : Number of M2M applications.
𝐴𝑝𝑝𝑖 : 𝑖𝑡ℎ M2M application.
𝑁

𝑎𝑖
𝑒 : Number of eNodeBs in application 𝑖.

𝑒𝑁𝐵
𝑎𝑖
𝑗 : 𝑗𝑡ℎ eNodeB in application 𝑖.

𝑁
(𝑒𝑗 ,𝑎𝑖)

𝑑 : Number of devices associated with 𝑒𝑁𝐵
𝑎𝑖
𝑗 indi-

rectly.

𝑁
(𝑒𝑗 ,𝑎𝑖)
𝑔 : Number of gateways connected to 𝑒𝑁𝐵

𝑎𝑖
𝑗 .

𝐺𝑊
(𝑒𝑗 ,𝑎𝑖)

𝑘 : 𝑘𝑡ℎ gateway connected to 𝑒𝑁𝐵
𝑎𝑖
𝑗 .

𝑁
(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)

𝑑 : Number of devices associated with 𝐺𝑊
(𝑒𝑗 ,𝑎𝑖)

𝑘 .

𝐷
(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)

𝑙 : 𝑙𝑡ℎ device associated with 𝐺𝑊
(𝑒𝑗 ,𝑎𝑖)

𝑘 .

𝑥
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

: 𝑥-axis of 𝐷
(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)

𝑙 .

𝑦
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

: 𝑦-axis of 𝐷
(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)

𝑙 .

𝑧
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

: 𝑧-axis of 𝐷
(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)

𝑙 .

𝑥𝑘,𝑠, 𝑦𝑘,𝑠, 𝑧𝑘,𝑠 : Coordinate of stationary point regarding

𝐺𝑊
(𝑒𝑗 ,𝑎𝑖)

𝑘 .

𝐻 : Hessian matrix regarding 𝐺𝑊
(𝑒𝑗 ,𝑎𝑖)

𝑘 .
𝑥𝑘,𝑐, 𝑦𝑘,𝑐, 𝑧𝑘,𝑐 : Coordinate of position closest to

(𝑥𝑘,𝑠, 𝑦𝑘,𝑠, 𝑧𝑘,𝑠).

𝑥
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

: 𝑥-axis of optimal 𝐺𝑊
(𝑒𝑗 ,𝑎𝑖)

𝑘 .

𝑦
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

: 𝑦-axis of optimal 𝐺𝑊
(𝑒𝑗 ,𝑎𝑖)

𝑘 .

𝑧
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

: 𝑧-axis of optimal 𝐺𝑊
(𝑒𝑗 ,𝑎𝑖)

𝑘 .

𝑥
𝑒𝑁𝐵

𝑎𝑖
𝑗

: 𝑥-axis of optimal 𝑒𝑁𝐵
𝑎𝑖
𝑗 .

𝑦
𝑒𝑁𝐵

𝑎𝑖
𝑗

: 𝑦-axis of optimal 𝑒𝑁𝐵
𝑎𝑖
𝑗 .

𝑧
𝑒𝑁𝐵

𝑎𝑖
𝑗

: 𝑧-axis of optimal 𝑒𝑁𝐵
𝑎𝑖
𝑗 .

𝐷
(𝑒𝑗 ,𝑎𝑖)
𝑚 : 𝑚𝑡ℎ device associated with 𝑒𝑁𝐵

𝑎𝑖
𝑗 .

𝑥
𝐷

(𝑒𝑗,𝑎𝑖)
𝑚

: 𝑥-axis of 𝐷
(𝑒𝑗 ,𝑎𝑖)
𝑚 .

𝑦
𝐷

(𝑒𝑗,𝑎𝑖)
𝑚

: 𝑦-axis of 𝐷
(𝑒𝑗 ,𝑎𝑖)
𝑚 .

𝑧
𝐷

(𝑒𝑗,𝑎𝑖)
𝑚

: 𝑧-axis of 𝐷
(𝑒𝑗 ,𝑎𝑖)
𝑚 .

𝑥̂𝑗,𝑠, 𝑦𝑗,𝑠, 𝑧𝑗,𝑠 : Coordinate of stationary point regarding 𝑒𝑁𝐵
𝑎𝑖
𝑗 .

𝐻̂ : Hessian matrix regarding 𝑒𝑁𝐵
𝑎𝑖
𝑗 .

𝑥̂𝑗,𝑐, 𝑦𝑗,𝑐, 𝑧𝑗,𝑐 : Coordinate of position closest to 𝑥̂𝑗,𝑠, 𝑦𝑗,𝑠, 𝑧𝑗,𝑠.

avoided. With a given space (𝑆𝑃 ∪ 𝑆𝑃 ), assume that the num-
ber of M2M applications is 𝑁𝑎. In application 𝐴𝑝𝑝𝑖, where
𝑖 = 1, 2, . . . , 𝑁𝑎, denote the number of eNodeBs as 𝑁𝑎𝑖

𝑒 . As
to each eNodeB 𝑒𝑁𝐵𝑎𝑖

𝑗 in 𝐴𝑝𝑝𝑖, where 𝑗 = 1, 2, . . . , 𝑁𝑎𝑖
𝑒 ,

refer to the number of M2M devices connected to it not via
gateway as 𝑁

(𝑒𝑗 ,𝑎𝑖)
𝑑 , the number of gateways associated to

it as 𝑁
(𝑒𝑗 ,𝑎𝑖)
𝑔 , and the number of M2M devices correlated

to gateway 𝐺𝑊
(𝑒𝑗 ,𝑎𝑖)
𝑘 , where 𝑘 = 1, 2, . . . , 𝑁

(𝑒𝑗 ,𝑎𝑖)
𝑔 , as

𝑁
(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)
𝑑 .
Based on those deployed devices, our topology optimization

mechanism comprises the following two steps: (i) Step 1.
Optimal gateway position, and (ii) Step 2. Optimal eNodeB
position.

Step 1. Optimal Gateway Position: In this stage, 3D-TO
identifies optimal gateway positions in 𝑆𝑃 for each M2M
application, such that the distance between each gateway
and its associated M2M devices is minimized, resulting in
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reduced relay times and path loss. Intuitively, if the con-
nectivity of devices can be guaranteed over long distances
between devices, it can more likely be assured over short
distances resulting from our optimal gateway positioning.
Assume that the coordinate of M2M device 𝐷

(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)
𝑙 (𝑙 =

1, 2, . . . , 𝑁
(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)
𝑑 ), which is connected to gateway 𝑘 to-

wards eNodeB 𝑗 in M2M application 𝑖 through one or multiple
hops, as (𝑥

𝐷
(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

, 𝑦
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

, 𝑧
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

). If the summa-

tion of the squares of distances between devices is minimized,
the summation of distances between devices will likely be
minimized as well. For the simplicity of our analysis, we
use the square functions of the distances between gateway
𝐺𝑊

(𝑒𝑗 ,𝑎𝑖)
𝑘 and its associated M2M devices: 𝑑𝑒𝑠𝑐(𝑥, 𝑦, 𝑧) =

𝑁
(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑑 ∑

𝑙=1

(𝑥− 𝑥
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

)2 + (𝑦 − 𝑦
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

)2+

(𝑧 − 𝑧
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

)2.

(1)

In order to identify the optimal 𝐺𝑊
(𝑒𝑗 ,𝑎𝑖)
𝑘 position that

minimizes the distance between devices, the stationary points
of Equation (1) must be assessed, because extreme values can
only occur at stationary points. In this regard, we obtain the
first derivatives of the distance function from Equation (1) as
follows:
⎧
⎨
⎩

∂𝑑𝑒𝑠𝑐

∂𝑥
= 2𝑁

(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)
𝑑 𝑥− 2

𝑁
(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑑 ∑

𝑙=1

𝑥
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

,

∂𝑑𝑒𝑠𝑐

∂𝑦
= 2𝑁

(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)
𝑑 𝑦 − 2

𝑁
(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑑 ∑

𝑙=1

𝑦
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

,

∂𝑑𝑒𝑠𝑐

∂𝑧
= 2𝑁

(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)
𝑑 𝑧 − 2

𝑁
(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑑 ∑

𝑙=1

𝑧
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

.

(2)

By leveraging Equation (2), there exists only one stationary
point. As the stationary points of the device distance function
cause its first derivatives to be zeros, if we assume that
the coordinates of the only stationary point of Equation (1)
are (𝑥𝑘,𝑠, 𝑦𝑘,𝑠, 𝑧𝑘,𝑠), then we can have the coordinate

of 𝑥-axis as 𝑥𝑘,𝑠 =
1

𝑁
(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑑

∑𝑁
(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑑

𝑙=1 𝑥
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

,

it is similar for the coordinate of 𝑦-axis to be

derived as 𝑦𝑘,𝑠 =
1

𝑁
(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑑

∑𝑁
(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑑

𝑙=1 𝑦
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

,

along with the coordinate of 𝑧-axis as

𝑧𝑘,𝑠 =
1

𝑁
(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑑

∑𝑁
(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑑

𝑙=1 𝑧
𝐷

(𝑔𝑘,𝑒𝑗,𝑎𝑖)

𝑙

.

Notice that (𝑥𝑘,𝑠, 𝑦𝑘,𝑠, 𝑧𝑘,𝑠) is also the center-of-gravity of
all M2M devices associated with gateway 𝐺𝑊

(𝑒𝑗 ,𝑎𝑖)
𝑘 . As the

only stationary point makes its corresponding extreme value
either smallest or largest, the next step is to further identify
whether it is the one that makes the distance between a
gateway and its associated M2M devices smallest. To this end,
we derive the second derivatives of Equation (1), which form

a Hessian Matrix [14] 𝐻:

𝐻 =

⎡
⎢⎣

∂2𝑑𝑒𝑠𝑐
∂𝑥2

∂2𝑑𝑒𝑠𝑐
∂𝑥∂𝑦

∂2𝑑𝑒𝑠𝑐
∂𝑥∂𝑧

∂2𝑥𝑒𝑠𝑐
∂𝑦∂𝑥

∂2𝑑𝑒𝑠𝑐
∂𝑦2

∂2𝑑𝑒𝑠𝑐
∂𝑦∂𝑧

∂2𝑑𝑒𝑠𝑐
∂𝑧∂𝑥

∂2𝑑𝑒𝑠𝑐
∂𝑧∂𝑦

∂2𝑑𝑒𝑠𝑐
∂𝑧2

⎤
⎥⎦ =

⎡
⎢⎣
2𝑁

(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)
𝑑 0 0

0 2𝑁
(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)
𝑑 0

0 0 2𝑁
(𝑔𝑘,𝑒𝑗 ,𝑎𝑖)
𝑑

⎤
⎥⎦

It is observed that H is a positive definite matrix, meaning
that (𝑥𝑘,𝑠, 𝑦𝑘,𝑠, 𝑧𝑘,𝑠) is the minimum point of the square
distance function, represented by Equation (1), which then
is a strictly convex function [2]. Thus, if (𝑥𝑘,𝑠, 𝑦𝑘,𝑠, 𝑧𝑘,𝑠)
falls into the feasible deployment space, it will be the op-
timal gateway position. Otherwise, the optimal gateway po-
sition has to be the one, denoted as (𝑥𝑘,𝑐, 𝑦𝑘,𝑐, 𝑧𝑘,𝑐), which
is closest to (𝑥𝑘,𝑠, 𝑦𝑘,𝑠, 𝑧𝑘,𝑠), in the feasible deployment
space, according to the concavity of Equation (1). Recall
that (𝑥𝑘,𝑠, 𝑦𝑘,𝑠, 𝑧𝑘,𝑠) is the center-of-gravity of M2M de-
vices, which means gateways are placed in or closest to
the center. This implies that our optimal gateway position
also considers the density of M2M devices by orientating
gateways near to the area with high M2M device density,
and father from the area with low M2M density. Assume that
the coordinate of the optimal gateway position that we are
looking for 𝐺𝑊

(𝑒𝑗 ,𝑎𝑖)
𝑘 as (𝑥

𝐺𝑊
(𝑒𝑗,𝑎𝑖)

𝑘

, 𝑦
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

, 𝑧
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

),
then it will be (𝑥𝑘,𝑠, 𝑦𝑘,𝑠, 𝑧𝑘,𝑠), if (𝑥𝑘,𝑠, 𝑦𝑘,𝑠, 𝑧𝑘,𝑠) ∈
𝑆𝑃 . If (𝑥𝑘,𝑠, 𝑦𝑘,𝑠, 𝑧𝑘,𝑠) ∈ 𝑆𝑃 , the coordinate will be
(𝑥𝑘,𝑐, 𝑦𝑘,𝑐, 𝑧𝑘,𝑐).

Regarding the specification of (𝑥𝑘,𝑐, 𝑦𝑘,𝑐, 𝑧𝑘,𝑐), the proce-
dure is exactly the same as that demonstrated for identifying
(𝑥𝑘,𝑠, 𝑦𝑘,𝑠, 𝑧𝑘,𝑠), with the exception that the stationary point
in 𝑆𝑃 becomes the point of interest. We need simply to move
(𝑥𝑘,𝑠, 𝑦𝑘,𝑠, 𝑧𝑘,𝑠) in 𝑆𝑃 over to its closest spot in 𝑆𝑃 , and
the concavity of Equation (1) ensures that (𝑥𝑘,𝑐, 𝑦𝑘,𝑐, 𝑧𝑘,𝑐) is
the minimum point of Equation (1) in 𝑆𝑃 . After finalizing
the optimal gateway position for 𝐺𝑊

(𝑒𝑗 ,𝑎𝑖)
𝑘 , 3D-TO then

determines the optimal eNodeB position for 𝑒𝑁𝐵𝑎𝑖
𝑗 based

on their associated M2M devices and the generated optimal
gateway positions.

Step 2. Optimal eNodeB Position: In this stage, the optimal
eNodeB position, denoted as (𝑥𝑒𝑁𝐵

𝑎𝑖
𝑗
, 𝑦𝑒𝑁𝐵

𝑎𝑖
𝑗
, 𝑧𝑒𝑁𝐵

𝑎𝑖
𝑗
), for

each 𝑒𝑁𝐵𝑎𝑖
𝑗 is confirmed, and the device connectivity is

also guaranteed. As to each M2M application 𝐴𝑝𝑝𝑖, 3D-TO
determines the optimal eNodeB positions via a minimization
of the distances between eNodeBs and their associated M2M
devices optimal gateways generated in Step 1.

Assume that the number of M2M devices, which are
connected to eNodeB 𝑗 in application 𝑖 through one or
multiple hops as 𝑁

(𝑒𝑗 ,𝑎𝑖)
𝑑 . If we represent the coordinate

of M2M device 𝐷
(𝑒𝑗 ,𝑎𝑖)
𝑚 (𝑚 = 1, 2, . . . , 𝑁

(𝑒𝑗 ,𝑎𝑖)
𝑑 ), as

(𝑥
𝐷

(𝑒𝑗,𝑎𝑖)
𝑚

, 𝑦
𝐷

(𝑒𝑗,𝑎𝑖)
𝑚

, 𝑧
𝐷

(𝑒𝑗,𝑎𝑖)
𝑚

). Then, we can also have the
square function of distance between 𝑒𝑁𝐵𝑎𝑖

𝑗 and 𝐷
(𝑒𝑗 ,𝑎𝑖)
𝑚 ,
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4

𝐺𝑊
(𝑒𝑗 ,𝑎𝑖)
𝑘 as: ˆ𝑑𝑒𝑠𝑐(𝑥, 𝑦, 𝑧) =

𝑁
(𝑒𝑗,𝑎𝑖)

𝑑∑

𝑚=1

(𝑥− 𝑥
𝐷

(𝑒𝑗,𝑎𝑖)
𝑚

)2 + (𝑦 − 𝑦
𝐷

(𝑒𝑗,𝑎𝑖)
𝑚

)2+

(𝑧 − 𝑧
𝐷

(𝑒𝑗,𝑎𝑖)
𝑚

)2

+

𝑁
(𝑒𝑗,𝑎𝑖)
𝑔∑

𝑘=1

(𝑥− 𝑥
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

)2 + (𝑦 − 𝑦
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

)2+

(𝑧 − 𝑧
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

)2.

(3)

With the illustration of Step 1, we also enumerate below
the first derivatives of Equation (3) to identify the stationary
points. There is one which can minimize the distance between
𝑒𝑁𝐵𝑎𝑖

𝑗 and 𝐷
(𝑒𝑗 ,𝑎𝑖)
𝑚 , 𝐺𝑊

(𝑒𝑗 ,𝑎𝑖)
𝑘 .

⎧
⎨
⎩

∂ ˆ𝑑𝑒𝑠𝑐

∂𝑥
= 2(𝑁

(𝑒𝑗 ,𝑎𝑖)
𝑑 +𝑁 (𝑒𝑗 ,𝑎𝑖)

𝑔 )𝑥

−2(

𝑁
(𝑒𝑗,𝑎𝑖)

𝑑∑

𝑚=1

𝑥
𝐷

(𝑒𝑗,𝑎𝑖)
𝑚

+

𝑁
(𝑒𝑗,𝑎𝑖)
𝑔∑

𝑘=1

𝑥
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

),

∂ ˆ𝑑𝑒𝑠𝑐

∂𝑦
= 2(𝑁

(𝑒𝑗 ,𝑎𝑖)
𝑑 +𝑁 (𝑒𝑗 ,𝑎𝑖)

𝑔 )𝑦

−2(

𝑁
(𝑒𝑗,𝑎𝑖)

𝑑∑

𝑚=1

𝑦
𝐷

(𝑒𝑗,𝑎𝑖)
𝑚

+

𝑁
(𝑒𝑗,𝑎𝑖)
𝑔∑

𝑘=1

𝑦
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

),

∂ ˆ𝑑𝑒𝑠𝑐

∂𝑧
= 2(𝑁

(𝑒𝑗 ,𝑎𝑖)
𝑑 +𝑁 (𝑒𝑗 ,𝑎𝑖)

𝑔 )𝑧

−2(

𝑁
(𝑒𝑗,𝑎𝑖)

𝑑∑

𝑚=1

𝑧
𝐷

(𝑒𝑗,𝑎𝑖)
𝑚

+

𝑁
(𝑒𝑗,𝑎𝑖)
𝑔∑

𝑘=1

𝑧
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

).

(4)

Assume that the coordinates of the only stationary point of
Equation (3) are (𝑥̂𝑗,𝑠, 𝑦𝑗,𝑠, 𝑧𝑗,𝑠). By setting each derivative
in Equation (4) to be zero, we can have the coordinate

of x-axis as 𝑥̂𝑗,𝑠 = 1

𝑁
(𝑒𝑗,𝑎𝑖)

𝑑 +𝑁
(𝑒𝑗,𝑎𝑖)
𝑔

(
∑𝑁

(𝑒𝑗,𝑎𝑖)

𝑑
𝑚=1 𝑥

𝐷
(𝑒𝑗,𝑎𝑖)
𝑚

+

∑𝑁
(𝑒𝑗,𝑎𝑖)
𝑔

𝑘=1 𝑥
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

), and the coordinate of y-axis as 𝑦𝑗,𝑠 =

1

𝑁
(𝑒𝑗,𝑎𝑖)

𝑑 +𝑁
(𝑒𝑗,𝑎𝑖)
𝑔

(
∑𝑁

(𝑒𝑗,𝑎𝑖)

𝑑
𝑚=1 𝑦

𝐷
(𝑒𝑗,𝑎𝑖)
𝑚

+
∑𝑁

(𝑒𝑗,𝑎𝑖)
𝑔

𝑘=1 𝑦
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

),

along with the coordinate of z-axis as 𝑧𝑗,𝑠 =

1

𝑁
(𝑒𝑗,𝑎𝑖)

𝑑 +𝑁
(𝑒𝑗,𝑎𝑖)
𝑔

(
∑𝑁

(𝑒𝑗,𝑎𝑖)

𝑑
𝑚=1 𝑧

𝐷
(𝑒𝑗,𝑎𝑖)
𝑚

+
∑𝑁

(𝑒𝑗,𝑎𝑖)
𝑔

𝑘=1 𝑧
𝐺𝑊

(𝑒𝑗,𝑎𝑖)

𝑘

).

Notice that (𝑥̂𝑗,𝑠, 𝑦𝑗,𝑠, 𝑧𝑗,𝑠) is the center-of-gravity of all the
M2M devices and optimal gateways, which are associated with
𝑒𝑁𝐵𝑎𝑖

𝑗 . Next, we find the second derivatives of Equation (3)
to be the following Hessian Matrix 𝐻̂ .

𝐻̂ =

⎡
⎢⎣

∂2 ˆ𝑑𝑒𝑠𝑐
∂𝑥2

∂2 ˆ𝑑𝑒𝑠𝑐
∂𝑥∂𝑌 𝑦

∂2 ˆ𝑑𝑒𝑠𝑐
∂𝑥∂𝑧

∂2 ˆ𝑑𝑒𝑠𝑐
∂𝑦∂𝑥

∂2 ˆ𝑑𝑒𝑠𝑐
∂𝑦2

∂2 ˆ𝑑𝑒𝑠𝑐
∂𝑦∂𝑧

∂2 ˆ𝑑𝑒𝑠𝑐
∂𝑧∂𝑥

∂2 ˆ𝑑𝑒𝑠𝑐
∂𝑧∂𝑦

∂2 ˆ𝑑𝑒𝑠𝑐
∂𝑧2

⎤
⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

2(𝑁
(𝑒𝑗 ,𝑎𝑖)
𝑑

+𝑁
(𝑒𝑗 ,𝑎𝑖)
𝑔 ) 0 0

0 2(𝑁
(𝑒𝑗 ,𝑎𝑖)
𝑑

+𝑁
(𝑒𝑗 ,𝑎𝑖)
𝑔 ) 0

0 0 2(𝑁
(𝑒𝑗 ,𝑎𝑖)
𝑑

+𝑁
(𝑒𝑗 ,𝑎𝑖)
𝑔 )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

𝐻̂ is also a positive definite matrix, which implies
(𝑥̂𝑗,𝑠, 𝑦𝑗,𝑠, 𝑧𝑗,𝑠) to be a point minimizing strictly convex dis-
tance function, represented by Equation (3), similar to that
illustrated in Step 1. Thus, the optimal eNodeB position will
be either (𝑥̂𝑗,𝑠, 𝑦𝑗,𝑠, 𝑧𝑗,𝑠), or the closest point to it that lies
in the feasible deployment space, denoted as (𝑥̂𝑗,𝑐, 𝑦𝑗,𝑐, 𝑧𝑗,𝑐),
if (𝑥̂𝑗,𝑠, 𝑦𝑗,𝑠, 𝑧𝑗,𝑠) is determined to lie in the infeasible de-
ployment space. As the center-of-gravity (or nearest point to
the center-of-gravity) of M2M devices and optimal gateways,
(𝑥̂𝑗,𝑠, 𝑦𝑗,𝑠, 𝑧𝑗,𝑠) or (𝑥̂𝑗,𝑐, 𝑦𝑗,𝑐, 𝑧𝑗,𝑐) also takes the density of
M2M devices and optimal gateways into account. The coor-
dinate of the optimal eNodeB position that we are looking
for will be (𝑥̂𝑗,𝑠, 𝑦𝑗,𝑠, 𝑧𝑗,𝑠), if (𝑥̂𝑗,𝑠, 𝑦𝑗,𝑠, 𝑧𝑗,𝑠) ∈ 𝑆𝑃 . If
(𝑥̂𝑗,𝑠, 𝑦𝑗,𝑠, 𝑧𝑗,𝑠) ∈ 𝑆𝑃 , the coordinates will be (𝑥̂𝑗,𝑐, 𝑦𝑗,𝑐, 𝑧𝑗,𝑐).

If relocating the optimal eNodeB is needed, the affirmation
of (𝑥̂𝑗,𝑐, 𝑦𝑗,𝑐, 𝑧𝑗,𝑐) will follow the same process in Step 1. Thus,
the optimized topology for M2M communications in 3GPP
LTE/LTE-A networks is accomplished.

Recall that 3D-TO finds optimal gateway and eNodeB
positions, based on a procedure of minimization over distances
between gateways, eNodeBs and their associated M2M de-
vices, with the consideration of restriction from the infeasible
deployment space. This also leads the optimal positions of
gateways and eNodeBs to be the centers of gravity of their
associated M2M devices, which validates the device density
attention property of 3D-TO.

IV. PERFORMANCE EVALUATION

In our performance evaluation, we first implement 3D-TO
in MATLAB to numerically demonstrate its effectiveness, and
then deploy certain numeric results from MATLAB into NS-3
to further assess the performance of 3D-TO in a real network
simulation environment1. In our evaluation, the comparison
baseline against 3D-TO is the normal case without any topol-
ogy optimization towards M2M gateways and eNodeBs.

First, we conduct our numeric demonstration over the
average and variance of distances between devices of each
M2M application in MATLAB, with the consideration of a
number of coexisting M2M applications enabled by massive
M2M devices. Thus, we set the number of M2M applications
to 2000. Within each M2M application, there are 2 eNodeBs, 6
M2M gateways, and 1000 M2M devices. The initialized three-
dimensional positions of all devices are generated randomly,

1Certain commercial equipment, instruments, or materials are identified in
this chapter in order to specify the experimental procedure adequately. Such
identification is not intended to imply recommendation or endorsement by the
National Institute of Standards and Technology, nor is it intended to imply
that the materials or equipment identified are necessarily the best available
for the purpose.
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and one single eNodeB is directly connected to 250 M2M
devices and 3 M2M gateways, which are directly or indirectly
associated with another 250 M2M devices via one or multiple
hops. In addition, we assume that M2M devices separated by
distance less than the transmission range are also paired up
via either LTE/LTE-A link or other kinds of wireless links
(WLAN, WiMAX, ZigBee, etc.). The network connectivity
is guaranteed by the cooperation among the transmission
ranges of eNodeB, M2M gateway, and M2M device, which
are 1000 m, 500 m, and 50 m, respectively.

Second, for simulations in NS-3, we shrink the network size
due to the capacity limitation of our computing hardware. Thus
in NS-3, we implement 10 M2M applications, consisting of 1
macro eNB, 2 home eNBs (working as M2M gateways), and
12 UEs (serving as M2M devices with fixed positions) in each
application. The macro eNB is directly connected to 6 UEs
and 2 home eNBs, and each home eNB is associated with 3
UEs. All device positions in NS-3 are determined according to
the results generated from MATLAB by applying 3D-TO. For
simplicity, communications between devices are all enabled
under LTE standard, with UDP as the transmission protocol.

3GPP has standardized the arrival traffic of M2M commu-
nications as a Beta distribution with a small data transmission
feature [3], [4]. Thus, we set up a Beta distribution for each
M2M application and randomly generate integers from 1 to 4
as 𝛼, 𝛽, and the function range (in seconds). The effectiveness
of 3D-TO is assessed based on the following metrics: (i)
Throughput is computed based on the entire data transmissions
of all M2M devices in each M2M application, (ii) Delay
is computed based on the average time of M2M devices to
finish transmitting data in each M2M application, (iii) Path
Loss is examined based on the overall power attenuation of
all M2M devices in each M2M application, and (iv) Packet
Loss Ratio is defined as the ratio of lost data packets over

the total transmission data packets associated with all M2M
devices in each M2M application. For generality, we repeat the
experiment 10 times, taking the average of all 10 iterations as
the data in the figures.

Fig. 2 and Fig. 3 show the performance comparison of
3D-TO and the baseline normal case (i.e., without topology
optimization), with respect to distance average and variance.
As we can see from the figures, the average and variance of
distances between devices of each M2M application running
3D-TO is much lower than those of M2M applications without
3D-TO. For instance, 3D-TO reduces the average distances be-
tween devices of all M2M applications to below 280 m, seen in
Fig. 2, while the average distances between devices of almost
all M2M applications in the normal case are above 400 m.
In Fig. 3, the variances of distances between devices of all
M2M applications with 3D-TO are lower than 24 000𝑚2, but
reach around 70 000𝑚2 for most baseline M2M applications
without 3D-TO.

Fig. 4 illustrates the average throughput of each M2M
application in the normal and optimized cases, respectively.
As we can see from the figure, our proposed 3D-TO scheme
performs better than the normal case without topology opti-
mization in all 10 M2M applications. This implies that 3D-
TO can significantly improve LTE network performance in
terms of throughput. For example, certain M2M applications,
running 3D-TO in Fig. 4, achieve a throughput as high as
11,000 bytes/second, and even the application with the worst
performance has a throughput above 5,700 bytes/second. In
contrast, only 2 M2M applications without topology opti-
mization reach a throughput at 8,000 bytes/second, while most
maintain a throughput under 5,600 bytes/second.

Fig. 5 highlights the comparison of 3D-TO and the normal
case with respect to delay. As we can see from the figure, the
average delay performance for each M2M application with 3D-
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TO is much better than that of the M2M applications without
3D-TO. For example, 3D-TO maintains a delay under 0.27 s
for almost all M2M applications in Fig. 5, and some even
reach as low as 0.12 s. Nonetheless, in the normal case, without
topology optimization, the delay of all M2M applications is
above 0.35 s.

Fig. 6 shows an evident decrease for each M2M application
with respect to path loss by applying 3D-TO. Fig. 7 illustrates
the packet loss ratio of M2M applications in both the normal
case without topology optimization and optimized case with
3D-TO. As we can see from the figure, our proposed 3D-TO
scheme outperforms the normal case in each M2M application.
For example, all M2M applications running the normal case
in Fig. 4, have a packet loss ratio above 0.3, even reaching as
high as 0.68. In comparison, the packet loss ratio of almost all
applications in the optimized case with 3D-TO is below 0.3,
with some M2M applications with packet loss ratios below
0.1.

V. RELATED WORKS

In order to improve M2M communications in 3GPP
LTE/LTE-A networks, a number of research efforts have been
devoted to M2M topology optimization [5]–[9], [11], [12].

Topology optimization has been generally adopted in M2M
communication networks to obtain interference reduction,
energy economy, and the extension of operating lifetimes.
Primarily, topology optimization consists of topology con-
struction and topology maintenance, which are responsible
for initialization optimization and connectivity preservation,
respectively [5], [7]–[9], [11]. For instance, Lee et al. in
[7] proposed a distributed energy-efficient topology control
algorithm to establish a best-parent based new topology in
the construction phase, and a signal topology reconstruction
by monitoring energy status of neighbors in the maintenance
phase. The algorithm delivered significant energy efficiency
and prolonged lifetime. Li et al. in [8] designed a network
flow theory-based topology adaption algorithm with low time
complexity. The authors analyzed the heterogeneity property
of M2M networks and identified an optimal solution for energy
efficient topology control.

Unlike the existing schemes highlighted, our proposed 3D-
TO (3D Topology Optimization) scheme considers not only the
identification of optimal device positions, but also the avoid-
ance of obstruction areas. Our work consists of a thorough
theoretical modeling of topology construction and mainte-
nance based on distance minimization. We have also conducted
experiments in both Matlab and NS-3 to demonstrate the
performance of our proposed approach.

VI. CONCLUSION

In this paper, we proposed a 3D topology optimization (3D-
TO) scheme that can optimally construct network topology for
M2M applications in 3GPP LTE/LTE-A networks. Particularly,
3D-TO applies the first derivative to extract the stationary
point of the distance between devices, and then utilizes the
second derivative to identify it as the one that minimizes
the distance. Our proposed scheme is capable of leveraging

M2M device positions to obtain optimal M2M gateway and
eNodeB placement. The results of our extensive experimenta-
tion validate that 3D-TO obtains better network performance
in throughput, delay, path loss, and packet loss ratio than the
baseline configuration.
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G-band Reflectivity Results of a Conical Blackbody for Radiometer 
Calibration 

Derek A. Houtz1, Dazhen Gu1  
1National Institute of Standards and Technology, Boulder, CO. 

Abstract  —  Two hollow conical cavities have been developed 
and built for the National Institute of Standards and Technology 
(NIST) for use as radiometer calibration sources, or blackbodies. 
We seek high emissivity, thus low reflectivity, to approximate an 
ideal blackbody.  We present new results on the reflectivity of the 
smaller conical blackbody in G-band between 130 GHz and 230 
GHz.  We found monostatic reflectivity, or return loss, no larger 
than -45 dB at critical remote sensing bands near 165 GHz, 183 
GHz, and 229 GHz.  We found that use of a thin closed-cell 
polyethylene insulation layer has a significant impact on 
reflectivity performance.  We compared the reflectivity of the 
conical blackbody with the reflectivity of a pyramidal absorber 
array of the type typically used as on-board radiometer 
calibration sources.  The insulated conical blackbody showed an 
average of 15 dB lower reflectivity than the pyramidal array over 
the measured band.   

Index Terms — Free-space reflectivity, materials 
characterization, millimeter-wave radiometry, radiometer 
calibration. 

I.  INTRODUCTION 

Microwave and millimeter-wave radiometers measure 
passively-emitted Planck and spectral radiation, and have 
principal applications in weather forecasting and environmental 
remote sensing.  Operational weather satellites use radiometers 
to collect data on tropospheric temperature, sea-surface 
temperature, cloud moisture and precipitation, sea ice, ocean 
salinity and soil moisture, to name a few.  Because of the lack 
of long-term stability of active components in microwave 
radiometers, continuous calibration is a necessity.  Satellite-
borne, aircraft-borne, and ground based or in-situ sensors 
commonly have some form of internal calibration source. 
Whether this be via an internal blackbody or a noise diode, gain 
and offset drifts in the radiometer’s detection hardware must be 
quantified and accounted for.   

Use of unreliable or non-traceable internal and pre-launch 
blackbody calibration sources across radiometer platforms has 
created a lack of consistency and has led to offset biases 
between instruments [1].  At the National Institute of Standards 
and Technology (NIST), we are developing reliable and 
accurate microwave brightness temperature sources to act as a 
traceability standard for microwave radiometers.   

We have designed two conical blackbodies to interface with 
the Advanced Technology Microwave Sounder (ATMS) [2] 
instrument’s pre-launch calibration hardware.  The ATMS is an 
integral part of the Joint Polar Satellite System (JPSS).  The 
ATMS is currently flying on the Suomi-NPP satellite, a copy 

will fly aboard the JPSS-1 satellite in late 2017, and there are 
plans for ATMS copies aboard JPSS-2 and JPSS-3.   

The two most important characteristics of a radiometer 
calibration source, or blackbody, are high emissivity and 
uniform temperature.  According to Kirchoff’s law of 
reciprocity, high emissivity can be demonstrated by showing 
low reflectivity and thus high absorptivity.  In this paper, we 
measure reflectivity in G-band (130 GHz to 230 GHz) to 
demonstrate the blackbody performance of the small NIST 
conical blackbody.  We also measure a microwave absorber-
coated pyramidal array, the type of blackbody typically used as 
onboard calibration sources for airborne and spaceborne 
radiometers.     

The two conical blackbodies have radii of 6.8 cm and 10.8 
cm respectively and have been designed to operate at 
frequencies between 18 GHz and 230 GHz.  The larger of the 
two devices was characterized and discussed in [3] but, until 
now, no measurements have been made on the smaller target or 
above 110 GHz.  Both the small and large targets have the same 
nominal absorber-layering structure consisting of 3 layers of 
carbonyl-iron-powder (CIP) impregnated epoxy.  In the 
direction from the copper base structure to the air, the layering 
structure consists of: 1.3 mm pure epoxy, 2.2 mm 50% CIP by 
volume, 1.7 mm 5% CIP by volume, and a 3 mm layer of HD-
80 closed-cell polyethylene foam.  The structure has a cone 
half-angle of 10°.  The pyramidal array we measured has a 
pyramid height-to-base aspect ratio of 3 to 1, with a base length 
of 1 cm and a 1 mm coating of microwave absorber.     

The organization structure of this paper is as follows: in 
Section II, we discuss the reflectivity measurement technique 
and setup, and present the raw measurement data.  Section III 
presents the processed results of the reflectivity measurements 
in G-band.  Section IV discusses the results and draws 
conclusions.     

II. REFLECTIVITY MEASUREMENT

Measuring the true emissivity of a body requires knowledge 
of the full bi-directional scattering function, sometimes referred 
to as the bi-directional reflectance distribution function 
(BRDF), as discussed in [3].  This is an extremely difficult 
measurement to make experimentally, and the monostatic 
reflectance has often been considered sufficient to approximate 
emissivity at normal incidence.  We have also provided 
simulations to justify this approximation at low reflectance 
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magnitudes [3].  We measure the monostatic reflectance of the 
blackbody following the technique developed in [4]. 

We use a network analyzer with a WR-05 (140 GHz to 220 
GHz) frequency-extender head.  In this investigation, we 
expanded the operation down to 130 GHz and up to 230 GHz 
without introducing spurious modes.  Measurements are made 
at 0.1 GHz steps across the 100 GHz frequency range.  The 
entire measurement was conducted within a small anechoic 
chamber to attenuate background noise and eliminate 
reflections from the surrounding laboratory environment.  The 
waveguide flange of the extender head was calibrated with the 
Short-Offset-Load (SOL) 1-port calibration technique.  After 
calibration of the network analyzer, a pyramidal standard-gain 
horn was attached to the waveguide flange.  The pyramidal horn 
was aligned to a flat and polished aluminum plate affixed to a 
linear translation stage.  The linear translation stage has one-
dimensional repeatability of less than 2 m, or /650 at 230 
GHz.   

The aluminum plate is stepped across about 5.2 mm, in the 
direction of propagation, at a step size of 0.0408 mm ( /32 at 
230 GHz) for 128 steps.  The IF bandwidth of the network 
analyzer is set to 10 Hz for maximum sensitivity, though this 
results in slow measurements, allowing time for the network 
analyzer to drift.  We measure the complex S11 one-port 
scattering parameter at each step, and the standing wave pattern 
of the aluminum plate is traced out in space.  The aluminum 
plate effectively acts as a short and a multiple offset short as 
described in the free-space calibration technique of [4].  Next, 
the conical blackbody is aligned and measured with the same 
horn and we obtain S11 at the same distance steps.  The conical 
blackbody is measured both with and without the HD-80 
closed-cell polyethylene layer that was included in the original 
design to act as an insulator and thermal radiation block.  This 
stepping procedure is then repeated for the pyramidal array.  A 
photograph of the measurement setup with the conical 
blackbody is shown in Figure 1.  Figure 2 shows the setup with 
the pyramidal array.   

Figure 3 shows the measured standing wave pattern for the 
aluminum plate at 165.5 GHz and 183.3 GHz, two important 
remote sensing frequencies, one being a window channel and 
the other a water vapor absorption band.  Figure 4 and Figure 5 

 Fig. 1.    Photograph of the measurement setup, where components 
are labeled. 

show the results for the insulated and non-insulated blackbody 
at the same two frequencies respectively.  Due to the relatively 
high magnitude reflections from the plate, we see a multiple 
reflection interference pattern at 183.3 GHz.  This likely causes 
a slight overestimation of the blackbody reflectivity because the 
plate is effectively used as a normalizing scalar in the two-tier 
calibration.  At 183.3 GHz without the polyethylene insulation, 
the blackbody standing wave is not observed.  The standing 
wave, in theory, should have the same wavelength as seen in 
the polyethylene insulated case, corresponding to half the 
excitation wavelength (~0.82 mm in this case). Instead, we see 
a lower frequency signal likely caused by near-field effects and 
network analyzer drift.   

Fig. 2.    Photograph of the measurement setup for the pyramidal array. 

Fig. 3.     Plot of S11 reflections from aluminum plate versus distance 
at 165.5 GHz and 183.3 GHz.   

Network analyzer 
Frequency extender 

Al plate 
Blackbody 
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Fig. 4.  Plot of S11 of the conical blackbody versus distance for the 
polyethylene insulated and non-insulated cases at 165.5 GHz. 

Fig. 5.     Plot of S11 of the conical blackbody versus distance for the 
polyethylene insulated and non-insulated cases at 183.3 GHz.   

III. RESULTS AND DISCUSSION

The data are processed according to the linear fitting 
procedure outlined in [3] and [4].  This procedure can be 
thought of as a calibration of single-mode plane-wave 
scattering matrix in free space.  The flat plate acts as a short, or 
ideal reflector, and is effectively used to normalize the 
magnitude of the standing wave between the source and the 
blackbody.  We also measured the stationary target in the 
chamber over the same time span and under similar 
measurement conditions as the distance-stepped target, and 
processed these data as a nominal noise-floor estimate.  Figure 
6 shows the processed reflectivity data and uncertainty for the 
conical blackbody, pyramidal array, and the noise floor 
estimate.     

In Figure 6 we see much poorer performance, or higher 
reflectivity, for the insulated blackbody compared to the non-
insulated case.  This contrasts with our design model which 
suggested equivalent or slightly better performance from the 
insulated blackbody.  The design model, discussed in [3], 
assumed non-dispersive dielectric properties of the 
polyethylene foam, which could have resulted in the design 
model underestimating the reflectivity for the frequency range 
considered here.  The layer of polyethylene is also not perfectly 
formed near the apex of the cone and does not form a precise 
point at the cone apex.  There may be some specular reflecting 

Fig. 6.     Monostatic reflectivity results in G-band.  The blue line shows the measured result with the polyethylene insulation.  The red line 
shows the measured result with no polyethylene insulation.  The yellow line shows the measured result for the pyramidal array blackbody.  
The black line shows the estimated measurement noise floor from the stationary measurement.  The plotted errorbars have a magnitude of 
one standard error in the positive direction, the lower errorbars have been omitted as they mostly reach to 0 which is undefined in a log 
scale. Data lines are plotted at 0.1 GHz steps but for clarity errorbars and symbols are shown at 1 GHz intervals.     
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surface at the seam of the polyethylene sheet causing a 
relatively strong return signal not predicted in the idealized 
design model.  Though the insulated target has poorer 
performance than the non-insulated case, the reflectivity 
magnitudes are all still well within the requirements for 
accurate radiometer calibration. 

In Figure 6, we see that the reflectivity of the pyramidal array 
is considerably higher than for either of the conical blackbody 
configurations.  This particular pyramidal array was designed 
to provide high-emissivity in channels at 150 GHz and around 
183 GHz where we see dips in the reflectivity below -40 dB. 
Table 1 provides a summary of the results plotted in Figure 6.   

Table 1. Summary of reflectivity results 
With 
polyethylene 

No 
polyethylene 

Pyramidal 
array 

Maximum 
Reflectivity 

-38.9 dB -53.8 dB -29.9 dB 

Frequency of 
maximum 

218.7 GHz 215 GHz 204.6 GHz 

Mean G-band 
Reflectivity 
(130 GHz – 
230 GHz) 

-53.5 dB -60.4 dB -37.5 dB 

The polyethylene layer reduces physical temperature 
gradients on the absorber surface by reducing radiative heat 
transfer.  Uniform physical temperature is the other most crucial 
requirement for a high-performance blackbody along with high 
emissivity.  The use of a thin closed-cell polyethylene foam 
insulation layer directly on the surface of the absorber was a 
novel approach to reducing surface temperature gradients, and 
we have demonstrated low reflectivity achievable with this 
approach.   

We have also demonstrated the marginal and highly 
frequency-dependent performance of a traditional pyramidal 
array blackbody.  This supports our claim that differences 
between the on-board calibration sources of various radiometer 
instruments can vary the resulting brightness temperature 
calibrations significantly.  Introducing traceability back to a 
consistent standard would increase the long-term consistency 
and accuracy of radiometric remote sensing data.    

IV. CONCLUSION

We have demonstrated low monostatic reflectivity in G-band 
for the smaller of the two NIST conical blackbodies.  This band 
contains a number of critical remote sensing channels near 165 
GHz, 183 GHz, and 229 GHz.  Low monostatic reflectivity is 
critical to achieving high emissivity and allows us to relate 
physical temperature to microwave brightness temperature.  In 
order to use the NIST conical blackbodies as a traceable 
standard for microwave brightness temperature, we must 
demonstrate performance and uncertainty equal to or better than 
that of remote-sensing instruments we intend to transfer this 

standard to.  We have demonstrated the high emissivity 
achievable from the conical geometry and directly compared it 
to a traditional pyramidal array-type calibration source.  The 
conical geometry also minimizes physical temperature 
gradients as compared to pyramidal array geometry. 
Previously, we had shown reflectivity results from 18 GHz to 
110 GHz and, in this paper, we have more than doubled this 
frequency range by demonstrating its low-reflectivity 
performance between 130 GHz and 230 GHz.  We intend to 
measure within the gap from 110 GHz to 130 GHz in the near 
future as this range contains a set of important channels in the 
oxygen absorption band near 118 GHz.  
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Abstract—The Federal Communications Commission
rules for operation in the 3.5 GHz band require that
an Environmental Sensing Capability (ESC) system detect
the presence of a federal incumbent shipborne radar in
order to protect it from harmful interference. Thus, ESC
operators have to deploy ESC sensors along the coasts
to comply with the rules. We formulate the ESC sensor
deployment problem as a coverage problem where ESC
sensors need to cover a predefined geometric area inside
which radar may experience harmful interference. Using
propagation models and radar parameters, we compute
antenna lobe patterns for different beamwidths and detec-
tion thresholds of the ESC sensors. These patterns are then
used to cover the geometric area such that both outage
and excess coverage areas are minimized. We present a
greedy algorithm and apply it to Dynamic Protection Areas
currently being defined for the coasts of the contiguous
United States. We evaluate its performance in terms of
some key metrics important to the federal incumbent as
well as commercial operators.

I. INTRODUCTION

The Federal Communications Commission (FCC) has
published rules [1] to allow the use of frequencies
from 3550 MHz to 3700 MHz by commercial operators.
However, this band, referred to as the Citizens Broadband
Radio Service (CBRS) band, has to be shared by com-
mercial operators with the incumbents. The incumbents
have the highest priority, i.e., when an incumbent uses
the band, CBRS devices (CBSDs) that cause harmful
interference to the incumbent must vacate the spectrum.
The CBSDs will be managed by a Spectrum Access
System (SAS). Part of the CBRS band from 3550 MHz
to 3650 MHz is currently being used by U.S. Navy
radars. CBSDs deployed near the coast should not cause
harmful interference to these incumbent shipborne radars,
i.e., the interference to noise ratio (I/N) at the radar
receiver should be below −6 dB [2]. The presence of this
incumbent will be detected by an Environmental Sensing
Capability (ESC) consisting of a number of strategically
placed sensors along the coast, which will then inform
the SAS about the presence of the incumbent.

The National Telecommunications and Information
Administration (NTIA) is in the process of specifying
Dynamic Protection Areas (DPAs). A DPA is a predefined
protection area that may be activated to protect a federal
incumbent radar or deactivated when the radar is outside
the DPA [3]. The entire area of an activated DPA must
be protected from aggregate interference from CBSDs.
Hence, ESC sensors associated with each DPA are
responsible for detecting the radar signals anywhere
within the DPA. As per the draft version from the NTIA,

there are 15 non-overlapping coastal DPAs covering
the West Coast and 26 non-overlapping coastal DPAs
covering the East Coast and Gulf Coast. DPAs around
major Navy ports are closer to the coastline (depicted in
red in Fig. 3) while the rest start approximately 10 km
from the coastline (depicted in light blue in Fig. 3).

For each DPA, an ESC operator must decide the
sites and operational parameters of sensors so that the
incumbent shipborne radar is detected anywhere inside
the DPA. In other words, for a given DPA, the set of
one or more ESC sensors should provide coverage (in
terms of detecting the radar) for that DPA. In this paper,
we present a generalized approach and corresponding
algorithm that determines ESC sensor locations, antenna
orientations and detection thresholds, such that coverage
to a geometric shape is achieved while the excess
coverage area is minimized. Considering DPAs as a use
case, we formulate performance metrics for our algorithm
and present the results when applied to the entire coast
of the contiguous United States (CONUS). To the best
of our knowledge, most analyses in the literature have
focused on covering the protection area of the incumbent,
but there is no analogous study to minimize excess area of
coverage outside the protection area, which is important
to the commercial operators. Thus, our study addresses
both incumbent protection and spectral utilization (by
commercial operators) aspects of the CBRS band related
to ESC sensor deployment.

II. RELATED WORK

There is a rich literature on coverage of sensor
networks. Sensor coverage requires that each location in
the monitoring area of interest be covered or sensed by
at least one sensor node. The sensor coverage problem
can be classified as area coverage or point coverage.
In area coverage, the goal is to cover a particular area
of interest [4]–[6]. In point coverage, a set of points
needs to be covered [7], [8]. A comprehensive survey of
various coverage schemes is presented in [9]. However,
our problem is quite different from the traditional sensor
coverage problem studied in the aforementioned research.
In the traditional sensor network coverage problem,
typically each sensor is assumed to have fixed detection
sensitivity, with an omnidirectional antenna. Hence, in
most of those previous works, researchers assume the
coverage area of each sensor is a circle of constant radius.
In addition, the solutions typically require a multi-hop
sensor network with suitable density in order to achieve
certain optimization objectives (e.g., energy efficiency,
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redundancy). Although in this paper we are also looking
at an area coverage problem, the requirements and
configuration issues are not the same. The ESC sensors,
which will be deployed along the coasts, are required to
cover an area out in the sea while limiting their coverage
over land. Therefore, employing directional antennae
pointing at a carefully computed azimuth angle towards
sea is desirable to solve our problem. Furthermore, due
to the security concerns of localization of the incumbent,
a multi-hop sensor network is not applicable to our
problem.

Simplifying assumptions were made in the first efforts
to specify ESC sensor placement and detection criteria.
An NTIA report used channel reciprocity to determine
an ESC detection threshold [10] of (−64) dBm received
radar peak power in a 1 MHz bandwidth. It proposed
uniform ESC sensor spacing of about 50 km based on a
geometric argument and the radio-horizon distance. The
Wireless Innovation Forum (WINNF) Spectrum Sharing
Committee (SSC) requirements [3] reference an ESC
detection threshold of (−89) dBm/MHz from the NTIA
Technical Memorandum 17-527 at which a coastline
sensor must be able to detect shipborne radar. A technique
for uniform placement of ESC sensors is presented in
[11], using a linear coastline with a parallel line in the
water to represent the required radar detection distance.
It presents a distance calculation for redundant coverage,
where every point between the two lines is covered by
at least two sensors, as well as one for non-redundant
coverage. In this paper, we derive a method for non-
uniform placement and dynamic detection thresholds of
ESC sensors.

The authors in [12] present an approach for optimal
non-uniform sensor node placement. They use an abstract,
piecewise linear representation of the coastline and of
the isolation boundary. They use a sequential convex
programming algorithm to solve for the minimum number
of sensors needed for redundant as well as non-redundant
coverage. The differences between this approach and
ours are that we use an actual map of the coastline
and DPA database, and then apply a greedy algorithm
to solve it. Maps of the US coastlines and realistic
CBSD deployments are used in [13] and [14] to compute
aggregate interference, which are then used to deter-
mine non-uniform sensor locations and their detection
thresholds. Sensor placement is formulated as a set cover
problem and solved using a greedy approach for both
redundant and non-redundant coverage. However, the
above approach assumes omni-directional antennae and
focuses on covering discrete points along the contour
where radar starts to experience harmful interference
while moving towards the coast. In this paper, we take
into account directional antennae and attempt to cover
the entire area within any given DPA.

We would like to point out that the solutions provided
in [11]–[14] predate the concept of DPAs. They are either
applicable to covering one large coastal area (e.g., entire
east or west coast of the USA) [11], [12], or covering
certain points along the boundary of one large protection
area [13], [14], rather than a relatively smaller area like
a DPA. Since those approaches deal with only one large
area, they do not have to deal with any neighboring area.

Hence, unlike our scheme, they do not need to consider
false alarms due to coverage spilling into a neighboring
DPA and, therefore, comparing their performance with
that of our scheme is not appropriate.

III. OVERVIEW OF APPROACH

A. Problem Formulation

In a CBRS system, ESC sensors will be deployed
along the coast to detect the presence of shipborne radars
anywhere inside a given DPA. We formulate this detection
problem as a coverage problem in which the ESC sensors
need to cover a Required Coverage Area (RCA), which
can be any geometrical shape such as a DPA.

If we assume that the ESC sensors have omni-
directional antennae and that the propagation loss from
the radar to the ESC sensor is the same for a given
distance regardless of the sensor location, then the sensor
coverage geometry would be a circle. The circle radius
depends on the detection threshold of the ESC sensor. A
higher detection threshold leads to a smaller coverage
radius and vice-versa.

Given a set of candidate ESC sensor site locations
along the coast and an RCA, we can find the set of circles
centered at any of the sensor sites such that the union of
circles covers the entire RCA. However, there are two
constraints to be satisfied: (1) the excess coverage area
of the union of circles outside of the RCA is minimized
and (2) the distance between centers of two consecutive
circles has to be more than a specified distance. The first
constraint is needed to minimize the occurrence of false
alarms, i.e., ESC sensors detecting a radar outside of
their associated RCA. The second constraint is needed to
address the Operational Security (OPSEC) requirements
of the federal incumbent [15].

However, since ESC sensors only need to detect radar
out at sea, an omni-directional antenna is not necessary.
Furthermore, an omni-directional antenna would incur
more interference from CBSDs deployed on land to the
ESC sensor. Therefore, in practice, ESC sensors will
use sectorized antennae facing towards the sea. Using
the Irregular Terrain Model (ITM) propagation model
in area mode [16] and radar parameters, we can find a
family of antenna coverage patterns at different detection
thresholds for a given beamwidth of an ESC sensor
antenna (see Fig. 2). Each antenna lobe corresponds to
a given detection threshold. A point on a given lobe at
a given angle (with respect to its boresight) represents
the maximum distance at which the sensor can detect a
radar at that detection threshold and angle.

The problem can now be defined as follows: given an
RCA, a set of candidate ESC sensor sites, and a family
of antenna lobe coverage patterns, find the subset of
sites where ESC sensors should be placed, subject to
a minimum distance constraint between adjacent ESC
sensor sites. For each placement site, find the angles at
which one or more member lobes should be used. When
the deployment is complete, the entire RCA should be
covered in such a way that the excess area, i.e., the
difference between union of total area covered by all the
lobes and the area of the RCA, is minimized.
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Subroutine 1: find max min circle: Find the tightest
circle that covers each point p ∈ points to cover, and
return the circle with largest radius among these circles.

Input: candidate sites: Set of possible centers (candidate
sites of ESC sensors).
points to cover: A set of points for which max min
circle is to be found.

Output: Circle (c, r): the largest circle (center c, radius r)
among all the tight circles covering each point p ∈
points to cover.

1 for each point p ∈ points to cover do
2 for each c ∈ candidate sites do
3 d[c] := euclidean distance between p and c ;

4 (center, radius) :=
(c, d[c])|min∀c∈candidate sites(d[c])
min circle[p] := (center, radius) ;

5 (c, r) := (min circle[p].center,min circle[p].radius) |
max∀p∈points to cover(min circle[p].radius) ;

6 return Circle(c, r) ;

B. Approach
To simplify the problem, we discretize the RCA to a set

of grid points, transforming the problem from covering
an area to covering a set of points. Minimizing the cost
of covering a set of points using a circle of radius r
with a cost function f(r) = rα, α > 1 (i.e., our circle-
cover problem above) is shown to be NP-hard in [17].
Covering a set of points with lobe coverage patterns such
that the excess area is minimized can also be shown to
be NP-hard.

We use a two-step greedy approach to solve the
problem. In the first step, we use a greedy method to
cover the set of points with circles centered on a subset of
candidate sensor site locations such that the excess area is
minimized. In the second step, for each circle, we choose
a lobe coverage pattern whose length along its major
axis is larger than the radius of the circle by a factor
greater than one. This ensures that a finite number of the
same lobe coverage pattern can cover the entire circle
with no outages. We then find the minimum number of
the chosen lobes and corresponding orientation angles
that tightly cover the points inside the circle.
C. Greedy Algorithm

For a given set of potential candidate ESC sensor sites
and set of points to be covered, Subroutine 1 considers
one point at a time and finds the tightest circle (centered
at one of the candidate sensor sites) that covers that
point (Line 4). It then returns the circle of maximum
size (Line 5) out of all circles.

Subroutine 2 finds the set of circles that provides the
minimum area cover to a set of points, such that the
distance between the centers of any two consecutive
circles is more than a predefined distance constraint. The
algorithm finds the max min circle for the given set of
points using Subroutine 1 (Line 3). The centers that are
within the distance constraint of the max min circle are
taken off of the possible center list (Line 14), and the
points covered by the max min circle are taken off the
list of points to be covered (Line 15). This process is
repeated until all the points are covered.

Our approach uses the minimum area circle cover as
an intermediate step to provide minimum area coverage

Subroutine 2: min area circle cover greedy:
Greedy algorithm to find minimum area circle cover to a
given set of protection points.

Input: protection points: Set of protection points to be
covered.
candidate sites: Set of possible centers (candidate sites
of ESC sensors).
min distance: Minimum distance permissible between
two adjacent circle centers.

Output: circle cover : A set of circles that completely covers
the points in protection points.

1 circle cover = ∅ ;
2 while protection points != ∅ do
3 Circle(center, radius) := find max min circle

(candidate sites, protection points) ;
4 covered points := { p : p ∈ protection points and p is

inside Circle(center, radius) } ;
5 found := False ;
6 for each Circle(c, r) ∈ circle cover do
7 if c == center then
8 circle cover := (circle cover - {Circle(c, r)})

∪ {Circle(c,max(radius, r))} ;
9 found := True ;

10 if found == False then
11 circle cover := circle cover ∪

Circle(center, radius) ;

12 for each center c ∈ (candidate sites− center) do
13 if euclidean distance(c, center) ≤ min distance

then
14 candidate sites := candidate sites− c ;

15 protection points := protection points -
covered points ;

16 return circle cover

with antenna lobe patterns. Subroutine 3 takes a set of
points to cover within a circle and an antenna lobe pattern
to be used for coverage. The algorithm first finds the
angle subtended by the two intersection points between
the circle and the lobe at the center of the circle. Based
on the subtended angle it then computes the incremental
rotation angle to get a different orientation (angle with
respect to horizontal direction) of the lobe. It first picks
the lobe orientation (angle) that covers the maximum
number of points (Line 16). This process is repeated for
the rest of the points using the remaining lobe orientations
(while loop in Line 10).

Algorithm 1 calls Subroutine 2 to get the greedy
minimum area circle cover for the points (Line 1). For
each circle, from the set of concentric lobes, it chooses
the smallest lobe with radius larger than the radius of the
circle by an overlap factor. It then calls Subroutine 3 to
find the angles (orientation) of the lobes, such that all
the points are covered. This process is repeated for all
the circles.

We illustrate our solution in Fig. 1. In the figure, an
RCA is shown as the polygon ABCD (with some piece-
wise linear sides in between). The points marked as
“X” are potential ESC sensor locations. Subroutine 2
finds that two circles can cover the RCA (actually a
discrete set of grid points in the RCA). For each circle,
a lobe overlap factor times the radius is chosen and the
orientation of the lobes are computed using Subroutine 3.
The larger circle is chosen first by Algorithm 1 and
the common points within this circle and the RCA are
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Subroutine 3: find antenna overlay for sector :
Given a circle covering all points in points to cover,
find the orientations of the lobe which tightly covers the
points.

Input: points to cover : A set of grid points to be covered by
lobe(s), which are within the circle
Circle(center, radius).
detection coverage lobe : Antenna lobe to be used for
coverage of points to cover (of size
overlap factor ∗ radius oriented in the horizontal
direction).

Output: angles : A vector of angles giving the orientations of
the lobe that covers the sector.

1 subtended angle := find subtended angle
(radius, detection coverage lobe) ;

2 npatterns := (int) (2 ∗ π / subtendeded angle) ;
3 delta angle := 2 ∗ π / npatterns ;
4 rotated lobes := ∅ ;
5 for i = 1 to npatterns do
6 angle := i* delta angles ;
7 lobe := rotate and translate(detection coverage lobe,

center, angle) ;
8 rotated lobes := rotated lobes ∪ (angle, lobe) ;

9 angles := ∅ ;
10 while points to cover != ∅ do
11 max points := 0 ;
12 for each (angle, lobe) ∈ rotated lobes do
13 points covered = find cover(angle, lobe) ;
14 if length(points covered) > max points then
15 max points := length(points covered) ;
16 (max angle,max lobe) := (angle, lobe) ;
17 max points covered := points covered ;

18 angles := angles ∪ max angle ;
19 rotated lobes := rotated lobes -

(max angle,max lobe) ;
20 points to cover := points to cover -

max points covered ;
21 return angles

Algorithm 1: min antenna cover greedy : Find the
antenna cover for all the points in protection points.

Input: protection points: Set of protection points to be
covered.
candidate sites: Set of candidate sites as centers.
min distance: Minimum distance permissible between
two adjacent circle centers.
detection coverage: An array of non-intersecting
concentric detection coverage lobes for the antenna. Each
lobe has the same aperture angle (or beamwidth) and is
oriented in the horizontal direction.

Output: {(center, lobe, {angles})} : A set containing
(center, lobe, {angles}) for lobe ∈
detection coverage identifying the location, antenna
lobe and azimuth angles of the lobes placed at the
center such that all the points in protection points
are covered.

1 cover :=
min area circle cover greedy(protection points,
candidate sites,min distance) ;

2 antenna cover := ∅ ;
3 for each circle C ∈ cover do
4 lobe := the smallest lobe ∈ detection coverage such that

lobe.radius ≥ overlap factor ∗ (C.radius) ;
5 points to cover := { p | p ∈ protection points and p

is inside circle C } ;
6 angles :=

find antenna overlay for sector(points to cover,
C.center, C.radius, lobe) ;

7 antenna cover := antenna cover ∪
{(C.center, lobe, angles)} ;

8 return antenna cover

covered by four lobes (pink in color). Then the smaller
circle is chosen which is covered by two lobes (blue in

Fig. 1. Example of coverage of an RCA using our approach.

color).
The time complexity of our algorithm is O(n ∗m),

where n is the number of discrete points to be covered
in a RCA and m is the number of candidate sensor sites.
It can be improved by using spatial data structures for a
nearest neighbor search.

Our algorithm terminates when all the protected points
are covered by antenna lobes. In the intermediate step,
coverage is provided by circles. For every protection
point, the Subroutine 1 will always find a circle that
covers it. Hence, circle coverage provided by Subrou-
tine 2 terminates. In Subroutine 3, lobe size is chosen to
be larger than circle radius (by overlap factor) and the
angle of rotation of lobes is chosen such that the rotated
lobes overlap with each other. Thus, it is guaranteed that
all the protection points inside a circle will be covered by
one or more lobes in rotated lobes. Hence, Subroutine 3
also terminates.

In the final stage, we apply simulated annealing to
our cover (not shown in the algorithm). To keep the
search space reasonable, we apply random perturbations
only to the orientation of the antenna lobes. The centers
and the lobe sizes are obtained from the previous step.
Simulated annealing attempts to drive a defined energy
function to a minimum by randomly perturbing a given
starting solution. A valid solution is one in which the
antenna lobes cover the RCA. Area of the cover is used
as the energy function, and the minimum energy solution
in 1000 trials is picked. Finally, redundant lobes are
removed, followed by the removal of sensors that have
no lobe.

IV. ANALYSIS MODEL

In this section, we describe the models and assumptions
used in our analysis. Table I lists technical parameters
used in this analysis.

The technical parameters for a federal incumbent
radar transmitter, referred to as Shipborne Radar 1
in [2], are found in [2], [10]. The ESC sensor technical
parameters are found in [14], [18]. The generalized
mathematical model for the ESC sensor antenna gain
pattern is calculated using the methodology in [19] as
follows:
GESC(θ) = GESC peak −min

[
12
( θ

θ3dB

)2
, AH

]
(1)

where GESC(θ) is the sensor antenna gain (dBi) at the
off-axis angle θ, −180◦ ≤ θ ≤ 180◦, GESC peak is
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TABLE I
TECHNICAL PARAMETERS.

Shipborne Radar-1 Parameter Value
Transmitted Power to Ant. (dBm) 90
Peak Antenna Gain (dBi) 32
Transmit/Receive Bandwidth (MHz) 1
Center Frequency (MHz) 3600
Antenna Height (m) 50
Insertion/Cable Losses (dB) 2

ESC Sensor Parameter Value
Antenna Directivity/Patterns 3GPP
Peak Antenna Gain (dBi) 6.9
3-dB Beamwidth Ant. Gain (deg.) 60, 90, 120
Receive Bandwidth (MHz) 1
Center Frequency (MHz) 3600
Antenna Height (m) 25
Insertion/Cable Losses (dB) 2

ITM Input Parameter Value
Polarization 1 (Vertical)
Dielectric constant 81 (Sea Water)
Conductivity 5 (Sea Water)
Surface Refractivity (N-units) 350 (Maritime, Over Sea)
Radio Climate 7 (Maritime, Over Sea)
Mode of Variability 3 (Broadcast)
Terrain Irregularity (m) 0 (Flat/Smooth Water)
Transmitter Siting Criteria 2 (Very Careful)
Receiver Siting Criteria 0 (Random)
Time/Location/Confidence Var. (%) 50/50/50

the ESC peak antenna gain (dBi), θ3dB is the 3-dB
beamwidth of the antenna (degree), and AH = 20 dB is
the maximum attenuation.

The path loss from the radar transmitter to the ESC
sensor is computed using ITM propagation model [16].
The area prediction model is used to estimate the loss
from empirical medians without details of the terrain
profile between the radar and ESC sensor.

We define the detection coverage of an ESC sensor as
a region within which the radar’s peak signal level can be
detected by the sensor. The area of the sensor detection
coverage depends on the ESC detection threshold. For a
given ESC detection threshold Dth esc and a given angle
θ that the radar subtends relative to the boresight of the
ESC sensor antenna, the propagation loss from the radar
transmitter to the ESC sensor is estimated as:
L(θ) = Pradar +Gpeak radar −Li radar +GESC(θ)

− Li ESC −BESC/radar −Dth esc (2)
where L(θ) is the estimated propagation loss at a given
angle θ (dB), Pradar is the transmit power of the radar
(dBm), Gpeak radar is the peak antenna gain of the radar
(dBi), Li radar is the radar transmitter insertion loss (dB),
GESC(θ) is the ESC antenna gain in the direction of the
radar (dBi), Li ESC is the ESC receiver insertion loss
(dB), and BESC/radar is the frequency dependent rejec-
tion (dB). The frequency dependent rejection is defined
as BESC/radar = 10 log10(BESC rx/Bradar tx), if
BESC rx < Bradar tx; and BESC/radar = 0, otherwise.
Note that BESC rx and Bradar tx are the bandwidths of
the ESC receiver and the radar transmitter, respectively.

Once the propagation loss L(θ) at each angle θ is
computed, the distance d corresponding to the propaga-

Fig. 2. Antenna coverage lobe patterns for θ3dB of 600.

tion loss L(θ) is determined from a Propagation Loss
vs. Distance graph (similar to Fig. B-1 in [11]) using
the ITM area mode with appropriate parameter values.
The point is then plotted as a polar point (d, θ). This
procedure is repeated for different azimuth angles θ of
the antenna, which results in a lobe coverage pattern
for the detection threshold Dth esc. A family of such
antenna lobe coverage patterns is obtained by varying the
detection threshold in the range of [-89, -50] dBm/MHz.
Fig. 2 shows a family of lobe coverage patterns for
antenna beamwidth of 60◦.

The draft DPA data from NTIA is expressed in
latitude/longitude in World Geodetic System (WGS)
84 reference coordinate system. To convert them to
northing/easting projected coordinates, we use the Ham-
mer map projection technique to preserve areas. This
conversion is required to carry out various geometric
operations during DPA coverage analysis. The reference
geographic center of the U.S. is chosen as (latitude,
longitude) = (37.1669, -95.9669).

V. RESULTS

A. ESC Detection Coverage

We applied our proposed approach to find the detection
coverage for all DPAs along the CONUS. Fig. 3 shows
the final sensor locations (yellow pushpins) and their
detection coverages (orange contours) computed using
our method with overlap factor set to 1.2.

For the West Coast, 15 sensors with sensitivities in
the range of (-83 to -71) dBm/MHz and 18 antenna
lobes were needed to cover 15 DPAs. Whereas, for the
East and Gulf Coasts, 32 sensors with sensitivities in the
range of (-89 to -75) dBm/MHz and 40 antenna lobes
were required to cover 26 DPAs. These antenna lobes
have beamwidths of 60◦ and 90◦. For most DPAs, only
a single sensor equipped with a single antenna lobe is
needed to provide coverage. However, there are some
exceptions for cases with large and/or irregular shape
DPAs. As an artifact of the algorithm, which tries to
minimize the excess area, some DPAs have multiple
small lobes (with substantial overlapping areas among
themselves) instead of having one large lobe.
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Fig. 3. Detection coverage of all coastal DPAs.

Fig. 4. Illustration of outage and excess areas.

B. Performance Metrics

To formulate our performance metrics, let us define
ADPA as the total area of a DPA and AESC as the
detection coverage area of ESC sensor(s) associated with
the DPA. Furthermore, let the area that is inside a DPA
as well as in its detection coverage area be defined as
Acov = ADPA∩AESC . The area, which is inside a DPA
but is outside of its detection coverage area, is defined
as Aoutage = ADPA ∩ AESC . Finally, the area that is
outside of a DPA but is inside its detection coverage area
is defined as Aexcess = ADPA ∩AESC .

We further note that the excess area Aexcess of a
DPA has three components: a) excess area overlapping
with its neighboring DPAs (Aexcess nbrDPA), b) excess
area extending out to the sea (Aexcess sea), and c)
excess area covering sea and land region along the
shoreline (Aexcess shore). Thus, we have Aexcess =
Aexcess nbrDPA +Aexcess sea +Aexcess shore.

The areas defined above are illustrated in Fig. 4. We
now define the performance metrics used in our study.

1) Probability of Outage: For a given DPA, we define
probability of outage as Poutage = Aoutage/ADPA. The
probability of outage represents the probability of a
shipborne radar not being detected when it is inside
the DPA, assuming that its position inside the DPA

Fig. 5. Performance results of West Coast.

is uniformly distributed. This value should be zero
or significantly small to ensure that the DPA is fully
monitored by the ESC sensor(s).

2) Probability of False Alarm: For a DPA we define
two types of false alarms as follows.

a) False Alarm Out at Sea: This is the false
alarm due to the excess coverage area further out at
sea and is defined as Pfa sea = Aexcess sea/(AESC −
Aexcess shore).

This metric captures the odds that an ESC sensor
activates its associated DPA even though the radar is
further out in the sea and outside of the DPA. Pfa sea
should be as low as possible to avoid unnecessary
shutdown of CBSDs. We subtract the Aexcess shore
from AESC in the denominator with the assumption
that the shipborne radar is unlikely to operate in the
Aexcess shore.

b) False Alarm from Neighboring DPAs: This false
alarm is raised when a DPA is activated because its
associated ESC sensor(s) detects signal from a shipborne
radar present in its neighboring DPA. This is clearly an
undesired event since the radar in the neighboring DPA
should only be detected by the ESC sensor(s) in that
neighboring DPA. The probability of this false alarm
is defined as Pfa nbrDPA = Aexcess nbrDPA/(AESC −
Aexcess shore).

C. Performance Results
Figs. 5 and 6 show performance results of our algo-

rithm when applied to the DPAs along the West Coast
and the combined East/Gulf Coasts, respectively.

The top subplot in each figure presents Poutage com-
puted for each DPA. In most cases, Poutage is either zero
or close to zero, except for the brem DPA (Bremerton,
WA) in the West Coast which has a higher value. These
small outages are artifacts of discretization of area of
DPAs. They can be minimized further by having finer grid
size. Nevertheless, the results indicate that the shipborne
radar can be detected in any DPA with a very high
probability.

The middle subplot in each figure depicts Pfa sea for
each DPA. On the West Coast, except for the brem DPA,
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Fig. 6. Performance results of East and Gulf Coasts.

other DPAs have values in the range of (0.07 to 0.27). The
brem DPA has an extremely narrow shape, for which
an antenna lobe of even 60◦ beamwidth is too wide.
This leads to an extremely large excess area into the sea,
resulting in Pfa sea = 0.95. On the East and Gulf Coasts,
Pfa sea values vary in the range of (0.09 to 0.43). The
large values of 0.34, 0.43, and 0.33 belong to DPAs 12,
13, and 14, respectively. These DPAs are close to Florida
and have large sharp concave areas due to the islands in
the Bahamas. This causes the lobes to cover substantial
amount of areas outside of the concave parts of the DPAs.
Using antennas with narrower beamwidths, e.g., 30◦, will
not considerably improve Pfa sea performance, but it
might cause OPSEC concern of geolocating incumbent
activity [15].

The bottom subplot in each figure shows Pfa nbrDPA
for each DPA. Pfa nbrDPA values for all DPAs are in
the range of (0 to 0.5). Because of the geometric shapes
of the DPAs and antenna lobes, improving Pfa nbrDPA
will worsen Pfa sea for a given DPA. Weighting factors
could be applied to these false alarms to achieve desired
operational performance.

VI. CONCLUSION AND FUTURE WORK

This paper presents an approach for an ESC operator
to determine location and operational parameters of
ESC sensors to detect the presence of federal incum-
bent shipborne radar. We formulate the problem as a
generalized coverage problem where an ESC sensor
covers a geometric shape (RCA) such that the excess
area is minimized. We apply our algorithm to DPAs
along the coasts of CONUS as a use case and present
the performance results for each DPA.

We used the ITM area mode, without details of
terrain information, to compute the antenna coverage
patterns. Based on the final ESC sensor parameters,
future work should consider using the ITM point-to-point
mode [16] to evaluate the detection coverage areas and
corresponding performance metrics. In addition, we used
locations along the coast as candidate sites. However,
ESC operators may prefer to use existing tower locations
as candidate ESC sensor sites to minimize the cost of
deployment. Hence, it would be worthwhile to study the
performance of our algorithm for that scenario.
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Abstract—We recently developed a surface integral equation
method where the electric field and its normal derivative are
chosen as the boundary unknowns. After reviewing this formu-
lation, we present preliminary numerical calculations that show
good agreement with the known results. These calculations are
encouraging and invite the further development of the numerical
solution.

I. INTRODUCTION

We have recently formulated a frequency domain surface
integral equation method [1] that is applicable to penetrable
closed surface scatterers. The method has several unique
applications and advantages over the standard Stratton–Chu
formulation as discussed in [1]. In our formulation, we choose
the electric field (E-field) and its normal derivative as the
boundary unknowns. This choice leads to 12 scalar unknowns
on the surface of the scatterer; for each homogeneous region
we have three scalar unknowns associated with the E-field and
three scalar unknowns associated with its normal derivative.
Similar to a typical surface integral equation formulation, our
formulation is also based on the Green’s theorem (Green’s
second identity). This formulation leads to six scalar equa-
tions, and thus it must be supplemented with six additional
constraints in order to have the same number of equations
as unknowns. Three of these constraints come from the well-
known continuity condition of the E-field across an interface
and the other three come from the recently derived continuity
condition for the normal derivative of the E-field [1]–[3].

In this paper, we numerically solve the above discussed
equations for spherical scatterers and compare the results to
the well-known Mie series solution. We also comment on the
choice of the basis functions in the Galerkin’s method and its
effects on numerical convergence.

II. FORMULATION REVIEW

Consider a scatterer with permittivity 2
ε and permeability 2

µ.
The space surrounding the scatterer is assumed to be lossless
with permittivity 1

ε and permeability 1
µ, i.e., {1ε, 1

µ} ∈ R. If
we apply the Green’s second identity to the scatterer and the

This work was partially supported by U.S. government, not protected by
U.S. copyright.

surrounding space, then, after setting the observation point on
the surface of the scatterer, we obtain:

inc
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where
inc

E is the incident E-field, −
∫

denotes the Cauchy principal
value integral, Σ denotes the surface of the scatterer, ∂

∂N
denotes the normal derivative, G is the free-space Green’s
function, and S̃ is the observation point on Σ. In (1), the
overset digit indicates if the quantity is associated with the
scatterer or the surrounding space, e.g.,

2

E is the E-field just
inside the scatterer. In the Gaussian unit system, the continuity
condition for the E-field across an interface can be written as
[1]:

2

E =
r
ε−1

(
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)
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E
)
Sα, (2a)

and the continuity condition for its normal derivative as [1]:
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where r
µ =

2
µ/

1
µ, r
ε =

2
ε/

1
ε, N is the unit-normal pointing out

of the scatterer, Sα is the surface covariant basis [4], and ∇α
is the contravariant surface derivative [4]. Notice that (2) is
written in the Einstein summation convention where the Greek
indices range from 1 to 2. Substituting (2) into (1b) and using
Gauss’s theorem in two dimensions yields [1]:
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Equation (3) and (1a) form a set of six scalar integral equations
with six scalar unknowns, namely,

1

E and ∂
∂N

1

E. This is the
set of the integral equations that we numerically solve in the
next section.

III. NUMERICAL CALCULATIONS

We discretize the spherical scatterer with flat triangular
elements and construct a basis for the E-field and its normal
derivative. We use piecewise constant basis functions for each
component associated with the triangle surfaces. Thus, the
number of unknowns is six times the number of the triangular
elements. Furthermore, we use Galerkin’s method to discretize
the equations. In other words, the test and basis functions
are identical. It is worth noting that the basis functions do
not enforce any continuity conditions for the E-field or its
normal derivative along the surface. Hence, it is clear that
we cannot obtain an optimal convergence rate. Moreover,
we anticipate that the sharp wedges may also cause some
difficulties. Finding a better set of basis functions is an
interesting question for future research.

The integral equation set given by (3) and (1a) contains
strongly singular integrals. The gradient of the Green’s func-
tion has the strongest singularity and we decompose it into
the normal and surface derivative parts. With the help of
integration by parts, the latter one reduces to an integral over a
triangle surface and a closed integral over the triangle’s edges.
We evaluate these integrals using the standard singularity
extraction technique [5] in which the singular part is calculated
analytically and the remaining part is calculated numerically.

To assess the method, we compare the radar cross section
(RCS) of a sphere in free-space meshed by 940 flat triangular
patches with the Mie series solution. Fig. 1 shows the RCS
of a dielectric sphere with

1

kρ = 1, 2
ε = 4, and 2

µ = 1, where
ρ is the radius of the sphere and Fig. 2 shows the RCS of
a lossy sphere with

1

kρ = 4, 2
ε = −2 + i, and 2

µ = 1. From
the figures, we see that our solution agrees well with the Mie
series solution in both the dielectric case and the lossy case.
More specifically, the L2-norm relative error of the far-field
‖E‖2 integrated over a solid angle is 4.832× 10−3 for Fig. 1
and 9.360× 10−3 for Fig. 2.

IV. CONCLUSIONS

We numerically tested a recently formulated surface integral
equation method where the electric field and its normal deriva-
tive are chosen as the boundary unknowns. The preliminary
results presented here are in agreement with the Mie series
solution for both dielectric and lossy spheres. Furthermore,
the method seems to be viable for numerical computations
and may be further improved if we employ basis functions
that enforce the continuity conditions.
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1. Introduction 

Accurate, precise, and traceable measurement science enables remote sensing over local, 

regional, continental, and planetary scales. Over the last 50 years, synergistic leaps in 

laboratory spectroscopy, optical engineering, theoretical physical chemistry, and computer 

science have enabled satellite, aircraft, and ground-based field campaigns with impressively 

low uncertainties. To further improve the accuracy of the reference data required by current 

and future remote sensing campaigns, as well as to explore fundamental molecular, atomic and 

collisional physics, new high-precision experimental techniques are required with traceability 

to the International System of Units (SI). Here we present an overview of ongoing NIST 

developments in laser instrumentation for the rapid acquisition of molecular spectra at the 

highest levels of accuracy and precision, and introduce extensions of these emerging laboratory 

technologies to applications in remote sensing and laser ranging. 

 

2. Emerging laboratory technology – Rapid scanning and multiplexing 

Frequency agile, rapid scanning (FARS) spectroscopy 

mitigates the largest sources of systematic uncertainty 

in the measurement of accurate spectroscopic 

parameters (e.g., transition frequencies and intensities, 

broadening and collisional parameters, temperature 

coefficients, etc.) by tuning the probe laser at kHz rates 

[1]. Compared to traditional laser scanning methods 

(e.g. temperature, current, mechanical grating), radio-

frequency sideband tuning is more than 1 000 times 

faster, and thus “freezes” the systematic biases 

associated with drifts in sample conditions which 

general occur over ≥ 1 s. Rapid scanning integrated 

path, differential absorption light detection and 

ranging (IPDA LIDAR) of the Earth’s planetary 

boundary layer (PBL) was used recently to measure 

Figure 1. Top panel, CO2 dry air concentrations 
measured by fast scanning IPDA LIDAR (blue) and 
a point sensor (red). Middle panel, corresponding 
H2O concentrations. Bottom panel, LIDAR 
backscatter intensity, where red dots indicate the 
boundary layer height. [Fig. 13a; Wagner and 
Plusquellic, Appl. Opt. 55, 6292-6310 (2016).] 
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CO2 and CH4 dry air concentrations over an open path 

in proximity to the Rocky Mountain Flatirons in 

Boulder, Colorado (see Fig. 1) [2]. 

In addition to rapid scanning, we demonstrated 

multiplexed spectroscopy using electro-optic (EO) 

frequency combs and dual-comb spectroscopy (DCS). 

Multiplexed DCS is often described as Fourier 

transform spectroscopy without moving parts. 

Importantly, the optical generation of EO frequency 

combs provides unprecedented user control and 

frequency agility for multiplexed sensing, a high 

signal-to-noise ratio, and compatibility with a variety 

of enhancement cavities. EO frequency combs 

therefore enable the rapid spectroscopy of weak 

molecular transitions over effective path lengths of 

> 10 km from a compact and robust laboratory 

instrument. In Fig. 2, we apply cavity-enhanced DCS 

to the study of atmospheric constituents (included 

deuterated water) in a sample of synthetic air [3].  

 

3. Enabling measurement science – Laser sensing of ambient radiocarbon (14C) 

Radiocarbon (14C) is an important atmospheric tracer 

for CO2 source apportionment [4]. In combination with 

atmospheric transport models, 14C is widely used to 

identify carbon sources and sinks. However, 14C 

analysis at the highest levels of precision is slowed by 

the necessary shipment of samples to off-site 

accelerator mass spectrometry (AMS) facilities. 

Recently we demonstrated the optical measurement of 
14C in CO2 samples derived from the combustion of 

bioethanol [5]. With an uncertainty of 130 fmol/mol 

(130 parts-per-quadrillion, or ppq) in an acquisition 

time of 47 min, this emerging technology, based on the 

principles of linear absorption spectroscopy, will 

enable distributed, traceable, and in situ sensing of 14C, 

and thus a new age of 14C metrology. 

 

4. Outlook 

New methods in multiplexed spectroscopy have applications in remote sensing, including 

open-path sensing and ranging. Using EO frequency combs for IDPA LIDAR enables coherent 

averaging of backscattering in the time domain via ultrasensitive photon counting techniques 

(see Fig. 4) [6]. For IDPA LIDAR, the relatively narrow optical bandwidth of EO frequency 

combs is an advantage, as all the backscattered photons incident on the photon counting and 

multiplying detector carry information about integrated open-path absorption. In addition to 

DCS using EO frequency combs, dispersive spectrometers in combination with mid-infrared 

Figure 2. Cavity-enhanced dual-comb 
spectroscopy of synthetic air performed using 
electro-optic frequency combs. Constituent 
species including H2O, HDO, CO, and CO2, all 
acquired simultaneously and in as little as a few 
μs. [Fig. 4; Fleisher et al., Opt. Express 24, 10424-
10434 (2016).] 

Figure 3. Cavity ring-down spectroscopy of CO2 
from the combustion of bioethanol. The peak at 
approximately −250 MHz is the signature 14C 
absorption. The peak area is proportional to the 
mole fraction of 14C. [Fig. 2; Fleisher et al., J. 
Phys. Chem. Lett. 8, 4550-4556 (2017).] 
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mode-locked laser frequency combs also allow for rapid multiplexed spectroscopy over open 

atmospheric paths [7] and for the time-resolved spectroscopy of transient free radicals [8]. 

 

 
Figure 4. First demonstration of multiplexed IPDA 
LIDAR using electro-optic frequency combs. Averaged 
reference (blue) and coadded photon counting (red) 
interferograms are in excellent agreement following 
real-time phase corrections. The coadded photon 
counting interferogram contains absorption 
information which reveals the CO2 dry air 
concentrations. [Plusquellic et al., CLEO (2017), paper 
AM1A.5.] 

Distributed measurements of rare isotopologues, particularly the 14C isotopologues of 

CO2, CH4, and carbonaceous aerosols, would enable the partitioning of carbon emissions into 

specific sources and sinks. Currently fossil fuel CO2 emissions (CO2ff) are routinely quantified 

via a ground-up approach, where economic data with uncertainties of approximately 5-10% are 

used to estimate CO2ff [4]. A distributed network of in situ optical measurement of 14C tracers 

could constrain atmospheric transport models, including key details on the PBL. As a worked 

example, a previous National Academies of Science report details how 10,000 measurements 

of 14C per year could yield CO2ff emissions uncertainties of 10-25% [9]. In lieu of a dedicated 

AMS facility, distributed optical sensors could potentially accomplish this ambitious 

measurement goal. 
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Abstract—We present a new measurement technique for quan-
tifying noise temperature based on temperature and time. A
single-pole, double-throw (SPDT) ultra-fast switch combines
signals from outputs of two synchronized electromechanical
(EM) switches. The input ports of EM switches are terminated
by one unknown noise source, one known cold noise source,
and two known noise references at ambient temperature. The
magnitude of the combined noise signal can be adjusted by
the duty cycle of the transistor-transistor logic (TTL) pulse
that controls the fast switch. The measurement approaches the
balanced mode by regulating the TTL duty cycle in order to
minimize the difference between the combined noise signal and
the ambient noise reference. In comparison to conventional total-
power radiometers, this new instrumentation is more efficient and
potentially provides a wider dynamic range.

Index Terms—Balanced radiometer, feed-back loop, noise syn-
thesis, switch, thermal noise.

I. INTRODUCTION

Thermal electromagnetic noise originates from ergodic ran-
dom processes and is one of the most important microwave pa-
rameters. Because of its ubiquitous presence in nature, thermal
noise has become the subject of many practical applications.
These include precision calibration of receivers, microwave
sounding and imaging in earth science, non-invasive temper-
ature measurement for industrial and medical applications,
personnel and substance screening in security surveillance, and
radiation detection of interstellar medium in radio astronomy.

Thermal noise measurements often present challenges due
to the low signal strength. Radiometers have been developed
to accurately measure the power of thermal noise signals.
Filtering and amplification are almost always needed to bring
the level of signal in a frequency band of interest up to
the dynamic range of radiometers. However, the considerable
amount of noise and gain instability introduced by components
in a radiometer necessitate frequent calibration. Total-power
radiometers are one of the most popular configurations for
metrology applications. Other types of radiometers are also
used, such as switched radiometers (Dicke type) and noise-
injection radiometers among others. In this report, we present
a new instrumentation using null balance between synthetic
noise signal and references. Such a configuration, although
bearing similarities with noise-injection radiometers, holds
some specific traits and merits.

II. BACKGROUND

A noise-injection radiometer is developed to address the
temporal gain and noise-temperature (NT) fluctuation at the
expense of radiometric resolution. It was first introduced

by Goggins [1] and later Hardy demonstrated an S-band
radiometer by improving the injection with modulated pulses
[2]. The injected noise power level is constantly adjusted by
gating the noise signal from a known source with pulses of
variable width, until the injected noise, in combination with the
noise signal under test, equals the power level of a reference
noise signal; hence the radiometer approaches a null balance.
It can be shown that the averaged noise injection power has
a linear dependence on the pulse frequency or equivalently
the pulse width, as long as the square-law detection holds
in the radiometer backend. As a result, noise-temperature
measurements essentially reduce to time measurements [2].

The instrumentation depicted above is successfully used
in a variety of remote-sensing applications. However, there
exists an underlying complication that impedes its utility in the
metrology field. PIN diodes, and in fact any solid-state (SS)
switches in a broader scope, are driven by pulse waveforms for
fast switching. The leading edge voltage spike at both the rise
and fall of the pulse waveform produces a spurious signal,
called video leakage. This additional noise bleeds into the
RF output ports of the switch when it is in active switching
regardless of any RF signal present at the input ports of
the switch. The video-leakage effects can be safely neglected
when dealing with large signals. However, the extra noise
introduced by pulse waveforms has to be accounted for, when
the signal at the input ports of the switch is also small at
thermal noise level.

Characterization of added noise by a SS switch deserves
independent investigation in its own right. In principle, a SPDT
SS switch is a 3-port device and its equivalent noise can
be calibrated with traditional noise-temperature measurement
methods. However, the calibration may be practically infeasi-
ble due to the dependence of added noise on many variables,
such as the supply voltage, the TTL control voltage, and more
importantly the switching frequency and the duty cycle.

III. MEASUREMENT PRINCIPLE OF NEW TECHNIQUE

A block diagram of the proposed radiometer is shown in
Fig. 1. Two EM switches are placed in the frontend and they
operate synchronously at slow time periods of tens to hundreds
of milliseconds. The switching speed of the EM switches is
mainly limited by their own operating mechanism and the
response time of the square-law detector in the radiometer
backend. One of the EM switches (S1) is terminated by a
device under test (DUT) with NT of Tx and an ambient noise
reference with NT of Ta. The other switch (S2) is terminated
by a cryogenic noise standard with NT of Tc and another
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Fig. 1. Block diagram of a radiometer with a feed-back loop to adjust
the magnitude of the synthesized noise signal balancing with ambient noise
references. The component in the red box is a SS switch at a rapid switching
speed and the ones in the blue boxes are two synchronized EM switches at
much slower switching speed.

ambient reference with the same NT of Ta as the one on S1.
The output of S1 and S2 are connected individually to the
two input ports of a SS switch (S3). S3 operates at a very
fast speed, which generates a synthesis of noise signals from
port G and H measurable by the backend detector. When S1
toggles to port A and S2 toggles to port C, the NT at port I is
related to the weighted average of Tx and Tc plus the added
noise from S3 (∆TS3). When S1 toggles to port B and S2
toggles to port D, the NT at port I is roughly the sum of Ta
and ∆TS3. The NTs of synthesized noise signals at these two
states can be expressed with approximation as

TAC = αTx + (1− α)Tc + ∆TS3, (1a)

TBD = Ta + ∆TS3, (1b)

where α is the duty cycle of the pulse that drives S3.
The rest of the radiometer backend is fairly standard,

consisting of isolators, down converters, filters, amplifiers, and
a detector. The detector is also synchronized with the EM
switches by either digital or analog methods. The resultant
detection amounts to the difference between TAC and TBD and
is fed back to adjust the TTL duty cycle of S3. The excessive
noise (∆TS3) introduced by the SS switch always contributes
equally to the synthesized signals and consequently the need
for calibration of ∆TS3 is eliminated. Once a null balance is
reached, we can easily infer Tx from (1a) and (1b) without
knowing ∆TS3.

The formulation in (1), especially (1a), does not include
the mismatch and loss corrections. To account for these items,
scattering (S-) parameter measurements of components and
transmission paths are required. In practical implementation
all the radiometric components are expected to be thermally
stabilized at Ta, so that (1b) still holds true. After corrections
are made to (1a), Tx can be determined from:

Tx =



αTa(M I

BEGI −M I
AEGI +MA

AEGIηAEGI)
+(1− α)(Ta − Tc)MC

CFHIηCFHI
+(1− α)Ta(M I

DFHI −M I
CFHI)




αMA
AEGIηAEGI

, (2)

where M�
?∗◦I refers to the mismatch factor at the reference

point ‘�’ when the signal path ‘? ∗ ◦I’ between the frontend
ports and port I is established under pertinent switching
conditions, and η?∗◦I is the efficiency of the signal path ‘?∗◦I’.

IV. DISCUSSION AND CONCLUSION

We proposed a greatly improved variant of a null-balanced,
noise-injection radiometer suitable for metrology applications.
A few noteworthy items are highlighted as follows:

1) With a specialized arrangement of components and
proper synchronization, the added noise introduced by
electronic switches, such as PIN diode switches and
SS switches, are correctly addressed for the first time.
This represents a major step forward for implementing
noise-synthesis (or injection) techniques in microwave
thermal-noise metrology. Its applications to other fields
can evidently improve measurement accuracy.

2) The linearity requirement of backend detectors is re-
lieved because of null-balance operations. This not only
reduces cost by choosing economical components for
instrumentation but also eliminates the measurement
uncertainty due to detector nonlinearity and broadens
the detection dynamic range.

3) In comparison to total-power radiometers used in most
metrology labs, this new instrument can improve the
measurement efficiency by at least 33% since the num-
ber of switching states is reduced from 3 to 2.

4) Time and frequency represent the most precise measur-
ands available to metrologists. As long as the pulse du-
ration is kept much longer than the switching time (∼30
ns), the overall NT measurement uncertainty would still
be dominated by S-parameter measurements.

5) Synchronization and feed-back functions can be realized
by analog electronics to achieve fully automation at
high speed. However, a digital implementation with
simplified software developments may be adequate for
validating a prototype system.

In summary, we presented a new instrumentation concept
for thermal-noise metrology traceable to temperature and time.
The radiometer consists of two synchronized EM switches and
one SS switch. The arranged switch operation produces a syn-
thesis of adjustable noise signals to match a known reference.
This new approach allows cancellation of added noise from
the SS switch and enables precision NT measurements.

REFERENCES

[1] W. B. Goggins, “A Microwave Feedback Radiometer,” IEEE Trans.
Aerosp. Electron. Syst., vol. AES-3, no. 1, pp. 83-90, Jan. 1967.

[2] W. N. Hardy, K. W. Gray, and A. W. Love, “An S-Band Radiometer
Design with High Absolute Precision,” IEEE Trans. Microw. Theory
Techn., vol. 22, no. 4, pp. 382-390, Apr. 1974.

Gu, Dazhen.
”Thermal Noise Metrology with Time-Based Synthesis.”

Paper presented at Conference on Precision Electromagnetic Measurements, Paris, France. July 8, 2018 - July 13, 2018.

SP-378



A Self-Calibrated Transfer Standard for Microwave Calorimetry
Dazhen Gu1, Xifeng Lu1, Ben Jamroz1, Dylan Williams1, Bill Riddle1, and Xiaohai Cui2

1National Institute of Standards and Technology, Boulder, CO USA
2National Institute of Metrology, Beijing, China

dazhen.gu@nist.gov

Abstract—We developed a new calibration technique for mea-
suring the correction factor of a calorimeter with a vector
network analyzer. Based on a wave-parameter formulation, we
developed analytic formulas for the correction-factor (g) and
effective-efficiency (η). This allows us to calibrate both the
calorimeter and the thermistor mount in a single step. This
greatly reduces the number of physical parameters involved in
calibration processes while tracking correlated uncertainty.

Index Terms—Correction factor, microcalorimeter, microwave
power, transfer standard, vector wave parameter.

I. INTRODUCTION

Power is one of the fundamental parameters in microwave
metrology. A number of other microwave parameters are
derived from precision measurements of either relative or
absolute power. A thermistor mount serves as a popular
metrology-grade tool and is recognized as a transfer standard
for microwave power measurements. A thermistor mount is
characterized by its effective efficiency that accounts for
the difference between the DC substituted power and the
microwave power delivered to it.

Calibrations of the thermistor-mount effective efficiency are
often conducted in a calorimeter to achieve high precision. A
thermal isolation section is integrated in the calorimeter to
stabilize the thermal process for efficient measurements. A
considerable amount of research has focused on determining
the correction factor (g-factor) of calorimeters, which removes
the loss contribution of the thermal isolation section to the
power measurement while the calibration of a thermistor
mount is undertaken. In this study, we present a new measure-
ment technique using wave parameters to find the g-factor of
calorimeters with a self-calibrated thermistor mount.

II. CALORIMETER G-FACTOR

The g-factor is characterized by monitoring the thermopile
voltage rise associated with the power dissipation in the
thermal isolation section. There have been various methods
developed for g-factor measurements, such as the line method,
the thru method, and the short and offset-short method [1].
Regardless of what method we choose, the incident power
(Pinc) at the reference plane of interest is almost always needed
for g-factor measurements.

In order to obtain Pinc, a three-port coupler is often in-
serted between the calorimeter and the signal generator in the
traditional experimental setup. The side arm of the coupler
is terminated by a power sensor, usually a thermistor mount,

and Pinc can be inferred from its reading. There are complica-
tions associated with this approach; 1) the equivalent source
mismatch and the coupling coefficient of the coupler need to
be measured separately, and 2) it requires a calibrated power
sensor with known effective efficiency. Although complication
1 can be overcome with lengthy scattering (S-) parameter
measurements, calibrated power sensors may not be available
to begin with. In the following section, we show how to
measure the g-factor without the need of calibrated sensors
and couplers.

III. THEORETICAL FRAMEWORK OF NEW TECHNIQUE

Since a vector network analyzer (VNA) consists of bi-
directional couplers in its test ports, the use of a VNA to
replace the combination of the signal generator, the coupler,
and the power sensor is natural. Calibrated wave parameters
can be obtained after calibrations to deduce Pinc needed for
g-factor measurements. We formulate the short method in this
report. Other methods can be handled in a similar manner.

A. Intrinsic G-Factor

We first introduce a reduced form of the g-factor and call
it the intrinsic g-factor (gc). For the foil-short method, we
express this as

gc =
PFS

Pinc (1 + |ΓFS|2)
− 1− |ΓFS|2

1 + |ΓFS|2
, (1)

where PFS is the measured power dissipation related to the
loss of the thermal isolation section and the foil short, Pinc is
the power incident on the foil short, and ΓFS is the reflection
coefficient of the flush short. The first term in (1) indicates
the portion of the power dissipated in the thermal isolation
section and the second term represents the part of the loss due
to the flush short. The correction given by the second term is
necessary due to the fact that only the thermal isolation section
will be present in the final effective-efficiency measurement.

B. VNA S-Parameter and Power Calibrations

Prior to the g-factor measurements with the short method,
we performed a one-port S-parameter calibration and power
calibration at the reference plane behind the thermal isolation
section where the foil short will be attached. A measurement
diagram with network analysis is shown in Fig. 1.

Three or more calibration artifacts (e.g., short, open, and
load) are sequentially connected at the reference plane to
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Fig. 1. (A) Illustration of measurement setup. Calibration standards (CS) and
a thermistor mount (TM) are sequentially connected at the reference plane to
perform the calibration. (B) Equivalent network for error-term analysis.

determine error coefficients ED, ES, and ER of Fig. 1B. This
would be adequate if we were only interested in measuring the
reflection coefficient of a device under test (DUT) attached to
the reference plane after the calibration. However, to know
the incident power on the DUT, the knowledge of α (or more
precisely its magnitude |α|) is required.

We now connect a thermistor mount with unknown η
to the reference plane and record the VNA raw readings
aTM

r and bTM
r . In wave-parameter representation, the power

delivered to the thermistor mount is simply |bTM|2 − |aTM|2.
The deliverable power can also be calculated from the DC
substituted power scaled by the effective efficiency as

P =
V 2

off − V 2
on

ηR0
, (2)

where Von and Voff represent the RF on-and off-voltage,
respectively and R0 is the thermistor mount resistance. As
a result, the modulus of α can be determined as follows:

|α| =
√√√√√√√√

V 2
off − V 2

on

ηR0




∣∣∣ER−ESED
ER

aTM
r + ES

ER
bTM

r

∣∣∣
2

−
∣∣∣−ED

ER
aTM

r + 1
ER

bTM
r

∣∣∣
2




. (3)

Note that η is required to complete the power calibration.
To this end, we define scaled wave quantities â and b̂. So that
their magnitude can be resolved directly without knowing η,
[

â

b̂

]
=
√
η

[
a
b

]
=

√
ηα

ER

[
−ED 1

ER −ESED ES

] [
ar
br

]
.

(4)
In essence, the true wave quantities a and b differ merely by
a factor of

√
η from â and b̂. This manipulation enables us to

reach a closed form of η evaluation in what follows.

C. Foil-Short Measurement
We now insert a copper foil as a flush short at the reference

plane between the thermistor mount and the thermal isolation

section and drive the calorimeter with the VNA set at the
frequency of interest. The thermistor mount is biased by the
power meter at the nominal DC voltage value. Aside from PFS
calculated from the thermopile voltage, all other variables in
(1) can be computed from raw readings of wave quantities
with completely solved error coefficients (E’s) and partially
solved |α|. They are expressed as

PFS = eFS/kFS − eDC/kDC, (5a)

ΓFS = aFS/bFS = âFS/b̂FS, (5b)

Pinc =
∣∣bFS

∣∣2 =
∣∣∣b̂FS

∣∣∣
2

/η. (5c)

Here, eFS and eDC are stabilized thermopile voltages while the
VNA is turned on and off respectively, and kFS and kDC are
the proportionality factors of the thermopile. We now have
explicitly acquired gc as a function of η after substitution of
(5)’s for variables in (1).

D. Effective-Efficiency Measurement
Next, we move on to the measurement of effective efficiency

using a signal source with the standard approach. η is related
to gc as follows

η =

(
1 + gc

1 + |ΓTM|2
1− |ΓTM|2

) 1−
(
V2

V1

)2

e2/k2
e1/k1

−
(
V2

V1

)2 . (6)

Thermal processes arrive at equilibrium while the signal source
is off and then turned on. Under these two conditions, the
power meter reads V1 and V2, the thermopile reaches e1 and
e2, and its proportionality factors are k1 and k2. ΓTM is the
reflection coefficient of the thermistor mount. The term in the
parenthesis corresponds to the conventional g-factor, differing
from gc by mismatch corrections of the thermistor mount.

The expansion of gc in terms of η in (6) yields η in closed
form as shown in (7), which completes the self calibration of
the thermistor mount:

η =

1− 1+|âTM/b̂TM|2
1−|âTM/b̂TM|2 ·

1−|âFS/b̂FS|2
1+|âFS/b̂FS|2

e2/k2
e1/k1

−
(

V2
V1

)2

1−
(

V2
V1

)2 − 1+|âTM/b̂TM|2
1−|âTM/b̂TM|2 ·

eFS
kFS
− eDC

kDC(
|âFS|2+|b̂FS|2

)

. (7)

With the η value at our disposal, we can accurately determine
Pinc in (5c) and that in turn provides the gc value in (1).

IV. CONCLUSION

We demonstrated a new method of measuring the effective
efficiency of a thermistor mount in an uncalibrated calorimeter.
By use of a partially calibrated VNA for g-factor measure-
ments, both η and gc can be acquired in closed form in terms
of wave parameters and voltages. Experimental validation with
correlated uncertainty will be reported at the conference.
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ABSTRACT  

Induced pluripotent stem cells (iPSCs) are reprogrammed cells that can have heterogeneous biological potential. Quality 

assurance metrics of reprogrammed iPSCs will be critical to ensure reliable use in cell therapies and personalized 

diagnostic tests. We present a quantitative phase imaging (QPI) workflow which includes acquisition, processing, and 

stitching multiple adjacent image tiles across a large field of view (LFOV) of a culture vessel.  

Low magnification image tiles (10x) were acquired with a Phasics SID4BIO camera on a Zeiss microscope. iPSC 

cultures were maintained using a custom stage incubator on an automated stage. We implement an image acquisition 

strategy that compensates for non-flat illumination wavefronts to enable imaging of an entire well plate, including the 

meniscus region normally obscured in Zernike phase contrast imaging. Polynomial fitting and background mode 

correction was implemented to enable comparability and stitching between multiple tiles. LFOV imaging of reference 

materials indicated that image acquisition and processing strategies did not affect quantitative phase measurements 

across the LFOV. Analysis of iPSC colony images demonstrated mass doubling time was significantly different than 

area doubling time. 

These measurements were benchmarked with prototype microsphere beads and etched-glass gratings with specified 

spatial dimensions designed to be QPI reference materials with optical pathlength shifts suitable for cell microscopy. 

This QPI workflow and the use of reference materials can provide non-destructive traceable imaging method for novel 

iPSC heterogeneity characterization.  

 

Disclaimer: Commercial products are identified in this document in order to specify the experimental procedure 

adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of 

Standards and Technology, nor is it intended to imply that the products identified are necessarily the best available for 

the purpose. 

  

Keywords: Stem cells, quantitative phase imaging, reference materials 

 
*edward.kwee@nist.gov; phone 1 301 975-2618;   

 

1. INTRODUCTION  

Robust regenerative medicine therapies require a source of stem and progenitor cells. Induced pluripotent stem cells 

(iPSCs) are a compelling stem cell population that can meet the needs of regenerative medicine. iPSCs are derived from 

somatic cells that are genetically reprogrammed back to a pluripotent state. The reprogramming process and 

maintenance of pluripotency during culture expansion requires a trained technician to distinguish heterogeneity of iPSCs 

and differentiated cells and select iPSCs based on cell morphology using phase contrast imaging [1, 2]. Traditional 

Zernike phase contrast is primarily used to characterize and identify desired iPSC colonies based on qualitative 

information about cellular features. Such characterization is subjective and non-transferable between instruments or 

laboratories. Additionally, Zernike phase contrast features are only maintained in cell cultures where the media surface is 

relatively flat. Due to the surface tension of cell culture media in well plates, the meniscus-free region is relatively small 

compared to the entire well, limiting the effective viewing area using Zernike phase contrast.  
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Quantitative phase imaging (QPI) microscopy is an imaging modality that is different from conventional Zernike phase 

and can quantitatively determine the phase change in light through cells [3]. We demonstrate the use of QPI to 

characterize iPSC colony heterogeneity based on dynamic colony mass and area measurements. QPI measurements can 

also be made traceable to physical reference materials, enabling calibration and comparability between different 

instruments and laboratories.  

2. METHODOLOGY 

We developed a large field of view imaging (LFOV) method that performs tiled image acquisition across well plates and 

characterize iPSC heterogeneity across multiple colonies (Fig 1). In this study, we used a Phasics SID4BIO camera 

(Phasics S.A., Saint-Aubin, France)  which uses quadriwave lateral shearing to perform QPI imaging [4]. QPI methods 

require physical flattening of the cell culture media to remove the meniscus effect [5]. We implement a method to 

correct for the non-flat illumination wavefront created by the meniscus and enable LFOV QPI imaging in regions of a 

well normally obscured in Zernike phase contrast images. We used reference materials to evaluate quantitative 

capabilities of the developed image processing and analysis workflow. Polymethymethacrylate (PMMA) beads 

suspended in mineral oil with known diameters and refractive index were evaluated as a stable reference material that 

can be used well plates. A custom fused silica phase grating with biologically relevant optical pathlength differences 

(OPD) that mimic those found with stem cells was also evaluated as a potential reference material with defined OPD. 

This QPI image acquisition workflow in conjunction with reference materials can overcome limitations of Zernike phase 

contrast and enable quantitative large field of view imaging of stem cells.  

 
2.1 Quantitative Phase Imaging 

Imaging was performed using a Axiovert 200M inverted microscope (Carl Zeiss Microscopy, Thornwood, New York) 

with a motorized stage and incubator system (Kairos Instruments, Pittsburgh, PA), maintaining the stage samples at 37 
°C and 5 % carbon dioxide. QPI was performed using a Phasics SID4BIO camera with a 485 nm LED transmitted light 

source (Thorlabs, Newton, NJ). Automated large field of view imaging was performed using a custom acquisition script 

for Micro-Manager [6]. 

Using a SID4BIO camera, a reference interferogram image was needed to construct the quantitative phase image [7]. To 

address this need, two wells in a well plate were used. The first well contained the sample of interest with media and the 

second well contained only media without sample. Interferogram image tiles were acquired on both wells in a 

positionally matched manner such that the meniscus on the sample tile were positionally matched with the meniscus on 

the blank wells. This acquisition method was chosen to compensate for the non-flat illumination created by the 

meniscus. The signal to noise ratio (SNR) was compared between the meniscus corrected and non-corrected QPI images.  

Raw interferogram images were batch processed in MATLAB (MATLAB, Natick, MA) using a software development 

kit from Phasics to produce the QPI image. Resulting QPI images were segmented for foreground and background for 

reference beads or cells, as described in sections 2.3 and 2.4. Background was corrected using a third order polynomial 

fit. For each tile, the mode of the background was subtracted across the tile to enable tile-to-tile comparability. The 

resulting images were stitched using the Microscopy Image Stitching Tool (MIST) [8].  
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     Figure 1: Image acquisition and processing workflow to acquire large field of view tiled QPI image. Diagram of 

spatially matched acquisition of meniscus in sample and reference sample shown. 

 

2.2 Reference Beads 

Polymethylmethacrylate (PMMA) (Cospheric, Santa Barbara, CA) beads were suspended in BioUltra (MilliporeSignma, 

St. Louis, MO) mineral oil and placed in a 24 well plate. Tiled interferogram and Zernike phase contrast images were 

taken across a 6x6 tile region (6.2 mm x 4.7 mm) of one well. Reference interferogram images were taken in a well 

containing only mineral oil. Bead images were processed with and without meniscus correction. Beads were segmented 

using the active contour method, processed, and stitched with MIST as described in 2.1. Beads were characterized for 

refractive index and diameter with respect to reference specifications [9, 10].  

2.3 Phase Grating 

Fused silica phase gratings were fabricated with a period of 40 micrometers (µm), 20 µm feature width, and 

100 nanometer (nm) etch depth using reactive ion etching. Samples were imaged using QPI. Resulting images were 

analyzed in MATLAB. Bilevel waveform pulse analysis was used to characterize optical pathlength differences of the 

grating when compared to fabrication specifications. 

2.4 Cell Culture 

ND2.0 iPSCs were plated on Matrigel (Corning, Corning, NY) using E8 Flex culture media (Life Technologies, 

Carlsbad, CA) in six well plates under three different culture conditions: clump passaged cells plated out of 

cryopreservation thaw, single cell passaged cells plated out of cryopreservation thaw, and single cell passaged cells at 

passage three. Cells were cultured in an incubator at 37 °C and 5 % carbon dioxide for 24 hours to allow the cells to 

settle and adhere. After 24 hours, cells were imaged using quantitative phase imaging every hour for two days. Images 

were processed and stitched as described in subsection 2.1. Image analysis was performed on non-fitted, background 
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mode corrected images. Colonies were segmented at every time point using the empirical gradient threshold method 

[11]. Manual tracking was performed to identify clonal colonies that did not merge over the course of the time lapse. 

Clonal colony time-lapse images were processed in MATLAB to determine the area and mass growth rates of colonies. 

Optical pathlength difference at each pixel was converted to picograms mass using the constant 0.18 µm3/pg [12, 13]. 

Paired t-test was used to compare mass and area doubling times. Analysis of variance (ANOVA) and Tukey comparison 

tests were used to compare different culture conditions.  

 

3. RESULTS 

3.1 Reference beads 

Large field of view images of reference beads were acquired (Fig 2). Zernike phase imaging demonstrated the extent of 

the meniscus in the well (Fig 1A). Tiles that were not corrected for the meniscus (Fig 2B) had a SNR of 2.52 ± 1.11 

(mean ± standard deviation, n=36 tiles). Tiles that were corrected for the meniscus (Fig 2B) had an improved SNR of 

13.8 ± 6.53 (n=36) and allowed imaging beads in the meniscus region of the well. Optical pathlength difference 

measures of the beads reproduced the bead refractive index specifications and dimensions according to reported 

specifications in both the meniscus-free and meniscus regions of the well (Fig 2D) [9, 10].  

 

     Figure 2: Reference bead characterization across a 6x6 tile region (6.2 mm x 4.7 mm) of a 24 well plate: A) Stitched 

Zernike phase contrast image of PMMA beads in mineral oil viewing both the meniscus and meniscus-free regions. B) 

Stitched QPI image of PMMA beads using a single reference image. C) Stitched QPI image using location matched 

reference images from a blank well to compensate for the cell culture media meniscus. D) Representative line scan of 

bead from (C). Measured diameter and calculated refractive image of beads from (C).  
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3.2 Phase grating 

QPI images were taken of the phase grating. QPI measurements reproduced optical pathlength difference with 5.6 % 

error and feature width within 3 % error of fabrication specifications across 27 periods of the grating (Fig 3).  

 

 

     Figure 3: Phase grating characterization: A) Schematic design of phase grating and equation for OPD. B) 10x field of 

view of phase grating using QPI. C) Line scan of grating. Peak to valley heights and size of spacing were from equation 

in (A). 

 

3.3 iPSC imaging 

LFOV QPI images of iPSC colonies were acquired, processed, and stitched (Fig 4). A portion of the well that was 

imaged included the meniscus (Fig 4A). Using the developed image processing workflow, the tiled QPI image 

compensated for the meniscus effect. 70 colonies were identified across all culture conditions. Colonies had a mean mass 

doubling time of 24.7 hours and a mean area doubling time of 40.6 hours.  

 

     Figure 4: QPI large field of view iPSC colonies of 8x10 tiles (7.4 mm x 7.4 mm). A) Example stitched image of well 

using Zernike phase contrast image with meniscus. B) Background corrected QPI image with intensity scale expressed in 

mass density and optical pathlength difference. 
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Comparing growth rates, mass growth rates were found to be significantly different than area growth rates (Fig 5D). 

Mass doubling times for iPSCs cultured as single cells were significantly different than clump passaged cells (Fig 5F). 

No difference in growth rate was found after three passages in the single cell passaged cells. Initial colony mass did not 

correlate with mass growth rate. Initial colony mass was not significantly associated with mass doubling time.  

 

      Figure 5: QPI colony analysis. QPI image of representative colony in (A). Based on cell segmentation (yellow), 

colony area and mass were calculated for each time point. Exponential fits for area (B) and mass (C) was determined for 

n=70 colonies. Box plots for doubling time based on mass and area for all colonies (D), area doubling time based on 

culture condition (E), and mass doubling time based on culture condition (F). Box plots in (D),(E), and (F) show the 

median (red), interquartile range (blue), 1.5 times the interquartile range (dotted), and outliers (red plus).  

 

4. DISCUSSION 

We developed an imaging workflow that enables large field of view QPI imaging of cell cultures in well plates with 

comparability enabled by reference materials. This method overcomes limitations of Zernike phase contrast as a 

reproducible, quantitative method. This QPI method also enabled imaging in the meniscus to perform imaging of 

multiple colonies in a well plate to characterize colony heterogeneity. Optical pathlength difference measurements 

reproduced reference specifications of PMMA beads in mineral oil. The combination of PMMA beads and mineral oil 

can serve as a stable reference that is not susceptible to evaporative effects and enable long term calibration and 

traceability of QPI measurements. While useful, the optical pathlength difference created by PMMA beads in mineral 

oil, approximately 1000 nm, which are higher than the OPD created by biological cells, which are between 50 nm to 250 

nm. Additionally, beads may not be the appropriate OPD reference material for all QPI instruments and applications. we 

found that a custom, fabricated phase grating could be used to produce optical pathlength shifts closer to biological cells. 

This grating can be used for non-well plate applications and can be placed directly on a QPI instrument without requiring 

any immersion liquid. A phase grating format also presents the opportunity for an orthogonal measurement of the optical 

pathlength difference by measuring the diffraction pattern on the back focal plane of a microscope, which is currently 
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under investigation. Phase gratings with larger etch depths are under evaluation to characterize QPI sensitivity and 

dynamic range across the biological range of optical pathlength differences induced by cells. Depending on the QPI 

instrument and application, these materials can serve as a stable reference to calibrate and enable comparability between 

QPI instruments and experiments.  

QPI imaging of iPSC colonies enabled measurement of growth rates by both area and dry mass. Mass growth rates were 

found to be significantly different than area growth rates. For 2D microscopy techniques like Zernike phase contrast and 

brightfield, area is the primary measure of cell growth and confluency. QPI provides different metabolic information of 

the mass growth rate of cells that is not captured by area measures. This could be due to the capability for QPI mass 

measurements to capture mass changes that occur during the resting or interphase periods of the cell cycle. These periods 

are not captured by changes in cell area when cells are not actively dividing. Additionally, the contraction and expansion 

of cell area over the course of the time lapse makes area a poor measure of exponential growth.  

Mass growth rate was able to distinguish differences between iPSCs cryopreserved as single cells from those 

cryopreserved as clump passaged cells. Proliferative ability and self-renewal are critical characteristics of iPSCs. 

Colonies with the highest mass growth rates may represent the clones with the greatest regenerative capabilities [14]. 

Further work is needed to confirm the pluripotency state of the cells. The use of QPI to distinguish pluripotency state 

between stem cells and differentiated cells is under investigation. We expect differences in nucleus condensation and 

mesenchymal-epithelial transitions as measured by QPI can characterize cell pluripotency state. Beyond culture 

conditions described here, QPI can enable characterization and identification of other critical manufacturing processes in 

the culture of iPSCs. This can include assessment of iPSC response to reprogramming methodologies, cell culture media 

formulations, and differentiation protocols. The quantitative capability and traceability to reference materials of QPI can 

advance the study and manufacturing of iPSCs as a viable cell therapy for patients.   

 

Disclaimer: Commercial products are identified in this document in order to specify the experimental procedure 

adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of 

Standards and Technology, nor is it intended to imply that the products identified are necessarily the best available for 

the purpose. 
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Abstract. In 2016, Yasuda et al. presented a new multivariate encryp-
tion technique based on the Square and Rainbow primitives and utiliz-
ing the plus modifier that they called Square Rainbow Plus (SRP). The
scheme achieved a smaller blow-up factor between the plaintext space
and ciphertext space than most recent multivariate encryption propos-
als, but proved to be too aggressive and was completely broken by Perlner
et al. in 2017. The scheme suffered from the same MinRank weakness
that has allowed effective attacks on several notable big field multivariate
schemes: Hidden Field Equations (HFE), multi-HFE, HFE-, for example.

We propose a related new encryption scheme retaining the desirable
traits of SRP and patching its weaknesses. We call the scheme HFE
Rainbow Plus (HFERP) because it utilizes a similar construction as SRP
with an HFE primitive replacing the Square polynomial. The effect of
this substitution is to increase the Q-rank of the pubic key to such a
degree that the MinRank attack is impossible. HFERP still retains the
relatively small blow-up factor between the plaintext space and cipher-
text space, and is thus a candidate for secure multivariate encryption
without an essential doubling in size between plaintext and ciphertext.

Key words: Multivariate Cryptography, HFE, encryption, MinRank,
Q-rank

1 Introduction

Ever since the discovery of polynomial time algorithms for factoring and com-
puting discrete logarithms on a quantum computer by Peter Shor [1], creating
schemes that resist such developments has fallen upon the shoulders of today’s
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cryptographers. In recent years, quantum computing has made significant ad-
vances leading some experts to make more confident predictions that the post-
quantum world will soon be upon us, see, for example, [2].

There has also been an explosive development in public key technologies
relying on mathematics for which there is no known significant computational
advantage quantum computers possess. In particular, multivariate public key
cryptography (MPKC) produced numerous schemes for public key encryption
and digital signatures in the late 1990s. These schemes further fueled the de-
velopment of computational algebraic geometry, and seem to have inspired the
advancement of some of the symbolic algebra techniques we now apply to all ar-
eas of post-quantum cryptography, that is, cryptography designed with quantum
computers in mind.

With the development of such techniques, many multivariate schemes have
been cryptanalyzed and broken. Specifically, multivariate encryption seems to be
challenging. The purpose of this article is to confront this challenge, advancing
a new multivariate encryption scheme Hidden Field Equations Rainbow Plus
(HFERP), based on Square Rainbow Plus (SRP), see [3], developed to eradicate
the deficiencies of its predecessor.

1.1 Recent History

While there may be many trustworthy candidates for multivariate signatures,
such as Unbalanced Oil and Vinegar (UOV) [4], Rainbow [5], and Gui [6], de-
veloping multivariate schemes for encryption has been a bit of a struggle. While
some older ideas have have been reborn with better parameter sets due to the
advancement of the science, such as applying HFE-, see [7], to encryption, most
of the surviving multivariate encryption schemes are relatively young.

In the last few years, there have been a few new proposals for multivariate
encryption, mostly following the idea that it is easier to hide the structure of an
injective mapping into a large codomain than to hide the structure of a bijection,
as is needed for any encryption mapping into a codomain of the same size as
the domain. The ABC Simple Matrix encryption scheme of [8, 9] and ZHFE, see
[10] are examples of this idea. Most of these encryption ideas, both new and old,
have inspired recent surprising cryptanalyses that affect parameter selection or
outright break the scheme, see [11–15], for example.

Such a tale describes the life of SRP, see [3], the design of which aimed
to be very efficient and holds a comparably small blow up factor between the
plaintext and ciphertext sizes. The scheme also claimed security against attacks
efficient against the Square and Rainbow schemes by combining them into one.
Unfortunately, SRP is also the victim of a new cryptanalysis, see [16]. The attack
exploits the low Q-rank of the Square map, a vulnerability inherited by the public
key. A modified MinRank attack was able to pull apart the Square polynomials
from the Rainbow and Plus polynomials in the public key.
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1.2 Our Contribution

We present a new composite scheme in the manner of SRP by replacing the
weaker Square layer with an HFE polynomial of higher Q-rank and finding the
correct balance in the sizes of the HFE, Rainbow and Plus layers for efficiency
and security. We call our scheme HFERP. We further establish the complexity
of the relevant attack models: the algebraic attack, the MinRank attack, and the
invariant attack.

1.3 Organization

The paper is organized as follows. In the next section, we present isomorphisms
of polynomials and describe the structure of HFE and SRP. The subsequent
section reviews the Q-rank of ideals in polynomial rings and discusses invariant
properties of Q-rank and min-Q-rank. In section 4, we review more carefully
the previous cryptanalyses of HFE and SRP. We then present HFERP in the
next section. Section 6 discusses the complexity of all known relevant attacks on
HFERP. Our choice of parameters to optimize security and performance along
with experimental results are then presented in the following section. Finally,
we conclude discussing why a similar approach to SRP seems to produce such a
different technology in HFERP.

2 Big Field Schemes

HFE and SRP are members of a family of cryptosystems known as “big field”
schemes. This term is based on the system exploiting the vector space structure
of a degree n extension of K over a finite field Fq. Using core maps within the
extension field allows us to take advantage of Frobenius automorphisms x 7→ xq

for any function of the form f(x) = xq
i+qj , noting that φ−1 ◦ f ◦ φ is a vector-

valued quadratic function over Fq where φ : Fnq → K is an Fq-vector space
isomorphism. By observing that any vector-valued quadratic function on Fnq is
isomorphic to a sum of such monomials, it is clear that any quadratic function
f over K can be represented as a vector-valued function, F , over Fq.

This equivalence allows us to construct cryptosystems in conjunction with
the following concept, the isomorphisms of polynomials.

Definition 1 Two vector-valued multivariate polynomials F and G are said to
be isomorphic if there exist two affine maps T,U such that G = T ◦ F ◦ U .

The equivalence and isomorphism marry in a method commonly referred to
as the butterfly construction. Given a vector space isomorphism φ : Fnq → K and
an efficiently invertible map f : K→ K, we compose two affine transformations
T , U : Fnq → Fnq in order to obscure our choice of basis for the input and output.
This construction generates a vector-valued map P = T ◦φ−1◦f◦φ◦U = T ◦F ◦U ,
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where F = φ−1 ◦ f ◦ φ.

K
f // K

φ−1

��
Fnq

U // Fnq
F //

φ

OO

Fnq
T // Fnq

2.1 HFE

The Hidden Field Equation Scheme was first introduced by Patarin, see [17], as
an improvement on the well known C∗ construction of [18]. Patarin’s contribu-
tion was to use a general polynomial with degree bound D in place of the central
monomial map of C∗.

Explicitly, one chooses a quadratic map f : K→ K of the form:

f(x) =
∑

i≤j
qi+qj≤D

αi,jx
qi+qj +

∑

i
qi≤D

βix
qi + γ, (1)

where the coefficients αi,j , βi, γ ∈ K and the degree bound D is sufficiently low
for efficient inversion using the Berlekamp algorithm, see [19] .

The public key is computed as P = T ◦ F ◦U , where F = φ−1 ◦ f ◦ φ. Inver-
sion is accomplished by taking a ciphertext y = P (x), computing v = T−1(y),
solving φ(v) = f(u) for u via the Berlekamp algorithm and then recovering
x = U−1(φ−1(u)).

2.2 Rainbow

The Rainbow scheme is a generalization of Patarin’s UOV, see [4]. The key idea,
introduced by Ding, see [5], was constructing multiple layers of UOV.

Let F be a finite field with a degree n extension Fn. Let V = {1, 2, . . . , n}.
For a chosen u, let v1, . . . , vu be integers such that 0 < v1 < · · · < vu = n and
let Vl = {1, . . . , vl} for each l ∈ {1, . . . , u}. Note that |Vi| = vi.

Let oi = vi+1 − vi for each i ∈ {1, . . . , u − 1} and Oi = Si+1 − Si for each
i ∈ {1, . . . , u−1}. Define Pl to be the space generated by the span of polynomials
of the following form:

f(x1, . . . , xn) =
∑

i∈Ol,j∈Vl
αi,jxixj +

∑

i,j∈Vl
βi,jxixj +

∑

i∈Vl
γixi + η

One can refer to the previous constructions using the following terminology: O
is the collection of oil variables, V is the collection of vinegar variables, and a
polynomial f ∈ Pl is an l-th layer Oil and Vinegar polynomial.

The Rainbow map F : Fn → Fn−v1 is defined as (with x1, . . . , xn being
referred to as x̄ for convenience)

F (x̄) = (F̃1(x̄), . . . , F̃u−1(x̄)) = (F1((̄x), . . . , Fn−v1(x̄)
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where each F̃i consists of oi randomly chosen quadratic polynomials from Pi.
F is a Rainbow polynomial map with u− 1 layers. The public key is generated
in the usual fashion by applying two affine transformations, T and U , where
T : Fn−v1 → Fn−v1 and U : Fn → Fn: T ◦ F ◦ U

2.3 SRP

In Section 5, we present in detail the construction of our proposed scheme,
HFERP. For reference, we will include the Square Map definition as well as
method of inversion presented in the original SRP paper, see [3].

Instead of using the HFE core map described in section 5, SRP uses the
Squaring map where the Square component is defined as FS : Fn′q → Fdq (where

qd + 1 is divisible by 4) and it is the result of the following composition:

Fn
′
q

πd−→ Fdq
φ−→ K X 7→X2

−−−−−→ K φ−1

−−→ Fdq
Upon inversion step 3, the user would compute

R1,2 = ±X(qd+1)/4

and use it to find y = (y
(i)
1 , . . . , y

(i)
d ) = φ−1(Ri) ∈ Fdq . The choice of the Square

map was made because of the speed of inversion it provided when compared to
any other quadratic maps. Unfortunately, due to this choice, SRP was quickly
broken in [16] by isolating the squaring public polynomials and exploiting its
low Q-rank.

3 Q-Rank

The min-Q-rank of the public key is a critical quantity when analizing the secu-
rity of big field schemes within multivariate cryptography. For clarification, the
definition is as follows:

Definition 2 The Q-rank of any quadratic map f(x) on Fnq is the rank of the

quadratic form φ−1 ◦f ◦φ in K[X0, . . . , Xn−1] via the identification Xi = φ(x)q
i

.

Usually, the definition of the rank of a quadratic form is given as the mini-
mum number of variables required to express an equivalent quadratic form due
to quadratic form equivalences corresponding to matrix congruence. Note that
congruent matrices have the same rank. This same quantity is equal to the rank
of the matrix representations of the quadratic form, even in characteristic 2,
where the quadratics x2q

i

are additive, but not linear for q > 2.
Q-rank is invariant under one-sided isomorphisms f 7→ f ◦ U , but is not

invariant under isomorphisms of polynomials in general. The quantity that is
often meant by the term Q-rank, but more properly called min-Q-rank, is the
minimum Q-rank among all nonzero linear images of f . This min-Q-rank is
invariant under isomorphisms of polynomials and is the quantity relevant for
cryptanalysis.
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4 Previous Cryptanalysis of Relevant Schemes

SRP was a designed as a concatenation of two known multivariate schemes and a
scheme modifier. The first component was Square, see [20], which can be seen as a
degenerate version of HFE. The second component was oil-and-vinegar (OV) or,
more generally, Rainbow, see [21, 5]. The final component was the plus modifier,
first proposed in [22]. The algebraic properties of these schemes were intended to
complement their weaknesses when used in conjunction. This patchwork design
requires, however, a careful consideration of the relevant cryptanalyses within
all of these families.

The original oil-and-vinegar (OV) scheme, proposed in [21], was completely
broken in [23] by what we call the invariant method. Specifically, the balanced
OV scheme contains an equal number of oil variables, variables which only occur
linearly in the central map, and vinegar variables, which occur quadratically.
Thus, the differential of any central polynomial has the shape

Dfi =




a1,1 · · · a1,v a1,v+1 · · · a1,2v
...

. . .
...

...
. . .

...
a1,v · · · av,v av,v+1 · · · av,2v
a1,v+1 · · · av,v+1 0 · · · 0

...
. . .

...
...

. . .
...

a1,2v · · · av,2v 0 · · · 0




,

under an appropriate basis of F2v = V ⊕ O, where V is the subspace spanned
by the vinegar variables and O is the subspace spanned by the oil variables.

The invariant attack proceeds by computing the differential of random linear
combinations of the public polynomials until two full rank differentials, Df1 and
Df2, are produced. Then O is left invariant by Df−11 Df2 and is thus easily
recovered. A similar technique has been used in conjunction with rank attacks
to assault schemes with a similar structure whenever dim(V ) ≤ dim(O), see, in
particular, [11, 24, 13].

HFE and some of its modifications have been the target of effective crypt-
analyses utilizing the low Q-rank property of the central map. Each of these
cryptanalyses can be described as a big field MinRank attack, recovering a low
rank quadratic form over the extension E from which an isomorphism relating
the public key to an equivalent private key can be derived.

The earliest iteration of this technique is the well-known Kipnis-Shamir (KS)
attack of [25], also known by the name MinRank, due to the close relationship
between the attack and the MinRank problem in algebraic complexity theory,
see [26]. The KS-attack recovers a private key for HFE by exploiting the fact that
the low Q-rank of the central map is a property preserved by isomorphisms. Con-
sidering an odd characteristic instance of HFE. We may write the homogeneous
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quadratic part of the central map as

[
x xq · · · xqn−1

]




α0,0 α′0,1 · · · α′0,d−1 0 · · · 0

α′0,1 α1,1 · · · α′1,d−1 0 · · · 0
...

...
. . .

...
...

. . .
...

α′0,d−1 α
′
1,d−1 · · · αd−1,d−1 0 · · · 0

0 0 · · · 0 0 · · · 0
...

...
. . .

...
...

. . .
...

0 0 · · · 0 0 · · · 0







x
xq

...

xq
n−1


 ,

where α′i,j = 1
2αi,j and d = dlogq(D)e. The KS-attack first interpolates an

univariate representation of the public key over E. This representation of the
public key is isomorphic to the central map of Q-rank bounded by the ceiling
of the logarithm of the degree bound. Thus, there is a linear map T−1 which
when composed with the public key has Q-rank d, and so there is a low rank
matrix that is an E-linear combination of the Frobenius powers of G. This turns
recovery of the transformation T into the solution of a MinRank problem over
E.

Another version of this attack, utilizing the same property, is the key recovery
attack of [27]. The authors prove the existence of an E-linear combination of the
public key with low rank over E. Setting the unknown coefficients of this linear
combination as variables, they construct the ideal I ⊆ R = F[T ] of minors of this
sum of the appropriate dimension such that V (I) ∩ Edim(R) consists of exactly
such linear coefficients. Thus a Gröbner basis needs to be computed over F and
the variety computed over E. This modeling of the KS-attack is called minors
modeling and dramatically improves the efficiency of the KS-attack in many
circumstances.

The KS-attack with either KS modeling or with minors modeling has also
been used to break other HFE descendants. In [27], the minors modeling ap-
proach is used to break multi-HFE. In [15], the KS-attack is extended to provide
key recovery for HFE-. In [14], both the KS modeling and minors modeling
versions of the KS-attack are used to undermine the security of ZHFE.

The MinRank methodology is also employed in [16], where an effective key
recovery attack on SRP is presented. It was shown that the low Q-rank of Square
is exposed by the SRP construction. Specifically, the Q-rank of the square map
f(x) = x2 is one over an odd characteristic field. Since this low Q-rank map
is in the span of the public polynomials, there is an E-linear combination of
the public polynomials of rank one! Thus the ideal generated by the two-by-two
minors is resolved at degree two and the complexity of the attack is O(

(
m+1
2

)ω
),

where 2 ≤ ω ≤ 3 is the linear algebra constant. The attack is applied practically,
breaking the 80-bit parameters in about 8 minutes.

Ikematsu, Yashuhiko; Perlner, Ray; Smith-Tone, Daniel; Takagi, Tsuyoshi; Vates, Jeremy.
”HFERP - A New Multivariate Encryption Scheme.”

Paper presented at PQCrypto 2018: The Ninth International Conference on Post-Quantum Cryptography, Fort Lauderdale, FL, United States.
April 9, 2018 - April 11, 2018.

SP-395



8 Y. Ikematsu, R. Perlner, D. Smith-Tone, T. Takagi & J. Vates

5 HFERP

In this section, we present a significant modification of SRP that we call HFERP.
The key observation is that by replacing the Square map with a higher Q-rank
instance of HFE, one can make the MinRank attack inefficient while maintaining
efficient inversion. For simplicity of the exposition, we present the scheme with
a single layer UOV component, noting that it is trivial to replace UOV with a
multi-layer Rainbow via the same construction.

Choose a finite field Fq and let E be a degree d extension field over Fq. Let
φ : Fdq → E be an Fq-vector space isomorphism. Also, let o, r, s, and l be non-
negative integers.

Key Generation Let n = d + o − l, n′ = d + o and m = d + o + r + s.
The central map of HFERP is the concatenation of an HFE core map, FHFE ,
an UOV (or alternatively, Rainbow) section, FR, and the plus modifier, FP .
Formal definitions of the maps are provided below:

– The HFE component is defined as FHFE : Fn′q → Fdq and is the result of the
following composition:

Fn
′
q

πd−→ Fdq
φ−→ E f−→ E φ−1

−−→ Fdq

where f is the HFE core map described in (1) and πd : Fd+oq → Fdq is the
projection onto the first d coordinates.

– The UOV (or alternatively, Rainbow) component is defined as

FR = (g(1), . . . , g(o+r)) : Fn
′
q → Fo+rq

following the normal construction of the UOV signature scheme where V =
{1, . . . , d} and O = {d + 1, . . . , d + o}. For every k ∈ {1, . . . , o + r}, the
quadratic polynomial g(k) is of the following form:

g(k)(x1, . . . , xn′) =
∑

i∈O,j∈V
α(k)xixj +

∑

i,j∈V,i≤j
β
(k)
i,j xixj +

∑

i∈V∪O
γ
(k)
i xi + η(k)

where α(k), β
(k)
i,j , γ

(k)
i , and η(k) are chosen at random from Fq.

– The Plus modification is defined as FP = (h(1), . . . , h(s)) : Fn′q → Fsq which
consists of s randomly generated quadratic polynomials.

An affine embedding U : Fnq → Fn′q of full rank and an affine isomorphism
T : Fmq → Fmq are chosen for the butterfly construction as is common in big
field schemes. The public key is given by P = T ◦ F ◦ U : Fnq → Fmq , where
F = FHFE‖FR‖FP ( ‖ being the concatination function), and the private key
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is represented by the following figure:

Fdq

!!
Fnq

P

@@
U // Fn+lq

FHFE

<<

FP ""

FR // Fo+rq
// Fmq

T // Fmq

Fsq

==

Encryption Given a message M ∈ Fnq , the ciphertext is computed as C =
P(M) ∈ Fmq .
Decryption Given a ciphertext C = (c1, . . . , cm) ∈ Fmq , the decryption process
is the following:

1. Compute x = (x1, . . . , xm) = T −1(C).
2. Compute X = φ(x1, . . . , xd) ∈ E.
3. Use the Berlekamp algorithm to compute the inverse of the HFE polynomials

to recover y = (y1, . . . , yd).
4. Given the vinegar values y1, . . . , yd, solve the system of o+r linear equations

in the n′ − d = o variables ud+1, . . . , un′ given by

g(k)(y1, . . . , yd, ud+1, . . . , un′) = xd+k

for k = 1, . . . , o+ r. The solution is denoted (yd+1, . . . , yn′).
5. Compute the plaintext M ∈ Fnq by finding the preimage of (y1, . . . , yn′)

under the affine embedding U .

6 Complexity of Attack

In this section we derive tight complexity estimates or proofs of resistance for the
principal relevant attacks on HFERP. These attacks include the direct algebraic
attack, the MinRank attack, the small field MinRank and dual rank attacks, and
the invariant attack.

6.1 Algebraic Attack

The algebraic attack attempts to invert the public key at a ciphertext directly via
the calculation of a Gröbner basis. It is commonly believed that the closeness of
the solving degree of a polynomial system, the degree at which the Gröbner basis
is resolved, and the degree of regularity, the degree at which a non-trivial syzygy
producing a degree fall first occurs, is a generic property. Thus the lower bound
on the complexity of the algebraic attack that the degree of regularity provides
is likely a tight bound, and is consequently a critical quantity for analyzing the
security of the scheme.
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10 Y. Ikematsu, R. Perlner, D. Smith-Tone, T. Takagi & J. Vates

Theorem 1 The degree of regularity of the public key of HFERP is bounded by

dreg ≤
{ (q−1)dlogq(D)e

2 + 2 if q is odd or dlogq(D)e is even,
(q−1)(dlogq(D)e+1)

2 + 1 otherwise.

Proof. There is a linear function of the public key separating the HFE polyno-
mials H from the non-HFE polynomials N . Trivially, the dreg is bounded by the
degree of regularity of the system H, which, via [28, Theorem 4.2], produces the
above bound.

One must note that the above bound is not what is needed to ensure security.
Instead we require a lower bound. Extensive experimentation shows that for very
small q, the above estimate is tight. We have, however, a further complication.
In general, adding more polynomials to an ideal may decrease its degree of regu-
larity. To address this issue we have conducted small scale experiments showing
that the degree of regularity and solving degree behave similarly to those of
random systems, see Section 7.

Conjecture 1 Under the assumption that the degree of regularity is at least
dlogq(D)e + 2 for small odd q and sufficiently large n, the complexity of the
algebraic attack is given by

Comp.alg = O
((

n+ dreg
dreg

)2(
n

2

))
= O

(
n2dlogq(D)e+6

)
.

6.2 MinRank Attack

The min-rank attack proposed in [16] is so successful due to the Q-rank of the
squaring map within SRP being equal to one. By changing the square map com-
ponent to an HFE core map, we are able to thwart such an attack on HFERP.
This subsection walks through the attack proposed in [16] , with HFERP in
mind, and proves that the min-Q-rank of HFERP differs from SRP.

Note that, similar to SRP, the public key of HFERP has an analogous scheme
without embedding as long as πd ◦ U is of full rank, which it is defined to be
in this scheme. Let π′d : Fnq → Fdq be the projection onto the first d coordinates

and find a projection ρ : Fn+lq → Fnq such that U ′ = ρ ◦ U has full rank and
π′d ◦ U ′ = πd ◦ U . Let F∗ : E → E represent the chosen high Q-rank HFE core
map so that FHFE = φ−1 ◦ F∗ ◦ φ ◦ πd. Then identify the Rainbow and random
components as F ′R : FR ◦ U ◦ U ′−1 and F ′P : FP ◦ U ◦ U ′−1 respectively. Thus,
one can see that

T ◦



φ ◦ F∗ ◦ φ−1 ◦ πd

FR
FP


 ◦ U = T ◦



φ ◦ F∗ ◦ φ−1 ◦ π′d

F ′R
F ′P


 ◦ U ′.
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Notice that the attack on SRP was not just a min-rank attack on the public
key of SRP, but on a linear combination of public forms of SRP that had low Q-
rank over the degree d extension used by the squaring component. This method
allowed the attack to ignore the fact that the public key of an instance of SRP
was expected to be of high rank. Thus, to demonstrate that HFERP resists such
an attack, we briefly outline the method of deriving the linear combination of
public forms from [16] for HFERP and prove that the min-Q-Rank of the result
is sufficiently high to resist such an attack.

Let α be a primitive element of the degree d extension E of Fq. Fix a vector

space isomorphism φ : Fdq → E defined by φ(x̄) =
∑d−1
i=0 xiα

i. Then, fix a one

dimensional representation Φ : E → A defined by a
Φ7−→ (a, aq, . . . , aq

d−1

). Next,
define Md : Fdq → A by Md = Φ ◦ φ. It was demonstrated you can look at this
map through the following matrix representation

Md =




1 1 . . . 1

α αq . . . αq
d−1

α2 α2q . . . α2qd−1

...
...

. . .
...

αd−1 α(d−1)q . . . α(d−1)qd−1



∈Md×d(E)

This matrix allows the passage from Fdq and A easily by right multiplication

with Md or M−1
d . Next are a few more definitions necessary to be able to look

at a matrix representation of the public key:

M̃d =

[
Md 0
0 Io+r+s

]
∈Mm×m(E)

M̂d =

[
Md

0o×d

]
∈M(d+o)×d(E)

Finally, define F∗i be the matrix representation of the quadratic form over
A of the ith Frobenius power of the chosen HFE core map. Now we have all the
necessary notation to view the public key as a matrix equation.

Denote the m-dimensional vector of (d + o) × (d + o) symmetric matrices
associated by the private key as follows:

(F(HFE,0), . . . ,F(HFE,d−1),F(R,0), . . . ,F(R,o+r−1)F(P,0), . . . ,F(P,s−1)). (2)

Note that the function corresponding to the application of each coordinate of
a vector of the quadratic forms followed by the application of a linear map
represented by a matrix is denoted as a right product of the vector and a matrix
representation of the linear map.

Next, observe

(F(HFE,0), . . . ,F(HFE,d−1))Md = (M̂dF
∗0M̂>

d , . . . , M̂dF
∗(d−1)M̂>

d ),
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12 Y. Ikematsu, R. Perlner, D. Smith-Tone, T. Takagi & J. Vates

which yields

(x̄F(HFE,0)x̄
>, . . . , x̄F(HFE,d−1)x̄

>)Md =

(x̄M̂dF
∗0M̂>

d x̄
>, . . . , x̄M̂dF

∗(d−1)M̂>
d x̄
>),

as a function of x̄. This gives the following equation:

(F(HFE,0), . . . ,F(HFE,d−1),F(R,0), . . . ,F(P,s−1))M̃d =

(M̂dF
∗0M̂>

d , . . . , M̂dF
∗(d−1)M̂>

d ,F(R,0), . . . ,F(P,s−1))
(3)

Now, look to the relation between the public key and its corresponding private
key central maps:

(P0, . . . ,Pm−1)T−1 = (UF(HFE,0)U
>, . . . ,UF(P,s−1)U

>). (4)

By combining equations 3 and 4, we have the following:

(P0, . . . ,Pm−1)T−1M̃d =

(UM̂dF
∗0M̂>

d U>, . . . ,UM̂dF
∗(d−1)M̂>

d U>,UF(R,0)U
>, . . . ,UF(P,s−1)U

>)

As in [16], let T̂ = T−1M̃d = [ti,j ] ∈ Mm×m(E) and W = UM̂d. This
identification produces

m−1∑

i=0

ti,0Pi = WF∗0W>. (5)

Since the rank of F∗i is equal to the Q-rank of the quadratic form of the HFE
core map for all i, the rank of this E-linear combination of the public matrices

is bounded by the minimum of the rank of UM̂d and the rank of F∗0, id est the
Q-rank of our HFE core map. This statement forms the following theorem:

Theorem 2 The min-Q-rank of the public key P of HFERP(q,d,o,r,s,l) is given
by:

min-Q-rank(P) ≤ min{Rank(UM̂d), Rank(F∗0)}

Proof. The proof in [16] describes the parameters in which the min-Q-rank(P)

can be equal to zero. So, we move forward with the assumption that UM̂d 6=
0, which occurs with high probability when d > l. In (5) we have a linear
combination of the public key equations equal to the following:

WF∗0W> = UM̂dF
∗0M̂>

d U>. (6)

This proves our result.

It should be noted that U, M̂d, and F∗0 are chosen by the user. They can
easily be chosen in such a way such that

min-Q-rank(P) = min{Rank(UM̂d), Rank(F∗0)}.
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This would also occur with high probability if U, M̂d, and F∗0 were randomly
generated. Directly from [15], we also have the following complexity for the
MinRank attack on HFERP:

Corollary 1 The complexity of the MinRank attack with minors modeling on
HFERP is given by

Comp.Minors = O
((

m+ blogq(D)c
dlogq(D)e

)2(
m

2

))
= O

(
m2dlogq(D)e+2

)
.

6.3 Base-Field Rank and Invariant Attacks

Variants of several attacks applicable to other versions of the Rainbow cryptosys-
tem are applicable to HFERP. These include the linear-algebra-search version
of MinRank [29], the HighRank attack [29] and the UOV invariant attack [4].

The MinRank attack works by randomly choosing one or more vectors wj in
the plaintext space and solving for a linear combination ti ∈ F of the plaintext
equations satisfying:

m∑

i=1

tiDfi(wj) = 0

The attack succeeds when wj is in the kernel of a low rank linear combination
of differentials of the public polynomials. In the case of HFERP, the HFE com-
ponent equations form a d-dimensional subspace of the public equations having
rank d over F. Note that the attacker can remove up to d − 1 equations while
preserving at least a one dimensional subspace of low rank maps. Thus, the at-
tack can succeed with a one dimensional solution space for ti and only a single
wj as long as m ≤ n+ d.

If m > n + d, the adversary may still use a single vector wj to constrain
the ti’s rather than attempting to find two vectors in the kernel of the HFE
equations. In this case, the attacker must search through an m − n − d + 1
dimensional space of spurious solutions to find the useful 1 dimensional space
of tis. This method is still less expensive than searching for two vectors in the
kernel of the HFE equations when m < n+ 2d.

It should be further noted that, since the differentials of the oil maps will map
any vector in the kernel of the HFE equations to the d-dimensional HFE input
space, we expect an o1 + r1−d dimensional subspace of the oil equations to also
have such a vector in the kernel of their differentials, see Figure 1. Thus, when
m < n+ max(d, o1 + r1), vectors in the HFE kernel can be recognized, because
they are in the kernel of an unusually large subspace of the public equations,
and when 2d < n the linear combinations of the public equations from the HFE
and oil spaces can be recognized due to their low rank.
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HFE Rainbow-1 Rainbow-2 Random

Fig. 1. The shape of the matrix representations of the central maps of HFERP. The
shaded regions represent possibly nonzero values while unshaded areas have coefficients
of zero.

Thus the complexity of MinRank (for plausible choices of m) is

Comp.MinRank =





O
(
qdmω

)
m < n+ max(d, o1 + r1)

O
(
qd+m−n−max(d,o1+r1)nω

)
m ≥ n+ max(d, o1 + r1)

m < n+ d+ max(d, o1 + r1)

n > 2d

O (qm−nnω) m ≥ n+ max(d, o1 + r1)

m < n+ 2d

n ≤ 2d

O
(
q2dmω

)
m < 2n+ max(d, o1 + r1 − d)

No better attack.

In the HighRank attack, the attacker randomly selects linear combinations of
the public polynomials with the hope of selecting a polynomial with significantly
less than full rank. This attack takes advantage of the d + o1 + r1-dimensional
subspace of the public polynomials generated by the HFE maps and either the
Rainbow-1 maps of Figure 1 or for UOV of the d-dimensional HFE subspace.
The complexity of the attack is then:

Comp.HighRank = O
(
qm−d−o1−r1nω

)
.

It should also be noted that linear combinations of HFE and Rainbow-1
polynomials form an m−s dimensional subspace of the public polynomials, that
act linearly on the o2− l dimensional preimage under U of the oil subspace. This
bounds their rank to be at most 2d. Noting that the probability that a random
square matrix has corank a is approximately q−a

2

, we see that, the high rank
attack can be straightforwardly applied if 2d < n−

√
m− d− o1 − r1.

Additionally, the HighRank attack can be combined with the oil and vine-
gar invariant attack to distinguish linear combinations of the HFE and Rainbow
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maps from other linear combinations of the public maps. Here, a pair of maps
from the HFE and Rainbow subspace can be identified by restricting their dif-
ferentials to a subspace of the plaintext space in which both maps are full rank,
and checking to see if (Dp1)−1Dp2 has a large invariant subspace (which will be
the intersection of the preimage of the oil subspace under U and the subspace
used to restrict the differentials). This allows the high rank attack to be applied

with similar complexity as long as 2d < n−
√

m−d−o1−r1
2 : Applying the attack

will involve testing no more than
(
q

m−d−o1−r1
2

)2
= qm−d−o1−r1 pairs of rank

n − 2d maps, and therefore this step will not dominate the complexity of the
approximately qm−d−o1−r1 rank computations involved in the HighRank step.

If 2d ≥ ζ, where ζ1 = n−
√

m−d−o1−r1
2 , the complexity of HighRank is given

by:

Comp.HighRank =

{
Comp.HighRank = O

(
qm−dnω

)
2d ≥ ζ1

Comp.HighRank = O
(
qm−d−o1−r1nω

)
2d < ζ1.

Finally, when 2d ≥ n −
√

m−d−o1−r1
2 , as in the UOV attack, the previous

steps must be combined with a projection, aimed at removing enough vinegar
variables that the restriction of the differentials of linear combinations of HFE
and Rainbow maps to the projected plaintext space is less than full rank. This
yields a complexity for hybrid HighRank/UOV invariant type attacks of:

Comp.UOV =




O
(
qm−d−o1−r1nω

)
n > ζ2

O
(
qm−d−o1−r1+

√
m−d−o1−r1

2 +2d−n(o1 + o2 − l)4
)

n ≤ ζ2.

where ζ2 = 2d+
√

m−d−o1−r1
2 . This attack may also be applied to the Rainbow-2

maps of Figure 1 in which case the complexity is:

Comp.UOV 2 =

{
O (qsnω) n > 2d+ 2o1 +

√
s
2

O
(
qs+
√

s
2+2d+2o1−n(o2 − l)4

)
n ≤ 2d+ 2o1 +

√
s
2 .

7 Parameter Selection and Experimental Results

We propose single-layer parameters (A) and (B) for 80-bit security and multi-
layer parameters (C) and (D) for 128-bit security :
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16 Y. Ikematsu, R. Perlner, D. Smith-Tone, T. Takagi & J. Vates

(A) (q = 3, d = 42, o = 21, r = 15, s = 17, l = 0, D = 37 + 1)

(B) (q = 3, d = 63, o = 21, r = 11, s = 10, l = 0, D = 37 + 1)

(C) (q = 3, d = 85, o1 = o2 = 70, r1 = r2 = 89, s = 61, l = 0, D = 37 + 1)

(D) (q = 3, d = 60, o1 = o2 = 40, r1 = r2 = 23, s = 40, l = 0, D = 39 + 1)

Then we have the following values for (n,m): (63, 95) for (A), (84, 105) for (B),
(225, 464) for (C), and (140, 226) for (D). The security level for suggested pa-
rameters is estimated by all the attack in §6. Here, we assume that the degree
of regularity for direct attack is 10 by Conjecture 1 for (A),(B), and (C) while
it is 12 for (D).

To draw a direct comparison with HFE, note that to achieve the same secu-
rity level as HFERP, an HFE scheme requires m equations, and hence n = m
variables. Therefore secure HFE public keys are far larger while offering slower
decryption due to the use of the Berlekamp algorithm in a far larger field.

We ran a series of experiments with Magma, see [30], on a 2.6 GHz Intel®

XeonR CPU1. These are not optimized implementations.

(A) (B) (C) (D)

Key Generation 0.299 s 0.572 s 20.498 s 3.43 s

Encryption 0.001 s 0.001 s 0.006 s 0.001 s

Decryption 3.977 s 8.671 s 49.182 s 124.27 s

Secret Key Size 19.8KB 31.7KB 1344.0KB 226.0KB

Public Key Size 48.2KB 93.6KB 2905.7KB 552.3KB
Table 1. Experimental results for HFERP.

We also investigated the growth of the first fall degree (dreg) as well as the
solving degree with five experiments performed at each of eight different param-
eters sets. We directly compared these data with randomly generated systems,
see Table 2.

For comparison, we include the semi-regular degree for systems of m equa-
tions in n variables. This quantity was calculated by computing the first non-
positive coefficient in the series

Sn,m(t) =
(1− tq)n(1− t2)m

(1− t)n(1− t2q)m .

1 Certain commercial equipment, instruments, or materials are identified in this paper
in order to specify the experimental procedure adequately. Such identification is
not intended to imply recommendation or endorsement by the National Institute
of Standards and Technology, nor is it intended to imply that the materials or
equipment identified are necessarily the best available for the purpose.

Ikematsu, Yashuhiko; Perlner, Ray; Smith-Tone, Daniel; Takagi, Tsuyoshi; Vates, Jeremy.
”HFERP - A New Multivariate Encryption Scheme.”

Paper presented at PQCrypto 2018: The Ninth International Conference on Post-Quantum Cryptography, Fort Lauderdale, FL, United States.
April 9, 2018 - April 11, 2018.

SP-404



HFERP - A New Multivariate Encryption Scheme 17

Noting that the degree of regularity of the zero-dimensional ideal is the same as
the first fall degree of the ideal generated by the homogeneous components of
the generators of highest degree. We derive the above formula as the fusion of
the techniques in [31] and [32].

It is clear that the degree of regularity of the small scale instances of HFERP
grows in relation to that of random schemes. By the data in the tables, we can
estimate that the degree of regularity for direct attack on (A) and (B) is greater
than 9 at least.

Table 2. Direct attack experiment data for various values of d, o, r, s. (s.r.d. stands for
semi- regular degree)

HFERP Random

(q, d, o, r, s, l,D) n m dreg sol. deg dreg sol. deg s.r.d.

(3, 8, 4, 3, 3, 0, 2188) 12 18 4, 4, 4, 4, 4 4, 4, 4, 4, 4 4, 4, 4, 4, 4 4, 4, 4, 4, 4 4

(3, 10, 5, 4, 3, 0, 2188) 15 22 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5

(3, 12, 6, 5, 4, 0, 2188) 18 27 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5

(3, 14, 7, 5, 5, 0, 2188) 21 31 6, 5, 5, 5, 5 6, 6, 6, 6, 6 5, 5, 5, 5, 5 6, 6, 6, 6, 6 6

Table 2.A. Direct Attack, d = 2o, d + o ; 2(r + s), o = 4, 5, 6, 7

HFERP Random

(q, d, o, r, s, l,D) n m dreg sol. deg dreg sol. deg s.r.d.

(3, 9, 3, 2, 2, 0, 2188) 12 16 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5

(3, 12, 4, 2, 2, 0, 2188) 16 20 5, 6, 6, 5, 5, 5, 6, 6, 6, 5 6, 5, 6, 6, 5 6, 6, 6, 6, 6 6

(3, 15, 5, 3, 3, 0, 2188) 20 26 6, 5, 5, 5, 5 6, 6, 6, 6, 6 5, 5, 5, 6, 5 6, 6, 6, 6, 6 6

(3, 18, 6, 3, 3, 0, 2188) 24 30 5, 5, 5, 5, 5 7, 7, 7, 7, 7 5, 5, 5, 5, 7 7, 7, 7, 7, 7 7
Table 2.B. Direct Attack, d = 3o, r + s ; o, o = 3, 4, 5, 6

HFERP Random

(d, o, r, s, l,D) n m dreg sol. deg dreg sol. deg s.r.d.

(3, (3, 3), (4, 4), 2, 0, 2188) 9 19 3, 3, 3, 3, 3 3, 3, 2, 3, 2 3, 3, 3, 3, 3 2, 3, 3, 2, 2 3

(7, (6, 6), (7, 7), 5, 0, 2188) 19 38 4, 4, 4, 4, 4 4, 4, 4, 4, 4 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5

(10, (8, 8), (11, 11), 7, 0, 2188) 26 55 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5

(14, (11, 11), (14, 14), 10, 0, 2188) 36 74 5 5 6
Table 2.C. Direct Attack,

d ; 3.4a, o ; (2.8a, 2.8a), r ; (3.56a, 3.56a), s ; 2.44a, a = 1, 2, 3, 4

HFERP Random

(d, o, r, s, l,D) n m dreg sol. deg dreg sol. deg s.r.d.

(5, (3, 3), (2, 2), 3, 0, 39 + 1) 11 18 4, 4, 4, 4, 4 4, 4, 4, 4, 4 4, 4, 4, 4, 4 4, 4, 4, 3, 4 4

(7, (5, 5), (3, 3), 5, 0, 39 + 1) 17 28 4, 4, 4, 4, 4 4, 4, 4, 4, 4 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5

(10, (6, 6), (4, 4), 6, 0, 39 + 1) 22 36 5, 5, 5, 5, 5 5, 5, 5, 5, 5 5, 5, 5, 5, 5 6, 6, 6, 6, 6 6

(12, (8, 8), (5, 5), 8, 0, 39 + 1) 28 46 5, 5 6, 6 5, 5 6 6
Table 2.D. Direct Attack,

d ; 2.4a, o ; (1.6a, 1.6a), r ; (0.92a, 0.92a), s ; 1.6a, a = 2, 3, 4, 5
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8 Conclusion

SRP was an ambitious encryption scheme attempting to combine the efficiency
of the inversion of Square with the security of Rainbow to achieve security with
a small blow-up factor between the plaintext and ciphertext. Unfortunately, this
technique was a bit too ambitious.

Interestingly, the idea of replacing Square with a more general and higher
Q-rank HFE primitive seems to solve this problem. Even more interestingly, the
resulting scheme, HFERP, though in principle assailable via essentially every
major cryptanalytic technique available in multivariate cryptography, appears
to be out of range of these myriad attacks.

The parameter ` in SRP was introduced for efficiency, attempting to reduce
the public key size while maintaining the algebraic structure of the scheme. We
have found that this quantity adds nothing to security and have set it equal to
zero for our suggested parameters. An interesting possible future problem is to
determine whether ` can be securely set to a value larger than zero and thereby
reduce public key size. For now, we err on the side of caution, and conservatively
use all of the entropy we can get.
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A Toy Example

The purpose of the following toy example is to help the reader understand the
process of generating a public key for an instance of HFERP as well as an
example of encryption and decryption. The parameters used are by no means
secure and are soley for instructional purposes.

Parameters of this toy example are as follows: q = 7, d = o = r = 2, s =
1, and l = 0. Then, construct E a degree 2 extension field over F7. The chosen
HFE core map is f = ξ12X14 + ξ6X8 + ξ29X2 where ξ ∈ E. Let T and U be the
following affine maps:

T =




2 1 2 4 5 0 3
1 1 3 3 4 4 4
4 2 1 3 1 0 6
0 1 0 1 5 5 5
5 5 3 6 4 2 4
2 5 1 6 5 6 0
1 1 2 2 6 4 3




,U =




4 6 6 4
3 2 0 2
1 1 6 5
3 6 6 6



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With the parameters described above, F can be represented as the follwing
matrices over F7

F1 =




0 1 0 0
4 0 0 0
0 0 0 0
0 0 0 0


 , F2 =




0 3 0 0
1 6 0 0
0 0 0 0
0 0 0 0


 , F3 =




3 1 6 1
3 1 4 5
3 4 0 0
3 2 0 0


 ,

F4 =




5 1 0 3
0 5 0 3
0 4 0 0
6 1 0 0


 , F5 =




6 0 3 4
6 2 4 2
6 3 0 0
0 3 0 0


 , F6 =




4 4 1 1
3 0 0 3
3 6 0 0
1 2 0 0


 , F7 =




6 3 2 3
4 4 0 6
2 3 1 3
6 4 0 6




P1 and P2 represent the HFE component, P3 → P6 represent the rainbow com-
ponent, and P7 represents the plus component. With the public key generated
by P = T ◦ F ◦ U , its matrix form over F7 is:

P1 =




1 1 2 5
1 2 3 2
3 2 4 4
3 3 0 3


 , P2 =




0 2 0 6
4 5 2 0
6 3 3 4
3 1 2 2


 , P3 =




2 3 1 4
4 5 4 5
3 5 5 1
5 1 0 6


 ,

P4 =




0 6 0 2
1 3 0 2
5 1 5 1
5 3 0 5


 , P5 =




4 3 2 3
6 5 2 4
4 3 1 5
5 2 4 5


 , P6 =




1 4 2 2
3 3 6 2
5 4 0 0
3 5 5 4


 , P7 =




1 3 6 0
0 3 4 0
1 2 4 2
2 1 6 4




Given the following plaintext, (2, 6, 1, 5), the resulting ciphertext is (0, 0, 1, 3, 0, 4, 0).

Decryption: Given a ciphertext (0, 0, 1, 3, 0, 4, 0), the following process is how
you would obtain its corresponding plaintext.
Part of the secrect key:

T −1 =




1 6 4 2 2 2 5
5 4 4 6 0 5 2
5 3 5 2 3 2 4
5 6 5 5 2 1 1
2 5 4 2 1 5 2
2 5 6 6 3 5 5
1 2 5 4 4 0 5




,U−1 =




4 5 2 1
3 1 3 1
4 1 2 0
5 6 1 1




Feed the ciphertext through T −1 to get

(0, 6, 2, 6, 0, 4, 6) (7)

The first d = 2 elements are the corresponsing HFE outputs. Take these elements
and adjust the HFE core map as follows:

f := f − 0ξ1−1 − 6ξ2−1 = ξ12X14 + ξ6X8 + ξ29X2 + ξ
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22 Y. Ikematsu, R. Perlner, D. Smith-Tone, T. Takagi & J. Vates

Perform the Berlekamp algorithm to find the preimage of f . In doing so in this
toy example, you get (0, 6). Next, construct the vector:

u = [0, 6, u1, u2] .

Construct equations of the form uF1u
> = xi where xi refers to the ith element

of (7), for i ∈ {3, 4, 5, 6}. This will result with the following equations:




6u1 + 1
3u1 + 3u2 + 5

2u2 + 2
u1 + 2u2


 =




2
6
0
4




Solving this system of equations gives us u1 = 6 and u2 = 6. Thus,

u = [0, 6, 6, 6] .

Finally, feed this through U−1 to get the plaintext, [2, 6, 1, 5].
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Abstract—Blockchain based cryptocurrencies are usually un-
managed, distributed, consensus-based systems in which no single 
entity has control. Managed cryptocurrencies can be imple-
mented using private blockchains but are fundamentally different 
as the owners have complete control to do arbitrary activity 
without transparency (since they control the mining). In this work 
we explore a hybrid approach where a managed cryptocurrency 
is maintained through distributed consensus based methods. 
The currency administrator can perform ongoing management 
functions while the consensus methods enforce the rules of the 
cryptocurrency and provide transparency for all management 
actions. This enables the introduction of money management 
features common in fat currencies but where the managing entity 
cannot perform arbitrary actions and transparency is enforced. 
We thus eliminate the need for users to trust the currency 
administrator but also to enable the administrator to manage the 
cryptocurrency. We demonstrate how to implement our approach 
through modest modifcations to the implicit Bitcoin specifcation, 
however, our approach can be applied to most any blockchain 
based cryptocurrency using a variety of consensus methods. 

Index Terms—cryptocurrency, blockchain, managed, trust 

I. INTRODUCTION 

Blockchain based cryptocurrencies are usually unmanaged, 
distributed, consensus-based systems in which no single entity 
has control [1]. They use open consensus based approaches 
that allow anyone to participate in maintaining the blockchain, 
even retaining their anonymity. Such systems remove the need 
for a third party in fnancial transactions and eliminate the 
double spending problem (where the same digital cash is 
spent multiple times) [2]. This lack of a need for a trusted 
third party is supposed to result in reduced transaction fees 
over non-cryptocurrency based systems (e.g., credit cards), 
enabling effcient micropayments [3]. Recently however, lim-
itations with some cryptocurrencies on transaction throughput 
has caused transaction fees to be high. Lastly, such systems 
generally provide a level of anonymity where individuals are 
not linked to accounts and where it is trivial for an individual 
to produce and use new accounts. Examples of such systems 
include Bitcoin [4], Ethereum [5], Bitcoin Cash [6], Litecoin 
[7], Cardano [8], NEM [9], Dash [10]1. 

In this work, we consider how to bring many of the 
advantages of such open consensus based cryptocurrencies to 

1Any mention of commercial products is for information only; it does not 
imply recommendation or endorsement. The blockchain based cryptocurren-
cies listed are the ones with the largest market capitalization in descending 
order as of 2017-12-29 according to [11]. 

the area of managed cryptocurrencies2. We refer to a currency 
as ‘managed’ if there exists an owner that can exert control 
over the currency. Managed currencies include electronic rep-
resentations of fat currencies as well as virtual world and in-
game currencies. In the cryptocurrency realm, they are often 
referred to as ‘permissioned blockchains’ (examples include 
Multichain [12] and Ripple). With managed currencies, the 
identity of individuals is often, but not necessarily, linked to 
the accounts (e.g., as when someone opens a bank checking 
account). Furthermore, the managing entity usually reserves 
the right to control the money supply (i.e., they can print 
money). And law enforcement related functions may include 
freezing or confscating assets. Managed cryptocurrencies can 
be implemented with private blockchains using tools such 
as Multichain. However, in such implementations the owners 
have complete control to perform arbitrary activity without 
transparency. This is because the owners authorize (and thus 
control) the servers maintaining the blockchain. 

In our research we explore a hybrid approach where we 
merge strengths of open consensus based cryptocurrencies 
with features often found in managed currencies. In doing 
so we design not a particular cryptocurrency, but instead a 
fexible architecture that allows for different implementations. 
From the open consensus approach we leverage the ability of 
the mining community to enforce the rules of the currency 
and to enforce transparency, where all transactions are pub-
licly viewable. In this way the managing entity of the cryp-
tocurrency cannot perform arbitrary actions, but only those 
explicitly allowed in the cryptocurrency design and all such 
management actions are publicly recorded in the blockchain. 
From the managed currencies, we leverage concepts such as 
the ability of the currency administrator to create funds, tie 
user identity to accounts, freeze/confscate funds (e.g., due to 
illegal activity), and set the block awards for miners. This last 
feature indirectly enables the currency administrator to control 
the electricity consumption of the consensus mechanism (since 
fewer miners will participate if the rewards are lower). Energy 
consumption has often been cited as a major problem with 
consensus ’proof-of-work’ systems; in 2014 Bitcoin mining 
consumed as much electricity as Ireland [13]. 

Since our approach is an architecture, the creator of any 

2Note that managed cryptocurrencies also use consensus methods but they 
are not open to public participation. 
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particular managed cryptocurrency instance can choose which 
features to include or exclude. Our architecture is fexible such 
that it can be used to implement open consensus environments 
like Bitcoin as well as closed controlled environments achiev-
able with systems like Multichain. However, our approach is 
not intended for that purpose. Our area of interest is where the 
architecture is used to create hybrid approaches that combine 
the strengths (and weaknesses) of both. Note that we are not 
advocating any particular approach in this work and our goal 
is not to propose the creation of any specifc cryptocurrency. 
Rather, we explore here the technological foundations that can 
enable the merging of the managed cryptocurrency idea with 
an open consensus based architecture and explore the resultant 
strengths and weaknesses. 

To enable management of the currency, we propose us-
ing a genesis transaction. All blockchains have a genesis 
block which is the frst block, but this genesis transaction 
is a frst transaction from which all subsequent transactions 
are authorized. The genesis transaction authorizes a special 
root account that has the currency manager role and that 
will be controlled by the currency administrator (the entity 
issuing the cryptocurrency). Our tagging of accounts with 
roles is key to our architecture. Accounts with the currency 
manager role can confgure the currency to have different 
properties through defning policy (e.g., adjusting the roles 
implemented and mining rewards). Also, these accounts can 
issue transactions to create other accounts with different roles, 
in a hierarchical fashion with accounts closer to the root 
being more authoritative. The possible roles include currency 
manager, central banker, law enforcement, user, and account 
manager. The central bankers can create and delete funds. Law 
enforcement can freeze account and confscate funds (e.g., for 
fraudulently gained funds being sent to terrorist organizations 
[14])3. Users can perform monetary transactions without the 
need for a trusted third party. And account managers can create 
user accounts (and may be required to link them to physical 
identities). 

We demonstrate how to implement our approach through 
modest modifcations to the implicit Bitcoin specifcation. We 
chose Bitcoin because it is was the frst blockchain based 
cryptocurrency and is the most used. However, our approach 
can be applied to most any blockchain based cryptocurrency 
(including smart contract approaches such as Ethereum). We 
modify Bitcoin as little as possible to facilitate implementation 
of our specifcation; all of our features were implemented 
through small changes to the Bitcoin transaction format. 
Currency managers can issue policy in such a way that 
the changes are reversible or permanent. Permanent changes 
restrict the currency manager’s future actions (since they 
cannot be undone). Such changes are important as they can 
provide users confdence in the system through knowledge 
that the currency administrator will abide by a set of self-
established rules. Added to this, the architecture requires that 

3Note that in most consensus based cryptocurrencies, restoration of funds 
is impossible without forking the currency. 

all management actions be transparent to the users. 
Key to this approach are our solutions for maintaining a 

balace of power. The consensus based methods must ensure 
that the currency administrator (who owns the root currency 
manager node) abides by the stated rules of the cryptocur-
rency and enforces transparency of all management actions. 
However, the participants in the consensus methods should not 
be able to take control away from the currency administrator 
nor exclude any management transactions from entering the 
blockchain. 

In summary, open consensus based unmanaged cryptocur-
rencies provide signifcant new benefts over previous elec-
tronic cash efforts. They eliminate the need for trusted third 
parties by eliminating the double spending problem, remove 
the need for a dedicated and centralized infrastructure, and 
allow for the possibility of very low transaction fees thus en-
abling inexpensive micro-transactions 4. However, this model 
is unsuitable for managed cryptocurrencies because it is 
completely controlled by whomever joins the cryptocurrency 
network to maintain the blockchain (an open and anonymous 
group). Previous efforts to support managed cryptocurrencies 
have used permission-based blockchains where the administra-
tors can control all access to the blockchain, ability of users 
to issue transactions, and ability of miners to maintain the 
blockchain. This is a powerful and effcient paradigm for many 
use cases. However, the user base must have complete trust in 
the currency administrator. In our work, we are attempting to 
eliminate the need for users to trust the currency administrator 
but also to enable the administrator to manage the cryptocur-
rency. At the same time, we are attempting to incorporate the 
many benefts achieved by unmanaged cryptocurrencies while 
mitigating the weaknesses (especially in the area of power 
consumption in maintaining the blockchain). 

The main deliverable this paper is a novel architecture 
for maintaining a managed cryptocurrency through distributed 
consensus based approaches (eliminating the need for users 
to trust the currency administrator), as well as an evaluation 
of the resultant benefts and weaknesses. It also provides 
technical bit-level details on how to modify the Bitcoin spec-
ifcation in order to implement the approach. In future work, 
we will provide such an implementation and perform empirical 
studies. We expect the necessary code changes to be relatively 
straightforward given our modest changes to the specifcation, 
but this cannot be claimed until a prototype implementation 
has been developed. 

II. RELATED WORK 

To our knowledge, this is the only work combining the idea 
of a managed cryptocurrency with the open consensus model 
used by unmanaged currencies. The work most similar to ours 
is Multichain. It provides a platform for creating and deploying 
‘private’ blockchains within or between organizations. It is 
designed to provide the following features [12]: 

4Bitcoin has high transaction fees due to limits on transaction throughput, 
but this is a technical problem not necessarily present in other cryptocurren-
cies. 
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1) ‘to ensure that the blockchain’s activity is only visible 
to chosen participants’ 

2) ‘to introduce controls over which transactions are per-
mitted’ 

3) ‘to enable mining to take place securely without proof 
of work and its associated costs’ 

Instances of Multichain have an administrator or group of 
administrators that defne the ongoing policy of the system. 
They have complete control in defning who can view the 
blockchain, who can put transactions on the blockchain, and 
who can maintain the blockchain (those mining new blocks). 
This last feature enables them to maintain the blockchain at 
very little cost since the computationally expensive proof-of-
work consensus methods of Bitcoin can be dispensed with. 
This is replaced with a fexible round robin approach where 
the miners mostly take turns publishing the new blocks and 
generally do not receive any reward for doing so (since the 
work is trivial). 

While a powerful approach for organization-run 
blockchains, Multichain cannot be used to satisfy our 
stated objectives since the administrators have complete 
control. There is no mechanism to implement a balance of 
power where the administrators can manage the currency 
in an ongoing fashion but where the maintainers of the 
blockchain can ensure that the administrators follow the 
stated rules of the cryptocurrency. 

Country specifc managed cryptocurrencies exist or are 
in the process of being deployed, not all of them being 
blockchain based, and the degree to which they are ‘managed’ 
varies greatly. Dubai has launched its own cryptocurrency 
called emCash [15]. Singapore has announced experimentation 
with one [16] and Estonia has announced thier ‘estcoin’ 
[17]. The company Monetas [18] offers a product to enable 
countries to issue their own digital currencies; it is being 
actively used by several countries. Senegal is piloting a digital 
currency called eCFA using the Monetas platform that, if 
successful, will be used by Cote d’Ivoire, Benin, Burkina 
Faso, Mali, Niger, Togo and Lusophone Guinea Bissau [19]. 
Tunisia has done the same using the Monetas platform [20]. 
The Russian Central Bank has publicly pushed for a national 
cryptocurrency [21]. Venezuela has announced that it will 
launch an oil-backed cryptocurrency [22]. And lastly, the 
Bank for International Settlements released a report noting 
that countries may need to replace cash with national cryp-
tocurrencies [16]. 

In the area of unmanaged cryptocurrencies, there exist hun-
dreds of them. Bitcoin was the frst to use blockchains and was 
introduced in 2008 [4]. There exist many forks and variants of 
Bitcoin, mostly optimizing certain features but often introduc-
ing novel and revolutionary architectural changes. We review 
here the blockchain based cryptocurrencies with the largest 
market capitalization, as of 2017-12-29. Ethereum was the 
frst production product to enable executable programs (called 
smart contracts) to be put on a cryptocurrency blockchain [5]. 
Ripple [23] provides a solution for banks to send payments 
globally. Bitcoin Cash [6] is a fork of Bitcoin with a much 

larger block size limit. This enables many more transactions 
per block thereby increasing throughput and driving down 
transaction fees. Litecoin [7] is almost identical to Bitcoin but 
with several differences: smaller block publication time, larger 
maximum number of coins, and a change in hashing algorithm. 
Cardano [8] is based on [24] describing a ‘provably secure 
proof-of-stake blockchain protocol’. NEM [9] incorporates 
a reputation system, proof-of-importance, and multisignature 
accounts. Dash [10] is ‘privacy-centric’ with a two-tiered 
administration network and an ability for users to instantly 
send coin. 

III. MANAGED CRYPTOCURRENCY ARCHITECTURE 

All blockchains contain a ‘genesis block’. This is the frst 
block on the blockchain and it has no pointer to a previous 
block (being the frst one). All users of the blockchain must 
agree on this frst block for a consistent view of the blockchain 
to exist. We propose the addition of a ‘genesis transaction’5. 
This is the frst transaction in the blockchain and it defnes 
an account that has the currency manager role (and is owned 
by the currency administrator). In our system, only accounts 
with roles can issue transactions and only accounts with the 
currency manager role can create other accounts with roles 
(with one important exception, discussed later). Thus, the 
genesis transaction is the transaction that enables all other 
transactions. 

The initial account is the root of a hierarchical tree of nodes, 
where each node represents an account labeled with a set of 
roles6. The root node not only has the currency manager (M) 
role7, but it has all other available roles: central banker (C), 
law enforcement (L), user (U), and account manager (A). We 
label the roles of an account by concatenating all applicable 
labels. Thus, the root node has the role set ‘MCLUA’. 

When a node with the M role creates a new account (more 
precisely, it labels some unlabeled account created by some 
user), it bestows on that account a, not necessarily proper, 
subset of its roles. Thus, the cardinality of the set labels for 
nodes monotonically decreases as one traverses higher in the 
hierarchy tree. One exception to this monotonicity rule is that 
nodes with the M label may also modify the role sets of nodes 
higher in the tree (provided they are on the path from the target 
node to the root), restricted again to the set of roles possessed. 

Nodes with the A role may also create and delete accounts, 
but such created accounts may only have the U role. The 
currency administrator then can delegate user account man-
agement to third party organizations by giving them the A 
role. 

The different roles provide different accounts different ca-
pabilities: 

5This is related to the ”asset genesis” metadata transaction idea [12] but is 
more powerful as it controls all transactions on the blockchain. 

6We use the terms node and account interchangeably depending upon the 
desired perspective (node in a tree versus account owned by a user) 

7The M role is distinct from the currency administrator. Many accounts 
may have the M role but there exists a single entity which is the currency 
administrator. 

Mell, Peter.
”Managed Blockchain Based Cryptocurrencies with Consensus Enforced Rules and Transparency.”

Paper presented at The 17th IEEE International Conference On Trust, Security And Privacy In Computing And Communications, New York,
NY, United States. August 1, 2018 - August 3, 2018.

SP-413



• The U role enables an account to receive and spend coins. 
An account for which the U role has been removed has 
its funds frozen. 

• The A role enables an node to create accounts with the 
U role (and only the U role). It may also remove the U 
label for its descendants. 

• The C role enables the creation of new coins (apart from 
the block mining rewards). 

• The L role enables an account to forcibly move funds 
between accounts, to remove the U label, and to restore 
a previously removed U label. However, these actions can 
only be performed against nodes with the same or greater 
distance from the root. 

The currency administrator, who will own the root M 
labelled node, may require that A nodes verify users’ identities 
prior to providing an account. In this case, the architecture 
enables a system where the ‘know your customer’ (KYC) 
laws might be satisfed. Individual transacting parties would 
not know each other’s identities but some account authorizing 
entity would have a record for each account with the U role. 
Fulflling KYC laws is a general problem for cryptocurrencies 
[25]. 

Figure 1 shows an example account hierarchy where we 
label nodes with their roles (e.g., a MUA node has the M, 
U, and A roles). The initial node created by the genesis 
transaction is at the bottom. Each node is labeled with its set 
of roles. Each UA node represents an organization authorized 
to manage user accounts. The MUA nodes authorize the UA 
nodes and can undo any undesired action taken by the UA 
nodes, since they are on the path from all UA nodes to the root. 
This action could be taken if there is negligence on the part of 
a UA node in creating U nodes or if a UA node’s credentials 
are stolen. Note that there are two MUA nodes, one on top of 
the other. The topmost node will be used to create and delete 
UA nodes, the bottom one will be used to fx the system in 
the event that the topmost node’s credentials are stolen. This is 
also the reason why there are two MCLUA nodes, one on top 
of the other. The root node ideally is never used again after 
creating the MCLUA node above it. This helps prevent the 
root node’s credentials from being stolen. In general, actions 
should be performed by nodes higher up in the tree that have 
the least privilege possible since the use of a node puts it 
in a more vulnerable position. The credentials of nodes not 
used can be secured simply by converting them to physical 
form and locking them in a safe (which we recommend doing 
with the initial node’s credentials). This hierarchical node and 
role structure then enables the currency administrator to create 
a defense in depth security model. Accounts lower in the 
hierarchy have greater power and their credentials should be 
locked securely and rarely used. 

A last capability not yet discussed is that accounts with M 
roles can issue policy that alters the cryptocurrency specif-
cation. In the event of policy conficts between different M 
nodes, the nodes closer to the root are more authoritative. For 
M nodes the same distance from the root, those labeled with 
the M role in earlier blocks are more authoritative. In the event 

Fig. 1. Example Managed Cryptocurrency Hierarchy. 

of a tie, the node labeled with the M role frst within the same 
block wins. 

The policy deployed by the M nodes defne the cryptocur-
rency. It is this policy that makes our approach an architecture. 
The policy can be set such that the cryptocurrency acts in 
an entirely unmanaged mode like the many popular open 
consensus cryptocurrencies in use today. The policy can also 
be set to allow the currency administrator full control as 
with the administrators in Multichain. More interesting to 
our research though is when the policy combines both open 
consensus and managed currency features. The policy enables 
each of the roles to be enabled or disabled and grants/limits 
the power of each role. Policy also can affect the mining 
community. A policy transaction can set a particular block 
reward or defne a minimum transaction fee. Controlling these 
will affect the size of the mining community. For a proof-of-
work based consensus mechanism such as Bitcoin, this will 
then indirectly control the amount of electricity used to man-
age the cryptocurrency (trading off power consumed against 
robustness of the mining pool against attack). This approach 
can enable an energy effcient proof-of-work consensus system 
where the currency administrator balances overall mining 
power desired vs. energy consumed. The exact capabilities 
available with policy are covered in section V-C. 

IV. BITCOIN SPECIFICATION OVERVIEW 

There does not exist an offcial Bitcoin specifcation. The 
original Bitcoin paper [4] contained the primary architectural 
details but the specifcation is defned by the applications that 
maintain it on the network. That said, there exists a Bitcoin 
reference client ’bitcoind’ and related protocol documentation 
[26]. From this was created a useful developers reference [27]. 
An in depth research analysis of Bitcoin is available in [28]. 

In this section we briefy review the features of the Bitcoin 
specifcation that will be of use for our modifed specifcation. 
Figure 2 shows the layout of a Bitcoin transaction (copied 
from [27], see this for details). The vin[] sections describe 
the inputs to a Bitcoin transaction (the particular coins to be 
spent). The hash and n values specify particular coins from 
the output of some other Bitcoin transaction. The scriptSig is 
a script to provide cryptographic evidence that the owner of 
the coins approves of the coins being spent. It is a response 
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Fig. 2. Bitcoin Transaction Format for Sending Bitcoin (BTC), copied from [27]. 

script that meets the conditions of the challenge script in the 
transaction containing the coins that are to be spent (see the 
vout[] scriptPubKey feld below). These conditions are usually 
met by proving ownership of the private key associated with 
the coins. 

The vout[] sections describe the outputs to a Bitcoin trans-
action (groupings of coins along with who owns each group). 
Ownership is specifed within each scriptPubkey which is a 
script defning how the coins can be spent (usually specifying 
a public key). To satisfy the scripPubkey challenge script and 
spend the coins at some future time, the owner will need to 
generate a scriptSig response script in some vin[] feld for 
some transaction in which they prove ownership of the private 
key associated with the specifed public key. This is the Pay-
to-Pubkey (P2PK) Bitcoin transaction type for moving coins 
between accounts (see section 4.3.1 of [27] for a detailed 
explanation). 

Figure 3 shows how a vin[] feld in a new transaction 
can reference a specifc vout[] feld in a previous transaction 
(copied from [27], see this for details). The vin[] hash value 
specifes the transaction and the n value specifes the specifc 
vout[] feld. The scriptSig in the vin[] of the new transaction 
then satisfes the scriptPubkey from the vout[] feld specifed 
from a previous transaction so that the coins can be spent (i.e., 
proving that the owner of the coins wants them spent). 

V. TECHNICAL DESIGN USING BITCOIN SPECIFICATION 
MODIFICATIONS 

This section provides the technical specifcation for our 
managed cryptocurrency architecture described in section III. 
Our approach is to implement our architecture using only 
modest changes to the Bitcoin specifcation, changing the 
regular Bitcoin transaction format. Section IV provided the 

necessary background on the Bitcoin specifcation. Interested 
readers should also consult the de facto Bitcoin specifcations 
[26] and [27] to better understand these changes in the context 
of the larger blockchain system. 

To implement our architecture’s functionality, we repurpose 
the regular Bitcoin transaction. The format remains the same 
as the Bitcoin transaction shown previously in fgure 2 with a 
few exceptions. Our primary change is to leverage and revamp 
the vout[] nValue feld in order to implement account roles 
and cryptocurrency policy. Another major change is to require 
in a transaction the inclusion of vin[] felds that provide the 
necessary roles for a transaction to be valid. 

Our frst modifcation was to change the transaction format 
version, nVersion, to 19448. Transaction format version 1 is 
used by the regular Bitcoin transactions and is disallowed by 
our architecture. 

The vin[] feld operates similarly as before. In Bitcoin, a 
vin[] feld specifes a set of coins from a particular transaction 
already posted on the blockchain. The vin[] feld then provides 
the evidence that the owner of those coins wants to spend them 
by providing a vin[] scriptSig feld that satisfes the vout[] 
scriptPubkey feld of the coins to be spent. In our design, the 
vin[] feld works the same way for coin transfers. 

However, the vin[] feld can also be used to bring roles 
into a transaction to authorize activities that require roles 
(which is most any activity in our architecture, depending upon 
the specifc policy enacted). Functionally, it is like we are 
‘spending’ a role to use it to authorize some action given the 
usual use of a vin[] feld (but roles can be ‘spent’ an infnite 
number of times and are not transferred like coin). A vin[] feld 

8This is the year big band leader Glenn Miller died while fying to France 
to encourage allied troops. 
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Fig. 3. Bitcoin vin[] Reference to a Previous Transaction (copied from [27]). 

Fig. 4. 64 bit nValue Field Format for the Coin Transfer Mode 

can specify a former transaction where an account was given 
a role. The vin[] scriptSig feld then provides evidence that the 
owner of that account wants to use their role in this transaction 
(the scriptSig feld must satisfy the scriptPubkey feld of the 
transaction where the account was given the role). Thus, each 
vin[] feld can bring a particular role from a particular account 
into a transaction in order to meet the role requirements for 
that transaction. 

The vout[] feld was also reinterpreted. The nValue feld 
now specifes the mode in which its encompassing vout[] 
feld will operate. There are three modes: coin transfer mode, 
role change mode, and policy change mode. Coin transfer 
mode moves coin between accounts similarly to a normal 
Bitcoin transaction. However, we restrict the transaction types 
that can be used in order to ensure that coins are linked to 
accounts. Role change mode enables accounts with the M, 
A, and L roles to modify the role labels of other accounts. 
Policy change mode enables accounts with the M role to enact 
and/or modify cryptocurrency policy (to essentially defne the 
ongoing rules for the cryptocurrency). If the frst bit of an 
nValue feld is a 0, the encompassing vout[] feld is in coin 
transfer mode. If the frst two bits of an nValue feld are ‘10’, 
the encompassing vout[] feld is in role change mode. And a 
nValue feld beginning with ‘11’ specifes policy change mode. 

feld to only use the Pay-to-Pubkey (P2PK) transaction type. 
P2PK associates coins with a specifc public key (an account 
in our architecture). If set up to do so, this enables cryptocur-
rencies implemented from our architecture to link accounts to 
account owners. This linkage can take place when an account 
with the A role grants the U role to another account (thereby 
authorizing it for coin transfers). In this case, the authorizing 
entity checks the user’s identity using out-of-band traditional 
methods (e.g., passports, drivers licenses, and identity cards). 

A. Coin Transfer Mode 

If an nValue feld has its frst bit set to 0, the encompassing 
vout[] feld is in coin transfer mode and is used to move 
coin between accounts. Since the frst bit was used to specify 
this, the remaining 63 bits specify the amount of coin to be 
transferred (in Bitcoin all 64 bits are used). Figure 4 shows 
the changes to the nValue feld for the transfer of coin (those 
nValue felds beginning with 0). Note that for all fgures 
showing the revised nValue format (including this one), solid 
lines originate from bits that defne the action to be taken while 
dotted lines originate from parameter values. 

Anytime a transaction has one or more vout[] felds in coin 
transfer mode, the original accounts owning the coins and the 
destination accounts for the coins must all have the U role. 

Also within the vout[] feld, we restrict the scriptPubkey This is accomplished by including in the transaction vin[] 
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felds that bring in the U roles for the accounts either sending 
or receiving coin. 

Lastly, coinbase transactions (the frst transaction of each 
block where the miner sends itself the reward coins) are 
handled the same as with Bitcoin. However, the vout[] nValue 
feld will start with a 0 bit, putting it in coin transfer mode. 
Also, the miner must include a vin[] feld after the normal 
coinbase transaction vin[] feld in which the miner provides 
the U role for the account to which the coins are destined. 

B. Role Change Mode 

If an nValue feld has its frst two bits set to ‘10’, then the 
encompassing vout[] feld is used to change the roles for a 
set of accounts. The third bit represents whether or not the 
vout[] feld is removing or adding roles. 0 indicates that roles 
are being removed and a 1 represents that they are being 
added. The subsequent bits are fags referring to the different 
roles. Bits 4, 5, 6, 7, and 8 map to roles M, C, L, U, and A 
respectively. The remaining 56 bits are undefned. This may be 
wasteful of space but role change transactions will be relatively 
rare and we are trying to change the Bitcoin specifcation as 
little as possible. Figure 5 shows these changes to the nValue 
feld. 

The vout[] scriptPubkeyLen and scriptPubkey felds specify 
the public key for the account that has these roles. The roles 
granted by the transaction can then be used in future transac-
tions by the future transaction providing a vin[] scriptSig feld 
that satisfes the vout[] feld of the transaction granting the 
roles. Essentially, an owner of an account uses their private 
key in some future transaction to prove ownership of a public 
key documented in a past transaction where the roles were 
granted. Note that cryptocurrency participants, specifcally the 
miners, will have to make sure that the roles being accessed 
by a transaction haven’t been previously removed from the 
relevant accounts (roles can be removed by accounts with the 
M, L, or A roles). This check is similar to miners in Bitcoin 
checking to make sure that particular coins haven’t already 
been spent. 

Every transaction requires one or more roles in order to be 
valid. Each role has different rules that must be satisfed for 
the applicable transaction to be valid: 

1) M Role Processing: Any addition or removal of roles 
requires the M role to be provided in one or more of the vin[] 
datastructures (with two exceptions, see the A and L roles). 
Each role change vout[] datastructure must be ‘covered’ by 
a vin[] scriptSig feld where the address specifed is located 
between the root and the node affected in the node hierarchy. 
Also, the ‘covering’ address (referenced by the vin[] scriptSig 
feld) must have the role that is to be added or removed in the 
‘covered’ vout[] datastructure. 

2) C Role Processing: The inclusion of a vin[] datastructure 
that has a scriptSig feld that satisfes an account having the 
C role means that the transaction may create coins. There 
is no need then for other vin[] datastructures. The vout[] 
datastructures provide coins to the designated addresses. 

3) L Role Processing: The inclusion of a vin[] datastructure 
that has a scriptSig feld that satisfes an account having the 
L role means that the other vin[] felds do NOT need the 
scriptSigLen or scriptSig felds (for bringing coin into the 
transaction). Coins may be transferred without the permission 
of the owners with the inclusion of the L role in the transac-
tion. Also, having the inclusion of the L role enables vout[] 
datastructures that remove the U role from other accounts. 
Also, the U role may be added back to accounts for which it 
was previously revoked. However, these abilities only apply 
to nodes in the hierarchy that are at a greater distance from 
the root than the vin[] specifed node with the L role (this 
is to enable the currency administrator to limit this power by 
creating L role accounts at differing distances from the root). 

4) U Role Processing: Any movement of funds requires 
the U role for the original owner of the coins (specifed in 
the vin[] felds). The recipients of any coins (specifed in the 
vout[] feld) must also have the U role. 

5) A Role Processing: The inclusion of a vin[] datastructure 
that has a scriptSig feld that satisfes an account having the A 
role means that the vout[] felds may add role U to accounts. 
Doing so adds them as descendants in the hierarchical account 
tree. Accounts with the A role may likewise remove the U 
role from any descendant. If an A node removes one of its 
descendants U roles, another A node may add the U role to 
that node. In this case, the affected node becomes a descendant 
of the A node adding the U role. Note that if a node with the 
L role removes the U role from a node, it is put on a special 
list of frozen nodes and only another node with the L role 
may remove the affected node from the list. 

C. Policy Change Mode 

If an nValue feld has its frst two bits set to ‘11’, then the 
encompassing vout[] feld is in policy change mode, used to 
create or modify cryptocurrency policy. Note that a vout[] feld 
in policy change mode is only allowed in a transaction if at 
least one of the vin[] felds provides the M role (since only 
currency managers can modify policy). 

The third bit of the nValue feld defnes the permanence 
of the policy (0 is not permanent and 1 is permanent). If an 
account issues permanent policy, it may not change it in the 
future. However, M accounts with greater priority, as described 
in section III, can still trump the issued policy. If the initial 
root node issues permanent policy, it cannot be changed for the 
life of the cryptocurrency. This enables the issuance of a static 
instance of our cryptcurrency architecture. Some features may 
be made permanent while others are left open for change. It 
may not be immediately clear why an issuer of a currency 
would make anything permanent, because it reduces their 
fexibility. However, by making certain features permanent it 
provides guarantees to the users. The currency administrator 
is then constrained to operate within the published rules of 
the cryptocurrency even though they still manage it. This idea 
of permanence is important in order to limit the currency 
administrator from having absolute rule (which is the case 
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Fig. 5. 64 bit nValue Field Format for the Role Change Mode 

Fig. 6. 64 bit nValue Field Format for the Policy Change Mode 

in many of the private blockchain managed cryptocurrencies, 
such as with Multichain [12]). 

After the frst three bits of an nValue feld are set (to 110 for 
not permanent or 111 for permanent), the remaining 61 bits 
specify the policy setting to be made. There is just one policy 
change made per nValue feld, and just one nValue feld per 
vout[] datastructure. However, a single transaction may have 
many vout[] datastructures. 

The next 27 bits specify an integer representing the policy 
change type while the last 32 bits are used to hold the policy 
change parameter. The structure of the nValue feld in the 
policy change mode is shown in fgure 6. 

For the policy change mode, there are currently 14 policy 
change types with associated parameters, shown in table I. For 
the binary parameters, 0 means disable and 1 means enable. 
Binary parameters default to 1 (these policies are enabled by 
default when the cryptocurrency is initiated). 

Policy change types 0 to 5 enable or disable the various roles 
in available in the architecture (discussed in section III). Type 
5 enables or disables the L role from moving coins (disabling 
would limit the L role to freezing accounts). Type 6 sets a 
limit for how much coin the set of C roles may create within 
any particular block. Type 7 sets the block reward mode (0 
is the automated approach used by the base cryptocurrency 
system, Bitcoin in our case, while 1 enables a mode where a 
currency manager explicitly sets rewards). Type 8 and 9 are 
for the manual mode and enable setting the block reward and 
setting a minimum block reward. The purpose of the type 9 is 
to allow a currency manager to permanently set a minimum 
while still having the fexibility to adjust the current reward 
with type 8. Types 10 and 11 are for the self-adjusting mode 
and enable setting the decay rate for block rewards as well as 
setting a maximum decay rate. Again, the latter is intended to 

be used in a mode where it is set permanently. Type 12 sets 
a transaction fee minimum. 

Types 13-15 are important for setting security policy (dis-
cussed in detail in section VI). Type 13 sets how often 
management transactions must appear in a consecutive se-
quence of blocks (0 disables this feature). For example, a 
setting of 5 indicates that a certain number of management 
transactions must appear within every subsequent grouping 
of 5 blocks. Type 14 specifes the minimum on how many 
management transactions must appear in that grouping of 
blocks. A management transaction is one that requires the M 
role to be present in one of the vin[] felds (see section V-B1). 
If the currency administrator doesn’t have enough management 
transactions that they wish to put on the blockchain to meet the 
minimum, then they may issue one or more no operation (no-
op) policy change mode transactions of type 15 using one of 
their M nodes. These do nothing but meet the requirement. 
A last nuance of this mechanism is that at least one of 
the management transactions must be a policy change mode 
transaction. This is to ensure that the currency administrator 
can always change policy (as the miners might just include 
non-policy management transactions to meet the minimum 
requirement). 

VI. SECURITY MODELS 

A key aspect of our architecture is to ensure that a balance of 
power is maintained. Users of the system, including currency 
managers, should be able to issue any valid transaction onto 
the blockchain (pursuant to the current policy settings). Miners 
should be able to enforce policy restrictions and provide 
transparency for all transactions added to the blockchain. 

There are two security models that can be used to enforce 
this balance of power. Each model slightly favors one party, 
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TABLE I 
CRYPTOCURRENCY POLICY SETTINGS 

Policy Change Type Description Parameter 
0 Enable or disable the M role globally 0 or 1 
1 Enable or disable the C role globally 0 or 1 
2 Enable or disable the L role globally 0 or 1 
3 Enable or disable the U role globally 0 or 1 
4 Enable or disable the A role globally 0 or 1 
5 Enable or disable the L roles from moving coins 0 or 1 
6 C role coin creation limit per block (0 means no limit) Integer 
7 Set block reward mode (0 means manual, 1 means self-adjusting) 0 or 1 
8 For manual mode, set block reward Integer 
9 For manual mode, set minimum block reward Integer 
10 For self-adjusting, set geometric decay rate Float between 0 and 1 
11 For self-adjusting, set maximum decay rate Float between 0 and 1 
12 Set transaction fee minimum (0 means no minimum) Integer 
13 Periodicity of management transaction inclusion in blocks Integer 
14 Minimum number of management transactions per period Integer 
15 No operation (used to prove the currency administrator is active) 0 

currency managers or miners, although both achieve a reason-
able balance (dependent upon the use case). 

A. Independent Mining Model 

In the independent mining model, the currency administrator 
permanently disables the requirement to include management 
transactions periodically (thus the blockchain is not dependent 
on receiving management transactions). This can be done by 
having the initial node permanently set the policy change 
type 13 to 0. In this mode the currency administrator cannot 
take over maintenance of the blockchain (since mining is 
unrestricted as with Bitcoin). However, if at least 51 % of 
the miners collude to ‘revolt’ against the currency managers, 
they can prevent future management transactions from entering 
the blockchain (as well as issuing the well known set of 
51 % attacks present with most blockchains [29]). The way 
this attack works is that the miners controlling 51 % of the 
computational power simply work on a chain with only their 
own blocks, excluding the blocks produced by others. Over 
time, their chain will be longer since they own the majority of 
the computational power and the other miners will follow their 
chain (fruitlessly trying to append blocks in a competition they 
will never win) 

B. Dependent Mining Model 

Even though the 51 % attack possibility exists in Bitcoin 
and most other cryptocurrencies, the risk may be too great for 
some issuers of cryptocurrency; in such a case, the currency 
administrator can use our dependent mining model. In this 
case the blockchain is dependent on receiving management 
transactions. With this approach, the currency administrator 
using an M node sets policy change types 13 and 14. This 
forces the miners to include a certain number of management 
transaction per a certain number of blocks. We advise setting 
this liberally (type 13 large and type 14 small) since the 
expectation is that 51 % of the miners will not revolt. If a 
revolt occurs and miner only include the minimum necessary, 

then these policy values can be changed to force the miners 
to allow for more management transactions. 

If the miners completely revolt and violate policy, the 
‘compliant’ miners will reject their blocks. This would fork 
the blockchain into a compliant chain and a non-compliant 
chain. This is the same thing that would happen with any 
cryptocurrency if a group of miners begin producing blocks 
that do not satisfy the specifcation requirements. 

An important aspect of this second model is that it gives 
more power to the currency administrator than the frst model. 
This can be seen as a positive feature or a weakness depending 
upon the use case and perspective. With the second model, the 
currency managers accounts can refuse to submit management 
transactions, which will eventually cause block creation to halt 
(issuing management transactions would immediately restart 
production). This may not be considered a signifcant threat 
as the currency administrator initiated the blockchain and 
inherently will want it to continue operating (this argument 
is somewhat analogous to the one explaining why Bitcoin in 
practice is resistant to a 51 % attack even though theoretically 
it is vulnerable [29]: the miners have a huge stake in the system 
and won’t want it to fail). This could even be considered a 
feature as owners of a blockchain could eventually deprecate 
it and move the data to a new blockchain with enhanced 
technical capabilities. Note that using such an option would be 
extremely visible and necessarily be rare as it would require 
all of the users’ cryptocurrency software to be updated and 
reconfgured. 

C. Node Software Security 

We should note that in all cryptocurrency systems, the 
authors of the software used by the participating nodes (espe-
cially the mining nodes) have signifcant power. Our architec-
ture is no exception. However, here there is also a balance of 
power. The currency administrator will likely be a maintainer 
of the software used by nodes to maintain the blockchain. 
Hypothetically, they could use this to violate established 
permanent policy and/or take control of the blockchain from 
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the miners through the creation and publication of ‘malicious’ 
software. However, this can only occur if the majority of 
miners adopt the malicious software. Even if this did happen 
(e.g., through miners blindly adopting an update), the miners 
could simply roll back to a previous non-malicious version to 
restore the proper function of the architecture. 

If miners author the node software, they publish ‘malicious’ 
software, and the majority of miners adopt it, the miners 
could revolt against the currency administrator. However, this 
is identical to a 51 % attack as described above. The result 
would be a forking of the blockchain, creating compliant and 
non-compliant chains. The compliant chain would continue 
to implement our architecture with a reduce set of compliant 
miners. 

VII. CONCLUSION 

We provide a novel cryptocurrency architecture which is 
a hybrid approach where a managed cryptocurrency is main-
tained through distributed open consensus based methods. Key 
to this architecture is the idea of a genesis transaction upon 
which all other transactions are based and which enables the 
establishment of a hierarchy of accounts with differing roles. 
It is these roles that enabled us to introduce features from 
fat currencies into a cryptocurrency: law enforcement, central 
banking, and account management. Another novel feature is 
that the architecture allows the cryptocurrency policy to be 
maintained dynamically by the currency administrator, but 
certain policy settings can be made permanent in order to 
facilitate confdence in the stability of the system. This is 
especially important for the relationship between the currency 
administrator and an independent community of miners. The 
currency administrator can control block rewards, which indi-
rectly enables the currency administrator to adjust the power 
consumption of blockchain maintenance. However, the cur-
rency administrator can enact permanent policy to guarantee 
the miners a certain level of reward. This is important not only 
to the miners but it prevents the currency administrator from 
lowering the block reward to nothing and then taking over the 
mining (and thus completely controlling the blockchain as with 
many permissioned blockchain systems). Our policy system 
thus enables a cryptocurrency to be set up that has a balance 
of power where the currency administrator can perform man-
agement functions but where a group of independent miners 
enforce policy and provide transparency through recording 
all administrative activity on the blockchain. However, the 
possibility still exists that the currency administrator or miners 
could violate policy and attempt to take control of the system. 
To mitigate this, we provide two security policies that can 
enforce the balance of power (each with a small bias one 
direction or the other). Lastly, we showed that our architecture 
can be implemented through modest changes to the Bitcoin 
specifcation. We note though that our approach is not tied 
to Bitcoin and can be implement on differing cryptocurrency 
platforms. 
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Abstract. The Hidden Field Equations with vinegar and minus modi-
fiers (HFEv-) signature scheme is one of the most studied multivariate 
schemes and one of the major candidates for the upcoming standardiza-
tion of post-quantum digital signature schemes. In this paper, we pro-
pose three new attack strategies against HFEv-, each of them using the 
idea of projection. Especially our third attack is very effective and is, 
for some parameter sets, the most efficient known attack against HFEv-. 
Furthermore, our attack requires much less memory than direct and rank 
attacks. By our work, we therefore give new insights in the security of 
the HFEv- signature scheme and restrictions for the parameter choice of 
a possible future standardized HFEv- instance. 

Key words: Multivariate Cryptography, HFEv-, MinRank, Gröbner 
Basis, Projection 

1 Introduction 

Multivariate cryptography is one of the main candidates for establishing cryp-
tosystems which resist attacks with quantum computers (so called post-quantum 
cryptosystems). Especially in the area of digital signatures, there exists a large 
number of practical multivariate schemes such as Unbalanced Oil and Vinegar 
(UOV) [1] and Rainbow [2]. 

Another well known multivariate signature scheme is the HFEv- signature 
scheme, which was first proposed by Patarin, Courtois and Goubin in [3]. Most 
notably about this scheme are its very short signatures, which are currently the 
shortest signatures of all existing schemes (both classical and post-quantum). 

In this paper we propose three new attacks against the HFEv- signature 
scheme, each of them using the idea of projection. This means that each of our 
attacks reduces the number of variables in the system by guessing, either before 
or after the attack itself. 
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The most interesting results hereby are provided by a distinguishing based 
attack, which is related to the hybrid approach of the direct attack [4]. The 
goal of our attack is to remove the vinegar modifier. This allows the attacker to 
follow up with any key recovery or signature forgery attack applicable to an HFE-
instance with the same degree bound and the same number of removed equations 
as the original HFEv- instance. The attack is very effective and outperforms, 
for selected parameter sets, all other attacks against HFEv-. Furthermore, the 
memory requirements of our attack are far less than those of direct and MinRank 
attacks. 

The rest of the paper is organized as follows. In Section 2, we give a short 
overview of multivariate cryptography and introduce the HFEv- cryptosystem, 
while Section 3 reviews the previous cryptanalysis of this scheme. Section 4 
describes our first two attacks, which combine the MinRank attack with the 
idea of projection. In Section 5, we present then our distinguishing based attack, 
whose complexity is analyzed in Section 6. Finally, Section 7 discusses ideas for 
future work. 

2 Hidden Field Equations 

2.1 Multivariate cryptography 

The basic objects of multivariate cryptography are systems of multivariate quad-
ratic polynomials over a finite field F. The security of multivariate schemes is 
based on the MQ Problem of solving such a system. The MQ Problem is proven 
to be NP-Hard even for quadratic polynomials over the field GF(2) [5] and 
believed to be hard on average (both for classical and quantum computers). 

To build a multivariate public key cryptosystem (MPKC), one starts with 
an easily invertible quadratic map F : Fn → Fm (central map). To hide the 
structure of F in the public key, we compose it with two invertible affine (or 
linear) maps T : Fm → Fm and U : Fn → Fn. The public key of the scheme is 
therefore given by P = T ◦ F ◦ U : Fn → Fm. The relation between the easily 
invertible central map F and the public key P is referred to as a morphism of 
polynomials. 

The private key consists of the three maps T , F and U and therefore allows 
to invert the public key. To generate a signature for a document (hash value) 
h ∈ Fm, one computes recursively x = T −1(h) ∈ Fm , y = F−1(x) ∈ Fn and 
z = U−1(y) ∈ Fn. To check the authenticity of a signature z ∈ Fn, one simply 
computes h0 = P(z) ∈ Fm. If the result is equal to h, the signature is accepted, 
otherwise rejected. This process is illustrated in Figure 1. 

2.2 HFE Variants 

The HFE encryption scheme was proposed by J. Patarin in [6]. The scheme 
belongs to the BigField family of multivariate schemes, which means that it uses 
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3 Improved Cryptanalysis of HFEV- via Projection 

Signature Generation 

T −1 F−1 U−1 

h ∈ Fm x ∈ Fm y ∈ Fn z ∈ Fn 

6 

P 

Signature Verification 

Fig. 1. Signature Generation and Verification for Multivariate Signature Schemes 

a degree n extension field E of F as well as an isomorphism φ : Fn → E. The 
central map is a univariate polynomial map over E of the form 

iq +qj ≤D q i≤DX i+qj X i F(X) = αij X
q + βiX

q + γ. 
0≤i,j i=0 

¯Due to the special structure of F , the map F = φ−1 ◦ F ◦ φ is a quadratic map 
over the vector space Fn. In order to hide the structure of F in the public key, 
¯ ¯F is composed with two affine maps T and U , i.e. P = T ◦ F ◦ U . 

After the basic scheme was broken by direct [7] and rank attacks [8], sev-
eral versions of HFE for digital signatures have been proposed. Basically, these 
schemes use two different techniques: the minus and the vinegar modification. 
For the HFEv- signature scheme [3], the central map F has the form 

q i+qj ≤D q i≤DX X 
+q )XqF(X, xV ) = αij X

q i j 

+ βi(xn+1, . . . , xn+v 
i 

+γ(xn+1, . . . , xn+v ), 
0≤i,j i=0 

where βi and γ are linear and quadratic maps in the vinegar variables xV = 
(xn+1, . . . , xn+v) respectively. Defining ψ : Fn+v → E × Fv by ψ = φ × idv, the 
public key has the form 

→ Fn−aP = T ◦ φ−1 ◦ F ◦ ψ ◦ U : Fn+v 

with two affine maps T : Fn → Fn−a and U : Fn+v → Fn+v , and is a multivariate 
quadratic map with coefficients and variables over F. 

Signature Generation: To generate a signature z for a document d, one uses 
a hash function H : {0, 1}? → Fn−a to compute a hash value h = H(d) ∈ Fn−a 

and performs the following four steps 

1. Compute a preimage x ∈ Fn of h under the affine map T and set X = 
φ(x) ∈ E. 

2. Choose random values for the vinegar variables xn+1, . . . , xn+v and substi-
tute them into the central map to obtain the parametrized map FV . 

3. Solve the univariate polynomial equation FV (Y ) = X over the extension 
field E by Berlekamp’s algorithm. 

4. Compute the signature z = U−1(φ−1(Y )||xn+1|| . . . ||xn+v) ∈ Fn+v . 

Ding, Jintai; Perlner, Ray; Petzoldt, Albrecht; Smith-Tone, Daniel.
”Improved Cryptanalysis of HFEv- via Projection.”

Paper presented at PQCrypto 2018: The Ninth International Conference on Post-Quantum Cryptography, Fort Lauderdale, FL, United States.
April 9, 2018 - April 11, 2018.

SP-423



4 J. Ding, R. Perlner, A. Petzoldt & D. Smith-Tone 

Signature Verification: To check the authenticity of a signature z ∈ Fn+v, the 
verifier computes h = H(d) and h0 = P(z). If h0 = h holds, the signature is 
accepted, otherwise rejected. 

3 Previous Cryptanalysis 

3.1 Direct Algebraic Attack 

The direct algebraic attack is the most straightforward way to attack a mul-
tivariate cryptosystem such as HFEv-. In this attack, one considers the public 
equation P(z) = h as an instance of the MQ-Problem. In the case of HFEv-, this 
public system is slightly underdetermined. In order to make the solution space 
zero dimensional, one therefore fixes a + v variables in order to get a determined 
system before applying an algorithm like XL [9] or a Gröbner basis method such 
as F4 or F5 [10, 11]. In some cases one gets better results by guessing additional 
variables, even if this requires running the Gröbner basis algorithm several times 
(hybrid approach [4]). 

The complexity of a direct attack using the hybrid approach against a system 
of m quadratic equations in n variables can be estimated as 

� �2 � � 
n − k + dreg n − kkCompdirect = mink q · 3 · · ,

dreg 2 

where dreg is the so called degree of regularity of the multivariate system. Note 
that this formula gives only a rough estimate and lower bound of the complexity 
of a direct attack, since it assumes that the linear systems appearing during the 
attack are very sparse systems. It is not clear if this assumption holds and if the 
used Wiedemann algorithm can work with the assumed complexity. 

Experiments have shown that the public systems of HFE and its variants can 
be solved significantly faster than random systems [7, 12]. This phenomenon was 
studied by Ding et al. in a series of papers [13–15]. In [15] it was shown that the 
degree of regularity of solving an HFEv- system is upper bounded by 

(
(q−1)·(r+a+v−1) + 2 q even and r + a odd 2 (1)dreg, HFEv− ≤ (q−1)·(r+a+v) . 

+ 2 otherwise2 

3.2 MinRank 

The historically most effective attack on the HFE family of cryptosystems is 
the MinRank attack which exploits the algebraic consequence of a low degree 
bound D. This low degree bound leads to the fact that the central map has a 
low Q-rank. 

Definition 1 The Q-rank of a multivariate quadratic map F : Fn → Fn over the 
finite field F with q elements is the rank of the quadratic form Q on E[X1, . . . , Xn] 
defined by Q(X1, . . . , Xn) = φ ◦ F ◦ φ−1(X), under the identification X1 = 
X, X2 = Xq, . . . , Xn = Xq n−1 

. 
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5 Improved Cryptanalysis of HFEV- via Projection 

Q-rank is invariant under one-sided isomorphisms of polynomials of the form 
G = I ◦ F ◦ U , where I is the identity transformation. Q-rank is not, however, 
invariant under isomorphisms of polynomials in general. The min-Q-Rank of a 
quadratic map F is the minimum Q-rank of any quadratic map in the isomor-
phism class of F . This quantity is invariant under isomorphisms of polynomials, 
and is the relevant quantity for cryptanalysis. For historical reasons, language is 
often abused and the term Q-rank is used in place of min-Q-rank. 

As an example, consider an odd characteristic instance of HFE. We may 
write the homogeneous quadratic part of F as 

⎡ ⎤ 
α1,1 α1

0 
,2 · · · α1

0 
,d 0 · · · 0 

α0 · · · α0 0 · · · 01,2 α2,2 2,d 
. . . . .. . . . . . . . . . .. . . . . 

α0 α0 1,d 2,d · · · αd,d 0 · · · 0 
0 0 · · · 0 0 · · · 0 
. . . 

. . . 
. . . 

. . . 
. . . 
. . . 

. . . 
0 0 · · · 0 0 · · · 0 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

⎡⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

⎤ 
X 

ih 
n−1 

XqX Xq · · · 
⎢⎢⎢⎣ 

Xq 

. . . 

⎥⎥⎥⎦ , 

Xq n−1 

1where α0 = αi,j and d = dlog (D)e. Clearly, this quadratic form over the ring i,j 2 q

E[X1, . . . , Xn] has rank d, and thus the HFE central map has Q-rank d. 
The first iteration of the MinRank attack in the BigField setting is the 

Kipnis-Shamir (KS) attack of [8]. Via polynomial interpolation, the public key 
can be expressed as a quadratic polynomial G over the degree n extension field 
E. By construction there is an F-linear map T −1 such that T −1 ◦ G has rank d, 
thus there is a rank d matrix that is an E-linear combination of the Frobenius 
powers of G. This turns recovery of the transformation T into the solution of a 
MinRank problem over E. 

A significant improvement to this method for HFE is the key recovery attack 
of Bettale et al. [16]. The first significant observation made was that an E-linear 
combination of the public polynomials has low rank as a quadratic form over 
E. By constructing a formal linear combination of the public polynomials with 
variable coefficients, one can collect the polynomials representing (d+1)×(d+1) 
minors of this linear combination, which must be zero by the Q-rank bound. The 
advantage this technique offers is that the coefficients of the polynomial are in F; 
thus, the Gröbner basis calculation can be performed over F, while the variety 
is computed over E. This minors modeling method is significantly more efficient 
than the KS-attack when the number of equations is similar to the number of 
variables. (In contrast, for schemes such as Zhuang-zi Hidden Field Equations 
(ZHFE), see [17], it seems that the KS modeling is more efficient, probably due 
to the large number of variables in the Gröbner basis calculation, see [18].) To 
make the ideal zero-dimensional, we fix one variable; thus ,the complexity of 

(dlogqthe KS-attack with minors modeling is asymptotically O(n (D)e)ω), where 
2 ≤ ω ≤ 3 is the linear algebra constant. 

The MinRank approach can also be effective in attacking HFE-. The key 
observation in [19] is that not only does the removal of an equation increase the 
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6 J. Ding, R. Perlner, A. Petzoldt & D. Smith-Tone 

Q-rank by merely one, there is also a basis in which it increases the degree only 
by a factor of q. Thus HFE- schemes with large base fields are vulnerable to the 
minors modeling method of [16], even when multiple equations are removed. The 
complexity of the KS-attack with minors modeling for HFE- is asymptoticaly 

(dlogqO(n (D)e+a)ω), where a is the number of equations removed and 2 < ω ≤ 3 
is the linear algebra constant. 

4 Variants of MinRank with Projection 

As first explicitly noted in [15], the Q-rank of the central map is increased by 
v with the introduction of v vinegar variables and therefore the min-Q-rank of 
HFEv- is dlogq(D)e+a+v. We now discuss techniques for turning this observation 
into a key recovery attack. From this point on, let r denote dlogq (D)e, that is, 
the Q-rank of the HFE component of the central map. 

4.1 MinRank then Projection 

The simplest way to attempt an attack utilizing the low Q-rank of the central 
map of HFEv- is to directly apply a MinRank attack and then try to discover 
the vinegar subspace by considering the solution as a quadratic form. To this 
end, consider the surjective E-algebra representation Φ : E → A defined by 
Φ(X) = (X, Xq, . . . , Xq n−1 

). We may map directly from an n-dimensional vector 
space over F to A via right multiplication by the matrix 

⎤⎡ 

Mn = 

⎢⎢⎢⎢⎢⎢⎣ 

1 1 · · · 1 
θq θq n−1 

θ · · · 
θ2 θ2q · · · θ2q n−1 

. . . 
. . . 

. . . 
. . . 

n−1 
θn−1 θ(n−1)q θ(n−1)q· · · 

⎥⎥⎥⎥⎥⎥⎦ 
, 

f

with the choice of a primitive element θ ∈ E (i.e. E = F(θ)). Right multiplication 
by Mn corresponds to the linear map Φ ◦ φ, where the choice of isomorphism φ 
is determined by the choice of primitive element θ. 

We may incorporate the vinegar variables into the picture by simply ap-
Mnpending them to A. Specifically, define the map : Fn+v → A × Fv by right 

multiplication by the matrix 
�� 

Mn 0n×v 

f

fMn 

where Iv is the identity matrix. We may then represent any HFEv- map as a 
single (n + v) × (n + v) matrix with coefficients in E. Note specifically that any 
function bilinear with respect to the vinegar variable xn and the HFE variables 
x0, . . . , xn−1 can be encoded in row and/or column n of the quadratic form 

Mn

= ,
0v×n Iv 

xQx> fM> x ,n 
>R= x
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7 Improved Cryptanalysis of HFEV- via Projection 

where R ∈M(n+v)×(n+v)(E). 
Mn

HFEv-. We will say that F is the matrix representation of F over A × Fv. Let 
F∗i be the matrix representation of the ith Frobenius power of F over A × Fv. 
Then we have, for example the following shape for F∗0: 

f M> 
n 

f > = F(x) where F is the central map of Let F be defined by x F x

⎤⎡ 
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

α0,0 · · · α0,d−1 0 · · · 0 β0,n · · · β0,n+v−1 
. . . . . .. . . . . . . . . . . . . . .. . . . . . 

α0,d−1 · · · αd−1,d−1 0 · · · 0 βd−1,n · · · βd−1,n+v−1 

0 · · · 0 0 · · · 0 0 · · · 0 
. . . . . .. . . . . . . . . . . . . . . . . . . . . 
0 · · · 0 0 · · · 0 0 · · · 0 
β0,n · · · βd−1,n 0 · · · 0 βn,n · · · βn,n+v−1 
. . . 

. . . 
. . . 

. . . 
. . . 

. . . 
. . . 

. . . 
. . . 

β0,n+v−1 · · · βd−1,n+v−1 0 · · · 0 βn,n+v−1 · · · βn+v−1,n+v−1 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

. 

f

Here we see that rank(F∗0) = r + v. The structure of F∗1 is similar with the 

f

upper left HFE block consisting of αi,j shifted down and to the right and raised 
to the power of q, and the symmetric blocks of mixing monomials shifted down 
and to the right with a more complicated function applied to the βi,j coefficients 
to respect the Frobenius map. 

Now let U, T and Pi be the matrix representations of the affine isomorphisms 
U and T and the public quadratic forms Pi, respectively. Then we derive the 
relation 

Mn Mn)T−1Mn F ∗0 F ∗(n−1)fM> 
n U

> fM> 
n U

>).(P1, . . . , Pn = (U , . . . , U

f
f
Mn

Since UMn 

F∗0fM> 
n U

> is an E-linear combination of the public quadratic forms. Thus U
is invertible, the rank of this linear combination is the rank of F∗0 , 

which is r + v. 
Following the analysis of [19, Theorem 2], we see that the effect of the minus 

modifier on the matrix representation of F over A × Fv is to add to it constant 
multiples of itself with a cyclic shift of the rows and columns down and to the 
right within the HFE block. Thus for HFEv-, F∗0 has the shape given in Figure 2. 
The rank of this quadratic form is r + a + v. 
The solution of the MinRank instance provides an equivalent transformation T 0 

to the output transformation T (up to the choice of extension to full rank) and 
bf F∗0Mn 

= T 0 ◦ φ−1 ◦ bF ◦ φ ◦U 0 for an equivalent private key (T 0 
a matrix L representing the low Q-rank quadratic form U0 U0>fM> 

n over 
bF , U 0). 

Now that the correct output transformation is recovered, it remains to recover 
A × Fv, where P ,

bf F∗0Mn 

First, note that the kernel of L as a linear map is orthogonal to the vinegar 
subspace, so we may simplify the analysis by projecting onto the orthogonal 
complement of a codimension one subspace of the kernel. Let Lb denote the com-
position of L with this projection. The strategy now is to compose codimension 

the vinegar subspace of the map L defined by L = U0 U0>fM> 
n . 
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Fig. 2. The shape of the central map of HFEv- composed with the minus projection 
over A × Fv . The shaded areas represent possibly nonzero entries. 

bone projection mappings π with the transformation L to filter out the vinegar 
variables. It suffices to choose projections whose kernels are orthogonal to ker(Lb). 

If there is a nontrivial intersection between the kernel of π and the vinegar 
subspace, the rank of the matrix representation of b LΠ>, will be reduced. L◦π, Πb
In contrast, if this intersection is empty, the rank of Πb should remain the LΠ> 

same. To see this, note that by an argument symmetric to that of [19, Lemma 
1] we may equivalently define bL ◦ π by 

bL ◦ π = U−1 ◦ [(φ ◦ π1 ◦ φ−1 ◦ S1) × π2] ◦ S2, 

where S1 : Fn → Fn is nonsingular, S2 : Fn+v → Fn × Fv is an isomorphism, 
n−r−aπ1 : E → E has degree at most q (since the intersection of the image of 

b → FvL ◦ π and the HFE subspace is at least (r + a)-dimensional) and π2 : Fv 

is linear. Since the degree bound of the central HFE quadratic form is qr+a, the 
highest monomial degree in the composition of π2 with this map is bounded by 

qn−1, thus the polynomials π1, π
q, . . . , πq r+a 

are linearly independent. 1 1 
The probability that the linear form defining ker(π) which is orthogonal to 

the kernel of Lb lies in the vinegar subspace is q−(r+a+1). Once such a vector is 
recovered, this step is repeated on the orthogonal complement of the discovered 
vectors until a basis for the vinegar subspace is found. Thus the complexity of 
this method when fixing one variable to make the ideal zero dimensional is 

!� �2� � 
n + r + v n − a r+a+1CompMP = O + (r + a + v + 1)3 q . 
r + a + v 2 

4.2 Projection then MinRank 

Another approach using MinRank is a “project-then-MinRank” approach. In 
this strategy, one randomly projects the plaintext space onto a codimension k 
subspace and then applies the MinRank attack. Since the projection π cannot 
increase the Q-rank of the central map, the Q-rank is at most r + a + v. 
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9 Improved Cryptanalysis of HFEV- via Projection 

We may choose k = n − r − a − v, and expect that the rank of P ◦ π is still 
r + a + v, due to the fact that the HFE component is still of full rank, as noted 
in the previous section. If, however, there is a nontrivial intersection between 
the kernel of π and the vinegar subspace, the rank of this quadratic form will be 

k−n −(r+a+v)less than r + a + v. The probability this occurs is q = q . 
Generalizing, we may project further in an attempt to eliminate possibly 

more vinegar variables and reduce the rank further. The minors system of a 
MinRank attack at rank r is fully determined if the square of r less than the 
number of variables bounds the number of public equations; thus, if the image √ 
of π is of dimension at least the sum of n − a and r, the minors system is 
still fully determined. Therefore, consider eliminating c vinegar variables. This √ 
requires k to be at least n − a − r + c − n − a. The probability that there is a 
c-dimensional intersection between the kernel of π and the vinegar subspace is √ 

(c+1 c(k−n)−(c )−cr−ca−c n−a2 2then q ) ≥ q . 
Once at least one vinegar variable is found, the new basis can be utilized 

to filter out the remaining vinegar variables as in the previous method. The 
complexity of the this method with one variable fixed is 

� �2� �! √ 
n−a)−(c+1 n + r + v − c n − ac(r+a+CompPM = O q 2 ) . 

r + a + v − c 2 

5 The Distinguishing Based attack 

In this section we present our distinguishing based attack against the HFEv-
signature scheme. We restrict to the case of F = GF(2). The idea of the attack 
is closely related to the direct attacks with projection (also known as the hybrid 
approach). We define 

( )
n+vX 

V = λiUi|λi ∈ {0, 1} , 
i=n+1 

where Ui denotes the i-th component of the affine transformation U : Fn+v → 
Fn+v . Therefore, V is the space spanned by the affine representations of the 
vinegar variables xn+1, . . . , xn+v . Our attack is based on the following two ob-
servations. 

– Consider the two HFEv- public keys P1 = HFEv−(n, D, a, v1) and P2 = 
HFEv−(n, D, a, v2). Before applying a Gröbner basis algorithm to the sys-
tems, we fix a+v1 variables in P1 and a+v2 variables in P2 to get determined 
systems. As shown in Table 1 and Figure 3, direct attacks against these sys-
tems behave differently. In particular, we can distinguish between determined 
instances of the two systems P1 and P2 by looking at the step degrees of 
the F4 algorithm. This remains possible even when adding (not too many) 
additional linear equations to the systems P1 and P2 (thus guessing some of 
the variables) before applying a Gröbner basis method (hybrid approach). 
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v HFEv-(26, 17, 1, v) HFEv-(33, 9, 3, v) 
0 2,3,4,3,4 2,3,4,4,4 
1 2,3,4,4,4 2,3,4,5,4 
2 2,3,4,5,4 2,3,4,5,5 
3 2,3,4,5,5 2,3,4,5,5,5,5,5,6 
4 2,3,4,5,5,5,5,5 2,3,4,5,6,6 
5 2,3,4,5,6 

random system 2,3,4,5,6 2,3,4,5,6,6 
Table 1. Step degrees of the F4 algorithm against determined HFEv- systems for 
different values of v 

– Let us consider the special case where v2 = v1 − 1 holds. By adding one 
linear equation ` ∈ V to P1, we remove the influence of one of the vinegar 
variables from the system P1. A direct attack against the so obtained system 
P1 
0 therefore behaves in exactly the same way as a direct attack against the 

system P2 (see Table 2). 

5.1 The Distinguisher 

Based on the two above observations, we can now construct a distinguisher as 
follows. We start with an HFEv- public key P = HFEv−(n, D, a, v). P consists 
of n − a quadratic equations in n + v variables over the field GF(2). After adding 

2the field equations {xi − xi : i = 1, . . . , n + v}, we append k randomly chosen 
linear equations ` 1, . . . , `k to the system. Therefore, our new system P 0 consists 
of 

– the n − a quadratic HFEv- equations from P 
2– n + v field equations xi − xi = 0 (i = 1, . . . , n + v) 

– the k linear equations ` 1, . . . , `k. 

Altogether, the system P 0 consists of 2n − a + v + k equations in n + v variables. 
After having constructed the system P 0 , we solve it via a Gröbner basis 

algorithm. Due to Observation 2, the behaviour of this algorithm should depend 
on the fact whether one of the linear equations ` i added to the system (or a 
linear combination of the ` i) is an element of the vinegar space V. In fact, we 
can observe a difference in the step degrees of the algorithm (see Example 1 
below). 

Formally written, we can use our technique to distinguish between the two 
cases 

( )
kX 
λi ̀  i | λi ∈ {0, 1} ∩ V = ∅ and 

i=1 ( )
kX 
λi ̀  i | λi ∈ {0, 1} ∩ V 6= ∅. (2) 

i=1 
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11 Improved Cryptanalysis of HFEV- via Projection 

onPk
However, in most cases that λi ̀  i | λi ∈ {0, 1} 6i=1 ∩ V = ∅, the intersection 

contains only a single equation `̃. 
Remark: We have to note here that the number k of linear equations added 

to the system P is upper bounded by a value k̄(n, D, a, v). When adding more 
than k̄ linear equations to the system, a distinction between the two cases of (2) 
is no longer possible. 

Example 1: We consider HFEv- systems with (n, D, a) = (33, 9, 3) and varying 
values of v ∈ {0, . . . , 4}. The resulting HFEv- public keys are systems of n − a = 
30 quadratic equations in n + v variables. After appending the field equations 

2{x − xi = 0} to the systems, we added randomly chosen linear equations to i 
reduce the effective number of variables in our systems. Figure 3 shows the 
degree of regularity of a direct attack using F4 against the (projected) systems. 
For comparison, the figure also contains data for a random system of the same 
size. 

Fig. 3. Direct attack against (projected) HFEv- systems with (n, D, a) = (33, 9, 3) and 
varying values of v 

As Figure 3 shows, there exists, for every parameter set (n, D, a, v) a number 
k̄ such that 

1) When adding less than k̄ linear equations to the system, the degree of regu-
larity of a direct attack against the projected system is the same as that of 
a direct attack against the unprojected system. 

¯2) When adding k ≥ k linear equations, the system behaves exactly like a 
random system of the same size. 

Let us now look at our distinguisher. For this, we skip the parameter set 
(n, D, a, v) = (33, 9, 3, 0) since, in this case, V = ∅ holds. However, as Table 2 
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shows, we can, for each of the values v ∈ {1, . . . , 4}, disitnguish between the two 
cases of (2). 

v k̄ n − k̄ 
step degrees of F4 

for L ∩ V = ∅ for L ∩ V = {˜̀}
4 3 27 1,2,3,4,5,6 1,2,3,4,5,5,5 
3 4 26 1,2,3,4,5,5,5 1,2,3,4,5,5 
2 4 26 1,2,3,4,5,5 1,2,3,4,5,4 
1 9 21 1,2,3,4,5 1,2,3,4,4,4 

Table 2. Distinguisher Experiments on HFEv-(33, 9, 3, v) systems for different values 
of v 

onPk
For abbreviation, we use in the table L := i=1 λi ̀  i | λi ∈ {0, 1} . Note 

that the evolution of the step degrees for HFEv-(33,9,3,4) is the same as for a 
random system of the same size. 

5.2 The Attack 

Based on the distinguisher presented in the previous section, we can construct an 
attack against HFEv- as follows. By performing the distinguishing experiment 
with a large number of systems P 0 (containing different linear equations), we can onPk
find a set of k linear equations ` 1, . . . , ̀  k such that i=1 λi ̀  i | λi ∈ {0, 1} ∩ 

˜V = {`̃1}. Using this, we can determine the exact form of ` 1 as follows. Note 
that there exist coefficients αi ∈ {0, 1} (i = 1, . . . k) such that 

kX 
˜̀ 1 = αi · ` i. 

i=1 

In order to determine the exact form of this linear combination, we remove one 
of the linear equations (say ` 1) from the system P 0 and add another randomly 
chosen linear equation. If we still can observe a difference in the behaviour of 
a direct attack compared to a random choice of linear equations, we know that 
the coefficient α1 must be 0. Otherwise, the coefficient α1 must be 1, and we 
have to add ` 1 back to the system. 

We repeat this step for i = 2, . . . , k to determine the values of all the coeffi-
cients αi (i = 1, . . . , k). This will give us the exact form of the linear equation 
˜̀ 1 ∈ V. We denote this technique as “remove-and-add” strategy. 

Having found `̃1, we add it to the original HFEv-(n, D, a, v) system. The 
resulting system will behave exactly like an HFEv-(n, D, a, v − 1) system, and 
we can again use our distinguisher and repeat the above procedure to find a 
second linear equation `̃2 ∈ V. Note that this will be much easier than finding 
˜̀ 1 (see next section). 
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13 Improved Cryptanalysis of HFEV- via Projection 

After having found v linear independent equations `̃1, . . . ̀ ṽ ∈ V and adding 
them to the HFEv- system, the resulting system will behave exactly like an HFE-
(n,D,a) system (i.e. we have no vinegar variables any more). We can then use any 
attack against HFE- (e.g. the key recovery attack of Vates et al. [19] or a direct 
attack) to break the scheme. We analyze the complexity of our distinguisher and 
this attack in the next section. 

Let us briefly return to Example 1. When we start with the system P =HFEv-
(33,9,3,4), we can use our distinguisher to find a set {` 1, . . . , `k} of linear equa-o 
tions such that 

nPk 
λi ̀  i | λi ∈ {0, 1} ∩ V = {`̃1}. After having recovered i=1 

the exact form of `̃, we can append it to the system P, which will then behave 
exactly like an HFEv-(33,9,3,3) system. Let us denote this new system by P(1). 
We can then use the distinguisher on P(1) to obtain a second linear equation 
`̃2 ∈ V. Adding `̃2 to the system P(1) leads to a system P(2) behaving exactly 
like a HFEv-(33,9,3,2) system. By continuing this process, we finally obtain the 
system P(4) corresponding to an HFEv- (33,9,3,0) system. We can then break 
this scheme by using any attack on HFE-. 

Algorithm 1 Our distinguishing based attack 
Input: HFEv-(n, D, a, v) public key P 

˜Output: equivalent HFE-(n, D, a) public key P 
1: Append k̄ randomly chosen linear equations ` 1, . . . , `k̄ in the variables x1, . . . , xn+v 

(as well as the field equations xi 
2 − xi = 0) to the system P and solve it by F4. 

2: Repeat this step until the F4-step degrees differ from the standard case. 
This means that we have found a set of linear equations ` 1, . . . , `k such that onPk = {˜λi ̀  i | λi ∈ {0, 1} ∩ V ` 1}i=1 

3: Determine the exact form of `̃ by the above described “remove-and-add” strategy. 
4: Append the linear equation `̃ to the system P. The resulting system P 0 will behave 

exactly like an HFEv-(n,D,a,v-1) public key. 
5: Repeat the above steps until having found v linear independent equations 

˜ ˜` 1, . . . , ̀  k ∈ V. 
˜ ˜ ˜6: return P = (P, ` 1, . . . , ̀  v ) 

6 Complexity Analysis 

In the first step of our attack, we have to find one linear equation `̃ ∈ V by using 
our distinguisher and a following application of the “remove-and-add” strategy 
described in the previous section. Therefore, the complexity of this first step of 
our attack is determined by three factors: 

1. The number of times we have to run the distinguisher in order to find a set o 
of linear equations ` 1, . . . , `k such that 

nPk 
λi ̀  i | λi ∈ {0, 1} ∩V = {`̃} ,i=1 

2. The cost of one run of the distinguisher and 
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14 J. Ding, R. Perlner, A. Petzoldt & D. Smith-Tone 

3. The cost of recovering the exact form of `̃. 

The first number is determined by 

– The probability that a randomly chosen linear equation in n + v variables is 
contained in the space V spanned by the linear representation of the vine-

¯gar variables Un+1, . . . , Un+v A randomly chosen linear equation ` in n + v 
variables can be seen as a linear combination of the components of U , i.e. 

n+vX 
¯̀ = λi · Ui. (3) 

i=1 

The reason for this is that U is an invertible map from Fn+v to itself, which 
means that the components of U form a basis of this space. There are 2n+v 

choices for the parameters λi (i = 1, . . . , n + v). On the other hand, every 
element `̃ of the space V spanned by the linear transformations of the vinegar 
variables v1, . . . , vv can be written in the form 

n+vX 
˜̀ = λi · Ui. 

i=n+1 

The probability that a randomly chosen linear equation `̄ lies in V is therefore 
given by 

prob(`̄ ∈ V) = 2−n . (4) 

The reason for this is that all the coefficients λi (i = 1, . . . , n) in the repre-
sentation (3) of `̄ must be zero. 

– The number of linear equations (and linear combinations thereof) added to 
the public key. When adding k linear equations ` 1, . . . , `k to the public key, 
we do not have to consider only the k equations ` 1, . . . , ̀  k itself, but also all 
linear combinations of the form 

kX 
` = λi · ` i. 

i=1 

The total number of linear equations we have to consider is therefore not k, 
but 2k . 

Therefore, when adding k linear equations ` 1, . . . , `k to the public key, the prob-
ability of finding one linear equation `̃ ∈ V, is given by 

prob = 1 − (1 − 2−n)2
k ≈ 2k−n . 

In order to find one linear equation `̃ ∈ V, we therefore have to run our distin-
guisher about 2n−k times. 

A single run of our distinguisher corresponds to one run of the F4 algorithm. 
The cost of this can be estimated as 

� 0 �2 � 0� n n
CompF4 = 3 · · ,

dreg 2 
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15 Improved Cryptanalysis of HFEV- via Projection 

0where n is the number of variables in the quadratic system and dreg is the so 
called degree of regularity. 

Note that this formula assumes that the linear systems appearing during the 
attack are solved using a sparse Wiedemann solver. Furthermore we use the fact 
that the system is defined over the field GF(2), which reduces the number of 
terms in the high degree polynomials. 

With regard to the number n0 of variables we find that the linear equations 
added to the public key are “absorbed” at a very early step of the F4 algorithm, 
i.e. they are used to reduce the number of variables in the system. This fact 
is illustrated in Table 3. In the table, we consider two random systems, both 
containing 25 quadratic equations. However, while the equations of system A are 
polynomials in 25 variables, the polynomials of system B contain 35 variables. 
On the other hand, the system B additionally contains 10 linear equations. 

25 equations, 25 variables 25 quadr. + 10 lin. equations, 35 variables 
step degree matrix size time (s) degree matrix size time (s) 

1 10 × 36 0.0 
1 20 × 36 0.0 

1 2 25 × 326 0.0 2 330 × 631 0.0 
2 3 652 × 2626 0.02 3 650 × 2626 0.02 
3 4 7894 × 14 498 1.27 4 7864 × 15 568 1.34 
4 5 52 488 × 52 956 79.86 5 52 197 × 52 665 80.26 
5 6 248 705 × 245 506 179.34 6 248 273 × 108 524 182.24 

Table 3. Experiments with random systems 

As the table shows, both systems behave very similarly. Starting at step 
2 (degree 3), there is no significant difference between the matrix sizes or the 
running times of the single steps between the two systems. 

We can therefore conclude that the quadratic systems we consider in our 
distinguishing based attack (n − a quadratic equations + k linear equations in 
n + v variables) behave just like systems of n− a quadratic equations in n+ v − k 
variables. 

The cost of recovering the exact form of `̃ is negligible in comparison to nPk 
o 

finding linear equations ` 1, . . . , `k such that λi ̀  i | λi ∈ {0, 1} ∩ V = i=1 

{`̃}. Remember that `̃ can be written as a linear combination of ` 1, . . . , `k, i.e. Pk˜̀ = i=1 λi · ` i. 
As described in the previous section, we remove for this one linear equation 

` i from the system P 0. By adding a randomly chosen linear equation, we obtain 
a system P 00 of the same dimensions. We apply the F4 algorithm against the two 
systems P 0 and P 00. If we observe a difference in the behavior of the algorithm, 
we know that the coefficient λi in the above linear combination is 1. Otherwise 
we have λi = 0. By running this test for all i ∈ {1, . . . , k}, we can determine 
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16 J. Ding, R. Perlner, A. Petzoldt & D. Smith-Tone 

all the coefficients λi and therefore recover `̃. In order to recover `̃, we therefore 
need 2 ·k runs of the F4 algorithm, which is far less than the 2n−k F4-runs above. 
Therefore, we do not have to consider this step in our complexity analysis. 

Altogether, we can estimate the complexity of this first step of our attack by 
� �2 � � 
n + v − k n + v − k 

CompDist; classical = 2n−k · 3 · · . (5)
dreg 2 

In the presence of quantum computers, we can speed up the searching step of 
this attack using Grover’s algorithm. Thus we get 

� �2 � � 
n + v − k n + v − k 

CompDist; quantum = 2(n−k)/2 · 3 · · . 
dreg 2 

Note that this assumption of the complexity is very optimistic, since it assumes a 
perfect “square-root” speed up by Grover’s algorithm. Since quantum algorithms 
must be reversible, it is not clear if this is possible. 
As equation (5) shows, the complexity decreases when we increase the number 
k of linear equations added to the public key. However, as already mentioned in 
the previous section, our distinguisher fails when k is too large. We denote the 
maximal value of k for which our distinguisher works by k̄(n, D, a, v). 

In order to remove all the vinegar variables from the system P, we have to 
repeat the above process v times. However, with decreasing v we find (see Table 
2) 

¯1) the number k of linear equations that we can add to the public system 
increases, reducing the number of F4-runs. 

2) the degree of regularity of the systems generated by our distinguisher de-
creases, reducing the complexity of a single F4-run. 

Therefore, the following steps of our attack will be much faster than the first 
step. This means, that we can estimate the complexity of the whole attack as in 
formula (5). 

However, in order to estimate the complexity of our attack against an HFEv-
(n, D, a, v) scheme in practice, we still have to answer the following two questions. 

– What is the maximal number k̄ of linear equations we can add to the public 
key such that our distinguisher works? 

– What is the degree of regularity of the systems generated by our distin-
guisher? 

In order to answer these questions, we once more consider Example 1 (see pre-
vious section). 

First, let us consider the second question. As a comparison of Table 2 and 
Figure 3 shows, the degree of regularity of solving the systems generated by our 
distinguisher corresponds exactly to the degree of regularity of an unprojected 
HFEv- system with parameters (n, D, a, v). As stated in [20], we can estimate 
this value as � � 

r + a + v + 7 
dreg = , (6)

3 
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17 Improved Cryptanalysis of HFEV- via Projection 

where r = blogq(D − 1)c + 1. 
To answer the first question, let us take a closer look at the behavior of the 

hybrid approach against random systems (see Figure 3). We start with a random 
system of 30 quadratic equations in 30 variables over GF(2). After appending 

2the field equations x − xi = 0 (i = 1, . . . , 30), we add k ∈ {0, . . . , 20} lineari 
equations to the system. Table 4 shows for which values of k we reach given 
values of regularity. 

dreg #k of added linear equations 
3 for k ≥ 16 
4 for 10 ≤ k ≤ 15 
5 for 4 ≤ k ≤ 9 
6 for k ≤ 3 

Table 4. Degree of regularity of projected random systems with 30 equations 

Let us define k̂(d) to be the maximal number of linear equations we can 
add to the random system, such that the degree of regularity of a direct attack 
against the system is greater or equal to d, i.e k̂(6) = 3, k̂(5) = 9 and k̂(4) = 15. 

By comparing these numbers with the values of k̄ listed in Table 2, we find 

k̂(d?) ≤ k̄ ≤ k̂(d?) + 1, 

where d? is the degree of regularity of a direct attack against an HFEv-(n, D, a, v) 
scheme (see equation (6)). 

In order to estimate the complexity of our attack against an HFEv-(n, D, a, v) 
scheme, we therefore proceed as follows. 

1. We compute the degree of regularity of the unprojected HFEv-(n, D, a, v) 
system (see equation (6)). Denote the result by d? . 

2. We estimate the maximal number k̄ of linear equations we can add to the 
public HFEv- system by k̂(d?). This value can be obtained as follows. 
The degree of regularity of a random system of m = n−a quadratic equations 
in n0 variables over GF(2) can be estimated as the smallest index d for which 
the coefficient of Xd in 

� �n � �m 0 
1 1 − X2 1 − X2 

· · 
1 − X 1 − X 1 − X4 

is non-positive [21]. 
We can use this equation to determine the values of k̂(d?). 

By substituting the so obtained values of k̄ and d? into formula (5), we therefore 
get a close estimation of the complexity of our distinguishing based attack against 
an HFEv-(n, D, a, v) system. 
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18 J. Ding, R. Perlner, A. Petzoldt & D. Smith-Tone 

Remark: The above procedure allows us to get an estimation of the complex-
ity of our distinguishing based attack against a given HFEv- scheme. However, 
it seems to be a very hard task to find a closed formula for this complexity. 

Example 2: Consider an HFEv- system over GF(2) with (n, D, a, v) = (91, 5, 3, 2). 
We obtain r = blog2(D − 1)c + 1 = 3. The degree of regularity of a direct attack 
against the HFEv- system (with field equations) is given by 

� � 
3 + 3 + 2 + 7 

dreg = = 5. 
3 

Therefore, we get 

� �2 � � 
88 88 ≈ 263.9Compdirect = 3 · · . 
5 2 

After adding k = 68 randomly chosen linear equations to the system, the step 
degrees of the F 4 algorithm look like 1; 1, 2, 3, 4. When one of the linear equations 
was chosen from the vinegar space V, we obtain 1; 1, 2, 3, 3. 

Therefore, we can estimate the complexity of our distinguisher by 

� �2 � � 
25 25 ≈ 260.1CompDistinguisher = 223 · · ,
4 2 

which is nearly 16 times faster than a direct attack. 
The “MinRank-then-project” approach has a complexity estimated by 

� �2� � 
96 88 ≈ 287.4CompMP = 3 · ,
8 2 

while the complexity of the “project-then-MinRank” approach has complexity 

� �2� � 
95 88 ≈ 292.6CompPM = 214 · 3 · . 
7 2 

Therefore, for the above parameter set, the distinguishing based attack is the 
most efficient classical attack against HFEv-. 

With regard to the memory consumption, we get 

� �2
88 ≈ 250.4Memorydirect = ,
5 

� �2
96 ≈ 273.9MemoryMP = ,
8 

� �2
95 ≈ 266.7MemoryPM = ,
7 
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19 Improved Cryptanalysis of HFEV- via Projection 

� �2
25 ≈ 227.3 = .MemoryDistinguisher 4 

As these data show, the distinguishing based attack requires much less memory 
than the direct and the MinRank attack. Since attacks against large instances 
of multivariate schemes often fail due to memory restrictions, the small memory 
consumption is a huge benefit of this attack. 
Remark: The comparably low complexity of our attack in Example 2 is 

caused by the small number of vinegar variables in the system. Due to this, the 
distinguisher works also for relatively small numbers of variables, which enables 
us to add a large number of linear equations to the system. This again reduces 
the number of distinguisher runs and therefore the complexity of the attack. 
(In the case of the example, we found that the distinguisher works for only 25 
variables in the system, due to which we had to run our distinguisher only 223 

times.) 
When the number v of vinegar variables increases, we can not distinguish 

between the two cases at 25 variables any more. We have to reduce the number of 
linear equations added to the system and therefore have to run the distinguisher 
much more often (and for larger systems). Therefore, for larger values of v, the 
complexity of our attack increases. 

For the parameter sets usually used in HFEv- like schemes (and suggested for 
the National Institute of Standards and Technology (NIST) call for proposals), 
the direct attack is usually more efficient than our attack. However, in terms of 
memory consumption, our attack is still much better. 

7 Possible Future Work 

In this section we shortly describe a strategy to reduce the complexity of our 
attack. However, since we have neither enough space nor time to present our 
idea completely, we leave a detailed analysis as future work. 

In the distinguishing step of our attack, we solve a large number of multivari-
ate systems using a direct attack. These systems are obtained by adding k linear 
equations to a multivariate quadratic system P of m equations in n + v variables 
(or equivalently projecting the system to a n + v − k dimensional subspace). In 
Section 5, these projections were chosen at random. 

The main idea to reduce the complexity of this step is now to select the pro-
jection in a slightly nonrandom fashion. In particular, we consider a projection 
in two steps.We apply a projection π̃ of corank k + 1 to the system P and derive 
from this a set of corank k projections {πi}. In this case, we can treat the image 
of π̃ in the plaintext space as being generated by the variables x1, . . . , xn+v−k−1, 
while the image of each of the projections πi is generated by the same variables 
plus one additional variable xn+v−k, which defines a 1-dimensional subspace of 
the kernel of π̃, which will vary depending on the choice of πi. 

During the computation of a Gröbner basis of P(πi) = (f1(πi), . . . , fm(πi)),P 
the F4 algorithm looks for polynomials pj of degree d−2 such that pj · fj (πi) = 
q, where q is a polynomial of degree at most d − 1. 
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20 J. Ding, R. Perlner, A. Petzoldt & D. Smith-Tone 

Our strategy will be to first solve for all pj in the variables x1, . . . , xn+v−k−1, 
such that X 

pj fj (πi) = q (mod xn+v−k). 

P 
As the above equation is equivalent to pj fi(π̃) = q, this computation can be 
reused for multiple different choices of πi. By doing so, we therefore can reduce 
the effort of computing the Gröbner basis needed during the application of our 
distinguisher. 

However, in order to find the exact amount of saving, much more work is 
required. We therefore leave an exact analysis of the above mentioned idea as 
future work. 

Another topic for future work is a precise complexity analysis of our attack. 
The complexity analysis presented in Section 6 is based much on heuristics and 
experiments. In particular, formula (5) contains the parameters k̄ and d? 

reg, which 
(so far) could only be determined experimentally. It therefore would be desireable 
to develop a formula which computes the complexity of our attack for given 
HFEv- parameters n, D, a and v. 
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ABSTRACT 
We describe a method that centrally manages Attribute-Based 
Access Control (ABAC) policies and locally computes and 
enforces decisions regarding those policies for protection of 
resource repositories in host systems using their native Access 
Control List (ACL) mechanisms. The method is founded on the 
expression of an ABAC policy that conforms to the access 
control rules of an enterprise and leverages the ABAC policy 
expression by introducing representations of local host 
repositories into the ABAC policy expression as objects or 
object attributes. Repositories may be comprised of individual 
files, directories, or other resources that require protection. 
The method further maintains a correspondence between the 
ABAC representations and repositories in local host systems. 
The method also leverages an ability to conduct policy analytics 
in such a way as to formulate ACLs for those representations in 
accordance with the ABAC policy and create ACLs on 
repositories using the ACLs of their corresponding 
representations. As the ABAC policy configuration changes, the 
method updates the ACLs on affected representations and 
automatically updates corresponding ACLs on local 
repositories. Operationally, users attempt to access resources 
in local host systems, and the ABAC policy is enforced in those 
systems in terms of their native ACLs.  
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1.  INTRODUCTION AND BACKGROUND 
We describe a method for the enforcement of Attribute Based 
Access Control (ABAC) policies in host systems using their 
Access Control Lists (ACLs). The method centrally manages 
ABAC policies using a Policy and Attribute Administrative Point 
and a database for storing attributes and policy information in 
what we refer to as the Minimum ABAC implementation. 

The Minimum ABAC implementation also includes a Policy 
Analytics Engine, that computes Access Control Lists (ACLs) in 
terms of local host repositories that are represented as ABAC 
objects or object attributes. As a consequence of the method, 
ABAC policies are enforced over user access requests to 
resource repositories in local host systems in terms of their 
ACLs.   

An ACL is a simple mechanism that dates back to the early 
1970s and remains in widespread use to protect resource 
repositories of varying types (e.g., files and directories). Each 
resource repository is associated with an ACL that stores the 
users and their approved access rights for the repository. The 
list is checked by the access control system to determine if 
access is granted or denied. Lists need not be excessively long 
if groups of users with common access rights to the repository 
(rather than individual members) are attached.  

The principal advantages of ACL mechanisms are that they 
are extremely efficient when computing access decisions and 
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help simplify the review of users’ access rights to a repository. 
Another advantage is that they allow access to a repository to 
be easily revoked by simply deleting an ACL entry, or deleting 
a user or group membership of an ACL entry. However, because 
ACLs make it difficult to determine the access rights users have 
to repositories, ACLs are cumbersome when managing access 
capabilities of users.  

Attribute-Based Access Control (ABAC) represents the 
latest milestone in the evolution of authorization approaches 
[1]. ABAC is an access control method wherein user requests to 
perform operations on resources are granted or denied based 
on the assigned attributes of the user, the assigned attributes 
of the resource, and a set of policies that are specified in terms 
of those attributes.   

A key ABAC advantage is how easily it manages policy. 
When a user enters on duty or when a user’s job function, 
authority, affiliations, or any other user characteristic changes, 
an administrator simply assigns/reassigns the user to the 
appropriate attributes, and the user automatically gains 
appropriate access capabilities to system resources. Similarly, 
when a resource is created or different accesses to a resource 
are required, appropriate object attribute assignments are 
created/deleted, automatically enabling policy-preserving 
user access rights to the resource.  

ABAC implementations typically include four layers of 
functional decomposition working together to bring about 
policy-preserving access control: Enforcement, Decision, 
Access Control Data, and Administration. Among these 
components is a Policy Enforcement Point (PEP) that traps 
access requests and enforces policy. To determine whether to 
grant or deny access, the PEP submits the request to a Policy 
Decision Point (PDP). The PDP computes and returns a decision 
to the PEP based on policy and attribute information stored in 
one or more databases (access control data). Information is 
managed in the policy and attribute store through an ABAC 
system administrative API.  

There are currently two standards [2] that address these 
ABAC features: Extensible Access Control Markup Language 
(XACML) [3] and Next Generation Access Control (NGAC) [4, 5, 
6]. For both standards, there exist open-source and 
commercial-compliant implementations. While these 
implementations deliver ABAC’s administrative advantages, 
not all ABAC implementations enable efficient policy 
analytics—the ability to answer key questions regarding the 
access state.   

In many ways, the method offers the best of both ABAC and 
ACLs. By leveraging an ABAC implementation, the method 
provides a means of access control policy support that goes 
beyond what is feasible through direct management of ACLs. 
For instance, enforced policies may combine privileges of sub-
policies (e.g., discretionary access control and role-based 
access control) and may consider denials for expressing 
privilege exceptions to sub-policies. By expressing policies in 
terms of combinations of user attributes, the method requires 
the creation and management of fewer attributes than the 
number of otherwise required groups. By conducting policy 
enforcement and decision-making using ACLs, the method 
provides enhanced performance in granting or denying user 
access requests beyond what is possible using an ABAC system 
alone. This enhanced performance is not only desirable in 
applications that manually access system resources on an 
individual basis, but is absolutely essential in such 
environments as big data processing and supercomputing, that 

require batch processing. Although ACLs preclude the ability to 
answer important policy review questions, the method allows 
the full breadth of policy analytics that is permissible to ABAC 
in general including the identification of the access capabilities 
of a user. Perhaps most appealing, the method achieves 
enforcement of ABAC policies in local host systems with 
minimal or no required changes to those systems beyond 
implementation of agent software. 

2.  MINIMUM ABAC REQUIREMENTS 
The method of central management of ABAC policies and local 
enforcement of those ABAC policies through ACLs on local host 
repositories is dependent on an efficient means of conducting 
policy analytics in an ABAC system. Determining what group of 
users can access a resource with an access right (e.g., read or 
write) is especially crucial. The open source implementation, 
Harmonia 1.6, is an NGAC reference implementation on GitHub 
that exemplifies an ABAC implementation with the capability 
to efficiently conduct policy analytics [7]. Annex A of [6] 
describes, in detail, a linear-time algorithm to calculate the 
access rights a user has to objects representing protected 
resources based on the work published in [8]. The algorithm 
can also be easily adapted to make various other key policy 
determinations such as identifying the access rights a group of 
users have to protected resources.   

Although a PEP and PDP are normally included in an ABAC 
implementation, the method does not depend on these 
components since the functions of enforcing ABAC policy and 
computing decisions are achieved by the local host’s ACL 
mechanism. What is required of the ABAC system, in addition 
to conducting policy analytics, is the ability to administer and 
store policies and attributes.  We generally refer to this 
administrative component as the Policy and Attribute 
Administrative Point, although XACML does not prescribe a 
means of managing its attributes.  

3.  METHOD 
The method for centralized ABAC policy management and local 
host enforcement of ABAC policies using native host ACLs 
includes the following steps: 

• Expressing an ABAC policy that defines privileges, or 
privileges and prohibitions, of users using a policy and 
attribute administration point for configuring the 
authorization data of a centralized ABAC system that, in 
part, defines policies in terms of objects and object 
attributes; 

• Introducing representations of resource repositories 
needing protection in local systems that protect their data 
using ACLs into the ABAC policy expression as objects or 
object attributes;  

• Establishing a one-to-one correspondence between the 
representations of resource repositories and actual 
resource repositories; 

• Formulating ACLs for representations in accordance with 
the ABAC policy by determining the group of users that can 
exercise the access right for each access right (e.g., read, 
write) relevant for a representation r; 

• Creating a group on the local system with user members 
for each determined group and hosting the resource 
repository corresponding to representation r, using agent 
software; 
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• Creating a user account, if one does not yet exist, for each 
user member of each created group on the local system 
hosting the resource repository corresponding to 
representation r, using agent software; 

• Creating an ACL on the resource repository corresponding 
to representation r, using the ACL formulated for 
representation r and agent software; 

• When required, altering the expression of ABAC policy 
using the policy and attribute administration point of the 
centralized ABAC system and mandating the update of 
ACLs of each representation affected by the alteration; 

• Updating group memberships, user accounts, and ACLs on 
local systems with resource repositories that correspond 
to affected representations using agent software. 

Although the method could be implemented in different 
ways, Figure 1 illustrates a preferred approach that includes a 
Control Center surrounded on three sides by an Administrator, 
a Minimum ABAC implementation, and a local Host System. 
 

 
 

Figure 1: A preferred architecture of method 
 
Administrators express ABAC policies, introduce 
representations of local repositories into the policy expression, 
and instruct the creation of ACLs for repositories as 
administrative commands using the administrative API of the 
ABAC Control Center. The Control Center provides status and 
resulting information in reply to administrative commands. 
The Minimum ABAC Implementation consists of a Policy and 
Attribute Administrative Point, a Policy Analytics Engine, and a 
database for storing ABAC Policies and Attributes. In addition, 
the method may store correspondences between repositories 
and representations in the database. 

The Control Center, through the Policy and Attribute 
Administrative Point, creates and manages ABAC policies and 
attributes that are stored in computer memory and/or on disk 
referred to here as the database. The Control Center issues 
commands to the Policy and Attribute Administrative Point for 
managing attributes and policies. The Policy and Attribute 
Administrative Point implements administrative routines that, 
when executed, create and delete information stored in the 
database. These administrative routines may pertain to 
viewing or reading database information, which would be 
returned to the Control Center.    

The Host System normally implements a File System 
comprised of repositories of files and directories and normally 
maintains an access control system with data comprising ACLs, 

groups, and user identities. In addition to these native 
components, the method implements Agent software on the 
Host System with administrative privileges for identifying and 
viewing repositories and creating, deleting, and updating 
groups, user identities, and ACLs for repositories. The main 
function of Agent software is to translate centralized Control 
Center administrative commands to native host administrative 
commands. Although the commands issued to Agent software 
by the Control Center may be uniform across a variety of Host 
Systems, Agent software on Host Systems are specific to the 
ACL, group, and user semantics of a host and, in this case, Host 
i. Agent software response to the Control Center may be 
uniform across Host Systems. Agent commands to the File 
System and commands to the host access control system are 
host-specific. Similarly, status and data returned to the Agent 
from the File System and access control system status 
information returned to the Agent are also host-specific.      

The Control Center, through Agent software identifies 
repositories requiring protection in the File System, creates a 
representation of each such repository as either an object or an 
object attribute in the ABAC Policy using the Policy and 
Attribute Administrative Point, and creates a correspondence 
between the representation and repository in the database.  

The Control Center, through the Policy Analytics Engine, 
computes ACLs with required groups for representations in 
accordance with ABAC Policies and Attributes stored in the 
database and subsequently creates ACLs for corresponding 
repositories, creates groups, and, if necessary, creates user 
identities in the host access control system using host agent 
software. To complete this function, the Control Center passes 
a representation (an object or object attribute) to the Policy 
Analytics Engine, which then issues read commands to the 
database resulting in the returns of requested ABAC policy and 
attribute data. Once the Policy Analytics Engine computes an 
ACL with required groups, that information is passed back to 
the Control Center.     

The Control Center, through the Policy and Attribute 
Administrative Point, may update ABAC policies and/or 
attributes stored in the database. In such cases, the Control 
Center instructs the Policy Analytics Engine to re-compute 
ACLs and Groups for affected representations. Using Agent 
software, ACLs are updated for corresponding repositories, 
groups, and, if necessary, creates/deletes user identities in the 
host access control system.  

The Policy and Attribute Administrative Point and Policy 
Analytics Engine could be built as modules of the Control 
Center on the same machine. The database could be hosted on 
that machine, or these components could reside as 
independent network components. Although portrayed as a 
single store, the attributes and policies may physically reside in 
different stores. In the case that the method provides ABAC 
support to a single host system, the Control Center, the entire 
Minimum ABAC Implementation, and the Agent could reside on 
that host system. 

4. ILLUSTRATIVE EXAMPLE 
Figure 2 illustrates an example directory structure of a file 
system on a host system owned by a Bank to serve as a running 
use case to highlight the features of the method. The structure 
includes a root directory (“Products”) with two subdirectories 
(“loans” and “accounts”), each with subdirectories (e.g., loans 2 
and accounts 1) for storing and organizing loan and account 
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products as files and with respect to the branches of the bank. 
For instance, loans 2 maintains loan files belonging to branch 
2.  

Although ACL features for protecting resource repositories 
can vary from system to system and different terminology is 
sometimes used to express the same feature, we identify 
semantics common to most if not all ACL mechanisms.  

• ACLs on directories are treated differently than ACLs on 
files. 

• Read on a directory implies the right to list children of 
the directory.  

• Write on a directory implies the right to create/delete 
children of the directory. 

• Read and write on a file implies the same right. 
• ACLs on a directory or file can inherit or block ACLs of 

parent directories. 

 
Figure 2: Example directory structure 

In addition to the directory structure illustrated in Figure 2, we 
assume these ACL semantics for the purposes of our illustrative 
example. 

4.1 ABAC Policy Expression 
The method begins with the creation of an ABAC policy using 
the Policy and Attribute Administrative Point of an ABAC 
implementation. Figure 3 is an illustration of an example bank 
policy in terms of NGAC policy elements and relations wherein 
users (e.g., u1, u2) and user attributes (e.g., Teller, Branch1) are 
shown on the left side of the graph, and object attributes (e.g., 
Accounts 1 and Loans) and objects (e.g., loan-1, o2) are on the 
right side. The arrows denote assignments and imply a 
containment relation (e.g., loan-1 is contained in loans 2, Loans, 
Br2 Products, Products, and RBAC). The policy takes into 
consideration two sub-policies referred to by NGAC as policy 
classes: RBAC and BranchAccess.  

Access rights to perform operations are acquired through 
associations. The dashed lines illustrate association relations. 
By ua---ars---oa, we denote an association where ua is a user 
attribute, ars is a set of resource and/or administrative access 
rights, and oa is an object attribute1. The ars depicted in Figure 
3, pertain to both resource access rights and administrative 
access rights. The r and w are read and write, resource access 

                                                 
1 For the purposes of this paper, we specify an association 
using a simpler notation than formally specified in the NGAC 
standard. 

rights, and c-ooa and d-ooa are administrative access rights for 
“creating an object in object attribute” and “deleting an object 
in object attribute.” The meaning of an association ua---ars---oa 
is that the users contained in ua can execute the access rights 
in ars on the policy elements referenced by oa. The set of policy 
elements referenced by oa is dependent on (and meaningful to) 
the access rights in ars. For instance, the association Loan 
Officer---{r, w, c-ooa, d-ooa}---Loans pertains to capabilities to 
read and write objects (representing files) contained in Loans 
(i.e, o2 and loan-1) and create and delete object assignments (a 
type of relation) in Loans, Loans 1, and Loans 2.  

 
Figure 3: Example policy configuration 

Collectively, associations and assignments indirectly 
specify privileges with respect to policy classes of the form (u, 
ar, e), with the meaning that user u is permitted (or has a 
capability) to execute the access right ar on element e, where e 
can represent an object attribute or object.  

NGAC includes an algorithm for determining privileges 
with respect to one or more policy classes and associations. 
Specifically, (u, ar, e) is a privilege if and only if, for each policy 
class pc in which e is contained, the following is true: 

1. The user u is contained by the user attribute of an 
association; 

2. The element e is contained by the attribute at of that 
association; 

3. The attribute at of that association is contained by the 
policy class pc; and 

4. The access right ar is a member of the access right set of 
that association. 

Table 1 lists the derived privileges for the policy configuration 
depicted in Figure 3. 

Table 1. List of derived privileges for Figure 2 
(u1, r, o1), (u1, w, o1), (u2, r, o2), (u2, w, o2), (u2, r, loan-1), 
(u2, w, loan-1), (u3, r, o2), (u3, w, o2), (u3, r, loan-1), (u3, 
w, loan-1), (u1, c-ooa, Accounts 1), (u1, d-ooa, Accounts 1), 
(u2, c-ooa, Loans 1), (u2, d-ooa, Loans 1), (u3, c-ooa, Loans 
2), (u3, d-ooa, Loans 2), (u4, r, o1), (u4, r, o2), (u4, r, o3), 
(u4, r, loan-1) 
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In addition to assignments and associations, NGAC includes 
prohibitions or deny relations. In general, deny relations 
specify privilege exceptions. Among these prohibitions is a 
user-based deny, denote by, u_deny(u, ars, pe), where u is a 
user, ars is an access right set, and pe is a policy element used 
as a reference for itself and the policy elements contained by 
the policy element. The meaning is that user u cannot execute 
access rights in ars on policy elements in pe. User-deny 
relations can be created by an administrator. An administrator, 
for example, might impose a condition wherein no user is able 
to alter their own loan file, even if the user is assigned to Loan 
Officer with capabilities to read/write all Loans. The u-deny 
relation depicted in Figure 3, prohibits u2 from writing to loan-
1. This privilege exception is reflected in Table 1 using red font. 

A natural language description of the policy expressed by 
Figure 3 is as follows: 

• Tellers can read and write accounts objects in all branches.  
• Tellers can create and delete accounts objects in the 

branches for which they are assigned. 
• Loan Officers can read and write loans objects in all 

branches. 
• User u3 (a Loan Officer) cannot write to Loan-1.   
• Loan Officers can create and delete loans objects in the 

branches to which they are assigned. 
• An Auditor can read account and loan products in all 

branches. 

4.2 Creating ACLs for Representations 
The method leverages an ABAC policy expression by 
introducing representations of host repositories as either an 
object attribute in the case of a directory or an object in the case 
of a file. The method further maintains a correspondence 
between the ABAC representations of the repository and the 
actual repository in host systems. In Figure 3, Accounts 1, 
Loans 1, Loans 2, Accounts, Loans, Products, and loan-1 are 
in bold to indicate that they represent host system repositories 
in the directory structure depicted in Figure 2.  

Figure 4 illustrates an establishment of a correspondence 
between Loans 2 in the ABAC configuration and loans 2 in the 
directory structure of the local host file system. 

 

 
Figure 4: Correspondence between the representation of 
Loans 2 in the ABAC system and loans 2 in the local host 
File System. 
 

Once a representation has been established, the method 
conducts a policy review in such a way as to formulate an ACL 
for the representation in accordance with the ABAC policy. A 
central aspect of the policy review involves determining the 
group of users who can perform specific operations (e.g., read 
and write) on the representation or on an object contained in 
the representation. Since the meaning of an ACL differs for 
directories and files, the logic of the Policy Analytics Engine 
may make a distinction between representations of files, 
directories containing files, and directories that do not contain 

files. For the purposes of this paper we assume a Policy 
Analytics Engine that makes such a distinction. In describing its 
logic, we use the notion of a “Custom” ACL to indicate the 
blocking of ACL privilege inheritance of parent directories. 

Let us consider loan-1, a representation of the file loan-1. 
To read loan-1 a user needs to be assigned to Loan Officer or 
Auditor. The group of users that meet this criterion are u2, u3, 
and u4. To write loan-1 a user needs to be assigned to Loan 
Officer. The group of users that meet this criterion are u2 and 
u3. However, in accordance with the overall policy, u2 is denied 
the ability to write to loan-1, and, as such, user u2 is not 
included in the group for writing. Any convention can be used 
for naming groups. In our example, we will use gr1 for the 
group that can read and gr2 for the group that can write to 
loan-1 in deriving an ACL for loan-1: 

       loan-1: Custom 
                   gr1, r; gr2, w -- where gr1=u2, u3, u4, and gr2=u3  

The ACL is designated as “Custom” to indicate that it does 
not inherit access rights from its parent directory (loans 2). In 
the case of a representation of a directory containing files, the 
logic creates a custom ACL for the directory and an ACL for 
inheritance by the files (the directory’s children). While 
establishing correspondence with a directory repository that 
contains files, the logic also creates an arbitrary-unique object 
and assigns that object to the repositories representation if no 
object is currently assigned to the representation. The red 
object to object-attribute assignments in Figure 3 illustrates 
such an assignment. To read an object in Loans 2 under the 
policy of Figure 3, a user needs to be assigned to Loan Officer 
or Auditor. We will refer to the group of users that meet this 
criterion as gr3. To write to an object in Loans 2, a user needs 
to be assigned to Loan Officer. We refer to that group of users 
as gr4. Now, let us consider the groups that can list and 
create/delete the children of Loans 2.  

In general, a user needs to have permissions to list children 
for all directories along the path to a file for which they have 
read access. In the case of a representation of a directory of any 
type, this group would correspond to the users with read 
access to an object contained in the representation. In the case 
of Loans 2, that is gr3.  

Now, let us consider the group of users that can 
create/delete children. This group of users would correspond 
to the users that can create/delete objects in Loans 2. In 
accordance with the policy, these users would be required to 
be assigned to both Loan Officer and Branch 2, namely u3. 
Given that read on a directory implies list and write on a 
directory implies create/delete children, we can derive the 
follow ACL for Loans 2.    
 
    Loans 2: Custom  
              file (inherit) – gr3, r; gr4, w   
              directory – gr3, r (list); gr5, w (create/delete   children) 
                  -- where gr3=u2, u3, u4; gr4=u2, u3; and gr5=u3  
       

Because file level permissions apply to children (files) of 
the directory, ACL file inheritance is specified. Again, due to its 
designation as “Custom,” this ACL file inheritance is blocked for 
loan-1, enabling the preservation of u2’s denial to write to 
loan-1. Using the same approach used for Loans 2, an ACL can 
be created for Loans 1 and Accounts 1 that also contain files: 
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     Loans 1:  Custom 
               file (inherit) – gr6, r; gr7, w   
               directory – gr6, r (list); gr8, w (create/delete children)  
                        -- where gr6=u2, u3, u4; gr7=u2, u3; gr8=u2 
 
     Accounts 1:  Custom 
                     file (inherit) – gr9, r; gr10, w   
                     directory – gr9, r (list); gr11, w (create/delete 
                        children)     
                        -- where gr9=u1, u4; gr10=u1; gr11=u1 

Now, let us consider representations of directory 
repositories that do not contain files. For these 
representations, a read (list) ACL is required. Given a user 
needs to have permissions to list children for all directories 
along the path to a file for which they have read access, the 
Policy Analytic Engine could simply identify the users who can 
read an object contained in the representation. Applying this 
approach to Loans, Accounts, and Products, we formulate 
their ACLs:  

    Loans:  Custom 
              directory – gr12, r (list) -- 
                  where gr12=u2, u3, u4 

    Accounts:  Custom 
                     directory – gr13, r (list) -- 
                        where gr13=u1, u4 

    Products:  Custom 
                     directory – gr14, r (list) -- 
                        where gr14=u1, u2, u3, u4  

4.3 Creating Host Access Control Data 
The method further creates corresponding group(s) as well as 
user account(s) and an ACL on the local host repositories using 
the computed group and the ACL of the corresponding 
representation. Figure 5 depicts the creation of such access 
control information on a local host system regarding loan-1. 

 
Figure 5: Creation of accounts, groups, and ACLs in local 
host access control system corresponding to loan-1. 

 

Subsequently to creation of access control information 
pertaining to loans-1 the method could create access control 
information pertaining to Loans 2, as shown in Figure 6. 

 
Figure 6: Creation of accounts, groups, and ACLs in local 
host access control system corresponding to Loans 2. 

 

4.4 Updating Host Access Control Information 
As the ABAC policy changes, the method updates appropriate 
accounts, groups, and ACLs pertaining to affected 
representations and automatically updates ACLs on 
corresponding local repositories. Consider the update of the ABAC 
policy of Figure 3 as indicated in Figure 7. 
 

 
Figure 7: Updating ABAC policy. 
 

Under the updated policy, user u3 has been deleted and 
replaced by user u5, a new Loan Officer in Branch 2. Loans 2 is 
affected by this policy change, and consequently, the logic 
automatically updates the access control data of the local host 
access control system as illustrated in Figure 8. 
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Figure 8: Local changes to the user accounts, groups, and 
ACLs in correspondence to the updated ABAC policy of 
Figure 4 

5. SYSTEM OPERATION 
Operationally, administrators express ABAC policies, 
introduce representations of local repositories into the policy 
expression, and instruct the creation of ACLs for repositories 
through the administrative API of the ABAC Control Center. 

Host users attempt to access repositories in local host 
systems as they normally would, and ABAC policies are 
enforced in those systems in terms of host ACLs managed by 
the method. Although the examples used to describe the 
method pertain to a single local host, the method allows for 
the centralized management of ACLs in multiple hosts, each 
within an independent administrative domain as shown in 
Figure 9.   

 

Figure 98: Centralized ABAC policy management and local 
decision-making and enforcement across multiple 
security domains 

Because of this use of ACLs, access decisions are computed 
and policy is enforced with an efficiency far superior to an 
ABAC system that includes PEP and PDP components. 

6. RELATED WORK 
The method described in this paper is not the only system used 
for the centralized management of ACLs. In fact, an entire class 
of products exist, referred to as Enterprise Security 

Management Systems (ESMSs), which are used for centralized 
management of authorizations for resources resident in host 
systems and distributed throughout the enterprise. A common 
abstraction used by these systems is that of roles and RBAC in 
general [9, 10]. For instance, roles stored and managed in a 
directory are used to formulate groups used on ACLs or create 
ACLs in accordance with role membership and permissions 
directly associated with roles. The Role Control Center (RCC) 
[11] is a robust implementation that makes use of much of the 
entire RBAC abstraction. RCC supports an ESMS model with 
general role hierarchies, static separation of duty constraints, 
and an advanced permission review facility (as defined in 
NIST’s proposed RBAC standard [12]). The RCC server is 
responsible for mapping selected subgraphs of the role graph 
(called views) to user accounts and groups on heterogeneous 
hosts as well as for mapping abstract objects and role 
permissions to actual objects and permission structures (e.g., 
ACLs) on those hosts. For these tasks, RCC, like our method, 
uses agent software running on each host to create/delete 
groups and user accounts, populate the groups with user 
accounts, and set up ACLs according to commands received 
from the RCC server. Consequently, RBAC policies are enforced 
using host ACL mechanisms.  

Although there are architectural similarities with RCC and 
other ESMS products, the method described in this paper is the 
first to achieve enforcement of ABAC policies using host ACL 
mechanisms. The enforced policies are based on combinations 
of user attributes (including but not limited to roles) and object 
attributes. The ACLs that enforce policy are arrived at not 
through one-to-one mapping of roles to groups or role 
permissions to ACLs, but through policy analytics. In particular, 
the method is based on the determination of a group of users 
that can access an object or an object in an object attribute with 
an access right (e.g., read or write) where the source of the 
group may pertain to a multitude of user attributes. 

7. CONCLUSION AND FUTURE WORK 
The method described in this paper enables centralized 
management of ABAC policies for resources repositories 
distributed throughout an enterprise using host ACLs. It 
includes a centralized Control Center surrounded by an 
Administrator, a Minimum ABAC implementation, and Local 
Host Systems. Administrators express ABAC policies, introduce 
representations of local repositories into the policy expression, 
and instruct the creation of ACLs for repositories as 
administrative commands using the administrative API of the 
Control Center. The Minimum ABAC Implementation consists 
of a Policy and Attribute Administrative Point, Policy Analytics 
Engine, and database for storing ABAC Policies and Attributes. 
The Control Center maps the authorization data to the various 
host system ACL mechanisms using the Policy Analytics Engine, 
through agent software implemented on the host systems. The 
Control Center, through the Policy and Attribute 
Administrative Point, may update ABAC policies and/or 
attributes stored in the database. In such cases, the Control 
Center instructs the Policy Analytics Engine to re-compute 
ACLs for affected representations. Using Agent software, ACLs 
are updated for corresponding repositories in their host access 
control systems. Operationally, users attempt to access 
resources in local host systems, and the ABAC policy is 
enforced in those systems in terms of their ACLs. 

All components of the Minimum ABAC implementation are 
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available as open source. As such, given ABAC policy decision 
and enforcement are conducted using native host ACL 
mechanisms, the only components necessary for 
implementation of the method are the Control Center and host-
agent software.   

To date we have conducted a variety of experiments to 
demonstrate the viability of the method, to include 
development of agent software for the Windows operating 
system. We plan on development of agent software for other 
operating environments along with the development of a 
Control Center component. In addition, we are using a subset 
of the components available by Harmonia 1.6 to meet the 
requirements of the Minimum ABAC implementation. 
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Abstract—Data sent over the Internet can be monitored and 
manipulated by intermediate entities in the data path from the 
source to the destination. For unencrypted communications (and 
some encrypted communications with known weaknesses), eaves-
dropping and man-in-the-middle attacks are possible. For en-
crypted communication, the identifcation of the communicating 
endpoints is still revealed. In addition, encrypted communications 
may be stored until such time as newly discovered weaknesses 
in the encryption algorithm or advances in computer hardware 
render them readable by attackers. 

In this work, we use public data to evaluate both advertised 
and observed routes through the Internet and measure the extent 
to which communications between pairs of countries are exposed 
to other countries. We use both physical router geolocation as 
well as the country of registration of the companies owning 
each router. We fnd a high level of information exposure; even 
physically adjacent countries use routes that involve many other 
countries. We also found that countries that are well ‘connected’ 
tend to be more exposed. Our analysis indicates that there exists 
a tradeoff between robustness and information exposure in the 
current Internet. 

Index Terms—Measurement, Privacy, Internet 

I. INTRODUCTION 

Data sent over the Internet can be monitored and manip-
ulated by intermediate entities in the path from the source 
to the destination. For unencrypted communications (and 
some encrypted communications with known weaknesses), 
eavesdropping and man-in-the-middle attacks are possible. For 
encrypted communication, the identifcation of the communi-
cating endpoints is still revealed. This is important for certain 
security sensitive communications (e.g., communication be-
tween military commands and units). In addition, encrypted 
communications may be stored until such time as newly dis-
covered weaknesses in the encryption algorithm or advances 
in computer hardware render them readable by attackers. This 
kind of attack is especially dangerous as quantum computers, 
that can break widely used public key encryption, become a 
reality. 

This work is an attempt to quantify this global information 
exposure in the Internet by measuring the extent to which 
communications between pairs of countries are exposed to 
other countries. We focus on the routers relaying the packets 
in Internet communications and use two publicly available 

datasets to evaluate both advertised and observed routes 
through the Internet. 

With the frst dataset, we focus on the physical geolocation 
of the routers. Every router resides within a unique national 
boundary and is required to operate according to the laws 
of that nation. Thus, the data traversing the nation may be 
exposed to government eavesdropping or control. This dataset 
was essentially traceroute data from a worldwide collection 
of monitors (probing sites). We determined the country of 
residence of each router by geolocating it Internet Protocol (IP) 
address and used that to convert the router paths to country 
paths. This gives us a security model in which each router is 
mapped to their country of residence. Whether or not countries 
use due process and/or provide transparency for such data 
access does not affect our results. 

With the second dataset, we focus on the legal ownership of 
the routers. Every router is part of an autonomous system (AS) 
and every AS is owned by a company that has a country of reg-
istration. In this approach, we map each router to the country 
in which their AS is registered. This models companies abiding 
by the laws of their country of registration and providing 
access to the routers that they own. This may be required 
in some countries or optional in others for assets outside of 
the physical boundary of the country. These distinctions are 
irrelevant for our research as we are evaluating worst case data 
exposure. This dataset was from BGP router tables where we 
converted advertised routes to country paths through mapping 
ASs to their country of registration. 

Using these two datasets we performed several experiments. 
In the frst experiment we evaluated how well the data from 
a set of monitors (BGP routing tables or traceroute prob-
ing sites) in a country ‘generalized’ to other sites in the 
country. This experiment undergirds the utility of the other 
measurements. We then measure the number of countries 
‘involved’ in communication between pairs of countries with 
respect to the distance between the paired countries. We next 
randomly choose increasing sets of untrusted countries to be 
‘excluded’ from communication exchanges. We saw how well 
pairs of countries could avoid that their communications transit 
through the excluded countries. Lastly, we perform graph 
centrality analyses (closeness, degree, eigenvalue, and load) 
on the graphs generated from using the country paths from 

Gueye, Assane; Mell, Peter; Schanzle, Christopher.
”Quantifying Information Exposure in Internet Routing.”

Paper presented at The 17th IEEE International Conference On Trust, Security And Privacy In Computing And Communications, New York,
NY, United States. August 1, 2018 - August 3, 2018.

SP-450



both datasets. 
Our generalization results showed that it is possible to use a 

small number of monitoring sites within a country, x, in order 
to represent the country to country network traffc of the rest 
of the sites in x to a high degree of coverage. 

With the ‘involved’ country experiments, the geolocation 
and registration data produced very similiar results. We dis-
covered that adjacent countries (on our country communication 
graph of the Internet) still have a high number of involved 
countries between them (those that can view their network traf-
fc). Even more surprising, the number of involved countries 
actually increases as the country graph distance decreases. In 
general the number of involved countries was slightly higher 
for the registration data compared to the geolocation data. 
Lastly, we found that countries were extremely close together 
(usually just 1 or 2 hops for most countries). 

With the ‘excluded’ country experiments, the results from 
the geolocation and registration data differed signifcantly. 
We show that it is insuffcient to use just the geolocation 
data to determine information exposure, as has been done in 
previous work. We show that for a small number of excluded 
countries (e.g., less than 10), in general there is a high chance 
that a country can send data to another country where all 
known routes avoid the excluded countries. However, this 
likelihood decreases extremely rapidly with more than 10 
excluded countries. 

With the country graph centrality experiments, we compute 
the average number of involved countries (between a given 
country to all the other possible destinations) with respect 
to the centrality (closeness, degree, eigenvalue, and load) of 
that country. We show that countries with high centrality 
values (i.e., well connected) tend to have higher information 
exposure. This has been observed with all centrality metrics 
and with both datasets. This observation is consistent with 
the fndings of the ‘involved’ country experiments, where we 
discovered that adjacent countries still have a high number 
of involved countries between them. Indeed, when a country 
has high (say degree) centrality, it has many direct neighbors. 
Since the number of involved countries is high for each 
neighbor, the average is consequently high. This seems to 
suggest that in the current Internet, there is a tradeoff between 
the “connectivity” of a country and its degree of information 
exposure. Indeed, a country that is well connected has many 
alternate paths to each destination (which is desirable for the 
robustness of routing). However, the diversity of paths also im-
plies that many countries (some potentially adversarial) might 
be traversed by the communications to a given destination. 
We are not aware of any other study revealing this robustness-
exposure tradeoff. 

II. DATA DESCRIPTION 

We obtained our data from the public datasets provided by 
the Center for Applied Internet Data Analysis (CAIDA) [1], 
covering the years 2015 and 2016. We collected both Border 
Gateway Protocol (BGP) routing tables to view advertised AS 
routes through the Internet as well as traceroute type data 

from a worldwide set of monitors. We converted both AS 
and router paths into country paths (as described below). A 
challenge is that our datasources reveal Internet paths that 
are both advertised (registration data) and used (geolocation 
data), however, neither dataset reveals how often these paths 
are used. In addition, there likely exist additional routes not 
revealed from our data sources. Our experimental results thus 
are a lower bound on the extent to which information exposure 
is taking place at the country level. This said, it is reasonable to 
assume that our discovered routes cover the primary pathways 
through the Internet. 

A. Geolocated Router Path Data 

Our frst dataset, which we call the ‘geolocated’ data, 
consisted of actual paths discovered through active scamper 
probing [2] (similiar to traceroute) by a worldwide set of 
CAIDA Archipelago (Ark) monitors [3]. We collected all daily 
traces from January 01, 2015 to December 31, 2016 (a total 
of 123 121 fles totaling 2.3 TB). After pre-processing and 
duplicate removal, we ended up with more than 3.1 billion 
distinct probe traces for each year. We then used the Max-
Mind1 service [4] to geolocate each router within a particular 
country and we converted the router paths into country paths. 
While geolocation data of routers can be inaccurate, previous 
work has found that it is more accurate at a country level of 
abstraction [5]. 

B. Autonomous System Path Data 

Our second dataset, which we call the ‘registration’ data, 
consisted of Border Gateway Protocol (BGP) routing tables 
from a worldwide set of routers. This provided advertised 
routes between autonomous systems (ASs). We obtained the 
data using the BGPStream tools [6] to collect data from the 
University of Oregon Routeviews Project [7] from Jan 01, 
2015 to Dec 31, 2016 (a total of 150 GB of raw data). After 
pre-processing and duplicate removal, we ended up with more 
than 2.5 billion path traces for each year. Using other CAIDA 
provided data, we mapped ASs to their countries of registration 
thereby converting the AS paths to country paths. 

III. DATA GENERALIZATION EXPERIMENT 

Both datasets yield country paths through the Internet 
originating from specifc locations or ‘monitors’ (a router 
that provided its BGP tables or a scamper probing site). 
Any particular country will have zero or more monitors. The 
monitors tend to be distributed throughout a country as there is 
little motivation to monitor the same location multiple times. 
Thus, we assume that the monitors have somewhat of a random 
distribution but acknowledge that this is not strictly true. 

To undergird the results of our information exposure ex-
periments, it is necessary to show that the set of monitors 
within particular countries provide suffcient data to represent 
the entire country (that they ‘generalize’). More specifcally, 
the set of country paths yielded by the monitors should closely 

1Any mention of commercial entities or products is for information only; 
it does not imply recommendation or endorsement by NIST. 
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approximate the set of country paths that would be revealed 
in the hypothetical case of having monitors in every location 
within the country. 

We approximately test this by comparing the paths revealed 
by each monitor with the paths revealed by all other monitors 
within a particular country. Let M represent the set of monitors 
in a country. Let R(W ) represent the set of country paths 
revealed by the monitors in set W . Let x ∈ M and Y = M \x. 
For each x, we compute a ratio |R({x}) ∩ R(Y )|/|R({x})|
which we refer to as the ‘generalization ratio’. We then plot 
the mean of all such computed ratios for each country against 
the number of monitors in that country. 

For the registration data, the mean generalization ratio 
increases very quickly to at least .7 with 20 monitors and 
around .9 with 60 monitors. One country had 3303 monitors 
and another 13 912 monitors resulting in generalization ratios 
of .99. For the geolocation data, the mean generalization ratio 
also increases very quickly to at around .8 with just 5 monitors. 
One country had 44 monitors with a generalization ratio of 
around .96. These results show that with a suffcient number 
of monitors within a country, our data generalizes to represent 
the country paths used by a vast majority of the countries. 

IV. INFORMATION EXPOSURE EXPERIMENTS AND 
ANALYSIS 

All experiments were performed on both datasets (geolo-
cation and registration) for both 2015 and 2016. Due to 
space constraints, we limit ourselves to summarizing our 
fndings from the data. Some example results are provided, 
anonymizing the countries as Bespin and Hoth. 

A. Number of Countries Involved in Pairwise Communication 

Our frst experiment is to measure how many countries are 
involved in country to country Internet communications. The 
set of ‘involved’ countries, I(x, y), for a pair of communicat-
ing countries x and y consists of all countries on any recorded 
country path from x to y (excluding both x and y). The 
involved countries represent the minimal set of countries that 
could observe or modify some fraction of the communications 
from x to y. Note that even with encrypted traffc, this mea-
surement matters for certain high sensitivity communications 
(e.g., military commands) as the communicating endpoints are 
revealed. 

1) Experiment: For our experiment, we calculated I(x, y) 
for all paths between all pairs of countries. We did this for 
both the registration and geolocation data. We evaluated each 
source country x individually, creating a fgure to analyze each 
country (an example is shown in fgure 1). For each x we 
plotted each target country y using a fgure with an x-axis 
representing the mean country distance among all paths and 
the y-axis representing the total number of involved countries 
using all paths. We then performed the same analysis but used 
the minimum country distance for the x-axis. 

2) Discussion: We fnd that the number of involved coun-
tries can be high. This is true for both datasets. One large 
wealthy nation has up to 96 involved countries between it and 

Fig. 1. Bespin Mean Involved Country Exposure from Geolocation data for 
2016 

another country. Surprisingly, we fnd this even for countries 
that are adjacent. This indicates that even when countries have 
close proximity (either geographically or logically), the routing 
structure of the Internet will use many non-direct paths. While 
likely necessary and appropriate for dynamic load balancing, 
it has a huge effect in increasing the worst case information 
exposure between countries on the Internet. 

Furthermore, we fnd a relationship between the number 
of involved countries and the distance between the countries 
(i.e., number of intervening countries). The number of involved 
countries generally decreases as the distance increases. This 
result seems counter intuitive and has a great impact on the 
evaluation of the privacy of communications between pairs of 
countries. 

B. Excluding Countries from Communications 

In this experiment we evaluate how easily particular coun-
tries can communicate to all other countries without their 
communications traversing some target set of countries. 

1) Experiment: We execute 20k trials per country. We test 
excluded country list sizes ranging from 0 to 190 using a step 
of 10. For each size, we ran 500 trials; for each trial we choose 
a random destination country and a random set of countries 
to be on the excluded list for that trial. For each country we 
created a fgure showing the mean ratio of paths containing 
no excluded countries over all paths (including data to all the 
other countries in a single fgure). We also plotted the ratio for 
all paths containing excluded countries as well as when the 
paths contained a mixture (some having excluded countries 
and some not). An example fgure is shown in fgure 2. 

2) Discussion: For all countries, as the number of countries 
on the excluded list increases, the ratio of paths containing 
no excluded countries decreases rapidly (a roughly geometric 
or exponential decay depending upon the country). For one 
wealthy large country, an excluded list of size 10 using the 
geolocation data yields a 57% chance of no paths having an 
excluded country (choosing some other country at random as 
the destination). However, increasing the list to 20 reduces the 
chance to just around 37%; at 50 it is 10%. These numbers 
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Fig. 2. Hoth Excluded Country Exposure from the Geolocation Data for 2016 

vary dramatically given specifc scenarios with set country 
pairs and should not be used to evaluate the overall state of 
privacy for Internet communications. 

Performing the same example evaluation using the regis-
tration data changes the results to around 9%, 6%, and 2% 
respectively. This shows that evaluating information exposure 
using just the geolocation data is insuffcient as the registration 
data has signifcantly different result values (although the sim-
ilarly shaped functions). To our knowledge, all past research in 
this area has focused solely on using the geolocation data (or 
they used the router registration BGP data as a substitute for 
router geolocation, which we show in section V to be fawed). 

C. Comparison to Country-Country Communication Graph 

We also analyzed the overall communication graphs using 
centrality metrics. To our knowledge, these are novel results 
as we focus on centrality measurements for the Internet as a 
whole from the perspective of country to country communi-
cations. 

1) Experiment: In this experiment we take the following 
types of centrality metrics: closeness, degree, eigenvalue, 
and load. Degree centrality indicates the number of nodes 
connected to a given node. Closeness centrality measures the 
mean distance from a vertex to other vertices. Eigenvalue 
centrality is a measure of the structural importance of nodes, 
proportional to the structural importances of their connected 
neighborhood. The load centrality of a node is the fraction of 
all shortest paths that pass through that node. 

The experiment works as follows. First, we generate a 
country-level communication graph by: (1) merging all routers 
(or ASs) within a same country into one node and removing 
all loops; (2) considering links between routers (or ASs) in 
different countries as links between the nodes representing 
the countries (all multi-edges are removed). Second, for each 
country (which represents a node in the graph) and for each 
centrality metric, we compute the average number of involved 
countries to all possible destinations from that country. We 
fnally scatter-plot the average number of involved countries 
as a function of the value of the centrality metrics. An example 

Fig. 3. Node Closeness Centrality for 2016 Geolocation Data 

result is provided in fgure 3 (the rest are omitted due to space 
limitations. 

2) Discussion: We fnd that the general trend is that as the 
centrality values of the nodes increase, the average number 
of involved countries increases. In other terms, as a country 
is more connected, its information exposure increases in the 
sense that there are more countries that might be involved in a 
communication between that country and a random destination 
in the world. 

The observations above are consistent with what we have 
found with our ‘involved’ countries experiment. For recall, 
we observed that adjacent countries still have a high number 
of involved countries between them. As involved countries 
are determined using routes discovered in the dataset, this is 
equivalent to saying that even for pairs of countries between 
which there is a direct communication path, there exist many 
alternate and independent paths that go through at least one 
other country. Hence, if a country has many neighbors (in the 
communication graph), there will exist many such alternate 
paths (going through third countries), and the average num-
ber of involved countries will be large. This could also be 
explained by the dis-assortativity [8] property of the Internet, 
which states that “nodes with high centrality metric tend to 
be connected together”. A consequence of this is that those 
nodes will tend to form together a very well-connected sub-
graph with many independent paths. On the other hand, as the 
distance between the two countries increases, there will be 
less of those independent paths, resulting to a lower average 
of involved countries. 

Having many independent paths is by itself a well-desired 
property for the robustness of the Internet. Our study shows 
that there is an unintended cost to this robustness: the exposure 
of information. Since the Internet routing is based on “best 
effort”, any of the alternate paths can be used for a given 
communication between two countries. However, with more 
alternate paths between two countries, there is a greater risk 
that their communications transit via an un-trusted country, 
hence increasing their information exposure. To our knowl-
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edge, this paper is the frst study that reports on this tradeoff 
between robustness and information exposure. 

V. RELATED WORK 

[9] is most similar to our work in that they evaluate routes 
to determine their information exposure at a country level 
of abstraction. It uses traceroute and due to limitations of 
their measurement infrastructure, they limit their analysis to 
fve countries. They focus on measurements of regular users 
accessing the Alexa Top 100 websites and provide related 
analytics on specifc countries. In contrast, our work is focused 
on information exposure measurements for the movement of 
high sensitivity data of interest to foreign nation-states. Instead 
of being limited to just a few countries, our approach using 
publicly available datasets can be applied to all countries. 
Of perhaps greater importance is that our work did not just 
evaluate router geolocation dataset as in [9], it includes router 
country of registration data as well. 

[10] and [11] use BGP data for an analysis of nation-
state routing. However, they use BGP data to approximate 
the country of residence of each router on a path. At the 
AS level of granularity, the country location of the specifc 
routers used in a path cannot be accurately determined [9]. To 
easily see this, consider the Internet backbone provider Level 
3. They own routers throughout the world, on every continent, 
and yet their country of registration is the United States [1]. 
Using the Level 3 Internet backbone, communications paths 
can physically traverse the entire globe and yet appear using 
the BGP data to stay within the United States. We use the 
more accurate geolocated traceroute data for this purpose and 
uniquely use the BGP data to show the countries that have 
infuence over the companies owning the routers (regardless 
of their physical location). Both perspectives are important and 
our work is the frst to take both into account. 

[12] and [13] evaluate how groups of countries could 
collude to partition up the Internet into isolated chunks in order 
to prevent pairs of countries from communicating. The two 
papers use geolocated router paths converted to country paths 
as we do but focus on using them to measure the possibility of 
active attacks as opposed to measuring information exposure. 

VI. CONCLUSION 

We have quantifed the information exposure in the global 
Internet with respect to countries having access to (or even 
modifying) data in transit between other countries. Our ex-
periments covered all countries and we presented here the 
results for two representative countries. We have found that 
the level of exposure is signifcant. Even for communicating 
countries that are physically adjacent, many paths involving 
other countries are used. Physical proximity does not guarantee 
private communications. Our study has also shown that there 
is an apparent tradeoff between robustness and information 
exposure in the global Internet. 

Our results motivate enhanced security with respect to 
international communications that may be of interest to foreign 

entities. We assume that strong encryption for such communi-
cations is already being implemented. Enhancements may be 
made in the area of hiding the communicating endpoints for 
communications in which this is relevant (e.g., communicating 
intelligence centers or military commands). The use of proxies 
and anonymous routing services can be assistive (although 
network throughput can then suffer and such services have 
had vulnerabilities). A remaining danger is that strongly 
encrypted traffc will be stored and then decrypted once 
quantum computers are accessible to nation states or until 
used cryptographic algorithms have been broken. Our fndings 
on information exposure then promotes the changeover to 
quantum resistant encryption. 

Lastly, our work has shown that it is possible to model 
the communications between countries to determine the in-
formation exposure. Our work is thus a template for how 
others can perform this calculation for operational use. Using 
our approach, allied countries can evaluate their Internet 
communications and determine a lower bound on which other 
countries have the access to eavesdrop on their traffc. If that 
set of countries contains only allies, the risk of information 
exposure is diminished (but not eliminated). If not, additional 
security measures should be considered for highly sensitive 
data. 
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ABSTRACT  

Surface plasmon resonance microscopy (SPRM) is a powerful label-free imaging technique with spatial resolution 
approaching the optical diffraction limit.  The high sensitivity of SPRM to small changes in index of refraction at an 
interface allows imaging of dynamic protein structures within a cell. Visualization of subcellular features, such as focal 
adhesions (FAs), can be performed on live cells using a high numerical aperture objective lens with a digital light 
projector to precisely position the incident angle of the excitation light. Within the cell-substrate region of the SPRM 
image, punctate regions of high contrast are putatively identified as the cellular FAs.  Optical parameter analysis is 
achieved by application of the Fresnel model to the SPRM data and resulting refractive index measurements are used to 
calculate protein density and mass.  FAs are known to be regions of high protein density that reside at the cell-
substratum interface.  Comparing SPRM with fluorescence images of antibody stained for vinculin, a component in FAs, 
reveals similar measurements of FA size.  In addition, a positive correlation between FA size and protein density is 
revealed by SPRM.  Comparing SPRM images for two cell types reveals a distinct difference in the protein density and 
mass of their respective FAs.  Application of SPRM to quantify mass can greatly aid monitoring basic processes that 
control FA mass and growth and contribute to accurate models that describe cell-extracellular interactions. 
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1. INTRODUCTION  
Focal adhesions (FAs) are specialized multi-component protein complexes that permit communication between the 
interior of the cell and the extracellular matrix via integrin receptors and the actin cytoskeleton [1].  FAs contain many 
known proteins [2] and are involved in mechanical and chemical signaling.  FA signaling is involved in a variety of 
cellular functions such as cell growth, morphogenesis, and cancer metastasis [3, 4].  Fluorescence microscopy is a 
primary tool used to quantitatively study FA morphology and dynamics [5]. This either requires immunofluorescent 
labelling of FAs or FAs with attached fluorescent labels. Therefore, only specifically labelled FA components can be 
visualized.  Total internal reflection fluorescence microscopy (TIRFM) is one method used to create high resolution FA 
images [6].  The TIRFM evanescent wave is used to selectively probe fluorescence near the cell-substrate interface, 
allowing access to FA protein nanoarchitecture which resides well within 150 nm of the surface [7].   

A technique such as surface plasmon resonance microscopy (SPRM) has the potential to be a useful orthogonal 
technique to that of fluorescence microscopy.  It is a label-free surface sensitive imaging technique that uses 
conventional microscopy objectives to provide a mass and density measurement for FAs.  This type of measurement 
fundamentally integrates all the protein assembly processes occurring in the FA growth process. Surface plasmon 
resonance (SPR) essentially measures the refractive index of a material at a thin metal surface [8].  The resonance 
minimum of SPR is sensitive to material near the surface and has the sensitivity to detect changes in surface protein 
binding [9].  SPR imaging is an approach to SPR that provides the ability to monitor spatial changes in reflectivity at an 
angle that is close to the resonance minimum [10].  These reflectivity values of the SPR image can be converted into 
index of refraction values by using the Fresnel model.  SRPM is an extension of SPR imaging through a high numerical 
objective [11].  It provides the advantage of high magnification and compatibility with other microscopic imaging 
techniques.  However, achieving the necessary spatial resolution needed to visualize subcellular features has been 
elusive until recently. 
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We have developed an SPRM system that is ideally suited to measuring subcellular components such as focal adhesions 
[12].  Essentially, an incident arc of light, shaped by a digital light projector, illuminates a gold coated coverslip through 
a high NA microscope objective at a selected excitation angle and captures the reflected image on a CCD camera.  By 
limiting the angle of excitation light, the SPR signal to noise ratio is enhanced and this allows near-diffraction limited 
lateral resolution with 150 nm penetration depth above the substrate.  This spatial resolution enables visualization of 
subcellular organelles, such as cellular focal adhesions.  Obtaining SPRM images through a high NA objective requires 
us to correct for optical aberrations prior to using the Fresnel model which provides optical parameters such as index of 
refraction [13].  Here we interpret cellular focal adhesions as an optical layer and measure the index of refraction, which 
we convert into a protein density.  The differences in focal adhesion properties between two different cell lines were 
examined with the SPRM system.  

 

2. METHODOLOGY 
Disclaimer: Certain commercial equipment, instruments, or materials are identified here in order to specify the 
experimental procedure adequately. Such identification is not intended to imply recommendation or endorsement by the 
National Institute of Standards and Technology, nor is it intended to imply that the materials or equipment identified are 
necessarily the best available for the purpose. 
 
2.1 SPR Microscopy 

The details of the apparatus are described previously [12, 13].  Briefly, we performed SPR on an inverted microscope 
(Olympus IX-70, Center Valley, PA) with a high numerical aperture objective lens (100×, 1.65 NA, Olympus) by 
launching an arc of 590 nm incident light using a digital light projector at the SPR imaging angle through the objective 
and collecting the reflected light image onto a CCD camera. 

2.2 Substrate Preparation 

The details of substrate preparation have been described previously [12].  Essentially, specialized coverslips (18 mm 
diameter, n = 1.78, Olympus) were coated with ≈1 nm chromium and ≈45 nm gold.  The gold coated coverslip was 
immersed in a 0.5 mmol/L hexadecanethiol solution in ethanol for 12 h to generate a self-assembled monolayer. The 
coverslip was then inserted into a sterile solution of 25 μg/mL bovine plasma fibronectin (Sigma, St. Louis, MO) in 
Ca2+- and Mg2+- free Dulbecco’s phosphate buffered saline (DPBS; Invitrogen, Carlsbad, CA) for 1 h. 

2.3 Cell Culture 

The rat aortic vascular smooth muscle cell line, A10 (ATCC, Manassas, VA) was maintained in Dulbecco’s Modified 
Eagles Medium with 25 mM HEPES (DMEM; Mediatech, Herndon, VA) supplemented with nonessential amino acids, 
glutamine, penicillin (100 units/mL), streptomycin (100 μg/mL), 10 % (v/v) fetal bovine serum (FBS ) (Invitrogen); the 
human lung carcinoma cell line A549 (ATCC) was maintained in RPMI medium (Invitrogen) supplemented with 
glutamine, penicillin (100 units/mL), streptomycin (100 μg/mL), 10 % (v/v) FBS (Invitrogen);  Both cell lines were 
maintained in a humidified 5 % (v/v) CO2 balanced-air atmosphere at 37 °C. Cells were harvested with 0.25 % (w/v) 
trypsin-EDTA (Invitrogen), and seeded in growth medium onto the fibronectin coated substrates at a density of 1000 
cells/cm2.  After 72 h incubation, cells on the substrates were washed with warm Hanks Balanced Salt Solution (HBSS; 
ICN Biomedicals, Costa Mesa, CA), fixed in 1 % (w/v) paraformaldehyde (EMS, Hatfield, PA) in Dulbecco’s phosphate 
buffered saline (DPBS; Invitrogen) for 30 min at room temperature, quenched in 0.25 % (w/v) NH4Cl in DPBS (15 min) 
and rinsed with DPBS. The substrates were then overlaid with a fluidic chamber made out of polydimethylsiloxane 
(PDMS) and kept in DPBS during all microscopy measurements. 

2.4 SPRM Image Collection and Processing 

A SPRM image is created with a p- and s-polarized image taken by rotating the linear polarizer 90° while using the arc-
shaped incident illumination at an angle near the SPR minimum.  The p-polarized image is divided by the s-polarized 
image to create a reflectivity image. The p/s intensities for each pixel are then divided by the apodization correction 
factor, which is a function of the calculated incident angle [13]. The result is an image with normalized and corrected 
reflectivity units. The images are further modified to convert the reflectivity units into Δ-reflectivity (ΔR) by using ΔR = 
R1 − R0 where R1 is the normalized reflectivity unit of the sample and R0 is the average reflectivity of the SPR image 
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background in phosphate buffered saline (PBS) buffer.  For subsequent analysis and comparison, the ΔR units are 
converted to index of refraction units according to the Fresnel model as described previously [13].  All image analysis 
was performed using ImageJ software with additional custom script programming. Angle-dependent SPR data were 
analyzed using stock and custom code written in MATLAB (Mathworks, Natick, MA). 

2.5 Fluorescence Staining and Image Collection 

After SPR imaging, the previously fixed substrates were permeabilized with 0.05 % (v/v) Triton X-100 (Sigma) in 
phosphate buffered saline (PBS) for 10 minutes at room temperature and blocked in 10 % (v/v) goat serum/1 % (w/v) 
bovine serum albumin in PBS (blocking solution) for 30 minutes at room temperature. The samples were then stained 
with monoclonal anti-vinculin antibody (Sigma) diluted 1:200 in blocking solution for 1 hour at room temperature. After 
rinsing 3× with PBS and blocking again with blocking solution for 30 minutes at room temperature, the samples were 
stained with Alexa-488 goat anti-mouse secondary antibody (Invitrogen) diluted 1:100 in blocking solution for 45 
minutes at room temperature. Finally, the samples were rinsed 3× in PBS and stored in PBS for imaging. Fluorescence 
images were acquired with a 1.3 NA, 63× objective on an upright Zeiss microscope (Zeiss, Jena, Germany) using a 
standard FITC filter cube set. Each fluorescence image was registered to the corresponding SPR image using 2 fiduciary 
marks according to the TurboReg plugin in the ImageJ software. 

2.6 Focal Adhesion Image Analysis 

Fluorescently stained α-vinculin images were processed and analyzed for FA area measurements using ImageJ software 
according to a published method [14].  The overlays generated by the α-vinculin FA analysis were used to guide the 
manual threshold selection for the corresponding SPRM image.  The average change in reflectivity for each FA area in a 
SPRM image is converted into a change in refractive index as previously described [13] and then converted into mass 
density according to the specific refractive index increment (0.18 mL/g) for biomolecules widely used in optical live-cell 
mass profiling techniques [15].  The terminology typically used for optical mass measurements refers to 'dry mass' as the 
mass of all biomolecular components other than water.  Here, our interpretation is analogous as we measure refractive 
index shifts compared to buffered media, however, we have adopted the nomenclature 'protein mass' and 'protein density' 
to describe the multi-protein component structures of FAs. The protein density value for each FA (in units of fg/µm3) is 
then converted into protein mass by multiplying the measured lateral FA area (µm2) and the measured axial penetration 
depth of the surface plasmon (0.15 µm) [12]. ≈450 FAs were measured for A549 cells, and ≈600 FAs were measured for 
A10 cells.  The basal cell mass density is calculated by averaging the SPRM contrast attributed to the footprint of the 
cell minus the area of regions attributed to FAs.  This is done as a per cell measurement with 9 cells each. 

 

3. RESULTS AND DISCUSSION 
3.1 SPRM Technique and Focal Adhesion Size 

The details of our surface plasmon resonance microscopy (SPRM) apparatus has been described previously [12, 13].  
Briefly, an incident arc of light at 590 nm is shaped by a digital light projector to illuminate the SPR imaging angle 
through a microscope objective off a gold coated coverslip and capture the reflected image onto a CCD camera (Figure 
1A).  This provides diffraction-limited spatial resolution for SPR imaging of cellular samples.  The image contrast in 
reflectivity units can be converted into index of refraction units using the Fresnel model [13].  Here, we apply SPRM to 
quantitatively analyze cellular focal adhesions (FA) by converting index of refraction units into protein density by using 
the refractive index increment used for biomolecular components [15].  Subsequently, we can measure the protein mass 
of FAs by multiplying the measured protein density value by the measured lateral area of the FA and the previously 
measured axial distance of the SPR penetration depth.   
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Figure 1: Surface plasmon resonance microscopy (SPRM) of A10 and A549 cellular focal adhesions (FA) show similar area 
measurements as that for fluorescently stained α-vinculin.  A) Simplified SPRM schematic depicting an incident arc of light 
at the SPRM imaging angle through a microscope objective and resulting SPRM image captured on a CCD camera.  B) 
SPRM images of an A10 and A549 cell, same cells subsequently labelled with α-vinculin and fluorescently imaged, 
intensity threshold of α-vinculin overlaid onto corresponding SPRM image for comparison.  Scale bar = 10 µm.  C) 
Normalized cumulative counts plots for FA area showing similar distributions for SPRM and fluorescently stained α-
vinculin for each cell type, with distinct median values of 2.7 µm2 for A10 and 1.8 µm2 for A549 cells. 

Two cell types, vascular smooth muscle cells (A10) and adenocarcinomic alveolar basal epithelial cells (A549) were 
seeded and fixed after 72 h on a fibronectin coated substrate as described in Methodology 2.3.  The SPRM images of 
representative A10 and A549 cells show regions of high optical contrast that are directly related to the mass density of 
the cellular components within the evanescent wave (Figure 1B).  For comparison, immunofluorescently labeled α-
vinculin, a known focal adhesion associated protein, is displayed next to the SPRM image to visualize the cellular FAs.  
The bottom combination images depict the outline of a threshold performed on the fluorescence images of α-vinculin 
overlaid on the SPRM images.  From these images, we can observe that the bright punctate regions in the SPR image 
match well with the α-vinculin stained regions and therefore SPRM is likely detecting FAs as regions of higher protein 
density.   Image analysis was used to measure FA area for α-vinculin fluorescent images of A10 and A549 cells to help 
guide the manual thresholding of the FAs in the SPRM images.  Comparing the cumulative counts of FA areas between 
SPRM and α-vinculin images and between A10 and A549 cells, it is revealed that SPRM can closely match the FA area 
distribution profile for α-vinculin, and that there is an observable difference in FA area between A10 and A549 cells.  
The median FA area for A10 cells is 2.7 µm2 and 1.8 µm2 for A549 cells. A10 cells are known to have large FAs on stiff 
substrates [16] and A549 cells are described as having substantially smaller FAs than normal cells [17].  

 

3.2 Focal Adhesion Protein Density 

Using the outlined FA areas for A10 and A549 cells with SPRM, the protein density for each FA is calculated as 
described above. In addition, the basal cell surface, the area of SPRM cellular contrast that corresponds to cellular area, 
minus the areas attributed to FA area, is averaged to calculate a basal cell mass density.  Consequently, the average 
protein densities and standard deviations for the A10 and A549 FAs, and basal cell areas are compared (Fig. 2A) 
revealing that FAs in A10 cells have nearly twice the protein density as FAs in A549 cells.  In addition, the protein 
densities of FAs in both cell types are significantly larger than the basal cell background densities which represents the 
mass density of the general cytoplasm (p < 0.0001).  
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Figure 2: SPRM measured protein densities for focal adhesions of A10 and A549 cells show an increase in protein density 
with an increase in FA area.  A) FA protein density values reported show A10 FAs are significantly denser than A549 FAs.  
Both cell type FAs have larger densities than that of the basal cells surfaces which have similar lower densities. B)  FA 
protein density for A10 and A549 cells show a strong correlation with FA area (R=0.71 for A10, R=0.65 for A549).  C) 
Normalized fluorescence intensity for α-vinculin shows no observable correlation with FA area (R=0.03 for A10, R=0.10 
for A549 (fit not shown)). 

In contrast, basal cell mass densities of A10 and A549 cells are statistically similar (p > 0.65).  Protein densities of FAs 
for both A10 and A549 cells show a strong correlation (R=0.71 for A10, R=0.65 for A549) when plotted versus FA area, 
Figure 2B.   This correspond to ≈ 1 fg/µm3 gain in protein density per 1 µm2 of FA area for A10 cells while half of that 
value for A549 cells.  In contrast, fluorescence intensity of α-vinculin FAs plotted versus FA area reveals no correlation 
(R=0.03 for A10, R=0.10 for A549), Figure 2C.  A possible explanation is that, in the case for α-vinculin, it is a FA 
associated protein that has been measured to reside in a specific plane of the FA [7], therefore it would not be predicted 
to change in density along with FA size, rather it will remain at constant density.  However, other FA associated 
proteins, such as actin stress fibers, may occupy more volume in the FA [7] and may be more dynamic in abundance and 
density in the FA.  Actin fibers in A10 cells are described as expanding when cells are on stiff substrates [16] and actin 
fibers are described as diminished in A549 cells compared to normal cells [17].  Regardless, SPRM measures the 
integrated overall protein density and large differences are observed in protein density between FAs of different cells 
types as well as smaller differences in FA protein density as a function of FA area. 

3.3 Focal Adhesion Protein Mass 

Protein mass measurements of FAs are measured by multiplying the average protein density of the FA by the volume of 
the FA.  In our case, the volume of FA is the measured FA area multiplied by the length of the SPR penetration depth 
into the cell.  Observing the cumulative counts of FA mass for A10 and A549 cells reveals a distinct distribution for each 
cell type, where the median mass for A10 FAs is 46 fg while the median mass for A549 FAs is 19 fg, Figure 3A.  

 
Figure 3: Focal adhesion protein mass measurements show that A10 FAs have significantly more mass than FAs for A549 
cells. A)  Normalized cumulative distribution plot for FA protein mass shows a median value of 46 fg for A10 cells and 19 
fg for A549 cells.  B) FA protein mass plotted versus FA area shows a strong positive correlation (R=0.99) for A10 and 
A549 cells.  The slope of a linear fit reports a larger mass gain of 14 fg /µm2 of FA area for A10 cells compared to 7 fg /µm2 
of FA area for A549 cells. 
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The separation in these mass distributions appears to be more distinct than that of FA area alone, Figure 1C.  Evaluating 
FA protein mass versus FA area shows a strong correlation between FA protein mass and FA size for both A10 and 
A549 cells, Figure 3B. However, the measured slopes of protein mass versus FA area show distinct values of 14 fg/µm2 
for A10 FAs and 7 fg/µm2 for A549 cells.  The large differences in FA protein mass between these cell types may be due 
to the presence or absence of certain FA components, such as actin stress fiber attachments.  The strong linear 
correlation of FA protein mass with FA area may indicate a level of homogeneity in FA growth response.  Additionally, 
both A10 and A549 cells grown on flat, stiff, fibronectin coated surfaces were non-motile cells which may contribute to 
more homogenous FA area and mass response. 

4. CONCLUSION 
 
We have created a SPRM system that can obtain near-diffraction lateral resolution and has an evanescent wavelength of 
150 nm that is able to visualize, label-free, subcellular components, such as FAs, and is ideally suited to make 
quantitative measurements of FA protein density and mass.  The protein density and mass measurements on FAs show 
distinct differences between FAs for two different cells types.  These protein mass measurements are tied to biophysical 
processes that have significant meaning for understanding of FA formation and development.  The results here are very 
promising and continued work will be on evaluating FA dynamics in live-cells. 
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Development and Validation of a Mechanism for Flame 
Propagation in R-32/Air Mixtures 

 
Donald R. Burgess, Jr., Jeffrey A. Manion, Robert R. Burrell,  

Valeri I. Babushok, Michael J. Hegetschweiler, Gregory T. Linteris 
 
 
Abstract 

A mechanism for the combustion of the refrigerant R-32 (CH2F2) in air mixtures was developed 

and validated through comparisons with measured flame speeds for a range of equivalence ratios 

(0.9 to 1.4) and pressures (1 to 3 bar) using a constant-volume spherical flame method.  

Premixed flame calculations were performed and analyzed to identify primary species and 

reactions contributing to flame speeds and combustion.  We found that there were only three 

HFC reactions that contributed significantly to flame speeds.  Their rate constants were 

optimized within uncertainty limits and the model showed excellent agreement (<3 %) with 

measured flames speeds.    

 

Keywords: Chemical kinetics, Refrigerant flammability, Burning velocity, Hydrofluorocarbons 

 

1. Introduction 

The overall purpose of this work is to characterize the flammability of a set of fluoromethanes, 

fluoroethanes, and fluoropropenes, and their mixtures for use as refrigerant working fluids.  

Although it is possible to make measurements of the flammability of a single refrigerant under a 

limited set of conditions, it is not realistic to measure flammabilities of all possible formulations 

under a wide range of refrigerant-to-air ratios for different diluents, ambient temperatures, and 

humidity levels. The driving force for this work is the development of new refrigerant blends that 

simultaneously minimizes their global warming potentials (GWP) and flammabilities, while 

maximizing their refrigerant performance which is a function of thermodynamic and physical 

properties (e.g., critical temperature, vaporization enthalpy, thermal conductivity, saturation 

vapor pressure). The ability to have robust and accurate predictive tools that are benchmarked to 

high quality measurements of the flammability of these refrigerants for a set of specific mixtures 

under a range of conditions will allow industry to screen, optimize, and rank different blends to 

enable rapid development of new refrigerant formulations. 
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In the work reported here, the flammability of the refrigerant R-32 (CH2F2, difluoromethane) is 

studied using burning velocities (flame speeds).  R-32 is a widely used refrigerant that is non-

ozone depleting and has a moderate GWP.  It, however, is mildly flammable, and is used with 

less flammable refrigerants in blends.  This current work on R-32, a standard refrigerant, will 

provide a benchmark for extending flammability models based on elementary reaction kinetics to 

other refrigerants (both pure and blends) such as the HFC’s R-125 (pentafluoroethane), R-134a 

(1,1,1,2-tetrafluoroethane), R-152a (1,1,-difluoroethane), and the hydrofluoroolefins HFO-

1234yf (2,3,3,3-tetrafluoropropene) and HFO-1234ze (1,3,3,3-tetrafluoropropene). 

 

2. Methods 

In this work, we developed and validated a chemical kinetic mechanism/model to predict the 

flammability of the refrigerant R-32 (CH2F2).  This requires understanding the chemistry on a 

microscopic level from the analysis of reaction pathways and comparison of the model 

predictions to measured flame speeds.   

 

The full details of the measurements in this work are reported elsewhere [1] and are only 

summarized here. The flame speeds of R-32/air mixtures were measured using a constant-

volume spherical-flame method. A spherical chamber about 15 cm diameter (~1.8 liters) was 

filled with R-32/air mixtures with equivalence ratios ranging from 0.9 to 1.4, and using different 

initial pressures on the order of (0.87 to 1.13) bar. The mixtures were then ignited by a spark at 

the center of the chamber, and the pressure rise (final pressures of about 7 to 11 bar) as a func-

tion of time was monitored. The final pressures were about 7 to 11 bar, but instabilities, inter-

action with the chamber wall, and other effects limited the reliable data to final pressures of 

about 1 to 3 bar. The pressure traces were then used to calculate flame radius, and thus flame 

speeds Su(T,P), using a thermodynamic spherical flame propagation model. In the data reduction 

procedures, corrections were made to account for thermal radiation of the burned gas [3] and 

flame stretch [4]. Buoyancy is unimportant for the present conditions [5] and was not considered. 

 

In this work, the development and validation of a chemical kinetic mechanism (model) to predict 

the flammability of R-32 (CH2F2) was iterative.  An initial chemical kinetic mechanism was 
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developed based on compilations from the literature, updates to reflect more recent work, and an 

evaluation of reactions and their rate constants.  Simulations were performed using the Sandia 

Premix code [6] and Cantera [7] and the results examined using reaction path analysis employing 

the graphics post-processor XSenkplot [8] to identify important species and reactions.  The 

refined mechanism was used to simulate the flame speeds.  Rough agreement between the 

computed and measured flames speeds was initially found, and the rate constants were then 

adjusted/optimized within their uncertainty limits (factors of about 1.3 to 2.0) to achieve best 

agreement.   

 

3. Rate Constant Evaluation 

We provide here a short discussion of the rate constants evaluated and utilized in this work.  Key 

rate expressions are provided in Table 1.  The rate expressions for hydrogen-oxygen chemistry 

and hydrocarbon/oxidized hydrocarbon chemistry were taken from GRI-Mech 3.0 [9], while 

those for H/O/F chemistry were based on our fits to rate constants reported in the literature [10-

12].   

 

The rate expression for CH2F2 → CHF + HF was derived from the shock tube measurements for 

the analogous reaction CHF3 → CF2 + HF by Schug and Wagner [13] and employing the very 

rough relative decomposition rates for CH2F2 and CHF3 from the pyrolysis study of Politanskii 

and Shevchuk [14].  This scaled rate expression was then refined during our optimizations.  It 

was found that the flame speeds could not be modeled with a pressure independent rate constant 

for this unimolecular reaction.  It was necessary to use a pressure-dependent rate constant of the 

form Rate = k0[M] + k1, where the pressure dependent term k0[M] dominated – suggesting that 

the reaction was approaching the low pressure limit under (P, T) conditions in the flame.    

 

The rate expressions for H abstractions from CH2F2 by the flame radicals H, O, OH, and F were 

evaluated in this work. In our evaluation, we utilized rate constants from the literature [15-21] 

and then fit them to extended Arrhenius rate expressions to provide rate constants over a wide 

range of temperatures.  Depending upon the reaction, available data, and fitting procedures, we 

estimate uncertainty factors on the order of about (1.3 to 1.6) for these reactions.  
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The rate constants for CHF2 + O2 → CF2O + OH and CHF + O2 → CHFO + O were estimated 

by analogy to those for CH3 + O2 → CH2O + OH and CF2 + O2 → CF2O + O, respectively [22-

23].  Both of the former reactions are significantly more exothermic (~100 kJ mol-1) than the 

reference reactions, and consequently should have much smaller barriers.  For the CHF2 + O2 

and CHF + O2 reactions, we initially estimated activation energies on the order of (15 to 20) kJ 

mol-1 and (20 to 25) kJ mol-1, but our optimizations compared to our measured flame speeds 

suggest somewhat smaller activation energies – on the order of (5 to 15) kJ mol-1 and (15 to 25) 

kJ mol-1, respectively. 

 

The rate expression for CHF2 + CHF2 → CHF=CF2 + H used in this work is from the earlier ab 

initio transition state and RRKM calculations by Burgess et al [24].  Although this is a primary 

pathway, this reaction has a small impact on flames speeds (< 3 %) and combustion – it simply 

provides a pathway to products.  We utilized the rate expression for CHF + H2O → CH2O + HF 

from the ab initio transition state and RRKM calculations of Zachariah et al [25].  This reaction 

is a major destruction pathway for CHF and the primary pathway leading to the formation of 

HO2 (CH2O + OH → CHO + H2O, followed by CHO + O2 → CO + HO2).   This reaction, 

however, contributes a negligible amount (<0.1 %) to changes in flame speeds – it is largely a 

conduit for establishing steady state concentrations during the pre-ignition process. 

 

For the reactions R• (CHF2, CF2, CHF) + X (H, O, OH, F), we utilized rate constants from the 

literature.  These reactions are generally very fast and contribute negligible amounts to flame 

speeds and little to the combustion chemistry other than to provide pathways to complete 

combustion.  Similarly, reactions involving CHFO, CF2O, and CFO, contribute negligible 

amounts to changes in flame speeds, and provide pathways to combustion products. 
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Table 1: Rate parameters for elementary reactions employed in the model.  The rate constants 

have the Arrhenius form k = Ae-E/RT where A, E, and R are the pre-exponential, activation 

energy, and the gas constant, respectively.  Units are mol, cm3, s, kJ.  Note: these are only rate 

expressions developed as part of this work.  Rate expressions for other reactions used in the 

model were taken from the literature (see text). 

 

Reaction A E 

CH2F2 + M →  CHF   + HF + M 5.9E+17 295.0 

CH2F2 →  CHF   + HF 4.9E+11 272.0 

CH2F2 + H →  CHF2  + H2 2.5E+14 62.5 

CH2F2 + O  →  CHF2  + OH 1.9E+14 56.3 

CH2F2 + OH →  CHF2  + H2O 1.7E+13 30.0 

CH2F2 + F  →  CHF2  + HF 3.1E+14 19.4 

CHF2  + O2  →  CF2O  + OH 4.9E+10 14.6 

CHF   + O2  →  CHFO + O 2.2E+13 20.9 
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4. Results and Discussion 

Figure 1 shows the experimentally-derived flames speeds (points) and the modeled flame speeds 

(curves).  The solid symbols show the flame speeds corrected using an optically thin radiation 

model, while the open symbols show the uncorrected flames for 1 bar (2 and 3 bar data not shown 

for clarity).  The deviations between the experimental flame speeds and the model predictions are 

on the order of (1 to 3) %.  This is excellent agreement given that the uncertainties in the flames 

speeds are on the order of (10 to 20) % due to uncertainties in the rate constants which are 

multiplicative factors of about 1.5 to 2.0.  As seen in Figure 1, the flame speeds are roughly linear 

with pressure suggesting the rate constant Rate = k0[M] + k1 is approaching the low pressure limit. 

 

The optically thin (limit) radiation model correction increases flames speeds by about (19±2) % 

relative to those computed using adiabatic flame temperatures (shown for 1 bar) and is independent 

(<1 %) of equivalence ratio.   When estimated radiation absorption corrections are used for each 

major species, flame speeds decrease by about (8±3) % relative to those using the optically thin 

radiation model (not shown).  Given the insensitivity of the corrections to equivalence ratio, the 

rate constants for the primary reactions contributing to flame speeds can be easily adjusted to 

correct for absorption of radiation.  The correction using the optically thin radiation model 

translates into changes in the rate constants of about 40% (this is shown for 1 bar).  This is lower 

than the uncertainties in the rate constants which have uncertainty factors of about 1.4 to 2.0. 

 

We note that under lean conditions (where flame stretch is most important) the measured flame 

speeds Su(T,P) appear to be slightly higher (3 to 6) % than the modeled flame speeds.  Recently, 

we have reprocessed the data better fitting the burning velocity / temperature-pressure curves 

Su(T,P) and find lower burning velocities under lean conditions at 1 atm in good agreement (<3 

%) with the model (these data are not shown, because we have not re-optimized model yet).    In 

addition, we are currently in the process of optimizing the temperature and pressure dependencies 

of the rate constants by considering measurements that we have made using argon/O2 mixtures 

(instead of air mixtures).  The lower heat capacity of argon increases flame temperatures and thus 

increases flame speeds (by about a factor of 2).  The refined experimental data and re-optimized 

rate constants are likely to provide better agreement between measured and model flame speeds. 
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Figure 2 shows the dependence of flame speeds for the three most important reactions as a function 

of equivalence ratio.  The dependencies are on the order of (5 to 20) %, while all other reactions 

are less than 3 % and relatively independent of equivalence ratios.  The quantity shown here is the 

percent change in flame speed relative to a change in rate constant.  That is, a value of 20 % would 

mean increasing a rate constant by 10 % would result in an increase of 2 % in flame speed.  The 

two most important reactions are the unimolecular decomposition of the refrigerant CH2F2 → CHF 

+ HF and the subsequent reaction of its decomposition product CHF with oxygen in the mixture 

CHF + O2 → CHFO + O.  Both of these reactions contribute to increases in flame speeds.  In 

contrast, H abstraction from the refrigerant CH2F2 + H → CHF2 + H2 causes a decrease in flame 

speeds – it inhibits the flame by consuming the radical H atom during pre-ignition that otherwise 

would be involved in radical chain branching leading to ignition. 

 

Reaction pathway analysis and flame speed dependencies of rate constants show that burning of 

R-32 can be described by two quasi-separate reaction pathways. The first stage is pre-ignition 

driven by unimolecular decomposition of CH2F2 forming CHF. The subsequent second stage is a 

combustion pathway driven by H abstraction by flame radicals H, O, OH, and F forming CHF2. 

Both CHF and CHF2 then react quickly with the reactant O2 to form the fluorocarbonyls CHFO 

and CF2O, respectively. The pre-ignition pathway is primarily responsible for generation of initial 

flame radicals and hence drives flame propagation, while the combustion pathway occurs after 

ignition, mediated by flame radicals, and drives the process to products. Interestingly, reactions in 

the combustion pathway actually inhibit ignition by consuming radicals needed for chain 

branching – tying up the chemistry in relatively stable intermediates that are slow to decompose. 
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Figure 1: Comparison between measured and 
model flame speeds for CH2F2/air mixtures. 

 
 
Figure 2: Dependence of flame speeds on the 
three most important rate constants. 
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5. Conclusions 

In this work, a mechanism for the combustion of the refrigerant R-32 (CH2F2) in air mixtures was 

developed and validated through comparisons with measured flame speeds for a range of equivalence 

ratios (0.9 to 1.5) and pressures (1 to 3 bar) using a constant-volume spherical flame method.  Premixed 

flame calculations were performed and analyzed to identify primary species and reactions contributing 

to flame speeds and combustion. We found that there were just three HFC reactions that contributed 

significantly to flame speeds.  Their rate constants were optimized (within their uncertainty limits) and 

the model showed excellent agreement (<3 %) with measured flame speeds.  Ongoing experiments and 

modeling will refine this model using other conditions such using Ar/O2 mixtures (instead of air) to 

change flame temperatures and the addition of H2O and H2 to change the concentration of flame 

radicals.  The radiation parameters will also be improved.  This work will be also extended to other 

refrigerants: the fluoroethanes R-125, R-134a, and R-152a and the hydrofluoroolefins HFO-1234yf 

(2,3,3,3-tetrafluoropropene) and HFO-1234ze (1,3,3,3-tetrafluoropropene). 
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Discoloration on the Smithsonian Institution Building (1847-1855) and Enid A. Haupt Garden gateposts 

(1987) was recently revealed to be related to a Mn enriched rock varnish [1]. Mn does not appear to be 

derived locally from the building stone; therefore, its source is likely related to atmospheric dust 

transport. Minor oxygen isotopic ratios (17O) of sulfate in desert varnish demonstrate that atmospheric 

deposition of dust is an important component of the varnish formation process [2]. A 2017 study of 

architectural rock varnish determined that vehicle emissions are a likely source of Mn [3]. In this study, 

we evaluate airborne dust as a potential Mn source at a location where rock varnish is actively forming. 

 

Urban dust samples were collected on polycarbonate filters using a portable sampler (Hi-Q 

Environmental Products, Model PSU-2-GN) [4] with a size selective inlet (10 µm particle diameter size 

cut-off, URG). The collection times were 24 hours, and the volumetric flow rate was 30 L/min. Samples 

were collected near the Haupt Garden gateposts and heavily trafficked Independence Ave. (Fig. 1). A 

TESCAN MIRA3 and a 20 keV/1 nA electron beam and 4 × 30 mm2 PulseTor silicon drift detectors 

(SDD) were used to analyze particles. Automated analysis was performed using the SEMantics 

extension to NIST DTSA-II [5]. The sum of the 4 SDD spectra (dwell time of 400 ms per spectrum) 

were used for quantification using NIST Graf [6]. A novel algorithm was then used to cluster the data 

obtained for 39,491 particles [7].  Data were then reprocessed using a manually developed rule set. 

 

Table 1 lists the major particle classes representing  92% of the particle population. Figure 2 shows 

representative elemental signatures of the four major particle classes: silicate, Fe oxide, vehicle-related 

and CaMg carbonate. Only 52 out of  40K particles had elevated levels of Mn ( 10 wt %). Overall, 

our results show low, but detectable levels of Mn in the atmosphere in the Castle area. Efforts are 

underway to estimate the mass of Mn transported by atmospheric dust deposition for particles under 10 

m in size. To our knowledge, this is the first study to examine the linkage between individual particle 

analysis of dust and active rock varnish formation. 
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1 INTRODUCTION 

Combinatorial methods have attracted attention as a means of 
providing strong assurance at reduced cost, but when are these 
methods practical and cost-effective? This tutorial comprises two 
parts. The first introductory part will briefly explain the back- 
ground, process, and tools available for combinatorial testing, 
including illustrations based on industry’s experience with the 
method. 

The main part, explains combinatorial testing-based techniques 
for effective security testing of software components and large-scale 
software systems. It describes quality assurance and effective re-
verification for security testing of web applications and security 
testing of operating systems. It will further address how combi- 
natorial testing can be applied to ensure proper error-handling of 
network security protocols and provide the theoretical guarantees 
for expelling Trojans injected in cryptographic hardware. 
Procedures and techniques, as well as workarounds will be 
presented and captured as guidelines for a broader audience. The 
tutorial is concluded with our vision for combinatorial security 
testing together with some current open research problems. 

The tutorial is designed for participants with a solid IT security 
background but will not assume any prior knowledge on combina- 
torial security testing. Thus, we will quickly advance our discussion 
into core aspects of this field. This tutorial is a modified version of 
the tutorial held at HVC2017 [19] and QRS2016 [23]. It incorporates 
feedback and customized content. 

KEYWORDS 
combinatorial testing, security testing, software quality assurance, 
security vulnerabilities 

ACM Reference Format: 
Dimitris E. Simos, Rick Kuhn, Yu Lei, and Raghu Kacker. 2018. Combinatorial 
Security Testing Course: Tutorial Proposal. In Proceedings of Hot Topics in 
the Science of Security (HOTSOS) conference (HOTSOS’18). ACM, New York, 
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Identifying vulnerabilities and ensuring security functionality by 
security testing is a widely applied measure to evaluate and im- 
prove the security of software, which is also an inevitable part of 
quality assurance. Many software security exploitations result 
from ordinary coding flaws, rather than design or configuration 
errors. One study found that 64 percent of vulnerabilities are the 
result of such common bugs as missing or incorrect parameter 
checking, which leaves applications open to common 
vulnerabilities including buffer overflows or SQL injection [9]. Al- 
though this statistic might be discouraging, it also means that better 
functionality testing can also significantly improve security. 

In the last 50 years, combinatorial methods have had profound 
applications in coding theory, cryptology, networking and computer 
science with software testing being one of the most recent ones 
[4]. Covering arrays (CAs) [3] are discrete mathematical structures 
which, with the aid of proper software engineering techniques, have 
been utilized in very effective test sets in order to provide strong 
assurance. Yet, the application of combinatorial methods to 
applied computer science continues to arise and it comes as no 
surprise that the field of software security, in particular, 
provides a rich source of problems that seek solutions from 
mathematical methods. There has been ample evidence over the 
last few years to support this observation. List below are several 
reasons that serve as the motivation to apply combinatorial 
methods in order to ensure the quality of secure software: 

The exemplary case of the Heartbleed bug1, which allowed 
anyone on the Internet to read the memory of systems pro- 
tected by the OpenSSL software (e.g. banking applications), 
highlighted even more the great need to ensure an attack- 
free environment of implementations of software systems 
[5]. 
Due to the still increasing interconnectedness of such com- 
plex software systems, it is very important to strengthen 
activities towards assuring their security requirements by 
performing security testing [27]. 
The latter task is not be considered an easy process, bearing 
in mind that software testing may consume up to half of the 
overall software development cost [26]. 

1 heartbleed.com 

• 

• 

• 
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Combinatorial explosion is a frequently occurring problem in 
testing [16], [1] where a test object is described by a number 
of parameters, each with many possible values. The effect 
of the combinatorial explosion is that it is infeasible to test 
every combination of parameter values. 
There exists an added level of complexity for security testing 
where the modelling of vulnerabilities is specific to the ap- 
plication domain and the identification of factors triggering 
such exploits is not easily done [18], [17]. 
Finally, there are relatively few good methods for evaluating 
test set quality, after ensuring basic requirements-traceability 
[14]. Of particular importance is the task to develop methods 
that help estimate the residual risk that remains after 
testing. 

In [24] the authors developed an ambitious research program 
aimed at bridging the gap between combinatorial testing (CT) 
and security testing and, in the process, established a new 
research field: combinatorial security testing. Several methods and 
case stud- ies presented in this tutorial, illustrate our experiences 
thus far and the success of the previously mentioned research 
program, which came as a result of the application of our 
combinatorial techniques in security testing. In summary, we 
showed in [24] that the devel- oped concept of CT applicable to 
security testing supersedes other testing approaches due to its 
advantages of generating minimal size test sets and revealing hard-
to-spot errors in software systems in an automated way. 

2 OUTLINE OF THE TUTORIAL 
In this tutorial we present our work on combinatorial methods 
for security testing, which guarantees certain aspects of test 
quality 
e.g. test coverage or locating faults. In particular, we formulate 
problems of software security testing as combinatorial problems 
and then use efficient algorithmic or theoretical methods to tackle 
them. The central thesis of this tutorial is that combinatorial methods 
can make software security testing much more efficient and effective 
than conventional approaches - in specific application domains. 

Brief Introduction of Combinatorial Testing: This 
provides a quick overview of the history of combinatorial 
testing re- search, and their roots based on key publications in the 
field [15], 
[12] and [13]. 

Web Security Interaction Testing: Here the concern is with 
the problem of security vulnerability detection and with the 
inherent, but also equally important, problem of retrieving the 
root cause of security vulnerabilities. We will demonstrate the 
process of creating attack models used for exploiting web 
security vulnerabilities using combinatorial methods [6], [2] and 
indicating methods for analyzing them [21]. The main goal of 
this part is to make everyone familiar with advanced combinatorial 
techniques for web security testing. 

Security Protocol Interaction Testing: In this part of the tu- 
torial we deal with the problem of certificate testing, which plays a 
central role in network security. We will present complex combina- 
torial models for creating test certificates to check for faults in the 
validation logic, which can result in impersonation attacks [11]. In 
addition, we will present recent efforts on the modelling of the TLS 
Handshake protocol using CT [20]. If time permits,  the authors 
plan to  

analyze the TLS cipher suites of the aforementioned protocol using 
combinatorial coverage measurement techniques [22] and detail 
the implications of the  findings for software security testing. 

Combinatorial Methods for Kernel Software: The kernel of 
an operating system is the central authority to enforce security. 
The goal in this part of the tutorial is to ensure the reliability and 
quality assurance of kernel software. We will present two testing 
frameworks, ERIS [7], a combinatorial kernel testing tool, and its 
recent enhancement, called KERIS [8], with dynamic memory error 
detectors for the Linux Kernel aimed at exploiting security 
vulnerabili- ties. We will reproduce for the participants a security 
vulnerability in the Linux networking stack first discovered by 
Google’s Project Zero team. 

Detecting Hardware Trojan Horses: This part outlines the 
problem of malicious hardware logic detection. In particular, the  
concern is with cryptographic Trojans appearing as instances of 
malicious hardware. The exemplary scenario for this tutorial 
evolves around Trojans residing inside cryptographic circuits that 
perform encryption and decryption in FPGA technologies using 
the AES cryptographic algorithm. We will demonstrate that com- 
binatorial testing constructs are capable of reducing the number 
of test cases needed for the Trojan excitation by several orders of 
magnitude, while at the same time activate the Trojan hundreds 
of times [10]. The authors will also briefly present similar patterns 
for AES software implementations based on a recent 
combinatorial analy- sis performed on AES validation tests [25]. 
Whether these latter patterns are also malicious is currently an 
open question. 

Open challenges and outlook: The authors present and quickly 
discuss currently unsolved challenges. 

3 INTENDED AUDIENCE 
This 75 minutes tutorial does not assume any prior knowledge of 
combinatorial testing methods for information security. We assume 
good general knowledge of information security and software en- 
gineering on a graduate CS student level with a focus on security. 
The goal of this tutorial is to present the knowledge from various 
sources in a structured way and provide researchers with the 
practical fundamentals of combinatorial methods for security 
testing and practitioners with the scientific background. 

The key takeaways are: (I) the practical fundamentals of com- 
binatorial methods for security testing, (II) a good understanding 
of the underlying mathematical, software engineering and secu- 
rity mechanics and, (III) an overview of the related literature and 
open problems in this field. 
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I.  INTRODUCTION 
 

The analysis reported in this poster developed from 
questions that arose in discussions of the Reducing 
Software Vulnerabilities working group, sponsored by the 
White House Office of Science and Technology Policy in 
2016 [1]. The key question we sought to address is the 
degree to which vulnerabilities arise from ordinary 
program errors, which may be detected in code reviews 
and functional testing, rather than post-release.  
 

     The analysis used 2008 - 2016 data from the US 
National Vulnerability Database (NVD) [2]. NVD is the 
US government's repository of information system 
security vulnerabilities, which compiles nearly all 
publicly reported vulnerabilities using the Common 
Vulnerabilities and Exposures (CVE) dictionary [3]. Each 
reported CVE is assigned to one or more categories called 
the Common Weakness Enumeration (CWE) [4], which 
specifies categories that may include a number of 
subsidiary weaknesses. For example, CWE-119, Buffer 
errors, includes 14 subsidiary CWEs, such as out of 
bounds read (CWE-125), and untrusted pointer 
dereference (CWE-822).  
 

     We further grouped the NVD CWE categories into 
primary classes of Configuration, Design, and 
Implementation errors. In determining the class of each 
CWE category, we considered the common errors in each 
type. Configuration vulnerabilities result when a system 
is not set up correctly with respect to security goals. A 
simple example would be failure to enable password 
checking. Design related vulnerabilities are those that 
originate in the planning and design of the system, such 
as selecting an outdated or weak cryptographic algorithm. 
Implementation errors occur in program construction. 
One of the most common implementation vulnerabilities 
is simple buffer overflow. Failure to check that input size 
is within maximum buffer size is a simple error that 
should almost never occur, but continues to be a 
widespread problem. A wide variety of implementation 
related vulnerabilities also result from failure to properly 
validate input.  
 
II.   ANALYSIS AND RESULTS 
 

The poster includes analysis of the following data [5]: 
 

• Severity trends - proportion of vulnerabilities 
designated low, medium, and high by year. 
 

 
• Primary CWE type trends - direction of trend for 19 

primary CWE types, further classed as Configuration, 
Design, or Implementation vulnerabilities.  

 
Significant findings include: 
 

• The proportion of high severity vulnerabilities trends 
downward, declining about 15 percentage points since 
2008. About two-thirds of this fraction has shifted to 
medium severity vulnerabilities. 
 

• Implementation or coding errors account for roughly 
two thirds of the total. We consider the proportion of 
implementation vulnerabilities, rather than absolute 
numbers, because the number of vulnerabilities is 
partially a function of the number of applications 
released, which has increased over time. The 
proportion of implementation vulnerabilities for 2008-
2016 is close to the 64% reported for 1998 - 2003 in 
an analysis of an early version of NVD [6].  
 

     The high proportion of implementation errors suggests 
that little progress has been made in reducing these 
vulnerabilities that result from simple mistakes, but also 
that more extensive use of static analysis tools, code 
reviews, and testing could lead to signficant 
improvement. The poster also briefly summarizes data on 
effectiveness of approaches to preventing and detecting 
errors before release.  
 
Products may be identified in this document, but such identification does 
not imply recommendation by the US National Institute of Standards and 
Technology or the US Government, nor that the products identified are 
necessarily the best available for the purpose. 
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ABSTRACT 
 
Nanomaterials have been increasingly used in consumer 

products and silver nanomaterials (AgNMs) especially have 
been used for their antimicrobial properties. As use of 
AgNMs in consumer products continues to increase, a 
corresponding increase in silver’s presence in the 
environment will be observed due to disposal. To better 
understand what materials are entering the environment, 
work needs to be performed to determine the chemical and 
physical properties of AgNM-containing consumer textiles 
throughout their lifecycle prior to introduction into the 
environment through disposal. Therefore, the aim of this 
work is to evaluate chemical and physical transformations 
that AgNM-containing textiles undergo during modeled 
human exposure. A commercially available AgNM-
containing wound dressing was studied as our model 
system. To model this textile during use, the material was 
exposed to synthetic sweat or simulated wound fluid for 
varied durations up to 7 days. The textile was extracted and 
stored under vacuum to minimize extraneous 
transformations after removal from test media. Both 
pristine and exposed wound dressings were characterized 
using a variety of analytical techniques including scanning 
electron microscopy (SEM) with energy dispersive X-ray 
spectroscopy (EDS), X-ray diffraction (XRD), X-ray 
photoelectron spectroscopy (XPS), inductively coupled 
plasma mass spectrometry (ICP-MS), UV-Visible 
spectroscopy (UV-Vis), and dynamic light scattering 
(DLS). Electron microscopy revealed the formation of 
micron-sized structures on the surface of the commercial 
wound dressing after synthetic sweat exposure which 
spectroscopic and diffraction based techniques suggested 
were consistent with silver chloride.  In contrast, wound 
dressing exposed to simulated wound fluid did not show 
any large structures on the surface of the material. In fact, 
the surface was similar, though less defined, than the 
pristine wound dressing. The release of silver from the 
wound dressing into the exposure media was also 
examined. Though ICP-MS found silver release, our DLS 
and UV-vis based results suggest that released silver was 
not detected in metallic form, aggregate, or on the 
nanoscale in the exposure media. A better understanding of 
the chemical and physical transformations of AgNMs in 
consumer products is necessary for manufacturers and 

regulators to make more informed decisions on product 
design and use. 

 
Keywords: silver, nanomaterials, characterization, textile, 
acticoat 
 

1 INTRODUCTION 
 
Due to their unique properties, nanomaterials have 

undergone increasing use in consumer products. For that 
reason, silver nanomaterials can be found in consumer 
goods including clothing, personal care items, and food 
storage products where they act as antimicrobial agents.[1] 
Moreover, their antibacterial property makes AgNMs an 
attractive additive for biomedical products and devices such 
as bandages and wound dressing.[2] 

During use these AgNMs will undergo physical and 
chemical changes. These transformations are not well 
understood, though several studies have examined the 
release of silver from these textiles. Researchers suggest 
that soluble silver species will be released after the textile 
has been exposed to synthetic sweat or skin surface film 
liquid.[3, 4] Fewer studies have examined physical and 
chemical transformations that occur on the textile. One 
study that examined a commerical AgNM product called 
Acticoat Flex3 found the formation of silver and chloride 
containing crystals on the fibers after saline exposure.[5] 
These studies suggest transformations will occur on 
AgNM-containing textiles that may affect their chemical 
and physical properties after use. A greater understanding 
of the physical and chemical transformations that occur 
during the AgNM-containing textile use phase are 
necessary to better understand what forms are left on the 
textile and are entering the environment. This is important 
because a recent study suggests almost all of the silver 
present in a commercially available AgNM-containing 
wound dressing remains in the product upon disposal into 
the environment.[6] 

The focus of this work was to examine the physical and 
chemical transformations that AgNM-containing textiles 
undergo during modeled human exposure. To do this, a 
commerical AgNM-containing wound dressing was 
examined quantitatively and qualitatively using various 
orthogonal analytical techniques including SEM-EDS, 
XRD, XPS, ICP-MS, UV-Vis, and DLS. 
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2 METHODS1 

Solutions of synthetic sweat and simulated wound fluid 
were prepared. Synthetic sweat was prepared following the 
International Standard Organization (ISO)105-E04-2008E 
acidic type synthetic sweat method.[7] Briefly, 0.5 g l-
histidine monochloride monohydrate (VWR), 5 g sodium 
chloride (Alfa Aesar, 99%), and 2.2 g sodium dihydrogen 
orthophosphate dihydrate (Alfa Aesar, 99%) were mixed 
and diluted to 1 L with MilliQ water. For simulated wound 
fluid, an isotonic solution with an added 1% protein 
component was prepared.[8] Briefly, 8.27 g sodium 
chloride (Alfa Aesar, 99%), 0.37 g calcium chloride 
dihydrate (Amresco), and 10 g bovine serum albumin 
(BSA, SeraCare) were mixed and diluted to 1 L with MilliQ 
water.  

A 2/3 inch x 2/3 inch of Acticoat (Acticoat 7, Smith & 
Nephews) was fully submerged in a 30 mL LDPE plastic 
bottle containing 10 mL of test solution. The bottle was 
wrapped in foil to prevent light exposure and rotated on a 
room temperature incubator at 50 rpm for varying amounts 
of time. The textile was removed at the following times 
after addition: 5 s, 1 h, 2 h, 6 h, 24 h, and 168 h. The textile 
was stored in a vacuum desiccator until analysis. The 
remaining test expsoure solution was stored in the dark at 
4 °C until analysis. 
2.2 Characterization 

                                                           
1 Certain trade names and company products are mentioned in the text or 
identified in illustrations in order to adequately specify the experimental 
procedure and equipment used. In no case does such identification imply 
recommendation or endorsement by National Institute of Standards and 
Technology, nor does it imply that the products are necessarily the best 
available for the purpose. 

Pristine and exposed samples were analyzed using a FEI 
Quanta 200 (Hillsboro, OR) environmental scanning 
electron microscope (SEM) with energy-dispersive X-ray 
spectroscopy (EDS). Samples were imaged at an operating 
voltage of 10 kV with a unitless spot size of 3. A Bruker 
XFlash Detector 5030 (Billerica, MA) was used to collect 
EDS spectra, with an acquisition time of 300 s. EDS data 
was analyzed using Bruker Esprit v. 1.9.3. A small piece 
approximately 2 mm x 2 mm was analyzed by adhering to 
an Al SEM stub with carbon tape. The middle silver-
containing layer was imaged to minimize possible 
contamination of the outer layers.  

Exposure media was analyzed by UV-Visible (UV-Vis) 
spectrophotometry using a PerkinElmer Lambda 750 
spectrophotometer (Waltham, MA) to determine if particles 
were released from the Acticoat or AgNM textile into the 
synthetic sweat and simulated wound fluid after exposure. 
Absorbance data was collected from 200 nm to 800 nm 
using a plastic microcuvette with a pathlength of 1 cm. 
Dynamic light scattering (DLS) using a Malvern Zetasizer 
Nano ZS (Westborough, MA) was performed to determine 
the sizes of any particles released into the exposure media. 
Bulk silver optical density and refractive index were used 
and scattering was measured at 173°. Test exposure media 
samples were held at 23 °C for 180 s before the first run to 
equilibrate the temperature and were then held at that 
temperature during the run. For each sample, 
8 measurements were made, each measurement consisted of 
11 scans, and each scan was 10 s long. 

 
3 RESULTS AND DISCUSSION 

 
3.1 Physical Transformations 

Exposure of Acticoat to either synthetic sweat or 
simulated wound fluid caused a visible change to the color 
of the product. As shown in Figure 1, the pristine Acticoat 
was blue in color, however exposure to either solution 
resulted in a noticable color change. After exposure to 
synthetic sweat Acticoat was light brown (Figure 1, middle) 
and after exposure to simulated wound fluid Acticoat was 
dark gray in color (Figure 1, left).  To better understand the 
physical transformations that were occuring, SEM images 
were acquired. Prior to exposure, discrete spherical crystals 
in the nanoscale range were found on the surface of pristine 
Acticoat (Figure 2, top) which agreed with previous work 
on the surface of Acticoat.[9] After 24 h exposure to 
synthetic sweat, submicron and larger micron-sized 
nonspherical crystals formed on the surface. This results 
agreed with Rigo, et al., where silver- and chloride-
containing crystals were formed on Acticoat Flex3 after 
saline exposure.[5] In contrast to synthetic sweat, the 
surface of the simulated wound fluid exposed Acticoat 
looked similar to the pristine material. However, the 

Figure 1: Photographs of Acticoat before (left) and after 
168 h expsoure to synthetic sweat (middle) and simulated 
wound fluid (right). Exposure results in a color change 
from blue to light brown (synthetic sweat) or dark gray 
(simulated wound fluid). 
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features were less defined and the surface appeared to have 
less roughness than the pristine material. Importantly, there 
was no formation of submicron or micron-sized crystals on 
the surface of the wound dressing. 
   
3.2 Chemical Transformations 

To determine chemical transformations that may have 
occurred during modeled human exposure, EDS was first 
used. EDS mapping for pristine Acticoat indicated the 
presence of silver with peaks for carbon and oxygen present 
and minimal amounts of chloride. In contrast, the EDS 
spectra for synthetic sweat exposed Acticoat indicated both 
silver and chloride being present, as well as sodium 
(Figure 3A). The EDS map indicated overlap of both silver 
and chloride on the submicron and micron-sized crystals. 
Spots in the EDS map that indicated chloride but not silver 
also showed sodium, suggesting crystals containing sodium 
and chloride were present on the surface as well. The EDS 
spectra for simulated wound fluid exposed Acticoat showed 
the presence of silver, chloride, and sodium (Figure 3B). 
However, EDS mapping for this material showed almost 
complete overlap of silver and chloride.  Other results by 
XRD and XPS (data not shown) suggest the presence of 
silver in metallic and silver chloride form after exposure to 
either test media suggesting a partial conversion of the 

Figure 3:  (SEM) images of Acticoat before (top) and 
after 24 h exposure to synthetic sweat (bottom left) and 
simulated wound fluid (bottom right). 

Figure 2:  SEM images, energy-dispersive X-ray spectroscopy (EDS) maps, and EDS spectra of Acticoat after 24 h 
exposure to A) synthetic sweat and B) simulated wound fluid. 
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surface layer to the +1 oxidation state.  
 

3.3 Evaluation of released silver 

After the Acticoat was examined, the test media was 
studied to determine if any nanoscale particles were 
released into the fluids during exposure.  Data to be 
published in future studies using ICP-MS revealed the 
presence of ppm levels of soluble silver in the wound fluid 
supernatant while the simulated sweat equivalent revealed 
only sub ppm levels.  

DLS was used to determine if any nanoscale particles or 
aggregates were released into the test expsoure solutions. 
Interestingly, Acticoat exposed synthetic sweat did not 
result in the appearance of any peaks in the DLS spectra, 
suggesting that any silver released was neither in a 
nanoscale particulate nor an aggregated form. Similarly, 
Acticoat-exposed simulated wound fluid supernatant did 
not display any new peaks in the DLS spectra compared to 
the unexposed simulated wound fluid. This again suggests 
that any silver released from the Acticoat during exposure 
was not in a nanoscale particulate form nor in an  
aggregated form.  

UV-Vis was also performed to determine if any metallic 
silver was released from the textile during modeled human 
exposure. Consistent with the DLS-based findings, synethic 
sweat and simulated wound fluid did not show any 
increases in absorbance or the appearance of any new peaks 
after interacting with Acticoat. This suggests that the silver 
released was not metallic or of a size sufficiently large 
enough to be detected by DLS. Therefore, the most likely 
form of released silver in the simulated wound fluid is as a 
complex with the added protein. This would agree with 
work by Rigo, et al., and Ostermeyer, et al. which found 
sequestration of silver in protein.[5, 10] 

 
4 CONCLUSIONS 

 
This work shows that modeled human exposure will 

result in both physical and chemical transformations of 
AgNMs on consumer textiles such as wound dressings. 
Exposure to synthetic sweat causes the formation of 
submicron and micron-sized silver and chloride containing 
crystals on the surface of the commerical wound dressing. 
Simulated wound fluid, in contrast, does not result in the 
formation of micron-sized crystals on the surface of the 
wound dressing. The wound dressing was found to release 
silver into the exposure media, with simulated wound fluid 
showing greater release than synthetic sweat.. However, 
our results demonstrate that silver is not present in a 
metallic form, in aggregate, or on the nanoscale in the 
exposure media. The physical and chemical 
transformations found in this work necessitate the study of 
AgNM-containing consumer textiles under more realistic 
conditions. This will allow for better understanding of the 
chemical and physical transformations that AgNMs in 
consumer will undergo during use and allow for 

manufacturers and regulators to make more informed 
decisions on product design and use. 
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ABSTRACT 
 

 

Silver nanomaterials (AgNMs) have been increasingly 

used in consumer products for their antibacterial properties. 

Textiles, including wound dressings, are just one of the 

many products which take advantage of AgNM’s 

antimicrobial properties. To better understand realistic 

transformations that may occur to these materials upon 

entrance into the environment, more work needs to be 

performed to determine the chemical and physical 

properties of AgNM-containing consumer products 

throughout their lifecycle. Previous work demonstrated 

transformations to AgNM containing wound dressings 

during simulated use (e.g. wound fluid and sweat 

exposure). The aim of the current work is to evaluate 

transformations these same textiles undergo during modeled 

environmental exposure. To model textile disposal 

conditions, the pristine wound dressings were exposed to 

synthetic freshwater or artificial landfill leachate. All 

specimens were analyzed before and after exposure with the 

techniques dynamic light scattering (DLS), UV-Visible 

spectroscopy (UV-Vis), X-ray diffraction (XRD), X-ray 

photoelectron microscopy (XPS), scanning electron 

microscopy (SEM),  energy dispersive X-ray spectroscopy 

(EDS), and inductively coupled plasma mass spectrometry 

(ICP-MS). SEM-EDS showed the formation of chloride and 

phosphorous containing crystals on the surface of the 

commercial wound dressing after synthetic fresh water 

exposure. The surface was found to be heterogeneous with 

some areas showing increased granularity while other areas 

were similar to the pristine material. Wound dressing 

exposed to artificial landfill leachate showed increased 

granularity compared to pristine wound dressing. Unlike 

synthetic fresh water, no large crystals were found on the 

surface of the artificial landfill leachate exposed textile. 

Future studies will evaluate the transformations that occur 

to wound dressings exposed to simulated disposal 

conditions after being treated with test media for simulating 

use, thus representing more realistic end-of-use scenarios.  

 

Keywords: silver, nanomaterials, characterization, textile, 

acticoat 

 

1 INTRODUCTION 

 

Nanomaterials are increasingly being used in consumer 

goods due to their unique properties. As a result of their 

antimicrobial nature, silver nanomaterials can be found in 

consumer products such as athletic clothing, stuffed 

animals, and food storage products.[1] Additionally, 

AgNMs are considered an attractive additive for biomedical 

products and devices such as bandages and wound dressing 

due to the antimicrobial properties they impart upon their 

products.[2]  

However, increased use of AgNMs in consumer 

products will result in an increase in their entrance into the 

environment. This was demonstrated recently in a study by 

Courtemanche, et al., which found almost all silver remains 

in commerical wound dressings upon product disposal.[3]  

Silver nanomaterials have been shown to have negative 

consequences on environmental organisms. Work by 

Arnaout and Gunsch found decreased nitrification by 

Nitrosomonas europaea, a bacteria necessary for nitrogen 

cycling in wastewater treatment plants.[4] Additionally, 

AgNMs inhibited anaerobic digestion of waste in lab-scale 

bioreactors used as a modelled landfill scenario.[5] Due to 

the potential negative consequences of AgNM-containing 

consumer products after disposal, it is necessary to 

understand what physical and chemical transformations 

these products will undergo throughout their lifecycle. 

Here we evaluate the transformations to AgNM-

containing textiles, specifically wound dressing, before and 

after exposure to simulated fluids consistent with disposal 

in landfills. In this work, wound dressings were exposed to 

synthetic fresh water and artificial landfill leachate. The 

resulting transformations have been examined by SEM-

EDS with preliminary measurements reported in the 

following text. 

  

2 METHODS1 

2.1 Exposure 

1 Certain trade names and company products are mentioned in the text or 

identified in illustrations in order to adequately specify the experimental 
procedure and equipment used. In no case does such identification imply 

recommendation or endorsement by National Institute of Standards and 

Technology, nor does it imply that the products are necessarily the best 
available for the purpose. 
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Solutions of synthetic sweat and simulated wound fluid 

were prepared. Artificial landfill leachate was prepared 

following United States Environmental Protection Agency 

(US EPA) guidelines Toxicity Characteristic Leaching 

Procedure (TCLP).[6] Briefly, 5.7 mL glacial aceitic acid 

(Mallinckrodt, ACS grade) was added to 500 mL MilliQ 

water. Then 64.3 mL 1 N sodium hydroxide (Titristar, 

MilliporeSigma) was added and the solution diluted to 1 L. 

The pH was adjusted to 4.98. EPA moderately hard water 

(MHW) was also prepared following EPA guidelines.[7] 

Briefly, 1.2 g magnesium sulfate (Sigma-Aldrich, 99.5%), 

1.92 g sodium bicarbonate (Sigma, 99.5%), and 0.08 g 

potassium chloride (Mallinkcrodt, ACS grade) were added 

to 19 L MilliQ water. The solution was aerated overnight. 

Next 1.2 g calcium sulfate dihydrate (Sigma-Aldrich, 98%) 

dissolved in 1 L MilliQ water was added and the solution 

was aerated overnight. 

Ten mL exposure media was placed into a 30 mL low-

density polyethylene plastic bottle and wrapped in foil (to 

prevent light exposure). A 2/3 inch x 2/3 inch of Acticoat 

(Acticoat 7, Smith & Nephews) was then added to the 

bottle, capped, and placed in a room temperature incubator, 

rotating horizontally at 50 rpm. The textile was removed at 

the following times after addition: 5 s, 1 h, 2 h, 6 h, 24 h, 

and 168 h. All solid samples were stored under vacuum 

until analysis. Liquid media was stored in the dark at 4 °C 

until analysis. 

 

2.2 Characterization 

A FEI Quanta 200 (Hillsboro, OR) environmental 

scanning electron microscope (SEM) with a Bruker XFlash 

5030 (Billerica, MA) energy-dispersive X-ray spectroscopy 

(EDS) detector was used to image samples and to collect 

EDS spectra and mapping data. An operating voltage of 

10 kV and a unitless spot size of 3 were used to image the 

samples and collect EDS data. EDS acquire times were 

300 s and data was analyzed using Bruker Esprit v. 1.9.3 

software. The middle layer of Acticoat (approximately 

2 mm x 2 mm) was adhered to an Al stub with carbon tape. 

 

3 RESULTS AND DISCUSSION 
 

3.1 Physical Transformations 

The transformation of Acticoat after exposure to 

synthetic freshwater or artificial landfill leachate were 

visibly apparent. The pristine Acticoat was blue on the 

surface of the silver containing layers (Figure 1), however 

the color changed after exposure. At shorter exposure times 

(less than 2 h) there was little to no change in color from 

blue when exposed to the synthetic freshwater. Longer term 

synthetic freshwater exposure (> 2h), however, resulted in a 

gradual color change from blue to a dark brown color.  This 

gradual process is perhaps best exemplified by the 24 h 

sample shown to the left (Figure 1, middle) which 

demonstrates how the majority of the Acticoat was dark 

brown, with the left side remaining blue.  By 168 h the 

textile was completely dark brown. In contrast, exposure to 

artificial landfill leachate resulted in a color change to gray 

brown (Figure 1, right). At short exposure times, (less than 

1 h) the wound dressing was a dark gray brown. As time 

increased the material became lighter in color, though it still 

remained gray brown. Interestingly, the white gauze layer 

(seen in the pristine wound dressing) between the active 

layers became yellowish/brown after exposure to either 

synthetic fresh water and artificial landfill leachate. One 

potential explanation is that silver redeposited and/or 

nucleated on this gauze layer after release from the blue 

wound dressing layers. 

 

Figure 1: Photographs of Acticoat before (left) and after 

24 h exposure to synthetic fresh water (middle) and 

artificial landfill leachate (right). The wound dressing 

becomes mottled blue and dark brown after exposure to 

synthetic fresh water and gray brown after exposure to 

artificial landfill leachate. 

 

Figure 2: Scanning electron microscopy (SEM) images 

of pristine Acticoat (top) and Acticoat after 24 h 

exposure to synthetic fresh water (bottom left) and 

artificial landfill leachate (bottom right). 
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To further examine the physical transformations of Acticoat 

exposure to modeled environmental media, scanning 

electron microscopy images were taken (see Figure 2). 

Pristine Acticoat consisted of discrete spherical nanoscale 

particles deposited onto the substrate which agrees with 

previous studies.[8] After exposure to synthetic fresh water, 

the surface of Acticoat transformed in a non-consistent 

fashion (Figure 2, bottom left). Some areas showed 

increased granularity compared to the pristine wound 

dressing while other areas, sometimes in the same field of 

view, showed no change at all. Observations from other 

areas included the presence of submicron and micron-sized 

crystals on the surface of the silver layer (images in Figure 

3A). These crystals were generally triangular or square in 

shape. In contrast, the surface of Acticoat after exposure to 

artificial landfill leachate was much more uniform with 

respect to the type of transformations that occurred. 

Compared to the pristine material, exposed Acticoat had 

increased granularity and space between the nanocrystals 

(Figure 2, bottom right). Particles still retained their 

spherical shapes. Chemical analysis was next performed to 

determine the chemical transformations of Acticoat after 

modelled environmental exposure. 

 

3.2 Chemical Transformations 

To better understand the elemental transformations that 

occurred as result of modeled environmental exposure, EDS 

was used. Unsurprisingly, EDS mapping of pristine 

Acticoat revealed silver on the surface, and EDS spectra for 

the pristine material showed signatures predominantly of 

silver and also showed signatures for carbon and oxygen. 

After exposure to synthetic fresh water, EDS mapping 

showed that many of the micron-sized square crystals 

contained chloride while the triangular crystals contained 

phosphorous (Figure 3A). The EDS spectra for the entire 

mapped region displayed signatures for silver, as well as a 

signature for chloride. Signatures for phosphorous could be 

found in samples that contained several triangular crystals. 

EDS mapping for Acticoat after artificial landfill leachate 

exposure found silver on the surface. In some instances 

small crystals on the surface were found to contain chloride. 

The EDS spectra for Acticoat exposed to artificial landfill 

leachate contained signatures primarily for silver, with 

peaks for chloride and oxygen.  

 

4 CONCLUSIONS 
To better understand the chemical transformations that 

are occuring as a result of environmental exposure, further 

measuerments will be performed using XRD and XPS. 

These techniques will determine the bonding environment 

and the oxidation states of the exposed textiles while 

corroborating the compositional information from EDS.  

This will then be used to help elicidate the effect of 

environmental exposure. Similarly, ICP-MS, DLS, and UV-

Vis will be used to study the release of silver from the 

Figure 3: SEM images, energy dispersive X-ray spectroscopy (EDS) maps, and EDS spectra for Acticoat after 24 h 

exposure to A) synthetic fresh water and B) artificial lanfill leachate. 

 

296 TechConnect Briefs 2018, TechConnect.org, ISBN 978-0-9988782-2-5

Gorham, Justin; Gorka, Danielle.
”Physical and Chemical Transformations of Silver Nanomaterials in Textiles After Use and Disposal.”

Paper presented at TechConnect World Innovation Conference, Anaheim, CA, United States. May 13, 2018 - May 16, 2018.

SP-485



commerical wound dressing. Knowing the amount of silver 

released under different environmental scenarios is 

necessary to determine the environmental impacts of 

commercial AgNM-containing textiles. 

To examine more realistic use and disposal scenarios, 

the commerical wound dressing will be exposed to model 

human exposure media (e.g. synthetic sweat or simulated 

wound fluid) followed by model environmental exposure 

media. This will allow for more relevant data to be 

collected and for a more informed understanding of the 

physical and chemical transformations that occur to AgNM-

containing textiles during their lifecycle. 

Work here examined the physical and chemical 

transformations of AgNMs in consumer textiles  that result 

after modeled environmental exposure. Exposure to 

synthetic freshwater resulted in the formation of chloride 

and phosphorous containing crystals on the surface of the 

textile. Additionally, exposure caused the surface to 

become heterogeneous, with some areas of the textile 

showing greater granularity than others. Exposure to 

artificial landfill leachate resulted in increased granularity 

of the commerical wound dressing compared to the pristine 

material. Future work will examine more realistic scenarios 

where the commerical AgNM-containing wound dressing is 

first exposed to model human exposure media (e.g. 

synthetic sweat or simulated wound fluid) before model 

environmental exposure. Data from this work will allow for 

a greater understanding of the transformations that will 

occur after disposal for AgNM-containing consumer 

textiles. 
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ABSTRACT
Formal specifications on temporal behavior of Cyber-Physical Sys-
tems (CPS) is essential for verification of performance and safety.
Existing solutions for verifying the satisfaction of temporal con-
straints on a CPS are compute and resource intensive since they
require buffering signals from the CPS prior to constraint checking.
We present an online approach, based on Timestamp Temporal
Logic (TTL), for monitoring the timing constraints in CPS. The
approach reduces the computation and memory requirements by
processing the timestamps of pertinent events reducing the need to
capture the full data set from the signal sampling. The signal buffer
size bears a geometric relationship to the dimension of the signal
vector, the time interval being considered, and the sampling res-
olution. Since monitoring logic is typically implemented on Field
Programmable Gate Arrays (FPGAs) for efficient monitoring of
multiple signals simultaneously, the space required to store the
buffered data becomes the limiting resource. The monitoring logic,
for the timing constraints on the Flying Paster (a printing applica-
tion requiring synchronization between two motors), is illustrated
in this paper to demonstrate a geometric reduction in memory and
computational resources in the realization of an online monitor.

CCS CONCEPTS
• Computer systems organization → Embedded and cyber-
physical systems; Embedded software;

1 INTRODUCTION
Cyber-Physical Systems (CPS) are becoming an integral part of
human life. While it is desirable to build systems with guarantees
of correct behavior, it is becoming increasingly difficult, due to
the increasing scale, complexity, and non-deterministic nature of
applications, networks, processing platforms, and unpredictable
interactions with the physical world [1]. One promising approach
to ensure that the system is executing in a safe manner is to mon-
itor the system at runtime [2]. In online monitoring, application

constraints are continuously monitored during runtime. Online
monitoring can be used to analyze the system behavior in the field
and check for bugs in the design. In contrast, offline monitoring in
real systems utilizes forensic analysis and therefore does not offer
the ability for timely correction of system deviations. Although
offline monitoring can be useful, online monitoring is desirable
since it may be possible to detect early violations and prevent a
system from reaching an unsafe state [3].

Since the correct operation of many CPS applications relies upon
the correct timing of the system, both functional and temporal re-
quirements of a CPS must be monitored [4]. This paper focuses on
themonitoring of timing constraints in CPS. Many existingmonitor-
ing systems define system timing constraints using Signal Temporal
Logic (STL) [5]. STL allows users to define timing constraints on
real-valued signals relative to current time. For example, in the
Globally constraint in STL, a user could specify a timing constraint
ϕ := □[2,6](|x[t]| < 2), which means that a property ϕ will be true
at time t = τ , iff the real-valued signal x[t] ∈ [−2, 2] ∀τ ∈ [2, 6]. To
compute whether the timing constraint ϕ was met at time t = τ ,
the conventional approaches [5–10] record the value of the signal
x[t] at all times in the interval t ∈ [τ + 2,τ + 6]. The signal values
are compared against the constraint, (|x[t]| < 2), to determine if
the requirements are satisfied within the time interval [τ + 2,τ + 6].
The constraint evaluation is repeated for each sampling period.

Often, existing monitoring systems are implemented in a simu-
lation. To test real-time systems, FPGA (Field Programmable Gate
Array) implementation has the potential to minimize computational
latencies and allows for simultaneous monitoring of multiple sig-
nals, while supporting the flexibility for modifications and upgrades.
The scheme by Jakšić et al. [11] was implemented on FPGAs. How-
ever, for FPGAs, the available memory to store the signal histories
and perform the computation becomes the main bottleneck.

To evaluate how practical the existing state-of-the-art monitor-
ing schemes are, we built a model of a Flying Paster application.
We specified seven timing constraints to minimize the amount of
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Figure 1: Globally: a) Conventional monitoring calculation
at each time-step, b) TMA uses two subtractions per pulse.

unused paper while ensuring sufficient time to paste and splice the
paper of the new roll before the first roll expires. The implemented
test code to evaluate against the timing constraints using the (latest)
Counters approach by Jakšić et al. [11], could not be compiled due to
insufficient memory on the commercial off-the-shelf (COTS) FPGA
board with 82, 000 flip-flops (FFs) and 41, 000 look-up tables (LUTs),
at a sampling rate of 20 kHz. In CPS, examples of systems using high
sampling rates include power systems where IEC 61869-9 specifies
sampling rates at 4.8 kHz for Alternating Current (AC) and up to
96 kHz for Direct Current (DC) measurements [12].

In this paper, we propose a more efficient online approach for
monitoring the timing constraints of CPS,Timestamp-basedMonitoring
Approach. The key improvement is rather than evaluating a con-
straint at each sampling period, TMA only computes the constraint
satisfaction at the occurrence of relevant events extracted from
monitored signals. For constraint ϕ := □[2,6](|x[t]| < 2), TMA iden-
tifies x[t] as the signal-of-interest when x[t] goes above or below 2
V. Accordingly, ϕ is re-computed only at the occurrence of the next
event-of-interest. TMA can monitor all seven timing constraints of
Flying Paster model application at a sampling rate of 20 kHz, using
only 11% of the FFs and 11.5% of LUTs on the same FPGA.

In general, for a constraint that is defined over a time interval of
T , and must be monitored for the duration of experiment d , with
a sampling frequency of f , the conventional approach requires
O(T f d) computation time. The requirements of both, computation
time and memory, depending on the interval size and the sampling
rate. In contrast, our approach has a complexity of O(k), where k
is the maximum number of events during time d . Case in point,
both the computation and memory requirement of the monitoring
logic for implementing a Globally constraint using the Jakšić et
al. approach [11] increases with the interval size of the Globally
operator, while the monitoring logic of TMA is independent of the
time interval, and scales well. Another important point to note
is that although event-based constraints (e.g, whenever signal s1
rises above 2.5 V, the signal s2 should fall below 1 V in less than
2 s.) can be specified in STL the logic that is generated can be
complex and resource intensive since an event-based constraint is
composed of several STL temporal operators. On the other hand,
event-based temporal constraints are specified using TTL, Simul-
taneity, Chronological, Phase, Frequency, Latency, among others [13].
TTL provides for a more intuitive and simple specification (e.g.,
L(⟨s1, 2.5,↗⟩, ⟨s2, 1,↗⟩) < 2). In this paper, we apply two of the
primitives, namely Latency and Simultaneity, to illustrate the online
monitoring approach.

2 RELATEDWORK
Conventional monitoring methods have high memory usage and
processing time requirements since they evaluate timing constraints

at every time-step. Offline tools for analyzing the timing require-
ments in CPS have been implemented in Breach[14], and S-Taliro [15].
Both tools record simulation data and evaluate timing constraints
after the simulation has finished. Figure 1.a depicts the conventional
monitoring approach. It plots the value of Boolean signalψ along
the time axis at the top. To evaluate the constraint □[a,b]ψ at time
t1, the existing techniques look at the entire interval [t1 + a, t1 +b].
If the signal is true for the entire duration, the constraint is met at
t1. Since the signalψ was false for some time (just after t1 + a), the
constraint □[a,b]ψ is not met at time t1. However, the constraint is
met at t2. The computation required to evaluate this constraint is
O(T f 2), where T is the time interval over which the temporal oper-
ator is defined, which in this case, isT = b−a, and f is the sampling
frequency. The memory buffer required for this computation will
be O(T f ). If there is a constraint with P temporal operators, andw
signals, then the amount of computations is O(TPw f 2), while the
amount of buffer needed will be O(TPw f ). To monitor one timing
constraint with four temporal operators defined over an interval of
100 s , with a system sampling rate and analog to digital converter
(ADC) resolution of 20 kHz (ts = 50 µs) and 12-bit, we need 12 MB
of memory (M = 4 × 100

50 µs × 12
8 ). Primarily, because of the compu-

tational complexity, evaluating temporal constraints in real-time is
not scalable. Practical CPS applications, such as power generation
and distribution have numerous constraints, each containing multi-
ple, high-frequency data signals to be monitored simultaneously,
and may have evaluation time intervals over extended durations.

Recognizing the high overhead, AMT [16] proposed an incremen-
tal approach to compute the constraints at a segment granularity.
However, they can reduce the complexity only by the factor of the
granularity. An incremental method was proposed by Deshmukh
et al. [10] where timing constraints are evaluated by traversing
the parse tree generated for STL formulas. They optimize their
calculation by eliminating repetitive computations.

While all the previous approaches were implemented in simu-
lation, Jakšić et al. [11] implemented a monitoring method called
Counters algorithm on FPGA. The Counters algorithm reduces the
computation complexity from O(n2) to O(n log(n)), where n is the
size of time interval of the temporal constraints. Although Jakšić et
al. showed a way to reduce memory usage, the storage remains a
concern (even for bounded constraints). This technique converts
future STL operators into past ones and translates all constraints
such that their interval starts from zero. Then, a counter is dedi-
cated for measuring the duration of a positive pulse in each interval.
The number of needed counters depends on the variability of the
monitored signal and the length of the interval bound (a). In each
time-step, the active counter is incremented tomeasure the duration
of positive pulses. The maximum number of counters is ⌈ 2a

b−a+1 ⌉
where each counter has ⌈log2 a⌉ bits. For example, □[5000,5001]ψ
needs 5000 counters, each with log2 5000 = 13 bits. Therefore, we
need around 8 kB to monitor just one signal. In contrast, to monitor
the same constraint using TMA, only the last two timestamps of
the events-of-interest and the last two timestamps of the result
are needed. Therefore, four 32 − bit variables for each operator is
needed, which is independent of interval length and sampling rate,
and a small memory footprint for the state machine. We need one
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state machine per operator and the size of each state machine is
very small since it needs only 2 bits to store the state.

STL expressions are often combined and/or nested and must be
evaluated recursively. Additionally, although STL has the capability
to express event-based timing constraints, they are constructed out
of a variety of level-based timing constraints. In order to represent
only one event (rising or falling) in STL, we should use past and
future operators together in one expression1. In contrast, TTL can
easily express the event timing constraint so that the implementa-
tion test code can be succinct as well.

3 TIMESTAMP MONITORING APPROACH
We use TTL to specify the application timing constraints, since
TTL succinctly expresses both event-based and level-based timing
constraints commonly used in CPS. TTL considers temporal behav-
ior of analog signals upon a given threshold function in level-based
timing constraints. Also, this logic can express event-based timing
constraints where the time at which a signal value changes (e.g.
L(⟨s1, 2.5,↗⟩, ⟨s2, 1,↗⟩) > 2, whenever a rising s1 signal crosses
2.5 V, a rising s2 shall not cross 1 V earlier than 2 s). Hence, we
first convert analog signals to discrete event boolean signals by the
method in [13, 17]. Therefore, we have R→ B to transform the ana-
log to boolean signals. Then, timestamps corresponding to rising
and falling edges are extracted. We define finite sets of rising edges
Γr and falling edges Γf for a boolean signal,ψ , as: Γr = {tψr1 , ..., t

ψ
rn }

and Γf = {tψf1 , ..., t
ψ
fn
} where tψri and t

ψ
fi
are the timestamps for the

ith rising and falling edge onψ . Figure 2.a depicts a boolean signal
ψ , which is created when the analog signal s(t) crosses a thresh-
old, f (t) that shows after threshold crossing, the boolean signal is
described by t

ψ
ri and t

ψ
fi
, (i = 1, ...,n). Now, we present a boolean

signal as a tuple consisting of an initial state (ψinit ), a set of rising
edges (Γr ) and a set of falling edges (Γf ):ψ = (ψinit , Γr , Γf )
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Figure 2: a) Crossing signal s(t) with function f (t), b) Illus-
tration for Until computation by TMA.

The differentiate operator (Z), φ =Z (ψ ) extracts the rising edge
of a boolean signalψ ∈ Bwhere the value ofφ is 1 if (ψ (t+)⊕ψ (t))∧
¬ψ (t) = ⊤, and ⊥ otherwise. ⊕ is the XOR operator and, t+ refers
to the right neighborhood (the next time-step) of signal at time t . By
applying differentiate operator on a boolean signalψ (φ =Z ψ ), we
provide another boolean signal, φ, which is true for a short period
(sampling time) and false otherwise. Since this operator provides
the event set, Θφ , it contains just the timestamps which show the
time of events (not rising and falling) as: Θφ = {θφ1 , ...,θ

φ
n }.

1↑ ψ = (ψ ∧ (¬ψ ST )) ∨ (¬ψ ∧ (ψUT )) for rising edges and
↓ ψ = (¬ψ ∧ (ψ ST )) ∨ (ψ ∧ (¬ψUT )) for falling edge.

3.1 Level-based Approach
In this section, we introduce three algorithms executed at each
rising and falling edge to define the set of timestamps for online
constraint evaluation of level-based TTL operators.

3.1.1 Globally Rules. Given a boolean signal (ψ ) expressed with
a set of rising and falling edges Γψr and Γ

ψ
f respectively, for every

new pair of timestamps, generated from the signal threshold cross-
ings, we update the set of rising and falling edges for □[a,b]ψ (Γ□r
and Γ□f ) by applying Algorithm 1 on the received timestamps. The
new □[a,b]ψ rising and falling edges are computed based on the
most recent tψr (expressed as the current rising edge timestamp on
ψ ) , tψf (expressed as the current falling edge timestamp on ψ ) as
well as the values of a and b. The computed rising and falling edges
are only added to Γ□r and Γ□f if its timestamp for the rising edge is
less than that of the falling edge.

Algorithm 1 Globally (tψr , t
ψ
f , a, b)

1: t□ri = t
ψ
r − a

2: t□fi
= t

ψ
f − b

3: if t□ri < 0 then
4: t□ri = 0
5: end if
6: if t□ri <= t□fi

then
7: Γ□r = Γ□r + {t□ri }
8: Γ□f = Γ□f + {t□fi }
9: end if

3.1.2 Eventually Rules. A boolean signal (ψ ) expressed with, Γψr
and Γ

ψ
f , for every new pair of timestamps, we update the set of

rising and falling edges by applying Algorithm 2. The calculated
timestamps are only added to the set under the constraint; a rising
edge must occur after the last falling edge. Also, if the last computed
falling is in the range of new pulse, the last falling should be replaced
with the new falling edge to append the last pulse on the result.

3.1.3 Until Rules. Given two boolean signals,ψ1 andψ2, with
new rising and falling edges tψ1

r , tψ2
r , tψ1

f and t
ψ2
f , we update the

set of rising and falling edges forψ1U[a,b]ψ2 (ΓUr and ΓUf ) using
Algorithm 3 with the incoming pairs of timestamps. The new rising
and falling edges for Until are computed in the first 2 lines. Starting
at line 3, new edges are either appended or discarded, depending
on whether or not they comply with the signals. For example, any
negative time value and any set of edges with a falling happening
before a corresponding rising edge indicate the constraint is not
satisfied. Similarly, any edge with rising that comes before the
falling edge of the previous set is discarded and the previous falling
is replaced with the new falling since the last positive pulse should
be extended to the new falling edge. A pair of timestamps appended
to ΓUr and ΓUf signifies that there is a new valid interval where the
constraint,ψ1U[a,b]ψ2, wasmet. As depicted in theUntil example in
Figure 2.b, we have tUr1 =max(1, 2−4) = 1 and tUf1 =min(5, 9)−2 =
3. Since tUr1 < tUf1 they can be used to updateψ1U[2,4]ψ2 by being
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Algorithm 2 Eventually (tψr , t
ψ
f , a, b)

1: t^ri = t
ψ
r − b

2: t^fi
= t

ψ
f − a

3: if t^ri < 0 then
4: t^ri = 0
5: end if
6: if t^fi−1 < t^ri then

7: Γ^r = Γ^r + {t^ri }
8: Γ^f = Γ^f + {t^fi }
9: end if
10: if t^ri <= t^fi−1

and t^fi−1 < t^fi
then

11: Γ^f = Γ^f − {t^fi−1 }
12: Γ^f = Γ^f + {t^fi }
13: end if

appended to ΓUr and ΓUf . The potentialψ1U[2,4]ψ2 rising and falling
edges obtained from the second pulse ofψ1 are then computed as
follows: tUr2 =max(7, 2 − 4) = 7 and tUf2 =min(8, 9) − 2 = 6. Since

tUf2 ≤ tUr2 they must be disregarded rather than appended to ΓUr
and ΓUf . This concludes thatU[2,4], were met in the interval from
time t = 1 to t = 3, when the first pulse ofψ1 must hold until the
rising event onψ2 is true at some time step between a and b2. The
Finite State Machine (FSM) in Figure 3, calculates the result of Until
operator with just four states (two bits)3 .

Algorithm 3 Until (tψ1
r , tψ2

r , tψ1
f , tψ2

f ,a,b)

1: tUri =max(tψ1
r , t

ψ2
r − b)

2: tUfi =min(tψ1
f , t

ψ2
f ) − a

3: if tUri < 0 then
4: tUri = 0
5: end if
6: if tUfi−1 < tUri and tUri < tUfi then

7: ΓUr = ΓUr + {tUri }
8: ΓUf = ΓUf + {tUfi }
9: end if
10: if tUri <= tUfi−1 and t

U
fi−1
< tUfi then

11: ΓUf = ΓUf − {tUfi−1 }
12: ΓUf = ΓUf + {tUfi }
13: end if

3.2 Event-based Approach
The second category of operators in TTL is event-based. They deal
with timestamps of events (Θ set) and produce boolean signals
represented by rising and falling sets (Γr and Γf ).
2In the calculations forψ1U[a,b]ψ2 operator, we just consider the overlapped pulses
onψ1 andψ2 .
3The reader can find all proofs in https://github.com/cmlasu/tma. This link also contain
a simulation software, TMA_Testing.zip, to evaluate TTL timing constraints.
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Figure 3: FSM to implement an Until operator. FSM captures
rise and fall time of boolean signalsψ1,ψ2 and computesU.

3.2.1 Simultaneity Constraint. To determine the satisfiability
of the Simultaneity constraint, the point in time where a set of
events have occurred within a time tolerance of ϵ is evaluated.
Figure 4.a shows the example of three events occurring within ϵ so
that the constraint is met between θmin − b and θmax − a. We use
timed-automata to evaluate this timing constraint. As Figure 4.b,
if the timed-automata detects n events and ϵ duration passed after
observing the first event the constraint can be calculated.
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Figure 4: a) Calculation of Simultaneity constraint b) The
timed-automata to calculate Simultaneity constraint.

3.2.2 Latency Constraint. A latency constraint specifies the time
difference between the occurrence of two events. A simple example
of a latency constraint is the minimum, maximum or exact time
interval between two events, denoted as follows: L(φ1,φ2) ▽ c
where ▽ ∈ {>, <,==}. The test code generation takes as input two
events (φ1 and φ2) and compares the difference between the event
timestamps with a real number c . Since the signals are singletons,
the sets ofΘφ1 andΘφ2 each contain one element. Hence, whenever
event Θφ2 is received, the latency can be calculated. The latency
constraint evaluation is comprised of two steps: (1) calculating the
delay ∆t between two timestamps, θφ1

1 , and θφ2
1 , and (2) comparing

∆t with c . Latency block, ∆t = θφ2
1 − θφ1

1 in comparison block if
((∆t ▽ c) == ⊤) then the rising and falling edges of result are:
tLr = θ

φ2
1 − b, tLf = θ

φ1
1 − a.

4 EMPIRICAL EVALUATION
In this section, we applied TMA method to monitor timing con-
straints in Flying Paster application and compared the required
number of FFs and LUTs with the Counters algorithm in [11]. Also,
we implemented Globally operator with different time intervals to
show the required memory for an FPGA implementation (Table 1).
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Table 1: Memory requirement on FPGA for Globally.
#FFs #LUTs

Jakšić [11] TMA Jakšić [11] TMA
1 □[0,100] 1902

1820

2981

2696

2 □[0,200] 3935 5895
3 □[0,300] 7821 9314
4 □[100,200] 1891 2875
5 □[200,400] 3702 5431
6 □[300,600] 6312 9612

4.1 Case Study: Flying Paster Application
The schematic diagram of Flying Paster application [18, 19] is
shown in Figure 5. The active roll B feeds the paper and should
make contact with the reserve roll A before B runs out of paper, for
continuous operations. C and E are idler wheels. Sensor H measures
the radius of the paper on B and whenever the radius is less than a
threshold, it generates an Approaching Out of Paper (AOP) event.
Then, roll A starts to rotate. On the outer side of the reserve roll
paper, there is a double-sided adhesive tape , which can be detected
by sensors F and G. To calculate the angular velocity of roll A,
sensors F and J are utilized. When the velocity of the paper at the
edge of A becomes the same as roll B,match signal is generated.
Once match is observed, after detecting two rotations, G can detect
the tape. When G detects it, idler wheel E pushes the belt to the
spare roll A, such that after tapeToContactAnдle , papers on A and
B attach together by the adhesive tape and then the paper on roll
A follows the path. Cutter D should cut the paper on roll B after
tapeToCutAnдle . In order to ensure that the new paper is attached
properly, we should have tapeToContactAnдle < tapeToCutAnдle .

B

A
C

E

F

J

H

D

tdc

tapeToContactAngle

tapeToCutAngle

tape

Double sided tape

web

Figure 5: Flying Paster schematic similar to [18]. Active roll,
B, is replace by reserve one, A, to feed the web.

To implement this application, we used two Hansen DC motors
as rolls A and B. Motors are driven by an Arduino Mega2560 board
to control the speed and also to generate AOP, match, contact and
cut signals. On each motor, we installed a dialed disk with a drilled
hole at zero degree (Figure 6). An Omron EESX970C1 sensor was
installed close to each disk to detect the drilled hole and hence,
measure the rotation speed of each motor. We utilized an NI-cRIO
9035 with an on-board FPGA, Xilinx Kintex-7 7K70T, containing
82,000 FFs and 41,000 LUTs with a 40 MHz clock frequency. For
signal monitoring, we used a 20 kHz NI-9381 I/O module and it
uses a 12-bit ADC. The pins of NI-9381 were directly connected to
photomicrosensors, AOP, match, cut and contact signals.

Next, we express timing constraints of flying paster application
based on STL. The notations for the case study variables are as
follows: linear velocity (V ), radius (r ) and angular velocity (ω). 1)
The velocity of the paper on active roll should be constant:

Vact ive = (ract ive × ωact ive ) ± 1% m/s

Active Motor Spare Motor

Sensor2Sensor1Monitoring Device

Figure 6: Implemented Flying paster comprises 2motors and
is monitored by reconfigurable data acquisition system.

□[ti ,ts ](Vactive = ractive × ωactive ± 1%)
2) The time interval between AOP rising tomatch rising edge must
be no more than taction : □(↑ AOP ⇒ ^[0,tact ion ](↑match))
3) Aftermatch, the paper speed of the spare should remain the same
as active: Vactive = ractive × ωactive and Vspare = Vactive ± 1%

□[tmatch,tcut ](Vactive = ractive × ωactive )
□[tmatch,tcut ](Vspare = rspare × ωspare )
□[tmatch,tcut ](Vspare = Vactive ± 1%)

4) Catch the TDC (2 rotations of A after match).
tspareTDC − tmatchOnSpare <

4π
ωspare

^[tmatch,tmatch+
4π

ωspare
](↑ spareTDC)

5) When tape is 225 degrees after G, contact signal must fire.

tcontact − (tspareTDC + 225 deдrees
ωspare ) < ±1ms .

□
[tspareTDC+

225 deдrees
ωspare +1 ms ,tspareTDC+

225 deдrees
ωspare −1ms ]

(↑ contact )

6) When tape is 270 degrees after G, cut signal must fire.

tcut − (tspareTDC + 270 deдrees
ωspare ) < ±1ms

□
[tspareTDC+

270 deдrees
ωspare ±1 ms ,tspareTDC+

290 deдrees
wspare ±1 ms ]

(↑ cut )

7) AOP to cut should not be more than ttermination .
^[tAOP ,tAOP +ttermination ](↑ cut )

We implemented the timing constraints of Flying Paster with
three approaches (conventional, Jakšić [11] and TMA) on FPGA.

4.1.1 Temporal Logic Expression. We began with the conven-
tional method describing the constraints in STL. We changed the
future STL formulas to the past ones [11], and we represented
the same timing constraint in TTL for TMA. For example, in □(↑
AOP ⇒ ^[0,tact ion ](↑match)), we have:
1) Conventional Method (which is pointed out as Register Buffer in
[11]): Since rising and falling edges (↑ and ↓) cannot be represented
in STL, we express them as the way in [17]:

↑ ψ = (ψ ∧ (¬ψ S T )) ∨ (¬ψ ∧ (ψ U T ))
↓ ψ = (¬ψ ∧ (ψ S T )) ∨ (ψ ∧ (¬ψ U T ))

Therefore, the example is converted to:
□((AOP ∧ (¬AOP S T )) ∨ (¬AOP ∧ (AOP U T )) ⇒

^[0,tact ion ](match ∧ (¬match S T ) ∨ (¬match ∧ (match U T )))
2) Jakšić in [11] method: Future STL should be converted into past:
□(^{tact ion } ↑ AOP ⇒ ^[0,tact ion ](↑match))
The edge (↑) operator should be replaced by the equivalent con-

straint like the conventional method.
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Figure 7: Comparison of FF and LUT numbers in 3 methods.

3) TMA method: Since the constraint is a latency betweenAOP and
match, it can be easily written in TTL as:

L(⟨AOP , 2.5 V ,↗⟩, ⟨match, 2.5 V ,↗⟩) ≤ taction
The level threshold, 2.5 V, is the threshold to detect true or false
on the boolean signal (0 V and 5 V correspond to f alse and true ,
respectively). Next, we implemented the constraint specifications
on the FPGA using the three monitoring methods.

Table 2: Six different scenarios in which the linear speed of
active roll,AOP tomatch and time to contact time are varied.

A B C D E F
vactive 22 m/s 20 m/s 18 m/s 16 m/s 14 m/s 12 m/s
taction 2 s 3 s 4 s 5 s 6 s 7 s

ttermination 3 s 4 s 5 s 6 s 7 s 8 s

As Figure 7 depicts, conventional and Jakšić methods required
more FFs and LUTs in the case study. With increasing intervals, the
FF and LUT utilization increases linearly for the Jakšić method. In
−̂[a,b]ψ = −̂{a } −̂[a,b−a], the variability is b − a + 1. In contrast,
TMA takes a constant amount of memory in all scenarios because
it does not require retention of signal history. When a signal event
is observed, the result can be deduced. Moreover, the computation
part – that affects the LUT size – is minimal by reducing operators
(either event-based or level-based) to simple computations.
4.2 Low variability signals
We evaluate the last timing constraint of flying paster application
(^[tAOP ,tAOP+ttermination ](↑ cut)), using all three methods to see
the efficiency of TMA in monitoring low variability signals for
different values of ttermination as shown in the third row of Table
2. Figure 8 compares the FF utilization based upon the conventional,
Jakšić, and TMA approaches for constraint evaluation in the case
study application, where TMA used the least amount of memory.
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Figure 8: #FFs utilization in three methods.

5 CONCLUSION
We propose a lightweight monitoring methodology, TMA, for CPS
timing constraints and demonstrated the efficiencies gained based
on an initial case study. The approach utilizes signal timestamps to
compute the range for a constraint, rather than processing the lev-
els of signals, requiring data at each sample. The proposed method
minimizes computation overhead compared to existing monitoring
approaches. The implementation is independent of the constraint
interval, allowing the memory usage to be constant for any interval.
TMA is particularly geared towards monitoring constraints in TTL,
which allows for the succinct description of common timing con-
straints in CPS, thus simplifying the description and the constraint
evaluation algorithms. Future research in this area includes expan-
sion of constraint primitives, such as duration, to fully capture and
express temporal constraints in CPS.

Disclaimer: Certain commercial entities, equipment, or materials
are identified in this document in order to describe the experimental
design or to illustrate concepts. Such identification is not intended to
imply recommendation or endorsement by the National Institute of
Standards and Technology or the institutions of the other authors, nor
is it intended to imply that the entities, materials, or equipment are
necessarily the best available for the purpose.
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ABSTRACT

We investigated refrigerant blends as possible low-GWP (global warming potential) alternatives for R134a in an air-
conditioning application. We carried out an extensive screening of the binary and ternary blends possible among a
list of 13 pure refrigerants comprising four hydrofluoroolefins (HFOs), eight hydrofluorocarbons (HFCs), and car-
bon dioxide. The screening was based on a simplified cycle model, but with the inclusion of pressure drops in the
evaporator and condenser. The metrics for the evaluation were nonflammability, low-GWP, high COP (coefficient
of performance), and a volumetric capacity similar to the R134a baseline system. While no mixture was ideal in all
regards, we identified 14 “best” blends that were nonflammable (based on a new estimation method by Linteris, et
al., presented in a companion paper at this conference) and with COP and capacity similar to the R134a baseline;
the tradeoff, however, was a reduction in GWP of, at most, 51% compared to R134a. An additional eight blends that
were estimated to be “marginally flammable” (ASHRAE Standard 34 classification of A2L) were identified with GWP
reductions of as much as 99%. These 22 “best” blends were then simulated in a more detailed cycle model.

1. INTRODUCTION

Like all segments of society, the U.S. military is examining the options to reduce the global-warming-potential (GWP)
footprint of its air-conditioning and refrigeration systems. But while much of the refrigeration industry is considering a
move to refrigerants that are flammable, or at least marginally flammable, the unique operating environments of many
military systems demand nonflammable replacement refrigerants. The goal of this work was to identify nonflammable,
but lower-GWP, replacements for R134a in a baseline air-conditioning application while maintaining capacity and
energy efficiency.

The selection of a refrigerant blend to replace refrigerant R134a is a multi-objective optimization process. There are
several desired objectives:

• Minimize/eliminate flammability: As discussed in Linteris et al. (2018), the combination of the adiabatic flame
temperature and the F-substitution ratio yields a prediction of the flammability class (1, 2L, 2, 3) according to
the ASHRAE 34 standard (ASHRAE, 2016). It is preferred to have a flammability class designation of 1 (“no
flame propagation”), but as demonstrated below, enforcing that the blend be nonflammable comes at the cost of
a lower system efficiency and/or a higher GWP.

• Minimize GWP: The GWP of a blend is defined as the mass-fraction-weighted GWP of the blend’s components.
Several time horizons are possible for the calculation of GWP, but it is most common to consider a 100-year
time horizon. The 100-year GWP values for pure fluids are tabulated in a number of sources, and here we used
the values from the UN IPCC report (Myhre et al., 2013).

• Maximize COP: the coefficient of performance, or COP, characterizes the efficiency of the heat pump. The larger
the COP, the better the system efficiency.

aContribution of NIST, an agency of the US government; not subject to copyright in the United States.
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• Match the volumetric capacity Qvol of the baseline system: the Qvol of a heat pump is a figure of merit that is
related to the size of the compressor. The larger the volumetric capacity, the smaller the compressor needs to be
for a given cooling capacity.

Our search for optimal R134a replacement blends involved the above four figures of merit and consisted of the fol-
lowing steps:

1. Selection of pure refrigerants of low toxicity that could possibly form a replacement blend.

2. Determination of flammability classification, GWP, COP, and Qvol for an exhaustive matrix of possible binary
and ternary mixture compositions. In this step, we evaluated COP and Qvol using a simplified cycle model.

3. Selection of “best” blends based on the blend’s figures of merit.

4. Determination of COP and Qvol of the “best” blends using an advanced cycle model.

2. FLUID SELECTION

Based on a comprehensive search of chemical compounds that could serve as working fluids in air-conditioning sys-
tems, McLinden et al. (2017) demonstrated that there are very limited options for low-GWP refrigerants. They iden-
tified the best working fluids based on assessments of their environmental, safety, and performance characteristics.
But no single-component refrigerant was ideal in all respects; that is, no fluid was simultaneously nonflammable,
low-GWP, and with good performance in an air-conditioning system. Thus, in this study, we turn to blends.

For blending, we selected 13 fluids within a range of pressure, flammability, and GWP values that might produce a
blend with the desired characteristics of a R-134a replacement. These included hydrofluoroolefins (HFOs), which
have very low GWP values (≈1 relative to CO2), but that are mildly flammable; hydrofluorocarbons (HFCs) with
moderate-to-high GWP values that were nonflammable and thus, might serve to suppress the flammability of a blend;
additional mildly flammable HFCs; and carbon dioxide (CO2), which is nonflammable with GWP = 1, but which
would raise the working pressure of a blend. All the selected fluids were of low toxicity (i.e., an “A” classification
under ASHRAE Standard 34 (ASHRAE, 2016)). Additional considerations were the commercial availability of the
fluid and the availability of property data (in the form of an accurate equation of state), so that cycle simulations could
be carried out with some measure of confidence.

The list of candidate working fluids considered in this study is summarized in Table 1. The global warming potential
values (based on a 100-year horizon) were taken from the IPCC report on climate change (Myhre et al., 2013).

Table 1: Pure fluids selected in this study and some of their characteristics (Tc: critical temperature)

ASHRAE long name formula Tc/K GWP100 ASHRAE
designation classification
R134a 1,1,1,2-tetrafluoroethane CF3CH2F 374.2 1300 A1
R227ea 1,1,1,2,3,3,3-heptafluoropropane CF3CHFCF3 374.9 3350 A1
R125 pentafluoroethane CHF2CF3 339.2 3170 A1
R143a 1,1,1-trifluoroethane CF3CH3 345.9 4800 A2L
R32 difluoromethane CH2F2 351.3 677 A2L
R152a 1,1-difluoroethane CHF2CH3 386.4 138 A2
R134 1,1,2,2-tetrafluoroethane CHF2CHF2 391.8 1120 Not assigned
R41 fluoromethane CH3F 317.3 116 Not assigned

R1234yf 2,3,3,3-tetrafluoropropene CF3CF=CH2 367.9 1 A2L
R1234ze(E) trans-1,3,3,3-tetrafluoropropene CHF=CHCF3 (trans) 382.5 1 A2L
R1234ze(Z) cis-1,3,3,3-tetrafluoropropene CHF=CHCF3 (cis) 423.3 1 Not assigned
R1243zf 3,3,3-trifluoropropene CF3CH=CH2 376.9 1 Not assigned
R744 carbon dioxide CO2 304.1 1 A1
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3. ESTIMATED FIGURES OF MERIT OF THE BLENDS

3.1 Simplified Cycle Model
The cycle model is based upon a simplified analysis of a four-component heat pump system with lumped pressure
drops. A schematic of the system is shown in Fig. 1, and log(p)-h and T-s property figures are shown in Fig. 2. Due
to the subtle complexities of modeling blends in thermodynamic cycles, we describe the cycle model in detail below.
The specification of the model parameters is as follows:

• Evaporator dew-point temperature Tevap,dew: 10 ○C

• Condenser bubble-point temperature Tcond,bub: 40 ○C

• Evaporator outlet superheat ΔTsh: 5 K

• Condenser exit subcooling ΔTsc: 7 K

• Compressor adiabatic efficiency ηa: 0.7

• Evaporator pressure drop: for the baseline system, a reduction in dew-point temperature of 2 K

• Condenser pressure drop: for the baseline system, a reduction in bubble-point temperature of 2 K

Evaporator

Condenser

CompressorExpansion
Valve

T∞

Tsource

1 1∗

2 2∗3

4

Figure 1: System schematic. The state point indices 1, 2, etc. correspond to the labeled state points in Fig. 2.
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Figure 2: p-h and T-s cycle diagrams for an equimolar mixture of R125 + R1234ze(E). Calculations are carried
out with NIST REFPROP (Lemmon et al., 2018).
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The key difference between this cycle model and other simplified cycle models is the inclusion of a simplified pressure
drop model. It is assumed that the pressure drop from the high-side components and the low-side components can be
lumped into pressure drops at the outlet and inlet of the compressor, respectively. Therefore the compressor sees a
larger pressure lift than the pressure ratio corresponding to the pressures in the evaporator and condenser. The drop
in saturation temperature for high- and low-sides of the system are specified for the baseline R134a system, and the
pressure drop scaling (described below) is used to calculate the pressure drop for the refrigerant blends.

In the simplified cycle analysis, the pressures in the evaporator and the condenser are assumed to be constant, given
by vapor-liquid equilibrium calculations at the respective saturation pressure

pevap = pdew(Tevap,dew) (1)
pcond = pbub(Tcond,bub). (2)

The selection of the saturation states used to define the low- and high-side pressures is based on a rudimentary pinch
analysis. This pinch analysis assumes that the source and sink temperatures are fixed, that the condenser outlet pinch is
fixed, and that the evaporator outlet pinch is fixed. Therefore, stacking up the temperature differences (plus the respec-
tive superheating or subcooling), we can arrive at the relevant saturation temperature. This method is the worst-case
simplified cycle analysis option for mixtures with temperature glide (McLinden and Radermacher, 1987) because the
heat-transfer irreversibilities are maximized. This represents a conservative approach in the sense that it favors drop-in
replacements that would require little or no modifications of existing systems. For blends having significant temper-
ature glide, and systems with counterflow or cross-counterflow heat exchange, the temperature profiles of the source
and sink fluids and that of the working mixture may be better aligned, resulting in lower heat transfer irreversibilities
and higher efficiencies.

Condenser The outlet enthalpy of the condenser is given by

h3 = h(T3,pcond), (3)

where the outlet temperature of the condenser T3 is given by

T3 = Tcond,bub − ΔTsc, (4)

and where the bubble-point temperature of the condenser is given by

Tcond,bub = Tbub(pcond). (5)

The pressure drop in the condenser (Δphigh) is given by Eq. (15), in which ρ′′ and μ′′ are evaluated at the dew point at
the condensing pressure pcond.

Evaporator The dew-point temperature is imposed for the evaporator, as is its inlet enthalpy (because the outlet state
of the condenser is fully specified and the throttling process is assumed to be adiabatic). Therefore the states 3, 4, and
1 can be fully specified and the enthalpies calculated from

h4 = h3 (6)
h1 = h(Tevap + ΔTsh,pevap) (7)

The pressure drop in the evaporator Δplow is given by the relationship in Eq. (15), in which ρ′′ and μ′′ are evaluated at
the dew point at the evaporation pressure pevap.

Compressor The pressure drops in the cycle are lumped at the compressor. Therefore, the inlet state of the compres-
sor 1∗ is given by the pressure drop relative to the state point 1:

h1∗ = h1 (8)
T1∗ = T(h1∗ ,pevap − Δplow) (9)
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Similarly, the outlet pressure of the compressor p2∗ is given by p2∗ = pcond + Δphigh. The classical adiabatic efficiency
formulation is used for the compressor, assuming that there is no heat transfer from the compressor to the environment.
Therefore, the adiabatic efficiency is defined by

ηa =
h2s − h1∗
h2∗ − h1∗

, (10)

where the isentropic enthalpy h2s is obtained from

h2s = h(s1∗ ,p2∗). (11)

Cycle metrics The COP of the air conditioner is given by

COP = h1 − h4
h2∗ − h1∗

(12)

and the volumetric capacity of the heat pump is given by

Qvol = (h4 − h1) ⋅ ρ(T1∗ ,p1∗) (13)

Pressure drop modeling As demonstrated by McLinden et al. (2017), the inclusion of pressure drop in the model
(even if highly approximate), is crucial to yield a fair screening of refrigerants. The simplified pressure drop in our
analysis is based upon scaling the system for the refrigerant blends to have the same capacity as the baseline R134a
system.

The pressure drop in each of the heat exchangers is assumed to be based upon a frictional pipe flow analysis of a
homogeneous fluid (making use of the Fanning friction factor fF, and neglecting accelerational pressure drop) given
by

Δp = 2fFG
2L

ρD
= 2L

D
ṁ2

A2
1
ρ
fF. (14)

For a specified pressure drop Δp and equality of system cooling capacity Q = ṁ/(h1 − h4), after canceling all non-
thermophysical properties and lumping them into a constant, the system specific term CΔp is given by

CΔp =
Δpρ′′(h1 − h4)1.8

μ′′0.2
, (15)

which is obtained for the baseline system (all units are base SI), for an imposed pressure drop given as a change in
saturation temperature for R134a. The pressure drop coefficient obtained is then used for all of the blends, where
the thermophysical properties (density ρ′′ and viscosity μ′′) are evaluated at the dew point state at the specified heat
exchange pressure.

3.2 Estimation of Flammability
The refrigerant flammability prediction of Linteris et al. (2018) uses two parameters that can be readily evaluated: the
adiabatic flame temperature Tad and the ratio of the number of fluorine atoms to the total of fluorine plus hydrogen
atoms in the refrigerant blend, F/(F + H). Tad is calculated from the enthalpy of the reactants and products, via cantera
(Goodwin et al., 2017), an open-source software package for problems involving chemical kinetics, thermodynamics,
and transport properties. The calculation of the F/(F + H) ratio is a simple mathematical evaluation calculated from
the chemical formulas of the blend components and their mole fractions. A plot of Tad vs F/(F+H) is constructed, with
each point representing a refrigerant, as shown in Fig. 3. Less flammable compounds are in the lower right of the plot,
and more flammable, the upper left. The flammability of the refrigerant is represented by the slope of the line between
an origin (at (F/(F + H)) = 0 and Tad = 1600 K and the point in question. The origin point is based on the observation
that hydrocarbons (for which (F/(F + H)) = 0) do not burn when diluted with an inert gas such that their adiabatic flame
temperature falls below 1600 K. For more details, please see Linteris et al. (2018).
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Figure 3 shows the three ASHRAE Standard 34 flammability classes 1, 2L, and 2/3. Assessment of pure fluids and
blends having an ASHRAE 34 classification are presented, based on their Tad and F/(F + H), with mixtures evaluated at
their nominal blend compositions. As indicated, the present flammability estimation appears to represent the ASHRAE
34 data reasonably well.

0.0 0.2 0.4 0.6 0.8 1.0
F/(F + H)

1600

1800

2000

2200

2400

T a
d 

(K
)

1

2L

2/3

pure
blend

Figure 3: Estimation of blend flammability based on adiabatic flame temperature Tad versus F/(F+H) for pure
fluids and nominal blend compositions specified in the ASHRAE 34 standard (ASHRAE, 2016). The colors
correspond to the flammability class – 1: blue, 2L: green, 2: orange, 3: red.

3.3 Screening Results
The screening involved an extensive evaluation, using the simplified cycle model described in Section 3.1, of all
possible combinations of the 13 fluids listed in Table 1 taken two or three at a time (i.e., all possible binary and
ternary mixtures). A composition interval of 0.04 mole fraction was applied to yield a total of 100,387 mixtures to be
evaluated. The simplified cycle calculations were carried out in parallel in Python with the multiprocessing Python
packageb. The flammability analysis of Linteris et al. (2018) was then applied to estimate the flammability class of the
blend.

The screening resulted in a large dataset of binary and ternary mixtures, and for each mixture, an assessment of their
figures of merit (flammability class, GWP, COP, and Qvol). The production of this set of data was, in some sense,
the easy part of this study; much more difficult was the determination of the “best” refrigerant blend(s). In truth, the
selection of the “best” blend depends largely on how the user weights the available figures of merit.

Figure 4 provides an overview of the results for the mixtures formed of the 13 components in Table 1. This fig-
ure presents a scatter plot of the COP versus Qvol results for the studied blends sorted into nine “bins” of GWP and
flammability. Additional blends had GWP > 1300 and are not shown in Fig. 4. In the upper left hand corner of the
figure are mixtures that are probably nonflammable according to the flammability assessment of Linteris et al. (2018)
and have a GWP < 150, i.e., less than 12% that of refrigerant R134a.

Figure 5 shows a graphical representation of the prevalence of each component in the different bins. The larger the
radius of a wedge, the more prevalent the component is in the mixtures in that bin. In many of the bins there are certain
components that dominate the bin. For instance, the low-GWP, nonflammable bin is dominated by carbon dioxide
(R744), and the low-GWP, moderately flammable bin is dominated by the HFOs. Each time a component occurs in a
bin, its mole fraction in the mixture is added to the running sum for that bin. The mole-fraction-weighted prevalences
are then normalized within the bin in order to yield the relative prevalence of each component.

b\https://docs.python.org/3/library/multiprocessing.html
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Figure 4: An overview of the cycle figures of merit for the binary and ternary blends studied, divided into bins
of GWP and estimated flammability. The “best” bin is at the upper left, and the bins moving towards the lower
right are worse according to our objective functions. Values of the volumetric capacity and COP are normalized
by the value for the baseline R134a system.
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3.4 Selection of “Best” Blends
We were not able to identify any blends that met all of our desired constraints. The mixtures in the non-flammable/low
GWP bin (upper-left corner of Fig. 4) meet two of the desired objectives, but they suffer from a much lower efficiency
than the baseline R134a system and were dropped from further consideration. Thus, to define the “best” blends we
selected the nonflammable blends having the highest COP within a range of GWP values from 643 to 870 (i.e., from
the remaining two bins in the left column of Fig. 4). These 14 “best blends” are listed in Table 2. Note that we did not
separately select blends having very similar compositions to the “best” blends unless they offered a distinct advantage
in one or more of our metrics.

If one is willing to tolerate a probable 2L flammability classification according to the ASHRAE 34 standard, there are
low GWP options that yield efficiency near that of the baseline R134a system (i.e., the top two rows of the middle
column in Fig. 4). We also selected eight additional blends that were marginally flammable with GWP values ranging
from 8 to 573. All this is to say that the search for the “perfect” refrigerant blend continues.

4. DETAILED CYCLE SIMULATIONS

4.1 Model Description
We performed detailed cycle simulations using the CYCLE_D-HX model (Brown et al., 2017) on the “best” blends
described in Section 3.4. In contrast to the simplified vapor compression cycle model, which requires refrigerant
saturation temperatures in the evaporator and condenser as inputs, CYCLE_D-HX establishes saturation temperatures
in the heat exchangers using the specified temperatures profiles of the heat source and heat sink (i.e., the conditioned and
outdoor air) and the mean effective temperature differences (ΔThx) in the evaporator and condenser. This representation
of heat exchangers facilitates the inclusion of both thermodynamic and transport properties in cycle simulations (Brown
et al., 2002a,b; Brignoli et al., 2017). The evaporator and condenser can be counterflow, crossflow, or parallel flow,
although only cross-flow is simulated here. During the iteration procedure, CYCLE_D-HX calculates ΔThx for each
heat exchanger from (Domanski and McLinden, 1992):

1
ΔThx

= Q1

QhxΔT1
+ Q2

QhxΔT2
+ ⋅ ⋅ ⋅ = 1

Qhx
∑
i

Qi

ΔTi
(16)

In this equation, ΔThx is a harmonicmeanweighted with the fraction of heat transferred in individual sections of the heat
exchanger, based on the assumption of a constant overall heat-transfer coefficient throughout the heat exchanger. Each
term represents the contribution of a heat exchanger section. At the outset, the model calculates ΔThx based on sections
corresponding to the subcooled liquid, two-phase, and superheated regions. Then, the model bisects each section and
uses Eq. (16) to calculate a new value of ΔThx. The model repeatedly bisects each subsection until the ΔThx obtained
from two consecutive evaluations agree within a convergence parameter. As an alternative to specifying ΔThx, the heat
exchangers can be characterized by the overall heat conductance UAhx= 1/Rhx (Rhx being the total resistance to heat
transfer in the heat exchanger). In this case, the model calculates the corresponding ΔThx from the basic heat-transfer
relation, ΔThx=Qhx/UAhx, whereQhx is the product of refrigerant mass flow rate and enthalpy change in the evaporator
or condenser, as appropriate. The representation of heat exchangers by their UAhx allows for inclusion of refrigerant
heat transfer and pressure drop characteristics in comparable evaluations of different refrigerants. For this purpose,
CYCLE_D-HX considers Rhx as the summation of the resistance on the refrigerant side (Rr), and combined resistances
of the heat exchanger material and heat-transfer-fluid (HTF) side, (Rtube+ RHTF)

Rhx = Rr + (Rtube + RHTF) (17)

Rr = 1/(αr ⋅ Ar) (18)

where αr is the refrigerant heat-transfer coefficient in W⋅m2⋅K−1 and Ar is the surface area on the refrigerant side in
m2.

The refrigerant heat-transfer resistance Rr varies with operating conditions and the refrigerant, but the other resistances
(Rtube+ RHTF) are assumed to be constant. Their combined value can be calculated fromUAhx, αr, and Ar values during a
simulation run for the “reference” refrigerant, for which the heat exchanger’s ΔThx are known from laboratory measure-
ments and were provided as input. CYCLE_D-HX calculates (Rtube+ RHTF) for the evaporator and condenser within
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Table 2: Detailed results from CYCLE_D-HX

Blend components Composition (molar) GWP100 COP/COPR134a Qvol/Qvol,R134a
. . . . . . . . . . . . . . . . . . .Class 1 nonflammable (predicted) . . . . . . . . . . . . . . . . . . .

R134a/1234yf/134 0.48/0.48/0.04 634 0.987 0.975
R134a/1234yf/1234ze(E) 0.52/0.32/0.16 640 0.987 0.989

R134a/1234yf 0.52/0.48 640 0.989 1.029
R134a/1234yf/134 0.40/0.44/0.16 665 0.986 0.958
R134a/125/1234yf 0.44/0.04/0.52 676 0.985 1.049
R134a/227ea/1234yf 0.40/0.04/0.56 681 0.984 1.007
R134a/1234ze(E) 0.60/0.40 745 0.988 0.908
R134a/1234yf 0.60/0.40 745 0.990 1.031

R134a/1234ze(E)/1243zf 0.60/0.36/0.04 750 0.990 0.966
R134a/R1234yf/1234ze(E) 0.64/0.2/0.16 799 0.990 0.986

R134a/152a/1234yf 0.64/0.04/0.32 817 0.993 1.023
R134a/1234yf/134 0.52/0.32/0.16 825 0.990 0.966
R134a/1234ze(E) 0.68/0.32 852 0.991 0.929

R134a/1234yf/1243zf 0.68/0.2/0.12 870 0.994 1.020
. . . . . . . . . . . . . . . . . . . Class 2L flammable (predicted) . . . . . . . . . . . . . . . . . . .

R152a/1234yf 0.08/0.92 8 0.980 0.957
R134a/1234yf 0.20/0.80 238 0.980 0.996

R134a/152a/1234yf 0.20/0.16/0.64 270 0.987 0.984
R152a/1234yf/134 0.16/0.48/0.36 418 0.984 0.900
R134a/1234yf 0.36/0.64 436 0.985 1.018

R134a/1234yf/1243zf 0.36/0.44/0.20 451 0.988 1.004
R134a/152a/1234yf 0.36/0.20/0.44 496 0.994 0.994
R134a/1234yf 0.468/0.532 573 0.988 1.027

this “reference run” and stores their values for use in subsequent simulation runs for calculation ofUAhx characterizing
the heat exchangers with a new refrigerant or operating conditions.

CYCLE_D-HX requires the following operational input data for the “reference run”: HTF inlet and outlet temperatures
for the evaporator and condenser; ΔThx for the evaporator and condenser (to achieve the measured evaporator and
condenser saturation temperatures); evaporator superheat and pressure drop; and condenser subcooling and pressure
drop. Additional “reference run” inputs include compressor isentropic and volumetric efficiencies, and electric motor
efficiency. Heat exchanger geometry inputs include the tube inner diameter and length, the number of refrigerant
circuits, and the total length of heat exchanger tubing.

CYCLE_D-HX also optimizes the coil circuiting in the evaporator and condenser to maximize the system’s COP. This
option represents a design environment where the HTF and number of refrigerant tubes remains constant, but the tube
connections and refrigerant mass flux can be changed. Using this option, the model provides information on the relative
performance potentials of refrigerants operating in systems with serpentine air-to-refrigerant heat exchangers.

4.2 Simulation Results
The series of CYCLE_D-HX simulations of the 22 “best” blends started with R134a simulations, which served as the
“reference” refrigerant. For this purpose, we established an R134a system, with operating parameters approximating
those used in the simplified cycle simulations: the same evaporator outlet superheat (5 K), condenser exit subcooling
(7 K) and compressor efficiency (0.7) were used; however, refrigerant pressure drop (corresponding to 2 K drop in
saturation temperature) was imposed in the heat exchangers (as opposed to the compressor suction and discharge sides),
and average two-phase temperatures in the heat exchangers were considered as opposed to the dew-point temperature
(evaporator) and bubble-point temperature (condenser). The circuitry in the R134a system was optimized to attain the
maximum COP, and the performance of this R134a optimized system became the reference for normalization of COP
and Qvol of the nineteen blends.
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Table 2 presents GWP and simulation results for the nineteen blends. For the nonflammable group, the normalized
values for COP andQvol were in the 0.984 – 0.994 and 0.908 – 1.049 range, respectively, with the GWP values ranging
from 634 to 870. The main component of all of these blends is R134a. The other components are the HFOs R1234yf,
R1234ze(E), and R1243zf and HFCs R152a and R134; R125 and R227ea appear at a low concentration in one blend
each. For the mildly flammable group, the GWP values range from 8 to 573, and the normalized COP ranges from
0.980 to 0.994. The normalized Qvolthe blends in this group are in the range 0.900 – 1.027. These blends comprise
R134a as the main component along with R1234yf, and R152a; R134 and R1243zf appear in one blend each.

Keeping in mind that the main goal of this study was to find a nonflammable, low-GWP replacement with a comparable
COP and Qvol of that for R134a in an air-conditioning application, the lowest GWP among the suitable nonflammable
blends is 634, a 51% reduction in GWP compared with R134a. The blend R134a/1234yf, with molar composition
(0.468/0.532) and GWP = 573, was predicted to be marginally flammable by our estimation method; this blend is
designated R513A by ASHRAE Standard 34 with a classifcation of A1 (i.e., nonflammable).

If one is willing to tolerate a probable 2L flammability classification according to the ASHRAE 34 standard, there are
options that yield efficiency near that of the baseline R134a system with GWP of 8 and 4.3 % lower Qvol. Similarly,
if a more moderate reduction in GWP is acceptable, there are higher-pressure low-GWP options with R32 that attain
a similar COP as R134a with a more than doubled Qvol (i.e., the fluids making up the second COP maxima shown in
the middle panel of Figure 4.)

5. CONCLUSIONS

Our search for nonflammable low-GWP replacements for R134a in an air-conditioning system yielded several blends
with COP and Qvol similar to those of R134a. The GWP of the identified nonflammable blends were in the 634 - 870
range. Among the mildly flammable (2L) blends, GWP reductions of up to a factor of 100 relative to R134a were
identified.

The study was limited to binary and ternary blends formed from a set of 13 pure fluids currently available in NIST
REFPROP (Lemmon et al., 2018). Additional pure fluids, such as those identified by McLinden et al. (2017), should
be considered once sufficient experimental data become available to build the thermodynamic equations of state and
mixture models required to implement them into REFPROP.

The COP and Qvol values calculated from CYCLE_D-HX model present the relative performance potential of the
considered fluids in a system with air-to-refrigerant heat exchangers. Experimental validation of these findings and
predicted flammability classifications is merited.

Finally, flammability limits are generally device-dependent, so while the current estimation method can predict the
behavior of a mixture in the ASTM E681 test protocol (for constituents which are chemically similar to those used to
develop the model; i.e., hydrocarbons, HFCs, HFOs, etc.), the behavior of the mixtures in other flammability tests or
actual full-scale configurations having more powerful ignition sources, clutter, turbulence, etc., may not be predicted
as well. Moreover, since there is uncertainty in the flammability behavior and prediction for compounds near the
flammability boundary, the actual ASHRAE Standard 34 flammability behavior predicted in the present work should
ultimately be verified experimentally.
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NOMENCLATURE

Variables
A cross-sectional area (m2)
Ar surface area on the refrigerant side (m2)
CΔp pressure drop constant
COP coefficient of performance (-)
D diameter (m)
G mass flux (kg2∙s−1∙m−2)
fF Fanning friction factor (-)

GWP global warming potential (-)
h mass specific enthalpy (J∙kg−1)
L length (m)
ṁ mass flow rate (kg∙s−1)
p pressure (Pa)
Δp pressure difference (Pa)
Q capacity (W)
Qvol volumetric capacity (W∙m−3)
R heat-transfer resistance (K∙W−1)
s mass specific entropy (J∙kg−1∙K−1)
ΔT temperature difference (K)
T temperature (K)
UA overall heat conductance (W∙K−1)

αr refrigerant heat-transfer coefficient (W∙m2∙K−2)
μ′′ viscosity of saturated vapor (Pa∙s)
ρ mass density (kg∙m−3)
ρ′′ mass density of saturated vapor (kg∙m−3)
ηa adiabatic efficiency (-)

Subscripts
ad adiabatic flame temperature
bub bubble
c critical

cond condenser
evap evaporator
hx heat exchanger
r refrigerant
vol volumetric
sc subcooling
sh superheat
1-4 state points
2s isentropic compression

1*, 2* state points with pressure drop
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ABSTRACT
Access control offers mechanisms to control and limit the
actions or operations that are performed by a user on a set
of resources in a system. Many access control models exist
that are able to support this basic requirement. One of the
properties examined in the context of these models is their
ability to successfully restrict access to resources. Neverthe-
less, considering only restriction of access may not be enough
in some environments, as in critical infrastructures. The
protection of systems in this type of environment requires a
new line of enquiry. It is essential to ensure that appropri-
ate access is always possible, even when users and resources
are subjected to challenges of various sorts. Resilience in
access control is conceived as the ability of a system not to
restrict but rather to ensure access to resources. In order to
demonstrate the application of resilience in access control,
we formally define an attribute based access control model
(ABAC) based on guidelines provided by the National Insti-
tute of Standards and Technology (NIST). We examine how
ABAC-based resilience policies can be specified in temporal
logic and how these can be formally verified. The verifica-
tion of resilience is done using an automated model checking
technique, which eventually may lead to reducing the overall
complexity required for the verification of resilience policies
and serve as a valuable tool for administrators.

CCS Concepts
•General and reference→Verification; •Security and
privacy → Formal security models; Access control;
•Software and its engineering → Model checking;

Keywords
Attribute based access control; resilience

1. INTRODUCTION
Access control is an essential technique in all computing

systems. Its main role is to control and limit the actions
or operations in a system that are performed by a user
on a set of resources. Access control policies, models and
mechanisms are considered to be three abstractions of con-
trol introduced by access control systems [10]. These levels
of abstraction are responsible for the enforcement of access
control policies, as well as for preventing the access policy
from subversion. Specifically, a policy can be defined as a
high-level requirement that specifies how a user may access
a specific resource and how. Access control policies can be
enforced in a system through an access control mechanism.
The latter is responsible for permitting or denying a user ac-
cess to a resource, and specifying the nature of access that is
permitted. An access control model can be defined as an ab-
stract container of a collection of access control mechanism
implementations. These are capable of preserving support
for the reasoning of the system policies through a conceptual
framework. Hence, the abstraction gap between the mech-
anism and policy in a system is bridged by means of access
control model [24].

The importance of access control in systems led to re-
search in several directions, one of them being the investiga-
tion of properties related to the security offered by policies,
e.g. secure inter-operation [11, 12, 26]. However, little at-
tention has been paid to the verification of resilience specifi-
cations in access control policies. Resilience in access control
is conceived as the ability of a system not to restrict, but to
enable access to resources [21]. Most of the research work
in this context is initiated around the ‘resiliency checking
problem’, which examines whether a given resilience policy
is satisfied by an access control state. This problem has
been investigated from a generic point of view [21], and thus
the proposed approaches are agnostic to the actual type of
policies implemented by an underlying model. Additional
research on the resiliency checking problem was performed
to investigate the time complexity introduced by the various
parameters used in it [8]. Moreover, the ‘resiliency checking
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problem’ is shown to have a connection with the ‘work-flow
satisfiability problem’ in [9], with the latter being investi-
gated extensively in the literature, e.g. in [6, 7, 27] amongst
others. Furthermore, information on work-flow management
systems and on how to model and enforce resilience policies
is available in [2, 4].

Despite of several research directions being followed to
address the problem of ensuring resilience in access control
policies, they assume the construction of a resilience aware
policy during the design phase of a system, and not during
its operational phase. This does not negate the correct-
ness of these approaches, but questions the level of usability
provided by them, as well as their applicability in real oper-
ational environments. The need for verifying the correcte-
ness of resilience properties during the operational phase
of a system should be a requirement in critical infrastruc-
tures, including utility networks and industrial control sys-
tems, where services must be provided in an uninterrupted
manner. Therefore, motivated by the absence of a practical
approach, we examine in this paper how resilience policies
can be specified and verified in the context of an actual ac-
cess control model. For this purpose, the Attribute-Based
Access Control (ABAC) was selected amongst others due to
its flexibility and high level of expressiveness [15]. We antic-
ipate a practical approach that would be able to efficiently
ensure the resilience of policies. This will eventually reduce
the overall complexity required for verifying resilience poli-
cies. The latter requirement derives mostly from the need
to apply such a process in the operational phase of a sys-
tem. Such functionality is currently absent from existing
approaches since, firstly, the majority of solutions appear to
propose the problem be solved during the design phase of
a system, and secondly, tools that would help to facilitate
the process of verifying resilience are absent from existing
solutions, to the best of our knowledge. Hence, for us to
achieve these objectives, we specify resilience policies in the
context of ABAC, and embrace an existing set of tools, viz.
the Access Control Policy Tool (ACPT) by NIST1 and the
NuSMV symbolic model checker2 in order to specify ABAC-
based policies and formally verify them, respectively [16].

The structure of the remainder of this paper is as follows:
in Section 2 we elaborate on the relation between access
control and resilience. A formal definition of our proposed
ABAC model is provided in Section 3. Section 4 provides
prerequisite information on the formal verification of policies
in ABAC; and, resilience policies are specified and verified
in Section 5. Concluding remarks and future work are dis-
cussed in Section 6.

2. ACCESS CONTROL AND RESILIENCE
In the context of industrial control systems cyber-security,

resilience is a particularly significant issue. Such systems
control physical processes, often safety-critical processes, in
real time, in chemical production plants, water treatment
facilities, nuclear power generation installations, oil and gas
facilities and so on. Losses of availability and integrity in
particular can have immediate and possibly unrecoverable
effects. Such systems must simultaneously exclude adversar-
ial intervention and ensure legitimation intervention. Thus

1http://csrc.nist.gov/groups/SNS/acpt/
2http://nusmv.fbk.eu/

access control always has to satisfy the dual requirement
of denying access to certain types of actor but guarantee-
ing access for others. Following other authors [21], and our
own prior work [13], the second requirement is labelled as
‘resilience’. As this second requirement has to be met at
the same time as the first, and the two requirements must
not contradict each other, it makes sense to express access
control and resilience requirements using the same basic for-
malism, and to find a way of verifying them under some
integrated mechanism.

With regards to access control in critical infrastructures
– the authors in [22] provide information on how role based
access control policies may appear in SCADA systems, and
argue on the fact that roles and type of access on critical
resources have to be clearly defined. A subset of roles in
the hierarchy described in [22] is: ‘Junior operator’, ‘Senior
operator’, ‘Supervisor’, and ‘Manager’. A set of operations
is assigned with each role. Briefly, a user assigned with the
‘Junior operator’ role, has a very restrictive set of opera-
tions, such as monitoring screens only; the ‘Senior operator’
role offer operations such as these of starting or stopping a
system and the potential to acknowledge an alarm (on top
of the roles inherited by the ‘Junior operator’ role); and,
the ‘Supervisor’ role offers the operation of disabling alarms
(on top of the roles inherited by the ‘Senior operator’ role)
– a ‘Manager’ is considered to have no restrictions, and thus
can perform all the above operations [22], and also can be
connected with other role hierarchies. In a scenario where
the operations of starting, stopping a SCADA system and
disabling alarms are considered to be critical, we must en-
sure the presence of personnel that would own the appropri-
ate set of permissions to accomplish these critical operations
successfully. Thus, in case of assigning ‘user1’ with the role
of ‘Supervisor’ and ‘user2’ with the role of ‘Manager’ this
policy can be characterised as being ‘resilient’ since upon
the absence (or removal) of one user, there still exist one
disjoint set of users that contains one user authorised for
starting, stopping the SCADA system and to acknowledge
alarms.

With regards to resilience – this concept is identified to
be of vital importance for organisations since it ensures an
organisation’s survivability and prosperity [5]. One of the
important processes of resilience at an organisational level
is operational resilience management, which in general refers
to the set of strategies that when applied are able to pro-
tect and sustain the services and assets of an organisation
[23]. Access management consists one of the operations in-
troduced in an operational resilience management strategy.
Its purpose is to ensure that the access granted to the sub-
jects of a system (i.e. assignment with organisational assets)
has to be proportionate with the business and resilience re-
quirements [23]. Hence, to fulfil the resilience requirements,
the subjects of a system (e.g. users) have to have a sufficient,
yet not excessive, level of access to the organisation’s assets.
In order to successfully achieve this goal, a series of practices
needs to be applied. Such practices, as identified by major
research and development centres [23], are related with (i)
enabling access, (ii) managing changes to access privileges,
(iii) performing periodic review and maintenance of access
privileges, and (iv) correction of inconsistencies.

In this paper, we investigate the first practice, i.e. enable
access, that should be used in industrial control systems
to ensure their protection and orderly functionality. The
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practice of enabling access is concerned with ensuring that
the appropriate level of access to organisational assets is
informed by resilience requirements [23]. This is of vital
importance in critical infrastructures since their operational
environment is required to keep access control current and
reflective of the security and resilience requirements towards
maximizing their availability [17].

3. ATTRIBUTE BASED ACCESS CONTROL
MODEL

Attribute-based access control (ABAC) has gained the at-
tention of researchers because it offers a high level of flexibil-
ity – it can implement various policies, and also it is an ideal
candidate for use in highly-distributed and rapidly changing
environments [15]. In general, access decisions in ABAC are
based on the requester’s owned attributes. The advantage of
this approach is that it is possible to provide access to users
in a collaborative environment without the need for them
to be known by the resource a priori. This results in an
inherent support for distributed access control and collabo-
ration amongst domains. An implementation of ABAC can
be seen in the eXtensible Access Control Markup Language
(XACML) that is an OASIS standard3. And, another im-
plementation of ABAC can be found in the Next Generation
Access Control standard in [1].

In the following, we provide a definition of the ABAC
model. This includes a reference to the main elements that
could take part in the authorisation process, and a high-
level description of its main administrative operations and
administrative review functions.

3.1 Proposed Model
The definition of our ABAC model is based on the rec-

ommendations proposed by NIST in [14], where a set of
guidelines forms the basis of a formal definition of ABAC.
Thus, we provide all the required information with regard to
the specifications of ABAC. Specifically, we elaborate on its
main elements and the relation between them; we provide a
formal definition of the model, and provide a list of ABAC’s
system and administrative functional specifications.

3.2 Elements
The ABAC model consist of the following six categories of

elements: attributes, subjects, objects, operations, policies,
and environmental conditions. A major difference between
ABAC and other access control models is that in ABAC
access is not granted or not based on the subject’s identity,
but rather it is evaluated on the basis of a set of attributes
assigned to subjects and objects, as well as on environmental
conditions. Figure 1 illustrates the main elements in ABAC
and the interactions amongst them.

Attributes are characteristics of the subject, object, or
environment conditions. Attributes may contain informa-
tion given by a name-value pair, i.e. a tuple of the form:
(NAME ,VALUE). As depicted in Figure 1, both subject
and object attributes are able to support the use of meta-
attributes. The latter provides an additional index for re-
ferring to groups of subjects and objects per se. Hierarchies
in ABAC are intrinsically supported via the meta-attribute

3http://docs.oasis-open.org/xacml/3.0/xacml-3.0-core-
spec-os-en.html

Figure 1: ABAC’s main elements and relationships

functionality. This provides ABAC with the potential to
express powerful hierarchies between elements of the same
type.

A subject is usually interpreted as being a user or process
that issues access requests to perform operations on objects.
Subjects can be assigned with one or more attributes.

An object can be a system resource for which access is
managed by the attribute-base access control system. These
could be devices, files, records, tables, processes, programs,
networks, or domains containing or receiving information.
It can be the resource or requested entity, as well as any
entity on which an operation may be performed by a subject
including data, applications, services, devices, and networks.

An operation is the execution of a function at the re-
quest of a subject upon an object. Example of operations
include the read, write, edit, delete, copy, execute, and mod-
ify commands.

A policy is the representation of rules or relationships
that makes it possible to determine if a requested access
should be allowed, given the values of the attributes of the
subject, object, and possible environment conditions.

An environment condition is an operational or situa-
tional context in which access requests occur. Environment
conditions are detectable environmental characteristics. En-
vironment characteristics are independent of subject or ob-
ject, and may include the current time, day of the week,
location of a user, the current threat level, etc.

The provision of the above definitions subsequently helps
in the provision of a reference model for ABAC and a formal
specification of it. In the following, we provide information
about the main elements of the model and the relations be-
tween them.

3.3 Definitions
A formal model of the ABAC is defined as follows:

• SUB ,OBJ ,ATTRS ,ATTRO , ENV , OPS , POLICIES
consist of subjects, objects, subjects’ attributes, ob-
jects’ attributes, environmental conditions, operations,
and policies, respectively.

• ATTRS ,ATTRO ,ENV are sets of subject, object and
environmental conditions attributes in tuples of the
form: (NAME ,VALUE).

• SUB is a set of tuples of the form: (NAME ,VALUE).
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• OBJ is a set of tuples of the form: (NAME ,VALUE).

• SATTR ⊆ (SUB×ATTRS ) is a set of SUB and ATTRS

mapping relation pairs.

• OATTR ⊆ (OBJ × ATTRO) is a set of OBJ and
ATTRO mapping relation pairs.

• AssignedSubjects(a : ATTRS ) = 2SUB , or formally de-
fined:
AssignedSubjects(a) = {s ∈ SUB | (s, a) ∈ SATTR}.
• AssignedObjects(a : ATTRO) = 2OBJ , or formally de-

fined:
AssignedObjects(a) = {o ∈ OBJ | (o, a) ∈ OATTR}.
• OPS is a set of tuples of the form: (NAME ,VALUE).

• POLICIES ⊆ SATTR×OATTR×ENV ×OPS , where
POLICIES is a set of rules or relationships that makes
it possible to determine if a requested access should
be allowed, given the values of the attributes of the
subject, object, and possibly environment conditions.

3.4 ABAC system and administrative functional
specifications

The ABAC system and administrative functional speci-
fications describe the main features required by an ABAC
system. This includes the specification of a set of adminis-
trative operations and administrative review functions. The
former consists of a set of functions that are required to
administer the main elements of the access control model.
These include operations such as the creation and deletion of
elements, and assignments. The administrative review func-
tions are capable of performing query operations on ABAC
elements and relations. Tables 1 and 2 in Appendix B pro-
vide the function prototypes of the proposed ABAC model,
including a short description of their functionality – these
have been specified using a subset of Z notation, which is
standardised in ISO/IEC 13568:2002 [18], but a full descrip-
tion of them is omitted here since it is out of the scope of
this paper.

4. PRELIMINARIES ON VERIFICATION
An authorisation mechanism may include various com-

plex operations, viz. assembles the policy, attributes and
renders a decision based on the logic provided in the policy
[14]. In this section, we provide information regarding some
of the basic principles in temporal logic, which we use to
specify policies in ABAC, and thus express authorisations.
For more information, we refer the reader to [3]. The use
of temporal logic, apart from providing a language for the
property specification of policies, will eventually underpin
the mathematical foundation used to formally verify autho-
risation policies. This requires the definition of a language
for expressing polices and a transition system able to de-
scribe the behaviour of the access control model, and thus
for properties to be verifiable for the model.

We consider AP to be a set of atomic propositions, and
α, β and γ elements of AP . The set of propositional logic
formulae over AP is inductively defined as:

• true is a formula;

• Any atomic proposition, which is element of AP is a
formula;

• If Φ, Φ1 and Φ2 are formulae, then are (¬Φ) and (Φ1∧
Φ2);

• Nothing else is a formula.

We have that the conjunction operator ∧ binds stronger
then the derived binary operators, such as that of disjunc-
tion, implication, etc. Specifically, we define the former
two as in the following: Φ1 ∨ Φ2 := ¬(¬Φ1 ∧ ¬Φ2) and
Φ1 → Φ2 := ¬Φ1 ∨ Φ2, respectively. The → means ‘imply’.

We also assume the following notation regarding the as-
sociativity and commutativity law for disjunction and con-
junction:

∧
1≤i≤n Φi for Φ1 ∧ . . . ∧ Φn and

∨
1≤i≤n Φi for

Φ1∨ . . .∨Φn . If I = ∅, then
∧

i∈∅ Φi := true and
∨

i∈∅ Φi :=
false.

Furthermore, we consider the evaluation of atomic propo-
sitions. This is done by assigning a truth value to each of
them, i.e. a function µ : AP → {0, 1}, where 0 is false and
1 is true. The→ means ‘maps to’. Therefore, a satisfaction
relation |= indicates the evaluations µ for which a formula
Φ is true. Formally, it is written as:

• µ |= true

• µ |= α⇔ µ(α) = 1

• µ |= ¬Φ⇔ µ 2 Φ

• µ |= Φ ∧Ψ⇔ µ |= Φ and µ |= Ψ

Further on, we define the authorisation rule, property, and
transition system of the ABAC model. The definitions are
based on [14], but modified to fit the requirements of ABAC.
Here we use the Computation Tree Logic (CTL) in order
to specify policy properties. Linear-time Temporal Logic
(LTL) could alternatively be used since we do not take ad-
vantage of the different expression level of neither CTL or
LTL in our defined properties [19].

With regard to CTL, the prefixed path quantifiers assert
arbitrary combinations of linear-time operators. Hence, we
use the universal path quantifier ∀ that means ‘for all paths’,
and the linear temporal operators 2 and 3 that mean ‘al-
ways’ and ‘eventually’, respectively. Furthermore, we use
the temporal modalities ∀2Φ representing invariantly Φ,
and ∀3Φ representing inevitably Φ, where Φ is a state for-
mula.

Definition 1. An ABAC rule is an implication of type
‘c → d ’, where constraint c is a predicate expression as
(sub ∧ sattr ∧ obj ∧ oattr ∧ env ∧ ops), which when true
implies the permission decision d . The → means ‘imply’.

Definition 2. An ABAC access control property p is an
implication formula of type ‘b → d ’, where the result of the
access permission d depends on quantified predicate b on
ABAC attributes and system states.

Definition 3. A transition system TSABAC is a tuple (S ,
Act , δ, i0) where

• S is a set of states, S = {Permit ,Deny};

• Act is a set of actions,
where Act = {(sub∧sattr∧obj ∧oattr∧env∧ops), . . .}
and sub ∈ SUB , sattr ∈ ATTR, obj ∈ OBJ , oattr ∈
OATTR, env ∈ ENV and ops ∈ OPS ;
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• δ is a transition relation where δ : S ×Act → S ;

• i0 ∈ S is the initial state.

The p in Definition 2 is expressed by the proposition
p : S×Act2 → S of TSABAC , which can be collectively trans-
lated in terms of logical formula such that p = (si ∧

∨
1≤i≤n

(subn∧sattrn∧objn∧oattrn∧envn∧opsn))→ d where p ∈ P
is a set of properties.

The behaviour of the system is defined by the ABAC rules,
and they function as the transition relation δ in TSABAC .
Thus, by representing an access control property using the
temporal logic formula p, we can assert that model TSABAC

satisfies p by TSABAC � ∀2(b → ∀3d). Property ∀2(b →
∀3d) is a response pattern such that d responds to b glob-
ally (b is the cause and d is the effect) [25].

With regard to computational complexity – it is interest-
ing to reference the computational complexity of the ‘re-
siliency checking problem’, which is NP-hard in the general
case [21], and the computational complexity of model check-
ing, which is P-complete for CTL and PSPACE-complete for
LTL [3, 20]. However, we have to clarify that the compu-
tational complexity of the ‘resiliency checking problem’ and
that of verification of resilience specifications using model
checking are not directly comparable. This is because in
the former case a resilience policy is prepared from scratch
taking into consideration resilience requirements, whereas in
the latter case, resilience specifications are verified against
an existing policy. We argue that in real-world cases, an
initial set of resilience access control policies may be present
and that they can change over time. Nevertheless, the de-
velopment of a new – from scratch – resilience policy in
operational environments is not always feasible due to op-
erational requirements. Thus, the verification of resilience
specifications may appear to be a more realistic and efficient
solution.

5. VERIFICATION OF RESILIENCE POLI-
CIES

5.1 Specification of resilience
In this section, we elaborate on the notion of resilience

policies, and discuss how this could be interpreted in the
context of the defined ABAC model. In order to do this,
we embrace the definition of resilience policies defined in
[21]. Specifically, a resilience policy is defined as the tuple
of ResiliencePolicy〈P , s, d , t〉, where P is the set of permis-
sions, s ≥ 0, d ≥ 1 and t ∈ N + or t =∞. Thus, a resilience
policy is satisfied in an access control state ‘if and only if
upon removal of any set of s users, there still exist d mu-
tually disjoint sets of users such that each set contains no
more than t users and the users in each set together are
authorised for all permissions in P’ [21]. The construction
of a resilience policy is also known in the literature as the
‘resiliency checking problem’ [8], [21]. Specifically, given a
resilience policy tuple ResiliencePolicy〈P , s, d , t〉 the solu-
tion provides an answer to the existence of binary relation
between users U and permissions P , i.e. UP ⊆ U × P [21],
or between users U and their authorised resources R, i.e.
UR ⊆ U × R [8]. In general, permissions are considered to
be operations on objects. Assuming the example in Section
2, we have the following critical operations on a SCADA sys-
tem: ‘monitor screen’, ‘start system’, ‘stop system’, ‘disable

alarm’, and ‘change set points’, and thus we set P = {Su-
pervisor, Manager}. This is because OATTR × OPS is an
ordered set that represents permissions P , and ATTRS×P is
also an ordered set that can be used for creating pairs of roles
with permissions. Since both roles in the example are paired
with all permissions, we can continue with the assumption
that it is safe to use roles ∈ ATTRS and permissions ∈ P
interchangeably. Given P , we may have the following values
for the rest of the resilience policy parameters: s = 1, d = 1,
and t = 1. Specifically, s = 1 indicates that we want the
policy to be resilient to the absence of any (one) user, d = 1
indicates that we require one set of users such that users in
that set together possess all permissions; and, t = 1 since
there is a single user that has all the permissions [21].

The definition of a resilience policy requires initially a
careful definition of the different critical tasks in an organi-
sation and subsequently identification of the main users and
assigned permissions required to successfully complete these
tasks. As mentioned already, this process can be performed
during the early stages of the design of a system. Neverthe-
less, users and policies may change in a system, i.e. certain
policies may be altered, deleted or new policies may be in-
troduced. Therefore, these operations may introduce disrup-
tions in an already existing resilience policy. Designing these
policies from scratch may not be a viable solution, especially
in the context of critical infrastructures, where systems must
operate in an uninterrupted manner. Hence, administrators
or operators in such environments may require to verify at
any time the resilience offered by the active set of policies in
their operational environment. Such an approach may also
lead to reducing the overall complexity imposed by solving
the resiliency checking problem from scratch.

Towards providing a viable solution to this requirement,
we outline a process that is able to verify the resilience of a
subset of ABAC policies. The resiliency checking problem
is known to have various levels of complexity, introduced by
the variance of each of the elements in the resilience policies
tuple [21]. In this paper, we are concerned with the verifica-
tion of resilience provided by a set of access control policies
that are required to achieve a critical operation or task, and
thus verify their resilience in the presence of several threats,
e.g. absence of users that are responsible for completing -
collaboratively or not - a specific critical operation or task.

In order to verify the resilience of ABAC policies, we use
the response pattern as defined in Section 4. In general,
we check resilience in ABAC policies between users and at-
tributes – the latter representing permissions required to
perform a task. For this, we use the satisfiability relation
expressed by Formula 1.

TSRP ABAC � ∀2
( ∧

1≤i≤n

!subn
∧

0≤i≤m

attrm

∧

1≤i≤k

!subk → ∀3Deny
) (1)

where TSRP ABAC is the resilience ABAC policy tran-
sition system, subn , subk ∈ SUB , subn 6= subk , attrm ∈
ATTRS : {subn} × {attrm} ∈ SATTR, and Deny ∈ S is the
permission decision. In relation to the resilience policy tuple,
i.e. 〈P , s, d , t〉, subn is mapped onto the set of users s that
are considered to be absent; attrm refers to the attributes
assigned with a user s and represent permissions required
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Figure 2: Example of a resilience policy

to perform a task; and, subk refer to the mutual disjoint set
of users expressed by d . With regard to the t parameter –
this can be introduced implicitly by introducing additional
specifications, following Formula 1.

5.2 Example
To demonstrate the applicability of the verification pro-

cess in identifying resilience in ABAC policies, we choose
to elaborate a generic, yet, representative example of a re-
silience policy, as described in [21]. Nevertheless, we also
describe in Appendix A the implementation of an RBAC
policy for a SCADA system using function calls of the pro-
posed ABAC model (described in Appendix B).

The resilience policy in Fig. 2 assumes the existence of
a critical task T . In order to successfully accomplish the
critical task, the users (e.g. operators in a utility organisa-
tion) have to be collaboratively authorised for all three at-
tributes. In this example, we consider two groups of users,
where the first group includes the following users and as-
signed attributes: User1×{Attribute1,Attribute2}, User2×
{Attribute1,Attribute3}, User3 × {Attribute2,Attribute3};
and the second group includes the following users and at-
tributes: User4×{Attribute1,Attribute2}, User5× {Attribute2,
Attribute3}. In the context of an industrial control system,
the above attributes could be equivalent with: Attribute1 ≡
(monitor a device), Attribute2 ≡ (start or stop a device),
and Attribute3 ≡ (maintain a device). Thus, in case of a de-
vice malfunction, operators (i.e. users of the system) shall
be in position to monitor and acknowledge the problem, stop
the faulty device, maintain the device, and finally, start the
device. In order to define the above policy in ABAC and to
formally verify its resilience, we use ACPT for the definition
of access control policies and NuSMV for the verification of
the resilience policy specifications.

In the following, we provide in Listing 1 the NuSMV code
that defines the ABAC policy described in Figure 2.

Listing 1: Specification of an ABAC policy in NuSMV

MODULE main

VAR

USER : {User1, User2, User3, User4, User5};

ATTR : {Attribute1, Attribute2, Attribute3};

ABAC_Policy01 : ABAC_Policy01(USER, ATTR);

ASSIGN

next (USER) := USER;

next (ATTR) := ATTR;

MODULE ABAC_Policy01(USER, ATTR)

VAR

decision : {Permit, Deny};

ASSIGN

init (decision) := Deny ;

next (decision) := case

USER = User1 & ATTR = Attribute1 : Permit;

USER = User1 & ATTR = Attribute2 : Permit;

USER = User2 & ATTR = Attribute1 : Permit;

USER = User2 & ATTR = Attribute3 : Permit;

USER = User3 & ATTR = Attribute2 : Permit;

USER = User3 & ATTR = Attribute3 : Permit;

USER = User4 & ATTR = Attribute1 : Permit;

USER = User4 & ATTR = Attribute2 : Permit;

USER = User5 & ATTR = Attribute2 : Permit;

USER = User5 & ATTR = Attribute3 : Permit;

1 : Deny;

esac;

Subsequently, we define the set of specifications that are
required to be verified on the transition system defined in
Listing 1. We examine three different scenarios, where (i)
we omit the policy introduced by group two; (ii) we omit
the policy introduced by group one, and (iii) we consider
the existence of both policies.

In the first scenario, we define two specifications in accor-
dance with Formula 1. Therefore, making the assumption
that User1 is absent, the CTL specifications that will verify
the resilience of the examined policy are given in Listing 2.
These specifications, when verified by the model checker, will
provide a counterexample indicating which of the remaining
users in group one (i.e. User2,User3) are in position to
provide attributes Attribute1 and Attribute2, respectively.
The verification of the given specifications and provision of
counterexamples ensures the existence of resilience in the ab-
sence of User1. Specifically, it holds that P = {Attribute1,
Attribute2, Attribute3}, s = 1, d = 1, and t = 2, with the
latter stating that the set of users that together possess all
permissions is equal to two.

In Listings 2 to 4, AG and AF are CTL expressions that
are recognised by NuSMV as ‘forall globally’ (i.e. ∀2 ) and
‘forall finally’ (i.e. ∀3), respectively.

Listing 2: Specification of resilience properties in CTL con-
sidering the absence of User1 and exclusion of the second
group of users

SPEC AG (( !(USER = User1) & (ATTR = Attribute1) &

!(USER = User4) & !(USER = User5)

) -> AF decision = Deny)

-- Evaluation: false, counterexample is provided

SPEC AG (( !(USER = User1) & (ATTR = Attribute2) &

!(USER = User4) & !(USER = User5)

) -> AF decision = Deny)

-- Evaluation: false, counterexample is provided

In the second scenario, we also define two specifications
to verify the resilience of the examined policy in the absence
of User4. In this case, the verification of the specifications
provided in Listing 3 is evaluated as true. This is interpreted
as: if User4 is absent then the remaining users (i.e. User5)
do not collectively possess the required set of attributes to
complete the critical task. No resilience is provided in this
instance.
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Listing 3: Specification of resilience properties in CTL con-
sidering the absence of User4 and exclusion of the first group
of users

SPEC AG (( !(USER = User4) & (ATTR = Attribute1) &

!(USER = User1) & !(USER = User2) &

!(USER = User3)) -> AF decision = Deny)

-- Evaluation: true

SPEC AG (( !(USER = User4) & (ATTR = Attribute2) &

!(USER = User1) & !(USER = User2) &

!(USER = User3)) -> AF decision = Deny)

-- Evaluation: false, counterexample is provided

The third scenario under examination is presented in List-
ing 4. In this scenario, we assume the existence of both
groups of users, and examine the resilience provided by the
policy in the absence of User5. This is possible by omit-
ting

∧
1≤i≤k !subk in Formula 1. The evaluation of the de-

fined specifications result in providing a countermeasure in
both cases, and thus indicates the resilience of the policy.
Specifically, in this instance, it holds that P = {Attribute1,
Attribute2, Attribute3}, s = 1, d = 2, and t = ∞, with the
latter stating that the set of users that together possess all
permissions can be of any size.

Listing 4: Specification of a resilience property in CTL con-
sidering both group of users

SPEC AG (( !(USER = User5) & (ATTR = Attribute2)

) -> AF decision = Deny)

-- Evaluation: false, counterexample is provided

SPEC AG (( !(USER = User5) & (ATTR = Attribute3)

) -> AF decision = Deny)

-- Evaluation: false, counterexample is provided

6. CONCLUSION
In this paper, we examined an automated method for the

formal verification of resilience specifications in the context
of a specific access control model. For this purpose, we
provided a formal definition of an ABAC model based on
the guidelines provided by NIST; specified resilience using
propositional logic; and, formally verified resilience specifi-
cations in a set of ABAC policies. We anticipate the research
presented here will provide an interesting insight towards the
consideration of resilience properties in addition to that of
security in access control. The level of usability provided by
existing approaches could be perceived as being low since
they do not offer an appropriate set of tools that can au-
tomate the verification process. This holds mostly because
existing approaches are considering the development of re-
silience policies during the design phase of a system. On
the contrary, we have proposed the use of model checking as
a means for the verification of resilience specifications in a
set of existing policies during the operational phase of a sys-
tem. Finally, by means of an example we demonstrated the
applicability and level of automation offered by a computer-
aided method such as model checking in verifying formally
the correct functioning of ABAC policies against resilience
specifications.

In future, we aim to investigate jointly the concepts of
security and resilience in access control, including the pos-
sibility of conflicts that may arise.
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APPENDIX
A. IMPLEMENTATION OF A RESILIENCE

POLICY
In this section, we implement an RBAC resilience pol-

icy using the proposed ABAC model. Roles are introduced
as subject attributes, and role hierarchy is supported via
the meta-attribute functionality. The seniority of a role is
expressed by the name-value tuples as (senior role, junior
role), with the senior role inheriting all the permissions of
the junior role. In Listing A.1, we implement the RBAC
policy defined in [22]. The offered resilience of this pol-
icy is easy to understand when examining the values of the
ResiliencePolicy〈P , s, d , t〉 tuple, i.e. s = 1 , d = 1, t = 1,
and P = {((action, Start system), (objectid, SCADA DEV 001)),
((action, Stop system), (objectid, SCADA DEV 001)), ((ac-
tion, Acknowledge alarm), (objectid, SCADA DEV 001)),
((action, Disable alarm), (objectid, SCADA DEV 001))},
as explained in Section 5.1. Function calls used in Listing
A.1 are briefly explained in Appendix B.

Listing A.1: Implement an RBAC policy

// Add new operations

AddOperation(action, Monitor any screen);

AddOperation(action, Start system);

AddOperation(action, Stop system);

AddOperation(action, Acknowledge alarm);

AddOperation(action, Disable alarm);

AddOperation(action, Change set point);

AddOperation(action, Can change graphics);

AddOperation(action, See alarm logs);

AddOperation(action, Change security codes);

AddOperation(action, Configure graphics);

AddOperation(action, Controller setting);

AddOperation(action, Security codes);

// OPS includes the following tuples

OPS = {(action, Monitor any screen),

(action, Start system),

(action, Stop system),

(action, Acknowledge alarm),

(action, Disable alarm),

(action, Change set point),

(action, Can change graphics),

(action, See alarm logs),

(action, Change security codes),

(action, Configure graphics),

(action, Controller setting),

(action, Security codes)}

// Add new subjects

AddSubject(userid, user1);

AddSubject(userid, user2);

// SUB includes the following tuples

SUB = {(userid, user1), (userid, user2)}

// Add roles as new attributes

AddAttribute(subject, (role, Junior operator));

AddAttribute(subject, (role, Senior operator));

AddAttribute(subject, (role, Supervisor));

AddAttribute(subject, (role, Technician));

AddAttribute(subject, (role, Engineer));

AddAttribute(subject, (role, Manager));

// ATTRS includes the following tuples

ATTRS = {(role, Junior operator),

(role, Senior operator),

(role, Supervisor), (role, Technician),

(role, Engineer), (role, Manager)}

// Assign users with roles

AssignSubject((userid, user1), (role, Supervisor));

AssignSubject((userid, user2), (role, Manager));

// Introduce hierarchy relations (senior, junior)

// using the meta-attribute functionality

AssignSubject((role, Supervisor),

(role, Senior operator));

AssignSubject((role, Senior operator),

(role, Junior operator));

AssignSubject((role, Engineer), (role, Technician));

AssignSubject((role, Manager), (role, Supervisor));

AssignSubject((role, Manager), (role, Engineer));
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// SATTR includes the following tuples

SATTR = {((userid, user1), (role, Supervisor)),

((userid, user2), (role, Manager)),

((role, Manager),

(role, Supervisor)),

((role, Supervisor),

(role, Senior operator)),

((role, Senior operator),

(role, Junior operator))}

// Add new objects

AddObject(objectid, SCADA_DEV_001);

// OBS includes the following tuples

OBS = { (objectid, SCADA_DEV_001) };

// Policy definition

AddPolicy(({}, (role, Junior operator)),

((objectid, SCADA_DEV_001), {}), {},

(action, Monitor any screen));

AddPolicy(({}, (role, Senior operator)),

((objectid, SCADA_DEV_001), {}), {},

(action, Start system));

AddPolicy(({}, (role, Senior operator)),

((objectid, SCADA_DEV_001), {}), {},

(action, Stop system));

AddPolicy(({}, (role, Senior operator)),

((objectid, SCADA_DEV_001), {}), {},

(action, Acknowledge alarm));

AddPolicy(({}, (role, Supervisor)),

((objectid, SCADA_DEV_001), {}), {},

(action, Disable alarm));

AddPolicy(({}, (role, Supervisor)),

((objectid, SCADA_DEV_001), {}), {},

(action, Change set point));

AddPolicy(({}, (role, Technician)),

((objectid, SCADA_DEV_001), {}), {},

(action, Can change graphics));

AddPolicy(({}, (role, Technician)),

((objectid, SCADA_DEV_001), {}), {},

(action, See alarm logs));

AddPolicy(({}, (role, Technician)),

((objectid, SCADA_DEV_001), {}), {},

(action, Change security codes));

AddPolicy(({}, (role, Engineer)),

((objectid, SCADA_DEV_001), {}), {},

(action, Configure graphics));

AddPolicy(({}, (role, Engineer)),

((objectid, SCADA_DEV_001), {}), {},

(action, Controller setting));

AddPolicy(({}, (role, Engineer)),

((objectid, SCADA_DEV_001), {}), {},

(action, Security codes));

B. ADMINISTRATIVE OPERATIONS AND
REVIEW FUNCTIONS IN ABAC

Tables 1 and 2 include a list of administrative operations
and review functions respectively of the proposed ABAC
model. Although not all of them are demonstrated in this
paper, we include them for completeness.
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Table 1: Administrative operations in ABAC

Operation Description

AddSubject
(subject?: SUB)

Creates a new subject

DeleteSubject
(subject?: SUB)

Deletes an existing subject from the ABAC database

AddObject
(object?: OBJ)

Creates a new object

DeleteObject
(object?: OBJ)

Deletes an existing object from the ABAC database

AddOperation
(operation?: OPS)

Creates a new operation

DeleteOperation
(operation?: OPS)

Deletes an existing operation from the ABAC database

AddAttribute
(type?: subject | object,
attr?: ATTRS | ATTRO)

Creates a new attribute

ModifyAttribute
(type?: subject | object,
attr?: ATTRS | ATTRO)

Modifies the value of an existing attribute

DeleteAttribute
(type?: subject | object,
attr?: ATTRS | ATTRO)

Deletes an existing attribute from the ATTR set

AddEnvironment
(attr?: ENV)

Creates a new environment condition attribute

ModifyEnvironment
(attr!: ENV, value?: VALUE)

Modifies the value of an existing environment attribute

DeleteEnvironment
(attr?: ENV)

Deletes an existing attribute from the ENV set

AssignSubject
(subject?: SUB, attr?: ATTRS )

Assigns a subject to an attribute

DeassignSubject
(subject?: SUB, attr?: ATTRS )

Deassigns a subject from an attribute

AssignObject
(object?: OBJ, attr?: ATTRO)

Assigns an object to an attribute

DeassignObject
(object?: OBJ, attr?: ATTRO)

Deassigns an object from an attribute

AddPolicy
(sattr?: SATTR, oattr?: OATTR,
env?: ENV, ops?: OPS)

Adds an action to a subject to perform an operation on an object given the subject’s
and object’s attribute values, and potential environment attribute values

DeletePolicy
(sattr?: SATTR, oattr?: OATTR,
env?: ENV, ops?: OPS)

Deletes the action from a subject to perform an operation on an object given the
subject’s and object’s attribute values, and potential environment attribute values

Table 2: Administrative review functions in ABAC

Function Description

AssignedSubjects
(attr?: ATTRS , result!: 2SUB )

Return the set of subjects assigned to an attribute

AssignedObjects
(attr?: ATTRO , result!: 2OBJ )

Return the set of objects assigned to an attribute

SubjectAttributes
(sub?: SUB, result!: 2ATTRS )

Return the set of attributes assigned to a subject

ObjectAttributes
(obj?: OBJ, result!: 2ATTRO )

Return the set of attributes assigned to an object

SubjectAllAttributes
(sub?: SUB, result!: 2ATTRS )

Return the set of all attributes a subject may be eligible for, including attributes in-
herited from potential hierarchies implemented using the meta-attribute functionality

ObjectAllAttributes
(obj?: OBJ, result!: 2ATTRO )

Return the set of all attributes an object may be eligible for, including attributes in-
herited from potential hierarchies implemented using the meta-attribute functionality
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1. Motivation 
Terascale microscopy imaging requires automated 

software-based measurements of objects found via 
segmentation. Convolutional Neural Network (CNN) 
models have become a popular and successful supervised 
segmentation method incorporating the domain expert 
knowledge via annotations. To alleviate the annotation 
effort, sampling and augmentation methods have been 
leveraged to generate the large numbers of representative 
examples required for CNN training. As CNNs frequently 
report very high accuracies, there is a need to understand 
the impact of sampling/augmentation methods and their 
parameters on the generalization accuracy of image 
segmentation to improve our confidence in the reported 
accuracy. The confidence problem is illustrated in Figure 1.  

 
Figure 1 The confidence problem in segmentation 
generalization accuracy for terascale image collections 

We approach the problem of estimating our confidence 
in CNN-based segmentation accuracy by performing 
several quantitative evaluations varying sampling and 
augmentation methods and their parameters over large 
image collections. The collections were acquired by time-
lapse microscopy imaging of cell colonies. The ground 
truth segmentation was obtained by (a) using a special stain 
and a fluorescent imaging channel, and (b) segmenting 
generated high contrast images via thresholding.  

2. Methodology 
To deliver a sufficiently large number of representative 

samples for training complex CNN models with millions of 
parameters, one must analyze (1) the sampling method, (2) 
                                                        
1 Measures spatial overlap between two segmentations. Dice, L. (1945) 
Measures of the amount of ecologic association between species. 
Ecology 26, 297–302 
 

the sampling size (count), (3) the augmentation method, 
and (4) the augmentation parameters. Random sampling 
was chosen since it is the most frequently used method in 
the literature. Sample size range was selected based on its 
statistical relationship to estimation confidence spanning a 
95 % confidence interval.  

We classified the widely-used augmentation methods 
based on their types of transformations. Each image 
augmentation consisted of applying parametrized label-
preserving transformations (e.g., affine, reflection, noise) to 
the annotated examples. To simplify the augmentation 
parametrization, we used at most one parameter per 
augmentation transformation, deriving the parameter range 
from the image data (transformation severity). 

We used the Dice metric1 for evaluating segmentation 
accuracy and focused primarily on the improvement in our 
accuracy confidence due to augmentation over the accuracy 
confidence provided by a selected sampling size. 

3. Conclusions  
We quantified the impact of sampling and augmentation 

models and their parametrization on the validation and 
generalization accuracies of CNN-based segmentation as 
the generalization error gaps (see the deltas in Figure 2) 
over 60 configurations of sampling size, augmentation 
model + parameter, and image object. We observed that 
training the CNN-based segmentation using rotation, 
reflection, and jitter lowered the generalization error gap 
the most (improved our accuracy confidence). We 
hypothesize that these quantitative results indicate that the 
augmentation configurations are closely mimicking the 
imaging variations.  

 
Figure 2: Constant vs. decreasing gap between train, 
validation, and generalization CNN segmentation accuracy.   

DISCLAIMER: Any mention of commercial products or reference to 
commercial organizations is for information only; it does not imply 
recommendation or endorsement by NIST nor does it imply that the 
products mentioned are necessarily the best available for the purpose. 

 

 
Impact of Sampling and Augmentation on Generalization Accuracy of Microscopy 

Image Segmentation Methods 
 

Michael Majurski, Petre Manescu, Joe Chalfoun, Peter Bajcsy, and Mary Brady 
National Institute of Standards and Technology 

100 Bureau Drive, Gaithersburg, MD 20899 
POC: peter.bajcsy@nist.gov 

 

Bajcsy, Peter; Brady, Mary; Chalfoun, Joe; Majurski, Michael; Manescu, Petru.
”Impact of Sampling and Augmentation on Generalization Accuracy of Microscopy Image Segmentation Methods.”

Paper presented at Computer Vision for Microscopy Image Analysis (CVMI), Salt Lake City, UT, United States. June 18, 2018 - June 22, 2018.

SP-515



{ } 

 
 
 

Modeling and Mitigating the Insider Threat of Remote 
Administrators in Clouds 

 
Nawaf Alhebaishi1,2, Lingyu Wang1, Sushil Jajodia3, and Anoop Singhal4 

1 Concordia Institute for Information Systems Engineering, Concordia University 
2 Faculty of Computing and Information Technology, King Abdulaziz University 

n alheb,wang @ciise.concordia.ca 
3 Center for Secure Information Systems, George Mason University 

jajodia@gmu.edu 
4 Computer Security Division, National Institute of Standards and Technology 

anoop.singhal@nist.gov 
 
 

Abstract. As today’s cloud providers strive to attract customers with better ser- 
vices and less downtime in a highly competitive market, they increasingly rely 
on remote administrators including those from third party providers for fulfilling 
regular maintenance tasks. In such a scenario, the privileges granted for remote 
administrators to complete their assigned tasks may allow an attacker with stolen 
credentials of an administrator, or a dishonest remote administrator, to pose se- 
vere insider threats to both the cloud tenants and provider. In this paper, we take 
the first step towards understanding and mitigating such a threat. Specifically, we 
model the maintenance task assignments and their corresponding security impact 
due to privilege escalation. We then mitigate such impact through optimizing the 
task assignments with respect to given constraints. The simulation results demon- 
strate the effectiveness of our solution in various situations. 

 

1 Introduction 
 

The widespread adoption of cloud leads to many unique challenges in terms of security 
and privacy [13]. As the cloud service market becomes more and more competitive, 
cloud providers are striving to attract customers with better services and less down- 
time at a lower cost. The search for an advantage in cost and efficiency will inevitably 
lead cloud providers to follow a similar path as what has been taken by their tenants, 
i.e., outsourcing cloud maintenance tasks to remote administrators including those from 
specialized third party maintenance providers [9]. Such an approach may also lead to 
many benefits due to resource sharing, e.g., the access to specialized and experienced 
domain experts, the flexibility (e.g., less need for full-time onsite staff), and the lower 
cost (due to the fact such remote administrators are shared among many clients). 

However, such benefits come at an apparent cost in terms of increased security 
threats. Specifically, the remote administrators must be provided with necessary privi- 
leges, which may involve direct accesses to the underlying cloud infrastructure, in order 
to complete their assigned maintenance tasks. Armed with such privileges, a dishonest 
remote administrator, or an attacker with the stolen credentials of an administrator, can 
pose severe insider threats to both the cloud tenants (e.g., causing a large scale leak of 
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confidential user data) and the provider (e.g., disrupting the cloud services or abusing 
the cloud infrastructure for illegal activities) [12]. On the other hand, cloud providers 
are under the obligation to prevent such security or privacy breaches caused by insid- 
ers [14], either as part of the service level agreements, or to ensure compliance with 
security standards (e.g., ISO 27017 [19]). Therefore, there is a pressing need to better 
understand and mitigate such insider threats. 

Dealing with the insider threat of remote administrators in clouds faces unique chal- 
lenges. First, there is a lack of public access to the detailed information regarding cloud 
infrastructure configurations and typical maintenance tasks performed in clouds. Evi- 
dently, most existing works on insider attacks in clouds either stay at a high level or 
focus on individual nodes instead of the infrastructure [9, 20, 31] (a more detailed re- 
view of related work will be given in Section 6). Second, cloud infrastructures can be 
quite different from typical enterprise networks in terms of many aspects of security. For 
instance, multi-tenancy means there may co-exist different types of insiders with dif- 
ferent privileges, such as administrators of a cloud tenant, those of the cloud provider, 
and third party remote administrators. Also, virtualization means a more complex at- 
tack surface consisting of not only physical nodes but also virtual or hypervisor layers. 
To the best of our knowledge, there is a lack of any concrete study in the literature on 
the insider attack of remote administrators in cloud data centers. 

In this paper, we take the first step towards understanding and mitigating such in- 
sider threats. Specifically, we first model the maintenance tasks and their corresponding 
privileges. We then model the insider threats posed by remote administrators assigned 
to maintenance tasks by applying the existing k-zero day safety metric as follows; re- 
mote administrators possess elevated privileges due to the assigned maintenance tasks, 
and those privileges correspond to initially satisfied security conditions, which are nor- 
mally only accessible by external attackers after exploiting certain vulnerabilities. Such 
model allows us to formulate the mitigation of the insider threats of remote adminis- 
trators as an optimization problem and solve it using standard optimization techniques. 
We evaluate our approach through simulations and the results demonstrate the effec- 
tiveness of our solution under various situations. In summary, the main contribution of 
this paper is twofold: 

– To the best of our knowledge, this is the first study on the insider threat of remote 
administrators in cloud infrastructures. As cloud providers leverage third parties for 
better efficiency and cost saving, our study demonstrates the need to also consider 
the security impact, and our model provides a way for quantitatively reasoning 
about the tradeoff between such security impact with other related factors. 

– By formulating the optimization problem of mitigating the insider threat of remote 
administrators through optimal task assignments, we provide a relatively effective 
solution, as evidenced by our simulation results, for achieving the optimal tradeoff 
between security and other constraints using standard optimization techniques. 

The remainder of this paper is organized as follows. Section 2 presents a motivating 
example and discusses maintenance tasks and privileges. In Section 3, we present our 
models of task assignment and insider threat. Section 4 formulates the optimization 
problem and discusses several use cases. Section 5 gives simulation results. Section 6 
discusses related work. Section 7 concludes the paper. 
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2 Preliminaries 

This section gives a motivating example and discusses maintenance tasks and privileges. 
 

2.1 Motivating Example 

A key challenge to studying security threats in cloud data centers is the lack of pub- 
lic accesses to detailed information regarding hardware and software configurations 
deployed in real cloud data centers. Existing work mainly focus on either high level 
frameworks and guidelines for risk and impact assessment [1, 27, 21], or specific vul- 
nerabilities or threats in clouds [15, 29], with a clear gap between the two. To overcome 
such a limitation, we choose to devise our own fictitious, but realistic cloud data center 
designs, by piecing together publicly available information gathered from various cloud 
vendors and providers [5], as shown in Figure 1. 
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Fig. 1: An example of cloud data center 
 

To make our design more representative, we devise this configuration based on con- 
cepts and practices borrowed from major cloud vendors and providers. For example, 

Alhebaishi, Nawaf; Jajodia, Sushil; Singhal, Anoop; Wang, Lingyu.
”Modeling and Mitigating the Insider Threat of Remote Administrators in Clouds.”

Paper presented at IFIP International Conference on Database and Application Security and Privacy (DBSEC 2018), Bergamo, Italy. July 16,
2018 - July 18, 2018.

SP-518



5  

 
 
 

we borrow the multi-layer concept and some hardware components, e.g., Carrier Rout- 
ing System (CRS), Nexus (7000,5000,2000), Catalyst 6500, and MDS 9000, from the 
cloud data center design of Cisco [7]. We synthesize various concepts of the VMware 
vSphere [18] for main functionality of hardware components in our cloud infrastruc- 
ture (e.g., authentication servers, DNS, and SAN). We also assume the cloud employs 
OpenStack as its operating system [24]. The infrastructure provides accesses to both 
cloud users and remote administrators through the three layer design. Layer 1 connects 
the cloud to the internet and includes the authentication servers, DNS, and Neutron 
Server. Layer 2 includes the rack servers and compute nodes. Layer 3 includes the stor- 
age servers. OpenStack components run on the authentication servers, DNS server (a 
Neutron component provides address translation to machines running the requested ser- 
vices), and compute nodes (Nova to host and manage VMs, Neutron to connect VMs to 
the network, and Ceilometer to calculate the usage) to provide cloud services. 

Such a cloud data center may require many maintenance tasks to be routinely per- 
formed to ensure the normal operation of the hardware and software components. Such 
maintenance tasks may be performed by both internal staff working onsite and remote 
administrators, including those from specialized third party providers. In our example, 
assume the cloud provider decides to rely on third party remote administrators for the 
regular maintenance of the five compute nodes (nodes #1-5 in Figure 1), the authenti- 
cation servers (node #6), and the two controllers (nodes #7 and 8). Table 1, shows the 
maintenance tasks need to be performed on those nodes. For simplicity, we only con- 
sider three types of tasks here (more discussions about maintenance tasks will be given 
in next section). 

 
 

Node Number (in Figure 1) Maintenance Tasks 
Read log files Modify configuration files Install a new system 

1 × ×  

2 ×  × 
3 × × × 
4  × × 
5 ×  × 
6 × ×  

7 ×   

8 ×   

Table 1: An example of required maintenance tasks 
 

In such a scenario, the cloud provider would naturally raise security concerns due 
to the fact that necessary privileges must be granted in order to allow the third party re- 
mote administrators to perform their assigned maintenance tasks. For instance, the task 
read log files needs certain read privilege to be granted, whereas modifying configura- 
tion files and installing a new system would demand much higher levels of privileges. 
Such privileges may allow a dishonest remote administrator, or attackers with stolen 
credentials of a remote administrator, to launch an insider attack and cause significant 
damage to the cloud provider and its tenants. Even though the cloud provider may (to 
some extent) trust the third party maintenance provider as an organization, it is in its 
best interest to understand and mitigate such threats from individual administrators. 
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However, as demonstrated by this example, there are many challenges in modeling and 
mitigating such insider threats. 

 
– First, as demonstrated in Table 1, there may exist complex relationships between 

maintenance tasks and corresponding privileges needed to fulfill such tasks, and 
also relationships between different privileges (e.g., a root privilege implies many 
other privileges). Those relationships will determine the extent of an insider threat. 

– Second, the insider threat will also depend on which nodes in the cloud infras- 
tructure are involved in the assigned tasks, e.g., an insider with privileges on the 
authentication servers (node #6 in Figure 1) or on the compute nodes (nodes #1-5) 
may have very different security implications. 

– Third, the extent of the threat also depends on the configuration (e.g., the connec- 
tivity and firewalls), e.g., an insider having access to the controller node #8 would 
have a much better chance to compromise the storage servers than one with access 
to the other controller node #7). 

– Finally, while an obvious way to mitigate the insider threat is through assigning 
less tasks to each remote administrator such as to limit his/her privileges, our study 
will show that the effectiveness of such an approach depends on other factors and 
constraints, e.g., the amount of tasks to be assigned, the number of available remote 
administrators, constraints like each administrator may only be assigned to a limited 
number of tasks due to availability, or a subset of tasks due to his/her skill set, etc. 

 
Clearly, how to model and mitigate the insider threat may not be straightforward 

even for such a simplified example (we will give the solution for this example scenario 
in Section 4.2), and the scenario might become far more complex in practice than the 
one demonstrated here. The remainder of the paper will tackle those challenges. 

 
2.2 Remote Administrators, Maintenance Tasks, and Privileges 

A cloud provider may hire different types of administrators to perform maintenance 
tasks onsite or through remote accesses [9]. First, hardware administrators have physi- 
cal access to the cloud data center to perform maintenance on the physical components. 
Second, security team administrators are responsible for maintaining the cloud secu- 
rity policies. Third, remote administrators (RAs) perform maintenance tasks on certain 
nodes inside the infrastructure. The first two types can be considered relatively more 
trustworthy due to their limited quantity and the fact they work onsite, and directly for 
the cloud provider. The last type is usually considered riskier due to two facts, i.e., they 
work through remote access which is susceptible to attacks (e.g., via stolen credentials), 
and they may be subcontracted through third party companies which means less control 
by the cloud provider. In this paper, we focus on such remote administrators (RAs), 
even though our models and mitigation solution may equally work for dealing with 
other types of users if necessary. 

There exists only limited public information about the exact maintenance tasks per- 
formed at major cloud providers. We have collected such information from various 
sources, and our findings are summarized on the left-hand side of Table 2, which shows 
sample maintenance tasks mentioned by Amazon Web Service [2], Google Cloud [3], 
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and Microsoft Azure [4]. As to privileges required for typical maintenance tasks, Bleik- 
ertz et al. provided five sample privileges required for maintaining the compute nodes in 
clouds [9], which we will borrow for our further discussions, as shown on the right-hand 
side of Table 2. 

 
 

Maintenance Task AWS [2] GCP [3] Azure [4] Privilege Restriction 
Review Logs × × × No privilege No access 

Hard Disk Scan  × × Read Cannot read VM-related data 
Update Firmware × × × Write L1 The restriction of read privilege 

applies, software modification restricted 
to trusted repository 

Patch Operating System × × × 
Update Operating System × × × 

System Backup × × × Write L2 Bootloader, kernel, policy enforcement, 
maintenance agent, file system 

snapshots, package manager transaction logs, 
and certain dangerous system parameters 

Upgrades System × × × 
Maintain Automated Snapshots ×   

Bug Fix × × × 
Update Kernel × ×  Write L3 No restriction 

 

Table 2: Maintenance tasks in popular cloud platforms (left) and the privileges (right) 

 
To simplify our discussions, our running example will be limited to ten maintenance 

tasks on three compute nodes with corresponding privileges on such nodes, as shown in 
Table 3. Later in Section 4.2, we will expand the scope to discuss the solution for our 
motivating example which involves all the eight nodes. 

 
 

Task Number Node Number (in Figure 1) Task Description Privilege 
1 4 (http) Read log files for monitoring Read 
2 4 (http) Modifying configuration files Write L1 
3 4 (http) Patching system files Write L3 
4 3 (app) Read log files for monitoring Read 
5 3 (app) Modifying configuration files Write L1 
6 3 (app) Update kernel Write L3 
7 1 (DB) Read log files for monitoring Read 
8 1 (DB) Modifying configuration files Write L1 
9 1 (DB) Update kernel Write L3 

10 1 (DB) Install new systems Write L2 

Table 3: Maintenance tasks and privileges for the running example 
 

3 Models 

This section presnts out threat model and models of the maintenance task assignment 
and insider threat. 

 
3.1 Threat Model and Maintenance Task Assignment Model 

Our work is intended to assist the cloud provider in understanding and mitigating the 
insider threat from dishonest remote administrators or attackers with stolen credentials 
of a remote administrator. To this end, we assume the majority of remote administrators 
is trusted, and if there are multiple dishonest administrators (or attackers with their cre- 
dentials), they do not collude (a straightfoward extension of our models by considering 
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each possible combination of administrators as one insider can accommodate such col- 
luding administrators, which is considered as future work). We assume the third party 
provider is trusted as an organization and will collaborate with the cloud provider to 
implement the intended task assignment. We assume the cloud provider is concerned 
about certain critical assets inside the cloud, and it is aware of the constraints about 
task assignments such as the number of remote administrators, their availability and 
skill set, etc. Finally, as a preventive solution, our mitigation approach is intended as a 
complementary solution to existing vulnerability scanners, intrusion detection systems, 
and other solutions for mitigating insider threats. 

The cloud provider assigns the maintenance tasks to remote administrators (RAs) 
based on given constraints (e.g., which tasks may be assigned each RA), and conse- 
quently the RA will obtain privileges required by those tasks. This can be modeled as 
follows (which has a similar syntax as [26]). 

Definition 1 (Maintenance Task Assignment Model). Given 
– a set of remote administrators RA, 
– a set of maintenance task T , 
– a set of privileges P, 
– the remote administrator task relation RAT RA T which indicates the main- 

tenance tasks that are allowed to be assigned to each remote administrator, and 
– the task privilege relation TP T P which indicates the privileges required for 

each task, 
a maintenance task assignment is given by function ta(.): RA     2T that satisfies 

(  ra  RA)(ta(ra)  t  (ra, t)  RAT   (meaning a remote administrator is only 
assigned with the tasks to which he/she is allowed), and the corresponding set of priv- 
ileges given to the remote administrator is given by function pa(ra) = t∈ta(ra){p | 
(t, p) ∈ TP }. 

3.2 Insider Threat Model 

We given an overview of our model for the insider threat, which will be demonstrated 
through an example shown in Figure 2. First, we borrow the resource graph concept [30] 
to represent the causal relationships between different resources inside the given cloud 
configuration. Second, we map the privileges given to RAs through maintenance task 
assignments (Definition 1) to exploits of corresponding resources in the resource graph. 
Third, we apply the k-zero day safety metric [32] to quantify the insider threat of each 
RA through his/her k value. Finally, we take the average (and minimum) of all RAs’ k 
values as the average (and worst) case indication of insider threat. 

Figure 2 shows an example resource graph for our running example (the dashed 
lines and shades can be ignored and will be discussed later in Section 4.2; also, only a 
small portion of the resource graph is shown here due to space limitations). Each triplet 
inside an oval indicates a potential zero day or known exploit in the format <service or 
vulnerability, source host, destination host> (e.g. <Xen, RA, 4> indicates an exploit 
on Xen), and the plaintext pairs indicate the pre- or post-conditions of those exploits 
in the format <condition, host> where condition can be either a privilege on the host 
(e.g., <W1,4> means the level 1 write privilege and <R,4> means the read privilege 

Alhebaishi, Nawaf; Jajodia, Sushil; Singhal, Anoop; Wang, Lingyu.
”Modeling and Mitigating the Insider Threat of Remote Administrators in Clouds.”

Paper presented at IFIP International Conference on Database and Application Security and Privacy (DBSEC 2018), Bergamo, Italy. July 16,
2018 - July 18, 2018.

SP-522



9  

mini k 

 
 
 
 

External Attacker     RA on Node 4  

<http,4> <user,0> <0,4>  <R,4> <W1,4> <Xen,4> <W2,4> <W3,4> <4,4> 

 
<http_1,0,4>    

<Xen_r,4,4>   
<Xen_w1,4,4> 

 
<Xen_w2,4,4>  

 
<user,4> 

 
<ssh,4> 

      

 
<http_2,4,4> 

 
<ssh,4,4>       

     RA on Node 3   

<app,3> <root,4> <4,3>  <R,3> <W1,3> <Xen,3> <W2,3> <W3,3> <3,3> 

 
<app_1,4,3>    

<Xen_r,3,3>   
<Xen_w1,3,3> 

 
<Xen_w2,3,3>  

 
<user,3> 

 
<ssh,3> 

      
Task #6 C1 

 
<app_2,3,3> 

 
<ssh,3,3>       

 
 
 
 

<root,3> <3,1> <db,1> 
 

#6 
 

<db_1,3,1> 
 
 
 

<ssh,1> <user,1> 
 

#6 #7 
 

<ssh,1,1> <db_2,1,1> 
 

#7 #6 
 

<root,1> 

k#6 

#7 <Xen,1,1> 
 

k#6 
 

<user,Xen> 

  

RA on Node 1 
 

<1,1> <R,1> <W1,1> <Xen,1> <W2,1> <W3,1> 
 
 
 

<Xen_r,1,1> <Xen_w1,1,1> <Xen_w2,1,1> 

Task #7 C1 

 

Fig. 2: Modeling insider threat using the resource graph 
 

which are both explained in Section 2.2), the existence of a service on the host (e.g., 
<Xen,4>), or a connectivity (e.g., <0,4>means attacker can connect to host 4 and 
<4,4> means a local exploit on host 4). The edges point from pre-conditions to an 
exploit and then to its post-conditions, which indicate that any exploit can be executed 
if and only if all of its pre-conditions are satisfied, whereas executing an exploit is 
enough to satisfy all its post-conditions. 

In Figure 2, the left-hand side box indicates the normal resource graph which depicts 
what an external attacker may do to compromise the critical asset <user, Xen>. The 
right-hand side boxes depict the insider threats coming from RAs assigned to each of 
the three compute nodes. The gray color exploits are what captures the consequences of 
granting privileges to remote administrators. For example, an RA with the level 1 write 
privilege <W1,4> can potentially exploit Xen (i.e., <Xen w1,4,4>) to escalate his/her 
privilege to the user privilege on host 4 (i.e.., <user,4>), whereas a higher level priv- 
ilege <W2,4> can potentially lead to the root privilege <root,4> through an exploit 
<Xen  w2,4,4>, and the highest privilege <W3,4> can even  directly lead to that priv- 
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ilege. Those examples show how the model can capture the different levels of insider 
threats as results of different privileges obtained through maintenance task assignments. 

Next, given the maintenance task assignment for each RA, we can obtain all the 
possible paths he/she may follow in the resource graph, starting from all the initially 

satisfied conditions (e.g., <Xen,4>) and those implied by the task assignment (e.g., 
<W1,4>) to the critical asset (i.e., <user,Xen>). To quantify the relative level of such 
threats, we apply the k-zero day safety metric (k0d) [32] which basically counts the 
number of zero day exploits (known exploits are not counted, and exploits of the same 
service are only counted once) along the shortest path. The metric value of each RA pro- 
vides an estimation for the relative level of threat of each RA, since a larger number of 
distinct zero day exploits on the shortest path means reaching the critical asset is (expo- 
nentially, if those exploits are assumed to be independent) more difficult. For example, 
an RA with privilege <W3,1> would have a k0d value of 1 since only one zero day 
exploit <Xen,1,1> is needed to reach the critical asset, whereas an RA with <W2,1> 
would have a k value of 2 since an additional exploit <Xen w2,1,1> is needed. Fi- 
nally, once we have calculated the k values of all RAs based on their given maintenance 
task assignments, we take the average (and minimum) of those k values as the average 
(and worst) case indication of the overall insider threat of the given maintenance task 
assignments. The above discussions are formally defined as follows. 

 
Definition 2 (Insider Threat Model). Given the maintenance task assignment (i.e., 
RA, T , P, RAT, TP ,  ta, and pa, as given in Definition 1) let Cr =   ra   RA pa(ra) 
be the set of privileges implied by the assignment and Er be the set of new exploits 
enabled by Cr. Denote by G(E Er C  Cr, R) the resource graph (where E  and C 
denote the original set of exploits and conditions, respectively, and R denote the edges) 
and let k0d(.) be the k zero day safety metric function. We say k0d(ra),

 
ra∈RA k0d(ra) , 

 

and 
|RA| 

min({k0d(ra) : ra ∈ RA}) represent the insider threat of ra, the average case 
insider threat of the maintenance task assignment, and the worst case insider threat of 
the maintenance task assignment, respectively. 

 

4 The Mitigation 
 

In this section, we formulate the optimization-based solution for mitigate the insider 
threat during maintenance task assignment and discuss several use cases. 

 
 

4.1 Optimization-based Mitigation 
 

Based on our definitions of the maintenance task assignment model and the insider 
threat model, we can define the problem of optimal task assignment as follows. Note the 
remote administrator task relation RAT basically gives the constraints for optimization 
since it states which tasks may be assigned to which RA (in some cases the constraints 
may also be modeled differently for convenience, e.g., as the maximum number of tasks 
for each RA). 
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Definition 3 (The Optimal task assignment problem). Given a resource graph G, 
the remote administrators RA, maintenance tasks T , privileges P, the remote admin- 
istrator task relation RAT, and the task privilege relation TP, find a maintenance 
task assignment function ta which maximizes the insider threat ra∈RA k0d(ra)

 
|RA| (or 

min({k0d(ra): ra ∈ RA})). 

Theorem 1. The Optimal task assignment problem (Definition 3) is NP-hard. 

Proof: First, calculating the k0d function is already NP-hard w.r.t. the size of the re- 
source graph [32]. On the other hand, we provide a sketch of proof to show the problem 
is also NP-hard from the perspective of the maintenance task assignment. Specifically, 
given any instance of the well known NP-complete problem, exact cover by 3-sets (i.e., 
given a finite set X containing exactly 3n elements, and a collection C  of  subsets of 

X  each of which contains exactly 3 elements, determine whether there  exists D C 
such that every x X  occurs in exactly one d  D), we can construct an instance of 

our problem as follows. We use X for the set of maintenance tasks, and C for the set 
of RAs, such that the three elements of each c C represent three tasks which can be 
assigned to c. In addition, no RA can be assigned with less than three tasks, and an RA 
already assigned with three tasks can choose any available task to be assigned in addi- 
tion. We can then construct a resource graph in which the critical asset can be reached 
through any combination of four privileges. It then follows that, the insider threat is 
maximized if and only if there exists an exact cover D due to the following. If the exact 
cover exists, then every RA d D is assigned with exactly three tasks and therefore 
the k value of every RA, and hence the insider threat, will be equal to infinity since the 
critical asset cannot be reached with less than four privileges; if the cover does not exist, 
then to have every task assigned, we will have to assign at least one RA with more than 
three tasks, and hence the k value will decrease.   □ 

In our study, we use the genetic algorithm to optimize the maintenance task assign- 
ments by maximizing k. Specifically, the resource graph is taken as input to the opti- 
mization algorithm, with the (either average case or worst case) insider threat value k as 
the fitness function. We try to find the best task assignment for maximizing the value k 
within a reasonable number of generations. The constraints can be given either through 
defining the remote administrator task relation RAT in the case of specific tasks that 
can be assigned to each RA, or as a fixed number of tasks for each RA. Other constraints 

can also be easily applied to the optimization algorithm. In our simulations, we choose 
the probability of 0.8 for crossover and 0.2 for mutation based on our experiences. 

 
4.2 Use Cases 

We demonstrate our solution through several use cases with different constraints. The 
first three use cases are based on the five remote administrators and ten maintenance 
tasks presented in Table 3 and the last use case is based on the motivating example 
shown in Section 2.1. 

– Use Case A: In this case, each RA should be assigned with two tasks. The three 
tables shown in Table 4 show three possible assignments and the corresponding k 
values. Also, Figure 2 shows an example path (dashed lines) for tasks assigned to 
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Table 4: Maintenance tasks assignments for use case A 
 

RA C1 based on the top table, and also the shortest path yielding the minimum k 
value. We use the GA to find the optimal task assignment that meets the constraint 
given in this case, as shown in the last table, the maximal average of k values among 
all RAs is k̄ = 2.2. It can also be seen that the minimum k value among all RAs is 
always k =1 in this special case. 

– Use Case B: In this case, each RA should be assigned with at least one task. The op- 
timal task assignment under this constraint is (RA1 8,9,10 , RA2 4,5 , RA3 3 , 
RA4 1,2 , and RA5 6,7 ). This relaxed constraint improves the average of k from 
2.2 in the previous example to 2.8, which shows relaxing the constraint may in- 
crease k (which means less threat). 

– Use Case C: In this case, each RA can handle a fixed subset of tasks. In our example, 
we assume RA1 can be assigned to any task requiring the read privilege, RA2 to 
tasks requiring write level 1 privilege, RA3 to tasks requiring write level 1 and 2, 
RA4 to tasks requiring write level 3, and RA5 can be assigned to any task. After 
applying our solution, the optimal assignment yields the maximal average of k 
values to be k = 2.2. 

– Use Case D: This case shows the optimal maintenance task assignment for tasks 
discussed in our motivating example in Section 2.1. We have eight RAs and each 
RA can handle maximum two tasks. The upper table in Table 5 shows the 15 main- 
tenance tasks to be assigned. In Table 5, the four tables on the bottom show four 
different tasks scenarios assigned to RAs and each table shows different average k. 
The bottom table on the right side shows the optimal task assignment in term of the 
average k = 3.125. 

 
 

5 Simulations 
 

This section shows simulation results on applying our mitigation solution under vari- 
ous constraints. All simulations are performed using a virtual machine equipped with 
a 3.4 GHz CPU and 4GB RAM in the Python 2.7.10 environment under Ubuntu 12.04 
LTS and the MATLAB R2017bs GA toolbox. To generate a large number of resource 
graphs for simulations, we start with seed graphs with realistic configurations similar to 
Figure 1 and then generate random resource graphs by injecting new nodes and edges 
into those seed graphs. Those resource graphs were used as the input to the optimiza- 
tion toolbox where the fitness function is to maximize the average or worst case insider 
threat value k (given in Definition 2) with various constraints, e.g., the number of avail- 
able RAs and maintenance tasks and how many task may be assigned to each RA. We 
repeat each simulation on 300 different resource graphs to obtain the average result. 

User A3 B3 C3 D3 E3 

Tasks Number 4 5 6 8 9 
1 2 7 3 10 

k 3 3 2 2 1 
k̄  2.2 

Minimum k 1 

 

User A2 B2 C2 D2 E2 

Tasks Number   6     4     7     8   5 
9     3    10    1   2 

k 1 3 1 2 3 
k̄  2 

Minimum k 1 

 

User A1 B1 C1 D1 E1 

Tasks Number   4     5     6     8   9 
1    10    7     3  2 

k 3 1 2 2 1 
k̄  1.8 

Minimum k 1 
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Task# Maintenance task Task# Maintenance task 
1 Read log files for node 1 2 Modify configuration file for node 1 
3 Read log files for node 2 4 Install a new system for node 2 
5 Read log files for node 3 6 Modify configuration file for node 3 
7 Install a new system for node 3 8 Modify configuration file for node 4 
9 Install a new system for node 4 10 Read log files for node 5 
11 Install a new system for node 5 12 Read log files for node 6 
13 Modify configuration file for node 6 14 Read log files for node 7 
15 Read log files for node 8  

 
 

User RA1 RA2 RA3 RA4 RA5 RA6 RA7 RA8 

Tasks Number   14 1 4 8 2 3 7 6 
5 9 15 12 10 11 13 

User RA1 RA2 RA3 RA4 RA5 RA6 RA7 RA8 

Tasks Number    1 2 3 4 5 6 7 8 
9 10 11 12 13 14 15 

k 1 3 2 3 2 3 2 3 k 3 2 3 3 3 1 2 5 
k̄ 2.375 k̄ 2.75 

Minimum k 1 Minimum k 1 
User RA1 RA2 RA3 RA4 RA5 RA6 RA7 RA8 User RA1 RA2 RA3 RA4 RA5 RA6 RA7 RA8 

Tasks Number    1 2 3 5 6 15     13 8 
4 7 9 10 11 12 14 

k 3 2 4 4 3 2 1 5 

Tasks Number    1 2 3 5 6 14 4 8 
12 7 9 10 11 15 13 

k 3 2 4 4 3 1 3 5 
k̄  3 

Minimum k 1 
k̄  3.125 

Minimum k 1 
 

Table 5: Maintenance task assignments for use case D (the motivating example) 

The objective of the first two simulations is to study how the average case insider 
threat (i.e., the average of k values among all RAs) may be improved through our mit- 
igation solution under constraints about the number of tasks and RAs, respectively. In 
Figure 3, the number of available RAs is fixed at 500, while the number of maintenance 
tasks is varied between 500 and 2,000 along the X-axis. The Y -axis shows the average 
of k among all RAs. The solid lines represent the results after applying our mitigation 
solution under constraints about the maximum number of tasks assigned to each RA. 
The dashed lines represent the results before applying the mitigation solution. 

Results and Implications: From the result, we can make following observations. 
First, the mitigation solution successfully reduces the insider threat (increasing the av- 
erage of k values) in all cases. Second, the results before and after applying the solution 
decrease (meaning increased insider threat) following similar linear trends, as the num- 
ber of maintenance tasks increases until each RA reaches its full capacity. Finally, the 
result of maximum four tasks per RA after applying the solution is close to the result of 
maximum ten tasks per RA before applying the solution, which means the mitigation 
solution may allow more (more than double) tasks to be assigned to the same number 
of RAs while yielding the same level of insider threat. 

In Figure 4, the number of maintenance tasks is fixed at 2,500 while the number of 
RAs is varied between 400 and 1,000 along the X-axis. The Y -axis shows the average 
of k among all RAs. The solid lines represent the results after applying the mitigation 
solution and the dashed lines for the results before applying the solution. All the lines 
start with sufficient numbers of RAs for handling all the tasks since we only consider 
one round of assignment. We apply the same constraint as in previous simulation. 

Results and Implications: Again we can see the mitigation solution successfully 
reduces the insider threat (increasing the average of k values) in all cases. More inter- 
estingly, we can observe the trend of the lines as follows. The dashed lines all follow 
a similar near linear trend, which is expected since a larger number of RAs means less 
insider threat since each RA will be assigned less tasks and hence given less privileges. 
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On the other hand, most of the solid lines follow a similar trend of starting flat then 
increasing almost linearly before reaching the plateau. This trend indicates that, the 
mitigation solution can significantly reduce the insider threat when the number of RAs 
is within certain ranges past which it becomes less effective (because each RA already 
receives minimum privileges). The trend of 4 tasks per RA is slightly different mostly 
due to the limited number of RAs. 

 
 

 

Fig. 3: Average of k among 500 RAs before Fig. 4: Average of k among different num- 
and after applying the mitigation solution ber of RAs before and after the solution 

 
 

The objective of the next two simulations is to study how the worst case insider 
threat (i.e., the minimum k values among all RAs) behaves under the mitigation solu- 
tion. Figure 5 and Figure 6 are based on similar X-axis and constraints as previous two 
simulations, whereas the Y -axis shows the minimum k among all RAs (averaged over 
300 simulations). 

Results and Implications: In Figure 5, we can see that the minimum k values also 
decrease (meaning more insider threat) almost linearly as the number of tasks increases. 
In contrast to previous simulation, we can see the minimum k values are always lower 
than the average k values, which is expected. In Figure 6, we can see the minimum k 
values also increase almost linearly before reaching the plateau as the number of RAs 
increases. In contrast to previous simulation, we can see the increase here is slower, 
which means the worst case results (minimum k values) are more difficult to improve 
with a increased number of RAs. Also, we can see that the worst case results reach the 
plateau later (e.g., 900 RAs for 8 tasks per RA) than the average case results (700 RAs). 

 
6 Related Work 

The insider threat is a challenging issue for both traditional networks and clouds. Ray 
and Poolsapassit proposed an alarm system to monitor the behavior of malicious in- 
siders using the attack tree [25]. Mathew et al. used the capability acquisition graphs 
(CAG) to monitor the abuse of privileges by malicious insiders [23]. Sarkar et al. pro- 
posed DASAI to analyze if a process contains a step that meet the insider attack condi- 
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Fig. 5: Minimum k for 500 RAs Fig. 6: Minimum k for varying # of RAs 
tion [28]. Chinchani et al. proposed a graph-based model for insider attacks and mea- 
sure the threat [11]. Althebyan and Panda proposed predication and detection model for 
insider attacks based on knowledge gathered by the internal users during work time in 
the organization [6]. Bishop et al. presented insider threat definition based on security 
policies and determine source of risk [8]. 

There is lack of work focusing on the cloud security metrics in general and for 
insider attacks especially. Our previous work focus on applying threat modeling to 
cloud data center infrastructures with a focus on external attackers [5]. Gruschka and 
Jensen devise a high level attack surface framework to show from where the attack can 
start [16]. The NIST emphasizes the importance of security measuring and metrics for 
cloud providers in [1]. A framework is propose by Luna et al. for cloud security metrics 
using basic building blocks [22]. 

Besides threat modeling, mitigating insider attackers in clouds is also a challenging 
task. There are many works discuss securing the cloud from insider attack by limiting 
the trust on the compute node [31]. Li et al. focuses on supporting users to configure 
privacy protection in compute node [20]. Closest to our work, Bleikertz et al. focus  
on securing the cloud during maintenance time by limiting the privilege grant to the 
remote administrator based on the tasks assigned to that administrator [9]. We borrow 
their categorization of the privileges. Our mitigation approach is also inspired by the 
network hardening approaches using genetic algorithms [17, 10]. 

 

7 Conclusion 
 

In this paper, we have modeled the insider threat during maintenance task assignment 
for cloud providers to better understand such threat posed by third party remote admin- 
istrators, and we have formulated the optimal assignment problem as an optimization 
problem and applied standard optimization algorithm to derive a solution under differ- 
ent constraints. We have also conducted simulations whose results show our solution 
can significantly reduce the insider threat of remote administrators. Our future work 
will focus on following directions. First, we will improve our solution to handle more 
realistic scenarios, e.g., incremental assignment for streams of new maintenance tasks, 
and handling dynamics (joining or leaving) of RAs, giving priority or weight to tasks. 
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Second, we will consider explicit cost models for assignments and incorporate the cost 
into the mitigation solution, e.g., based on the number of RAs, the amount or duration 
of tasks, and privileges needed. 
Disclaimer Commercial products are identified in order to adequately specify certain 
procedures. In no case does such identification imply recommendation or endorsement 
by the National Institute of Standards and Technology, nor does it imply that the iden- 
tified products are necessarily the best available for the purpose. 
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2016, Québec City, QC, Canada, October 24-25, 2016, Revised Selected Papers, pages 302– 
319, 2016. 

6. Q. Althebyan and B. Panda. A knowledge-base model for insider threat prediction. In 2007 
IEEE SMC Information Assurance and Security Workshop, pages 239–246, June 2007. 

7. K. Bakshi. Cisco cloud computing-data center strategy, architecture, and solutions. DOI= 
http://www. cisco. com/web/strategy/docs/gov/CiscoCloudComputing WP. pdf, 2009. 

8. M. Bishop, S. Engle, S. Peisert, S. Whalen, and C. Gates. We have met the enemy and he is 
us. In Proceedings of the 2008 New Security Paradigms Workshop, NSPW ’08, pages 1–12, 
New York, NY, USA, 2008. ACM. 

9. S. Bleikertz, A. Kurmus, Z. A. Nagy, and M. Schunter. Secure cloud maintenance: Protecting 
workloads against insider attacks. In Proceedings of the 7th ACM Symposium on Informa- 
tion, Computer and Communications Security, ASIACCS ’12, pages 83–84, New York, NY, 
USA, 2012. ACM. 

10. D. Borbor, L. Wang, S. Jajodia, and A. Singhal. Diversifying network services under cost 
constraints for better resilience against unknown attacks. In Data and Applications Security 
and Privacy XXX - 30th Annual IFIP WG 11.3 Conference, DBSec 2016, Trento, Italy, July 
18-20, 2016. Proceedings, pages 295–312, 2016. 

11. R. Chinchani, A. Iyer, H. Q. Ngo, and S. Upadhyaya. Towards a theory of insider threat 
assessment. In 2005 International Conference on Dependable Systems and Networks 
(DSN’05), pages 108–117, June 2005. 

12. W. R. Claycomb and A. Nicoll. Insider threats to cloud computing: Directions for new 
research challenges. In 2012 IEEE 36th Annual Computer Software and Applications Con- 
ference, pages 387–394, July 2012. 

13. Cloud Security Alliance. Security guidance for critical areas of focus in cloud computing v 
3.0, 2011. 

14. Cloud Security Alliance. Top threats to cloud computing, 2018. Available at: https: 
//cloudsecurityalliance.org/topthreats/csathreats.v1.0.pdf. 

Alhebaishi, Nawaf; Jajodia, Sushil; Singhal, Anoop; Wang, Lingyu.
”Modeling and Mitigating the Insider Threat of Remote Administrators in Clouds.”

Paper presented at IFIP International Conference on Database and Application Security and Privacy (DBSEC 2018), Bergamo, Italy. July 16,
2018 - July 18, 2018.

SP-530



17  

 
 
 

15. K. Dahbur, B. Mohammad, and A. B. Tarakji. A survey of risks, threats and vulnerabilities 
in cloud computing. In Proceedings of the 2011 International Conference on Intelligent Se- 
mantic Web-Services and Applications, ISWSA ’11, pages 12:1–12:6, New York, NY, USA, 
2011. ACM. 

16. N. Gruschka and M. Jensen. Attack surfaces: A taxonomy for attacks on cloud services. In 
2010 IEEE 3rd international conference on cloud computing, pages 276–279. IEEE, 2010. 

17. M. Gupta, J. Rees, A. Chaturvedi, and J. Chi. Matching information security vulnerabilities 
to organizational security profiles: a genetic algorithm approach. Decision Support Systems, 
41(3):592 – 603, 2006. Intelligence and security informatics. 

18. M. Hany. VMware VSphere In The Enterprise. http://www.hypervizor.com/ 
diags/HyperViZor-Diags-VMW-vS4-Enterprise-v1-0.pdf. [Online; ac- 
cessed 05/02/2015]. 

19. ISO Std IEC. ISO 27017. Information technology- Security techniques- Code of practice for 
information security controls based on ISO/IEC 27002 for cloud services (DRAFT), http: 
//www.iso27001security.com/html/27017.html, 2012. 

20. M. Li, W. Zang, K. Bai, M. Yu, and P. Liu. Mycloud: Supporting user-configured privacy 
protection in cloud computing. In Proceedings of the 29th Annual Computer Security Appli- 
cations Conference, ACSAC ’13, pages 59–68, New York, NY, USA, 2013. ACM. 

21. J. Luna, H. Ghani, D. Germanus, and N. Suri. A security metrics framework for the cloud. In 
Security and Cryptography (SECRYPT), 2011 Proceedings of the International Conference 
on, pages 245–250, July 2011. 

22. J. Luna, H. Ghani, D. Germanus, and N. Suri. A security metrics framework for the cloud. In 
Security and Cryptography (SECRYPT), 2011 Proceedings of the International Conference 
on, pages 245–250. IEEE, 2011. 

23. S. Mathew, S. Upadhyaya, D. Ha, and H. Q. Ngo. Insider abuse comprehension through 
capability acquisition graphs. In 2008 11th International Conference on Information Fusion, 
pages 1–8, June 2008. 

24. Openstack. Openstack Operations Guide. http://docs.openstack.org/ 
openstack-ops/content/openstack-ops\_preface.html. [Online; ac- 
cessed 27/08/2015]. 

25. I. Ray and N. Poolsapassit. Computer Security – ESORICS 2005: 10th European Sympo- 
sium on Research in Computer Security, Milan, Italy, September 12-14, 2005. Proceedings, 
chapter Using Attack Trees to Identify Malicious Attacks from Authorized Insiders, pages 
231–246. Springer Berlin Heidelberg, Berlin, Heidelberg, 2005. 

26. R. S. Sandhu, E. J. Coyne, H. L. Feinstein, and C. E. Youman. Role-based access control 
models. Computer, 29(2):38–47, Feb. 1996. 

27. P. Saripalli and B. Walters. Quirc: A quantitative impact and risk assessment framework  
for cloud security. In 2010 IEEE 3rd International Conference on Cloud Computing, pages 
280–288, July 2010. 

28. A. Sarkar, S. Khler, S. Riddle, B. Ludaescher, and M. Bishop. Insider attack identification 
and prevention using a declarative approach. In 2014 IEEE Security and Privacy Workshops, 
pages 265–276, May 2014. 

29. F. B. Shaikh and S. Haider. Security threats in cloud computing. In Internet Technology  
and Secured Transactions (ICITST), 2011 International Conference for, pages 214–219, Dec 
2011. 

30. O. Sheyner, J. Haines, S. Jha, R. Lippmann, and J. M. Wing. Automated generation and anal- 
ysis of attack graphs. In Security and Privacy, 2002. Proceedings. 2002 IEEE Symposium 
on, pages 273–284, 2002. 

31. W. K. Sze, A. Srivastava, and R. Sekar. Hardening openstack cloud platforms against com- 
pute node compromises. In Proceedings of the 11th ACM on Asia Conference on Computer 

Alhebaishi, Nawaf; Jajodia, Sushil; Singhal, Anoop; Wang, Lingyu.
”Modeling and Mitigating the Insider Threat of Remote Administrators in Clouds.”

Paper presented at IFIP International Conference on Database and Application Security and Privacy (DBSEC 2018), Bergamo, Italy. July 16,
2018 - July 18, 2018.

SP-531



18  

 
 
 

and Communications Security, ASIA CCS ’16, pages 341–352, New York, NY, USA, 2016. 
ACM. 

32. L. Wang, S. Jajodia, A. Singhal, P. Cheng, and S. Noel. k-zero day safety: A network security 
metric for measuring the risk of unknown vulnerabilities. IEEE Transactions on Dependable 
and Secure Computing, 11(1):30–44, Jan 2014. 

Alhebaishi, Nawaf; Jajodia, Sushil; Singhal, Anoop; Wang, Lingyu.
”Modeling and Mitigating the Insider Threat of Remote Administrators in Clouds.”

Paper presented at IFIP International Conference on Database and Application Security and Privacy (DBSEC 2018), Bergamo, Italy. July 16,
2018 - July 18, 2018.

SP-532



Assessing Attack Impact on Business Processes 
by Interconnecting Attack Graphs and Entity 

Dependency Graphs 

Chen Cao1, Lun-Pin Yuan1, Anoop Singhal2, Peng Liu1 , 
Xiaoyan Sun3, and Sencun Zhu1 

1 The Pennsylvania State University 
2 National Institute of Standards and Technology 

3 California State University, Sacramento 
caochen11@mails.ucas.ac.cn,lunpin@psu.edu,anoop.singhal@nist.gov, 

pliu@ist.psu.edu,xiaoyan.sun@csus.edu,szhu@cse.psu.edu 

Abstract. Cyber-defense and cyber-resilience techniques sometimes fail 
in defeating cyber-attacks. One of the primary causes is the ineffective-
ness of business process impact assessment in the enterprise network. 
In this paper, we propose a new business process impact assessment 
method, which measures the impact of an attack towards a business-
process-support enterprise network and produces a numerical score for 
this impact. The key idea is that all attacks are performed by exploit-
ing vulnerabilities in the enterprise network. So the impact scores for 
business processes are the function result of the severity of the vulnera-
bilities and the relations between vulnerabilities and business processes. 
This paper conducts a case study systematically and the result shows 
the effectiveness of our method. 

1 Introduction 

Although enterprises and organizations have been paying ever more attention 
to cyber defense, today’s cyber-attacks towards enterprise networks often un-
dermine the security of business processes. The reason is directly related to 
several main limitations of existing cyber-defense practice, because the security 
of business processes heavily relies on the deployed cyber-defense measures and 
procedures. 

Although a fundamental limitation of existing cyber-defenses is that zero-day 
attacks cannot be prevented, this limitation is clearly not the only reason why 
cyber-attacks can undermine security. In many, if not most, real-world cyber-
security incidents, the security of business processes is actually undermined by 
known attacks. 

Regarding why known attacks could sigificantly undermine the security of 
business processes, the following main reasons have been recognized in the re-
search community. First, enterprises and organizations do not have the resources 
needed to patch all the known vulnerabilities. As a result, although the security 
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administrators are working hard to patch as many vulnerabilities as possible and 
as soon as possible, many vulnerabilities are actually in the “not yet patched” 
status when cyber-attacks happen. Another contributing factor to the result is 
that the time a vulnerability becomes known is not the time the corresponding 
patch becomes available. 

Second, when cyber-attacks are happening, even if the intrusion detection 
system accurately detects the intrusions, the intrusion alerts and alert corre-
lation results are still not able to directly tell “what should I do?” in terms 
of intrusion response. (In real-world enterprises new intrusion alerts keep on 
being raised, and the security administrators are already fully loaded.) It has 
been widely recognized in the research community [8, 18, 20] that there is a 
wide semantic gap between the information contained in intrusion alerts and 
how the cost-effectiveness of intrusion response is evaluated. On one hand, the 
cost-effectiveness of intrusion response is usually evaluated based on business 
process-level metrics (e.g., the number of customers affected by a cyber-attack, 
the number of tasks that need to be undone) and measurements. On the other 
hand, business process-level metrics are not really measured by intrusion detec-
tion systems. 

Therefore, to achieve cost-effective intrusion response, this semantic gap must 
be bridged. To bridge the semantic gap, impact assessment is necessary. Al-
though researchers have found the necessity of using entity dependency graphs 
[8] to assess the impact of attacks on business processes for quite a few years, 
the existing impact assessment techniques still face a key challenge. The chal-
lenge is two-fold: (1) impact assessment results cannot be automatically used 
to make recommendations on taking active cyber-defense actions; and (2) ex-
isting active cyber-defense techniques cannot be business-process-aware. That 
is, these techniques will not be able to directly state their effectiveness using 
business process-level measurements such as how much of what tasks will be 
accomplished by when. 

In [19] it has been perceived that attack graphs and entity dependency graphs 
could be interconnected to address the above key challenge; however, no realistic 
case study has been conducted to validate the perceived method. As a result, the 
intrusion response research community still lacks essential understanding about 
(a) how to efficiently implement the perceived method; (b) whether it really 
works; and (c) how well it works. 

The goal of this work is to efficiently design and implement the perceived 
method and conduct a realistic case study to assess the impact of attacks on 
business processes using not only system-level metrics (e.g., how many files are 
corrupted, which processes are compromised) but also business process-level met-
rics. We believe that this case study is a solid step forward towards bridging the 
aforementioned semantic gap. 

The main contributions of this work are as follows. 

– We propose the first efficient implementation of the method perceived in 
[19]. We extend the perceived method to make use of CVSS scores. We 
invent an algorithm to prune the raw interconnected graph. Through logic 
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programming, the implemented tool can automatically generate an intercon-
nected graph, which interconnects an attack graph and an entity dependency 
graph, and calculate the impact scores of an attack on tasks in a business 
process. 

– The first realistic case study is systematically conducted to show how the 
perceived method and our implementation can assess the impact of attacks 
on business processes using not only system-level metrics but also business 
process-level metrics. 

– Through the case study, we also evaluate our implementation in several as-
pects such as scalability and running time. 

2 Background 

2.1 CVSS score 

The Common Vulnerability Scoring System (CVSS) provides a way to mea-
sure the impacts of vulnerabilities and produce a numerical score for the attack 
impact [9]. The current version of this score system is version three, which is 
released in 2015. The system contains three metric groups: base score metrics, 
temporal score metrics, and environmental score metrics. A base score ranging 
from 0 to 10 is assigned to a vulnerability according to the base score metrics. The 
temporal score metrics and environmental score metrics can be used to refine the 
base score to better reflect the risks caused by a vulnerability to the user’s envi-
ronment. However, the temporal score metrics and environmental score metrics 
are optional. Therefore, in this paper we only use base score for impact analysis 
and still refer it as CVSS score. The National Vulnerability Database (NVD) 
provides a CVSS base score for almost all known vulnerabilities. A higher CVSS 
base score of a vulnerability implies that: 1) the vulnerability is easier to be 
exploited due to more vulnerable components and available technical means for 
exploitation; or 2) more impact on the availability, confidentiality, and integrity 
upon successful exploitation. Therefore, the base score can be leveraged to assess 
the impact of vulnerability exploitation on business processes in terms of both 
exploitability and impact. 

2.2 Attack Graph 

To analyze the impact of attacks on business processes, it’s necessary to first 
understand how the vulnerabilities in an enterprise network can be used to com-
promise the host machines. Attack graph [1, 7, 10, 12, 17] is a very effective way 
to generate potential attack paths. Given the vulnerabilities, the attack graph 
is able to show the possible attack sequences to the final attack target. 

MulVAL (Multihost, multistage Vulnerability Analysis) is an attack graph 
generation tool that models the interaction between software vulnerabilities and 
the system and network configurations [11]. It leverages Datalog [14] to model 
network system information (such as the vulnerabilities, configurations of each 

Cao, Chen; Liu, Peng; Singhal, Anoop; Sun, Xiaoyan; Yuan, Lunpin; Zhu, S.
”Assessing Attack Impact on Business Processes by Interconnecting Attack Graphs and Entity Dependency Graphs.”

Paper presented at IFIP International Conference on Database and Application Security and Privacy (DBSEC 2018), Bergamo, Italy. July 16,
2018 - July 18, 2018.

SP-535



4 

machine, etc.) as facts and the interaction of various network components as 
rules. With these facts and rules, MulVAL can generate an attack graph showing 
the potential attack paths from the vulnerabilities to the attack goal. In the 
attack graph, facts and rules are represented by nodes with different shapes. 
There are two types of fact nodes: primitive fact nodes and derived fact nodes. 
The primitive facts nodes are denoted with boxes, which represents host and 
network configuration information. The derived fact nodes are denoted with 
diamonds, which are generated according to certain rules. The interaction rules 
are denoted with ellipses. 

Fig. 1 shows a very simple attack graph containing only 5 nodes. In Fig. 1, 
if the conditions in node 1, 2 and 3 are satisfied, then the rule in node 4 can 
be applied. The eventual consequence is that the attacker is able to execute 
arbitrary code on the host machine (shown in node 5). 

5:execCode(Host, root)

4:RULE(remote exploit of a server program)

3:vulExists(Host, ‘CVE-X-X’, Software, remoteExploit, privEscalation)

2:networkServiceInfo(Host, Software, Protocol, Port, Perm)

1:netAccess(Host, Protocol, Port)

Fig. 1. An Example Attack Graph 
The attack graph is essential for business process impact assessment, as it 

shows how the vulnerabilities can be leveraged to compromise the host ma-
chines. If the host machines are involved in the business processes, the impact 
of vulnerabilities on business processes can then be further analyzed. 

2.3 Entity Dependency Graph 

In an enterprise network, a business process is supported by a number of entities 
at several abstraction layers: asset layer, service layer and business process task 
layer. At the asset layer, an asset is (part of) a persistent disk and the file stored 
on the disk, a computer (hypervisors, desktops or servers), or a peripheral device. 
At the service layer, services represent the functionalities provided by hosts, 
such as web services, database services, etc. At the business process task layer, 
a business process is composed of one or more tasks. 

An entity dependency graph [2] can be established due to the dependencies 
between the abstraction layers and the dependencies on each individual layer. 
Generally, the higher layer depends on the function of the lower layer. The 
business process task layer depends on the functionality provided by the services 
at service layer. One task may even depend on several services. The services 
further depends on the assets at the services layer. In addition, dependencies 
also exist at an individual layer. For example, at the business process task layer, 
a task may depend on another task. 

3 Approach Overview 

The primary goal of our paper is to assess the attack impact on business pro-
cesses. Since attacks essentially exploit vulnerabilities in the enterprise network, 
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the attack impact heavily relies on the intrinsic characteristics of each indi-
vidual vulnerability. Considering that the characteristics of vulnerabilities have 
been measured using the CVSS scores, the impact towards a business process 
can also be measured based on the scoring system. That is, an impact score can 
be generated for a business process to indicate the impact of attacks towards 
the business process. Therefore, the key problem need to be addressed is how 
to generate the impact score for a business process given the CVSS scores of 
involving vulnerabilities. 

In this paper, we propose an three-step approach for business process impact 
assessment. The general idea is to generate an interconnected graph by analyz-
ing the dependency relationships between vulnerabilities and attacks on hosts, 
between services and hosts, and between tasks and services. The approach takes 
three sets of knowledge units as the inputs and generates the business impact 
score as the output. 

The three sets of knowledge units are respectively 1) Common Vulnerability 
and Exposure (CVE) system that provides information of publicly known vul-
nerabilities and their CVSS scores, 2) the vulnerability information generated 
by the vulnerability scanner, and 3) the business process dependency graph. The 
business impact assessment approach mainly involves the following steps: 

Step 1: Instantiate the knowledge units with Datalog as facts and rules in 
MulVAL. Utilize MulVAL to generate an interconnected graph which consists of 
impact paths from the vulnerabilities. 

Step 2: Prune the interconnected graph to get a more clear relationship be-
tween business processes and vulnerabilities. 

Step 3: Calculate the impact score based on the CVSS scores of the vulner-
abilities exploited in this attack. 

3.1 Instantiate Knowledge Units 

CVE system refers to the vulnerability database which contains all information 
about publicly known vulnerabilities. From this system, we can get the CVSS 
score of each vulnerability. The vulnerability information generated by vulnera-
bility scanner contains the exact CVE IDs of each vulnerability and where these 
vulnerabilities are located in the enterprise network. By combining these two 
sources of knowledge, we can easily get the whole picture of these vulnerabil-
ities, including CVSS score, CVE ID, and location in the enterprise network, 
etc. Such vulnerability information can be used to analyze the potential attacks 
that might happen, which may further impact the business processes. As the in-
formation represents facts about vulnerabilities in the network, we crafted fact 
nodes in MulVAL to instantiate the information. 

Business process dependency graph describes how entities in the network 
depend on each other. Sun et al. [19] summarizes and bridges the semantic 
gap between the attack graph generated by MulVAL and the business process 
dependency graph. Hence, in this paper, we extend MulVAL to craft new fact 
nodes and new rule nodes to interconnect the attack graph and the business 
process dependency graph. 
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Listing 1.1. Example Interaction Rules Describing Three Dependency Relationships 

interaction_rule( /* And depends */ 
(nodeImpact(Task):-

node(Task , and , Task1 , Task2), nodeImpact(Task1) 
), 
rule_desc( ’An impacted child task affects an And task ’) 

). 
interaction_rule( /* Or depends */ 

(nodeImpact(Task):-

node(Task , or , Task1 , Task2), 
nodeImpact(Task1), nodeImpact(Task2) 

), 
rule_desc( ’Both impacted child task affects an Or task ’) 

). 
interaction_rule( /* Flow depends */ 

(nodeImpact(Task):-

node(Task , flow , Task1 , Task2), nodeImpact(Task2) 
), 
rule_desc( ’A flow node is impacted from its flow ’) 

). 

First of all, entities in a business process dependency graph become primitive fact 
nodes or derived fact nodes. Primitive fact nodes usually represent already known 
information, such as host configuration, network configuration, etc. Derived fact nodes 
are computed information by applying interaction rules towards primitive fact nodes. 

Secondly, rule nodes are added to model the causality relationships among fact 
nodes. For example, if a service S runs on a machine H and an attacker has exploited 
a vulnerability to execute arbitrary code on the machine, then this service S can be 
impacted by the attacker. This relation can be interpreted as a rule “A compromised 
machine impacts a service running on it”. In other words, when two fact nodes “S 
runs on machine H” and “attacker executes arbitrary code on the machine” are both 
present, this rule node will take effect and the derived fact node “S is impacted” will 
become present. In this example, machine H has a vulnerability. The attack graph 
generated by MulVAL can only tell “attacker executes arbitrary code on the machine,” 
but it is not able to tell “S is impacted”. Therefore, interconnecting the attack graph 
and the business process dependency graph can help infer the impact of attacks on 
business process. 

Thirdly, the dependency relationships among entities in the business processes be-
come rule nodes. There are three dependency relationships in the business process 
dependency graph: Or-depends, And-depends and Flow-depends. Listing 1.1 shows a 
set of example interaction rules crafted to depict the impact propagation among tasks 
when different types of dependency relationships exist among these tasks. That is, if 
a task and-depends on task 1 and task 2, then this task is impacted by the attacker 
when either of the two tasks are impacted. if a task or-depends on task 1 and task 2, 
then this task is impacted only when both tasks are impacted. if a task flow-depends 
on task 1 and task 2, then this task will be impacted when task 2 is impacted. In this 
case, task 2 can be completed only after task 1 is completed. So if task 1 is impacted, 
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then task 2 is impacted. We will explain more about the dependency relationships in 
section 5.1. 

1:nodeImpact(Task)4:RULE(An impacted child task affects an And Task)

3:node(Task, and, Task1, Task 2)

2:nodeImpact(Task1)

Fig. 2. And-dependency in the graph 

With all the fact nodes and rule nodes set up, MulVAL can be used to generate 
the interconnected graph. For example, Fig. 2 shows the first and-depends example in 
Listing 1.1. In the interconnected graph, different nodes are represented by different 
shapes, i.e., box, ellipse and diamond. The ellipse shape represents rule node, which 
is applied only if all needed precondition fact nodes are present. Hence, the ellipse 
shape represents AND-relation for all precondition fact nodes. The diamond shape 
represents derived fact node, which is generated as long as one deriving rule node is 
present. Therefore, the diamond shape represents OR-relation between the deriving 
rule nodes. In other words, the interconnected graph reflects the relationship between 
vulnerabilities and the business processes. However, the interconnected graph is too 
complicated for generating the impact assessment score for a business process. To 
enable computation of the impact score, we prune the graph to reduce the complexity. 

3.2 Prune Raw Interconnected Graph 

Impact score is a function result of CVSS scores of the vulnerabilities involved in the 
interconnected graph. When we prune the graph, we must preserve the vulnerability 
node and the impacted business process node. We apply all the five rules below to 
prune the graph. The entire process of pruning may take several rounds by applying 
different rules in each round. In addition, based on different circumstances, we also 
deal with the edges connecting to the reduced nodes correspondingly. 

Prune all the non-vulnerability leaf nodes. In this interconnected graph generated 
by MulVAL, derivation nodes (rule nodes) imply AND relations and derived fact nodes 
imply OR relations. The primitive fact node in this graph represents the facts in this 
network, such as the vulnerabilities and deployment configuration. They are repre-
sented as leaf nodes in the graph with a shape of box. These non-vulnerability leaf 
nodes do not participate in the function of CVSS scores. So if a node is not a vulnera-
bility node and is not an AND or OR node, we can prune it. Then each edge derived 
from these nodes can also be pruned. 

Prune the nodes that have only one ancestor node. If a node has only one ancestor 
node, no matter how many child nodes it has, it does nothing but directly deliver impact 
from its ancestor node to its child nodes. This node is an intermediate impact deliverer 
for its ancestor node and can be directly pruned without information loss. This kind of 
nodes is usually the derivation nodes which have only one ancestral vulnerability node, 
or derived fact nodes which have only one rule to be generated. By pruning one node, 
the edges from the ancestor node to this node and from this node to the child nodes 
are removed. A new edge is added directly between the ancestor node and the child 
node. This operation of pruning one-ancestor nodes may be done several times in the 
graph-pruning process, as more of them may be produced in other rounds of pruning. 
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Prune the nodes, except the vulnerability nodes, which have no ancestors. Because 
all left nodes are relation nodes, vulnerability nodes, and the impacted business process 
nodes. If a node has no ancestor node and is not a vulnerability node, it is a relation 
node and does not contain any valuable information. This kind of nodes are produced by 
pruning their ancestor nodes that are usually non-vulnerability nodes. As their ancestor 
nodes have been pruned, no impact information is delivered to them. Therefore, they 
can be pruned without impact information loss. The edges from these nodes can also 
be pruned. 

Find the shortest path from one vulnerability node to the target impacted business 
process node and merge these paths. The impact assessment for an attack is to find 
the relationship between vulnerabilities and the target impacted business processes. If 
a vulnerability can be exploited in an easy way to affect a business process, there is no 
need to make it more complex. The assumption in our paper is that attackers always 
choose the easiest way to achieve the attack goal. Based on this assumption, if there are 
different paths between a vulnerability node and the impacted business process node in 
the interconnected graph, the shortest path that has least nodes should be chosen. As a 
result, each vulnerability node has a shortest path to the target business process node. 
All other nodes and edges that are not on these paths should be pruned. In some cases, 
one vulnerability node may have more than one shortest paths to the target business 
process node. In this case, these paths should also be preserved. To simplify these 
circumstances, if there are two or more equal shortest paths between one vulnerability 
node and the impacted business process node, we convert this interconnected graph 
to two or more interconnected graphs to ensure there is only one shortest path for a 
vulnerability in one interconnected graph. Finally we calculate each graph’s impact 
score to get the average score. 

Leave only one edge for linked nodes and prune the other edges between them. In 
some cases, there are more than one edges between two nodes. The extra edges could 
be produced by the previous rounds of pruning. They are not needed and thus should 
be removed too. 

These five ways are applied sequentially to the raw interconnected graph generated 
by MulVAL until the graph does not change again. Two or more graphs could possible 
be generated as one vulnerability may have two or more equal shortest paths to a 
target business process node. 

3.3 Calculate Impact Score 

Step 2 can prune the raw interconnected graph to the simplified graph which contains 
only the vulnerability nodes, the target business process node and their relations. The 
impact score of the vulnerability node and the target business process node can be 
represented by V and M respectively. The impact score calculations based on AND-
relations and OR-relations are called AND-calculation and OR-calculation. We take 
the following steps to generate the impact score. 

First, we value V by a number between 0 and 1, i.e., 

CV SSi
Vi = 

10 
. (1) 

Second, we define AND-calculation as: 

Vi AND Vj = Vi × Vj . (2) 
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and OR-calculation as: 

Vi OR Vj = Vi + Vj − Vi × Vj . (3) 

Finally, M can be easily calculated by above mentioned calculation methods. For 
example, 

M = FUNC(V1, V2, V3) = (V1 OR V2) AND V3 = (V1 +V2 −V1 ×V2) × V3 (4) 

In this paper, we use the above definitions of AND-calculation and OR-calculation 
to compute the impact score. However, the administrators of an enterprise network 
can change the definitions of AND-calculation and OR-calculation based upon different 
situations and scenarios. 

The results of AND-calculation and OR-calculation are directly influenced by the 
CVSS score of the vulnerabilities. Higher CVSS score usually leads to higher impact 
score towards the business process, which implies more impact the attack can bring to 
the business process. 

4 Case Description 

To demonstrate the method for attack impact assessment, we describe a concrete case in 
this section. We will illustrate the application of our method to this case in section 5.1. 

Business Process Scenario. This case is a travel reservation system supporting a 
business process of “providing customers with a web interface for reserving tickets and 
hotel”. This business process consists of seven tasks: T1: Search travel information; T2: 
Reserve tickets and hotel options; T3: Prompt for signing in or signing up; T4: If signed 
in, load preference and promotion code; T5: If signed in, reserve a hotel and tickets as 
a member; T6: If not signed in, reserve a hotel and tickets as a guest; T7: Prompt for 
payment and confirm the reservation. 

From T1 (start of the business process) to T7 (end of the business process), the 
business process may be executed through four different workflows (i.e. execution paths) 
as shown in Fig. 3a : P1: T1T2T3T4T5T7; P2: T1T3T2T4T5T7; P3: T1T2T3T6T7; and P4: 
T1T3T2T6T7. The difference between P1 and P2 and between P3 and P4 is the order of 
T2 and T3. The customer can either first make reservations (T2) and then be prompted 
to sign in (T3), or first sign in and then make reservations. If the customer chooses not 
to sign in during T3, she is recognized as a guest. The difference between P1 and P3 

and between P2 and P4 is whether the customer has signed in. If signed in, the system 
loads customer preference and promotion code (T4) for reserving a hotel (T5). Since T5 

depends on the information obtained from T4, T5 should come after T4. 

T1

T2

T3

T4 T5

T6

T7
T1

T3

T4 T5

T2 T6

T7

Business process

FLOW

AND OR

(a) Execution paths (b) Dependency tree 

Fig. 3. Inter-task dependency 
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VM 1
VM 2

VM 3

Web Service 1 Web Service 2

Docker 1 Docker 2

Container 3 Container 4

Docker 3

Container 1

Container 2
DatabaseTicket Service

Hotel Service Payment Service

OpenStack

Desktop

Root 
access

Root access

① 

②

Hyperviosr 1

Hyperviosr 2

Fig. 4. Software Architecture 

This travel reservation system can be viewed as a complicated business-process-
support enterprise network shown in Fig. 4. The services provided by the network are 
hosted on different hosts. VM 1, VM 2 and VM 3 are three virtual machines. Web 
service 1 is hosted in VM 1 which runs in Hypervisor 1. Web service 2 is hosted in VM 
2 which runs in Hypervisor 2. VM 3 also runs in Hypervisor 2. 

Database service runs in Container 1 which is hosted by Docker 3. Ticket ser-
vice, which processes ticket-related business, runs in Container 2 which is also hosted 
by Docker 3. Hotel service, which processes hotel-related business, runs in Container 
3 which is hosted by Docker 1. Payment service, which is responsible for monetary 
transaction, runs in Container 4 hosted by Docker 2. These dockers run in different 
workstations. A developer’s desktop can access the VM 3 and has a root account cre-
dential. It can also access Container 1 as a root user. This desktop has a dashboard 
which displays through HTTP protocol, i.e. it runs a web service. It can also be accessed 
through SSH protocol from Internet. 

Table 1. Vulnerability Information 

Vulnerability CVSS Score Exploited Result 
CVE-2016-0777 6.5 Privilege Escalation 
CVE-2016-7479 9.8 Privilege Escalation 
CVE-2016-6325 7.8 Privilege Escalation 
CVE-2014-3499 7.2 Container Escape 
CVE-2016-6258 8.8 Virtual Machine Escape 

Attack Scenario. We assume this network has five vulnerabilities and their related 
information is displayed in table 1. CVE-2016-0777, CVE-2016-7479 and CVE-2016-
6325 locate in the developer’s desktop and allow attackers to escalate privilege. CVE-
2014-3499 locates in the docker software and can enable an attacker to escape from the 
container. CVE-2016-6258 locates in the Kernel-based Virtual Machine(KVM) software 
and can also be used to break the virtual machine. 

There are two attack paths in Fig. 4. One attack path is denoted as red line 1 in 
Fig. 4. The attacker firstly exploits the vulnerability in the web application or the SSH 
application to compromise the developer desktop, which has the log-in credential for 
VM 3. By leveraging the vulnerability in the KVM software, the attacker can directly 
access the host, i.e. Hypervisor 2, by breaking the isolation between the virtual machine 
and the host. The attacker can then access VM2 which hosts Web service 2 and execute 
arbitrary code on this virtual machine. Once Web service 2 is compromised, all tasks 
depend on this service are impacted. The other attack path is denoted as red line 2 
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in the Fig. 4. As the developer’s desktop has the log-in credential for Container 1, the 
attacker can also access this container. With the database running in this container, 
the attacker can execute arbitrary code in the database process and then affect all 
tasks depending on the database. 

5 Case Study and Evaluation 

5.1 Case Study Results 

In this section, we applied the impact assessment method to the case described above 
and demonstrate the experiment results. 

First, we obtained the CVSS scores for the five vulnerabilities in this case according 
to their CVE IDs. 

Business
process 
Layer

Service 
Layer

Asset 
Layer

Web1 Web2

DB Ticket
Service

Hotel
Service

Payment
Service

VM1 VM2 VM3

Hypervisor1 Hypervisor2
Desktop

Container1 Container2Container3 Container4

Docker3
Docker1

Docker2

...
...

Fig. 5. The Entity Dependency Graph 

Second, we constructed a entity dependency graph for this network, as shown in 
Fig. 5 (as web services are depended on by each task, some edges from the tasks to 
Web1 and Web2 are ignored in this figure). The entity dependency graph contains three 
layers: asset layer, service layer and business process task layer. Among these tasks, T1 

and-depends on the web services, database service, ticket service and hotel service. T2 

and-depends on web services, ticket service and hotel service. T3 and-depends on web 
services, and database service. T4 and-depends on web services, and database service. 
T5 and-depends on web services, database service, and hotel service. T6 and-depends on 
web services, and hotel service. T7 and-depends on web services, and payment service. 

At the business process layer, we specified the dependency relationships among 
tasks. To better understand the relationships, we firstly define three special tasks: Tor , 
Tand and Tf low. As the name implies, these tasks represent three relationships: Or-
dependency, And-dependency, and Flow-dependency. That is, if a task Tor or-depends 
on sub-tasks Ti and Tj , then Tor is impacted only when Ti and Tj both are impacted. 
If a task Tand and-depends on sub-tasks Ti and Tj , then Tand is impacted when Ti or 
Tj is impacted. If a task Tf low flow-depends on sub-tasks Ti and then Tj , then Tflow 

is impacted when Tj is impacted. In addition, the impact on Ti will cause an impact 
on Tj , which leads to an impact on Tflow . The relationships of the seven tasks of this 
business process can be depicted in Fig. 3b. In other words, this business process viewed 
as one Tf low flow-depends on T1, Tand, Tor and then T7. Tand and-depends on T2 and 
T3. Tor or-depends on T6 and Tflow , which flow-depends on T4 and then T5. 
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1:nodeImpact(business_process)

2:RULE 133 (A flow node is impacted somewhere in its flow)

-1

3:nodeImpact(t7)

-1

4:RULE 132 (A former node impacts a latter node in a flow)

-1

5:nodeImpact(t_or)

-1

6:RULE 110 (No child of an Or node is effective)

-1

7:nodeImpact(t6)

-1

8:RULE 98 (A child of an And node is impacted)

-1

9:nodeImpact(web2,vm2)

-1

70:RULE 101 (A child of an And node is impacted)

-1

92:RULE 98 (A child of an And node is impacted)

-1

101:RULE 105 (A child of an And node is impacted)

-1

120:RULE 101 (A child of an And node is impacted)

-1

126:RULE 98 (A child of an And node is impacted)

-1

129:RULE 98 (A child of an And node is impacted)

-1

10:RULE 38 (A compromised host impacts a service)

-1

11:execCode(vm2,root)

-1

12:RULE 29 (A compromised host impacts its guests)

-1

13:execCode(hypervisor2,kvm)

-1

14:RULE 31 (VM Escalation)

-1

15:vulExists(hypervisor2,’CVE-2016-6258’,kvmd,localExploit,vmEscalation)

-1

63:RULE 32 (VM Escalation)

-1

16:iaasHostInfo(iaas,hypervisor2,kvmd,kvm)

-1-1

17:iaasGuestInfo(iaas,vm3,hypervisor2,kvmd,kvm)

-1-1

18:execCode(vm3,root)

-1-1

19:RULE 0 (When a principal is compromised any machine he has an account on will also be compromised)

-1

20:canAccessHost(vm3)

-1

21:RULE 9 (Access a host through a log-in service)

-1

22:netAccess(vm3,sshProtocol,sshPort)

-1

23:RULE 5 (multi-hop access)

-1

24:hacl(desktop,vm3,sshProtocol,sshPort)

-1

56:RULE 5 (multi-hop access)

-1

57:RULE 5 (multi-hop access)

-1

58:RULE 5 (multi-hop access)

-1

25:execCode(desktop,account_desktop)

-1

80:RULE 5 (multi-hop access)

-1

26:RULE 0 (When a principal is compromised any machine he has an account on will also be compromised)

-1

27:canAccessHost(desktop)

-1

28:RULE 8 (Access a host through executing code on the machine)

-1

29:execCode(desktop,root)

-1

55:RULE 11 (password sniffing)

-1

-1

82:RULE 5 (multi-hop access)

-1

30:RULE 1 (local exploit)

-1

31:vulExists(desktop,’CVE-2016-6325’,httpd,localExploit,privEscalation)

-1

40:RULE 1 (local exploit)

-1

32:execCode(desktop,ssh)

-1

48:RULE 8 (Access a host through executing code on the machine)

-1

-1

83:RULE 5 (multi-hop access)

-1

33:RULE 2 (remote exploit of a server program)

-1

34:netAccess(desktop,sshProtocol,sshPort)

-1

50:RULE 9 (Access a host through a log-in service)

-1

35:RULE 6 (direct network access)

-1

36:hacl(internet,desktop,sshProtocol,sshPort)

-1

37:attackerLocated(internet)

-1

44:RULE 6 (direct network access)

-1

38:networkServiceInfo(desktop,sshd,sshProtocol,sshPort,ssh)

-1

52:RULE 13 (Access a host through executing code on the machine)

-1

39:vulExists(desktop,’CVE-2016-0777’,sshd,remoteExploit,privEscalation)

-1

-1

41:execCode(desktop,www)

-1

49:RULE 8 (Access a host through executing code on the machine)

-1

-1

84:RULE 5 (multi-hop access)

-1

42:RULE 2 (remote exploit of a server program)

-1

43:netAccess(desktop,httpProtocol,httpPort)

-1

-1

45:hacl(internet,desktop,httpProtocol,httpPort)

-1

46:networkServiceInfo(desktop,httpd,httpProtocol,httpPort,www)

-1

47:vulExists(desktop,’CVE-2016-7479’,httpd,remoteExploit,privEscalation)

-1

-1

-1-1

51:logInService(desktop,sshProtocol,sshPort)

-1

-1

53:hasAccount(account_desktop,desktop,account_desktop)

-1

-1

54:principalCompromised(account_desktop)

-1

-1

76:RULE 0 (When a principal is compromised any machine he has an account on will also be compromised)

-1

-1

-1-1 -1

59:logInService(vm3,sshProtocol,sshPort)

-1

60:RULE 13 (Access a host through executing code on the machine)

-1

61:networkServiceInfo(vm3,sshd,sshProtocol,sshPort,ssh)

-1

62:hasAccount(account_desktop,vm3,root)

-1

-1

64:iaasGuestInfo(iaas,vm2,hypervisor2,kvmd,kvm)

-1

65:networkServiceInfo(vm2,web2,httpProtocol,httpPort,www)

-1

66:node(t6,and,web1,vm1,web2,vm2,hoteld,container3)

-1

67:nodeImpact(t_flow)

-1

68:RULE 126 (A flow node is impacted somewhere in its flow)

-1

69:nodeImpact(t5)

-1

-1

71:node(t5,and,web1,vm1,web2,vm2,database,container1,hoteld,container3)

-1

72:RULE 102 (A child of an And node is impacted)

-1

-1

73:nodeImpact(database,container1)

-1

94:RULE 99 (A child of an And node is impacted)

-1

103:RULE 106 (A child of an And node is impacted)

-1

128:RULE 99 (A child of an And node is impacted)

-1

74:RULE 38 (A compromised host impacts a service)

-1

75:execCode(container1,root)

-1

110:RULE 26 (Container Escalation)

-1

114:RULE 27 (Container Escalation)

-1

-1

77:canAccessHost(container1)

-1

78:RULE 9 (Access a host through a log-in service)

-1

79:netAccess(container1,sshProtocol,sshPort)

-1

-1

81:hacl(desktop,container1,sshProtocol,sshPort)

-1-1 -1 -1

-1 -1 -1

85:logInService(container1,sshProtocol,sshPort)

-1

86:RULE 13 (Access a host through executing code on the machine)

-1

87:networkServiceInfo(container1,sshd,sshProtocol,sshPort,ssh)

-1

88:hasAccount(account_desktop,container1,root)

-1

89:networkServiceInfo(container1,database,dbProtocol,dbPort,db)

-1

90:RULE 125 (A former node impacts a latter node in a flow)

-1

91:nodeImpact(t4)

-1

-1

93:node(t4,and,web1,vm1,web2,vm2,database,container1)

-1 -1

-1

95:node(t_flow,flow,t4,t5)

-1

-1

96:node(t_or,or,t_flow,t6)

-1

97:RULE 131 (A former node impacts a latter node in a flow)

-1

98:nodeImpact(t_and)

-1

99:RULE 130 (A former node impacts a latter node in a flow)

-1

100:nodeImpact(t1)

-1

-1

102:node(t1,and,web1,vm1,web2,vm2,database,container1,ticketd,container2,hoteld,container3)

-1 -1

104:RULE 107 (A child of an And node is impacted)

-1

-1 -1

105:nodeImpact(ticketd,container2)

-1

122:RULE 102 (A child of an And node is impacted)

-1

106:RULE 38 (A compromised host impacts a service)

-1

107:execCode(container2,root)

-1

108:RULE 25 (A compromised deployment impacts its containers)

-1

109:execCode(workstation3,docker)

-1

-1

111:vulExists(workstation3,’CVE-2014-3499’,dockerd,localExploit,vmEscalation)

-1-1

112:deploymentInfo(docker3,workstation3,dockerd,docker)

-1-1

113:containerInfo(docker3,container1,workstation3,dockerd,docker)

-1-1

-1

115:containerInfo(docker3,container2,workstation3,dockerd,docker)

-1

116:networkServiceInfo(container2,ticketd,tickedProtocol,ticketPort,ticket)

-1

117:node(business_process,flow,t1,t_and,t_or,t7)

-1

-1

-1

-1

118:RULE 40 (A child of an And node is impacted)

-1

119:nodeImpact(t2)

-1

-1

121:node(t2,and,web1,vm1,web2,vm2,ticketd,container2,hoteld,container3)

-1 -1

-1

123:node(t_and,and,t2,t3)

-1

124:RULE 41 (A child of an And node is impacted)

-1

-1

125:nodeImpact(t3)

-1

-1

127:node(t3,and,web1,vm1,web2,vm2,database,container1)

-1 -1

-1

-1

130:node(t7,and,web1,vm1,web2,vm2,payd,container4)

-1

Fig. 6. Interconnected Graph 

After instantiating the knowledge units, we can get the interconnected graph as 
shown in Fig. 6. In this graph, the ellipse represents AND-calculation and the diamond 
represents OR-calculation. By applying the five pruning rules described in section 3.2 
against the raw graph, we generated the pruned graph, as shown in Fig. 7, to show the 
relationship between vulnerabilities and the target business process. The expression 
“nodeImpact(X)”means “X” is impacted, e.g. “nodeImpact(business process)” means 
the target business process is impacted. The CVSS scores of these vulnerabilities are 
shown in table 1. Therefore, the final impact score of this attack can be calculated as: 

M = (((VCV E−2016−0777 OR VCV E−2016−7479) AND VCV E−2016−6325) 

AND VCV E−2016−6258) OR VCV E−2016−3499 

= 0.91. 

1:nodeImpact(business_process)

3:nodeImpact(t7)

15:vulExists(hypervisor2,’CVE-2016-6258’,kvmd,localExploit,vmEscalation)

63:RULE 32 (VM Escalation)

19:RULE 0 (When a principal is compromised any machine he has an account on will also be compromised)

22:netAccess(vm3,sshProtocol,sshPort) 31:vulExists(desktop,’CVE-2016-6325’,httpd,localExploit,privEscalation)

39:vulExists(desktop,’CVE-2016-0777’,sshd,remoteExploit,privEscalation) 47:vulExists(desktop,’CVE-2016-7479’,httpd,remoteExploit,privEscalation)

111:vulExists(workstation3,’CVE-2014-3499’,dockerd,localExploit,vmEscalation)

Fig. 7. Pruned Interconnected Graph 
Apart from the impact score calculated from the pruned interconnected graph, 

there is more information about whether the services and tasks are impacted or not 
from the raw interconnected graph. By searching through the raw interconnected graph 
showed in Fig. 6, we can get that all tasks are impacted by this attack. Three services 
including Web service 2, Ticket service and Database service are also impacted. All 
tasks are impacted as they all and-depend on Web service 2. These three services are 
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impacted as they can be accessed by the developer’s desktop which can be controlled 
by the attacker. That is, the impact on these services match the attack path described 
in Section 4. Moreover, we can also get the impact score for each task through the same 
process: pruning the graph and calculating the score based on the AND-calculation and 
OR-calculation. The impact score for each task is 0.992 for task 1, 0.91 for task 2, 0.973 
for task 3, 0.973 for task 4, 0.973 for task 5, 0.682 for task 6, and 0.91 for task 7. We can 
see some scores are higher than the impact score for the whole business process. This is 
because some task are easily attacked by the attacker from the Internet. For example, 
task 3 and-depends on web service 1, web service 2 and database service. The attacker 
can impact task 3 without exploiting the vulnerability “CVE-2014-3499”, which lowers 
the requirement for the attacker. 

There are three services that are not impacted by the attack, including Web service 
1, Hotel service and Payment service. They cannot be found as the impacted nodes in 
the raw interconnected graph. This is because they are not involved in the attack path. 
Therefore, the raw interconnected graph can precisely present the attack path in the 
real world. 

5.2 Analysis of Different Cases 

Section 5.1 has shown a successful application of our impact assessment method to 
the case described in section 4. However, in the real world, the enterprise network is 
not static. For example, a vulnerability can be patched or a host can be removed. In 
this section, we will show that our method can still handle the dynamic changes in 
the enterprise network and generate new impact scores for the business processes by 
re-running the analysis after changes to the system. 

1:nodeImpact(business_process)

2:RULE 132 (A flow node is impacted somewhere in its flow)

-1

3:nodeImpact(t7)

-1

4:RULE 131 (A former node impacts a latter node in a flow)

-1

5:nodeImpact(t_or)

-1

6:RULE 109 (No child of an Or node is effective)

-1

7:nodeImpact(t6)

-1

8:RULE 97 (A child of an And node is impacted)

-1

9:nodeImpact(web2,vm2)

-1

69:RULE 100 (A child of an And node is impacted)

-1

91:RULE 97 (A child of an And node is impacted)

-1

100:RULE 104 (A child of an And node is impacted)

-1

106:RULE 100 (A child of an And node is impacted)

-1

111:RULE 97 (A child of an And node is impacted)

-1

114:RULE 97 (A child of an And node is impacted)

-1

10:RULE 37 (A compromised host impacts a service)

-1

11:execCode(vm2,root)

-1

12:RULE 29 (A compromised host impacts its guests)

-1

13:execCode(hypervisor2,kvm)

-1

14:RULE 31 (VM Escalation)

-1

15:vulExists(hypervisor2,’CVE-2016-6258’,kvmd,localExploit,vmEscalation)

-1

16:iaasHostInfo(iaas,hypervisor2,kvmd,kvm)

-1

17:iaasGuestInfo(iaas,vm3,hypervisor2,kvmd,kvm)

-1

18:execCode(vm3,root)

-1

19:RULE 0 (When a principal is compromised any machine he has an account on will also be compromised)

-1

20:canAccessHost(vm3)

-1

21:RULE 9 (Access a host through a log-in service)

-1

22:netAccess(vm3,sshProtocol,sshPort)

-1

23:RULE 5 (multi-hop access)

-1

24:hacl(desktop,vm3,sshProtocol,sshPort)

-1

56:RULE 5 (multi-hop access)

-1

57:RULE 5 (multi-hop access)

-1

58:RULE 5 (multi-hop access)

-1

25:execCode(desktop,account_desktop)

-1

79:RULE 5 (multi-hop access)

-1

26:RULE 0 (When a principal is compromised any machine he has an account on will also be compromised)

-1

27:canAccessHost(desktop)

-1

28:RULE 8 (Access a host through executing code on the machine)

-1

29:execCode(desktop,root)

-1

55:RULE 11 (password sniffing)

-1

-1

81:RULE 5 (multi-hop access)

-1

30:RULE 1 (local exploit)

-1

31:vulExists(desktop,’CVE-2016-6325’,httpd,localExploit,privEscalation)

-1

40:RULE 1 (local exploit)

-1

32:execCode(desktop,ssh)

-1

48:RULE 8 (Access a host through executing code on the machine)

-1

-1

82:RULE 5 (multi-hop access)

-1

33:RULE 2 (remote exploit of a server program)

-1

34:netAccess(desktop,sshProtocol,sshPort)

-1

50:RULE 9 (Access a host through a log-in service)

-1

35:RULE 6 (direct network access)

-1

36:hacl(internet,desktop,sshProtocol,sshPort)

-1

37:attackerLocated(internet)

-1

44:RULE 6 (direct network access)

-1

38:networkServiceInfo(desktop,sshd,sshProtocol,sshPort,ssh)

-1

52:RULE 13 (Access a host through executing code on the machine)

-1

39:vulExists(desktop,’CVE-2016-0777’,sshd,remoteExploit,privEscalation)

-1

-1

41:execCode(desktop,www)

-1

49:RULE 8 (Access a host through executing code on the machine)

-1

-1

83:RULE 5 (multi-hop access)

-1

42:RULE 2 (remote exploit of a server program)

-1

43:netAccess(desktop,httpProtocol,httpPort)

-1

-1

45:hacl(internet,desktop,httpProtocol,httpPort)

-1

46:networkServiceInfo(desktop,httpd,httpProtocol,httpPort,www)

-1

47:vulExists(desktop,’CVE-2016-7479’,httpd,remoteExploit,privEscalation)

-1

-1

-1 -1

51:logInService(desktop,sshProtocol,sshPort)

-1

-1

53:hasAccount(account_desktop,desktop,account_desktop)

-1

-1

54:principalCompromised(account_desktop)

-1

-1

75:RULE 0 (When a principal is compromised any machine he has an account on will also be compromised)

-1

-1

-1 -1-1

59:logInService(vm3,sshProtocol,sshPort)

-1

60:RULE 13 (Access a host through executing code on the machine)

-1

61:networkServiceInfo(vm3,sshd,sshProtocol,sshPort,ssh)

-1

62:hasAccount(account_desktop,vm3,root)

-1

63:iaasGuestInfo(iaas,vm2,hypervisor2,kvmd,kvm)

-1

64:networkServiceInfo(vm2,web2,httpProtocol,httpPort,www)

-1

65:node(t6,and,web1,vm1,web2,vm2,hoteld,container3)

-1

66:nodeImpact(t_flow)

-1

67:RULE 125 (A flow node is impacted somewhere in its flow)

-1

68:nodeImpact(t5)

-1

-1

70:node(t5,and,web1,vm1,web2,vm2,database,container1,hoteld,container3)

-1

71:RULE 101 (A child of an And node is impacted)

-1

-1

72:nodeImpact(database,container1)

-1

93:RULE 98 (A child of an And node is impacted)

-1

102:RULE 105 (A child of an And node is impacted)

-1

113:RULE 98 (A child of an And node is impacted)

-1

73:RULE 37 (A compromised host impacts a service)

-1

74:execCode(container1,root)

-1

-1

76:canAccessHost(container1)

-1

77:RULE 9 (Access a host through a log-in service)

-1

78:netAccess(container1,sshProtocol,sshPort)

-1

-1

80:hacl(desktop,container1,sshProtocol,sshPort)

-1 -1 -1-1

-1 -1-1

84:logInService(container1,sshProtocol,sshPort)

-1

85:RULE 13 (Access a host through executing code on the machine)

-1

86:networkServiceInfo(container1,sshd,sshProtocol,sshPort,ssh)

-1

87:hasAccount(account_desktop,container1,root)

-1

88:networkServiceInfo(container1,database,dbProtocol,dbPort,db)

-1

89:RULE 124 (A former node impacts a latter node in a flow)

-1

90:nodeImpact(t4)

-1

-1

92:node(t4,and,web1,vm1,web2,vm2,database,container1)

-1 -1

-1

94:node(t_flow,flow,t4,t5)

-1

-1

95:node(t_or,or,t_flow,t6)

-1

96:RULE 130 (A former node impacts a latter node in a flow)

-1

97:nodeImpact(t_and)

-1

98:RULE 129 (A former node impacts a latter node in a flow)

-1

99:nodeImpact(t1)

-1

-1

101:node(t1,and,web1,vm1,web2,vm2,database,container1,ticketd,container2,hoteld,container3)

-1 -1

-1

103:node(business_process,flow,t1,t_and,t_or,t7)

-1

-1

-1

-1

104:RULE 39 (A child of an And node is impacted)

-1

105:nodeImpact(t2)

-1

-1

107:node(t2,and,web1,vm1,web2,vm2,ticketd,container2,hoteld,container3)

-1

108:node(t_and,and,t2,t3)

-1

109:RULE 40 (A child of an And node is impacted)

-1

-1

110:nodeImpact(t3)

-1

-1

112:node(t3,and,web1,vm1,web2,vm2,database,container1)

-1 -1

-1

-1

115:node(t7,and,web1,vm1,web2,vm2,payd,container4)

-1

1:nodeImpact(business_process)

14:RULE 31 (VM Escalation)

15:vulExists(hypervisor2,’CVE-2016-6258’,kvmd,localExploit,vmEscalation) 19:RULE 0 (When a principal is compromised any machine he has an account on will also be compromised)

22:netAccess(vm3,sshProtocol,sshPort) 31:vulExists(desktop,’CVE-2016-6325’,httpd,localExploit,privEscalation)

39:vulExists(desktop,’CVE-2016-0777’,sshd,remoteExploit,privEscalation) 47:vulExists(desktop,’CVE-2016-7479’,httpd,remoteExploit,privEscalation)

(a) The raw interconnected graph (b) The pruned interconnected graph 

Fig. 8. Interconnected graphs with a vulnerability is patched 

A vulnerability is patched. When a vulnerability is patched, it means a fact node 
should be deleted. As a consequence, the interconnected graph will be different and 
so is the pruned graph. For instance, we assume the vulnerability “CVE-2014-3499” is 
patched as this vulnerability is the oldest one in these five vulnerabilities. Fig. 8 shows 
the new raw interconnected graph and pruned graph without “CVE-2014-3499.” By 
analyzing this pruned graph, the new impact score towards the business process is 
0.682, which is much smaller than 0.91. 

Whether a task or a service is impacted can also be acquired through the raw 
interconnected graph. By searching this graph, we can see all tasks are still impacted. 
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Two services including Web service 2 and Database service are impacted. The other four 
services, including Web service 1, Hotel service, Payment service and Ticket service, 
are not impacted. Compared with section 5.1, ticket service is not impacted in this 
case. This is because patching the vulnerability “CVE-2014-3499” prevents the escape 
from Container 1. The attacker cannot access Container 2 any more so that the ticket 
service running in Container 2 is free from the impact. 

The developer desktop is removed. When the developer desktop is removed, several 
fact nodes should be deleted. For example, three vulnerabilities in this desktop no 
longer impact the network, so these vulnerability nodes are deleted. When generating 
the interconnected graph with MulVAL, we found no graph was generated. This means 
although there are vulnerabilities in this network, the attacker located in the Internet 
cannot impact this business process. The reason is that all attack paths start from 
this desktop as the entry point. Removing this desktop prevents the attacker from 
exploiting the vulnerabilities inside the network. Therefore, the interconnected graph 
can precisely reflect the real-world impact circumstances. 

5.3 Evaluation of Scalability 

Table 2. Time consumed to generate interconnected graphs according to different 
Number of Units (NoU) and different Connectivity Level (CL) 

CL 
NoU 

100 200 400 600 

5 1m2.45s 7m44.71s 67m55.64s 228m42.53s 
10 1m0.33s 7m49.49s 65m4.48s 253m9s 
100 0m59.67s 7m48.85s 65m18.60s 224m33.49s 

Section 5.1 illustrates how to leverage our impact assessment method to calculate 
the impact score for an attack targeting a particular business process. The key idea is 
to extend MulVAL to generate an interconnected graph and calculate the impact score 
based on the pruned graph. In this process, generating the interconnected graph is the 
most time-consuming part. It directly affects the scalability of our impact assessment 
method. Therefore, in this section, we evaluate the scalability of our method in terms 
of how fast interconnected graphs can be generated for different scopes of network. 

In order to get different scopes of network, we view the small network of the afore-
mentioned case in section 4 as one unit and duplicate it. These units are then combined 
on the basis of different connectivity levels. Because different connectivity levels differ 
the network complexity, which may affect the time used to generate the interconnected 
graph. We define connectivity level as how widely one web server is shared, i.e., how 
many units share one web server. These units sharing one web server constitute one 
group and each group is connected by the database server of one unit in the group. 
Therefore, the scope of a network generated through this method can be measured by 
number of units and connectivity level. 

Table 2 describes the time consumed to generate interconnected graphs for different 
scopes of network according to different number of units and different connectivity level. 
The first column indicates connectivity level and the first row presents the total number 
of duplicated units. The other grids in the table indicate how much time is used to 
generate one graph. For example, with 100 duplicated units in the network and every 
5 units sharing one web server, generating the interconnected graph for this scope of 
network consumes 1 minute and 2.45 seconds. 
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From table 2, we can see the time used to generate an interconnected graph is 
mainly determined by the number of connected units, not the connectivity level. This 
is because when generating the interconnected graph, the time is mainly consumed 
by finding new path from one node to another node. As sharing web server does not 
increase paths in the graph, the consumed time does not affected by the connectivity 
level. Furthermore, the time increases non-linearly, i.e., the time increases faster than 
the number of connected units increases. In summary, our method cannot scale well 
in a very large network. However, it does not mean our solution is not practical in 
the real world. Taking a university as an example, the scope of one unit is similar 
to a network of a department. Therefore, for a big university with 100 departments, 
the time consumed to generate an interconnected graph is less than 2 minutes, which 
means our solution is feasible in practice. 

6 Related Work 

Little research has been done on business process impact assessment in recent years. 
Jakobson [8] presents a business process impact assessment that quantifies impact by 
using Operational Capacity (OC), and considers intra and inter dependencies between 
assets, services, and business processes. Dai et al. [3] propose a cross-layer Situation 
Knowledge Reference Model (SKRM) which considers intra and inter-dependencies 
between instruction layer, OS layer, app/service layer, and workflow (task) layer. Sun 
et al. [18] introduce a novel probabilistic impact assessment method which leverages 
Bayesian networks. Sun et al. [20] also propose a multi-layer impact evaluation model 
which includes four layers, namely vulnerability layer, asset layer, service layer, and 
mission layer. They measure impacts by OC and impact factor. Poolsappasit et al. [13] 
leverages attack graph (called Bayesian Attack Graph) and attack tree to revise the 
likelihoods in the event of attack incidents and identify the vulnerable points in the 
network system. Frigault et al. [5] use attack graph as a special Bayesian network to 
model probabilistic risks in a network. They also introduce Dynamic Bayesian Net-
works [6] with attack graphs to model the security of dynamically changing networks. 
Dewri et al. [4] leverage an attack tree model with multi-objective optimization to 
solve the problem, i.e. balance between security hardening and limited budget for an 
enterprise network. Ray et al. [15] also utilize an attack tree model with an algorithm 
simplifying the tree to locate the malicious insiders in a network. Saripalli et al. [16] 
present QUIRC which utilizes Microsoft’s STRIDE to assess the security risk in a cloud 
computing environment and define risk as a combination of the Probability of a security 
thread event and its severity. 

Our method uses the interconnected graph, which interconnects attack graph and 
entity dependency graph, to demonstrate the relationships between vulnerabilities and 
the impacted business process. By pruning the interconnected graph, we can get sim-
plest relationships and calculate the impact score based on vulnerabilities’ CVSS score. 
For different cases in one network, our method can handle these changes and generate 
related impact scores. With these impact scores, the network operator may do further 
security hardening for the network. 

7 Conclusion 

In this paper, we propose a new business process impact assessment method, which 
measures the impact of an attack towards a business process in an enterprise network. 
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Our method produces a numerical score for the attack impact. We extend MulVAL, 
a logic-based network security analyzer, to support more fact nodes and rule nodes 
for business process impact assessment. With the facts and rules, our approach gen-
erates an interconnected graph for an attack and prunes the interconnected graph to 
show the simplified relation between vulnerabilities and business processes. In the end, 
the impact score can be calculated by analyzing the pruned graph and following the 
relation calculation rules. According to our case study, this business process impact 
assessment method is effective and can facilitate the cyber-defense and cyber-resilience 
in an enterprise network that supports business processes. 
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Abstract. One application in post-quantum cryptography that appears 
especially difficult is security for low-power or no-power devices. One of 
the early champions in this arena was SFLASH, which was recommended 
by NESSIE for implementation in smart cards due to its extreme speed, 
low power requirements, and the ease of resistance to side-channel at-
tacks. This heroship swiftly ended with the attack on SFLASH by Dubois 
et al. in 2007. Shortly thereafter, an old suggestion re-emerged: fixing 
the values of some of the input variables. The resulting scheme known 
as PFLASH is nearly as fast as the original SFLASH and retains many 
of its desirable properties but without the differential weakness, at least 
for some parameters. 
PFLASH can naturally be considered a form of high degree HFE− scheme, 
and as such, is subject to any attack exploiting the low rank of the central 
map in HFE− . Recently, a new attack has been presented that affects 
HFE− for many practical parameters. This development invites the in-
vestigation of the security of PFLASH against these techniques. 
In this vein, we expand and update the security analysis of PFLASH 
by proving that the entropy of the key space is not greatly reduced by 
choosing parameters that are provably secure against differential adver-
saries. We further compute the complexity of the new HFE− attack on 
instances of PFLASH and conclude that PFLASH is secure against this 
avenue of attack as well. Thus PFLASH remains a secure and attractive 
option for implementation in low power environments. 

Key words: Multivariate Cryptography, HFE, PFLASH, Discrete Dif-
ferential, MinRank 

1 Introduction 

In December of 2016, the National Institute of Standards and Technology (NIST) 
published an open call for proposals for new post-quantum standards for some of 
the most critical security applications in digital communication infrastructure, 
see [1]. The post-quantum technologies this project aspires to vet and standardize 
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are designed to be secure against adversaries with access to quantum comput-
ing devices— machines capable of acheiving exponential speed-up over classical 
computers on certain problems, see [2]. 

Many avenues to post-quantum security are developing, including techniques 
from lattice theory, coding theory and algebraic geometry. Each of these areas 
enjoy hard computational problems that have been studied extensively and have 
histories going back many decades. They also share the common trait that the 
fundamental computational problems in these fields have no known significant 
speed-up in the quantum paradigm. 

One of the hard computational problems on which the security of many post-
quantum cryptosystems is based is the problem of solving systems of multivariate 
equations. Generically, solving systems of multivariate quadratic equations is 
hard, so a valid technique for constructing a cryptosystem is to find a class of 
quadratic vector-valued functions on a vector space that is easy to invert, and 
transform it into a system that appears random. 

Both of these tasks present challenges. The standard technique for the sec-
ond task is computing a morphism of the system in an attempt to remove the 
properties allowing the system to be inverted. Techniques for the prior task are 
more varied, and in this work our focus is on a particular big field scheme. 

1.1 Prior Work 

The progenitor of all “big field” schemes is commonly known as C∗ , or the 
Matsumoto-Imai scheme, see [3]. This scheme exploits the vector space structure 
of extension fields to provide two versions of a function— a vector-valued version 
which is quadratic over the base field, and a monomial function whose input and 
output lie in the extension field. The cryptanalysis of this scheme by Patarin in 
[4] inspired many big field constructions. 

In [5], Patarin introduced the Hidden Field Equations (HFE) cryptosystem, 
a natural generalization of the monomial based C∗ in which the monomial map 
is replaced with a low degree polynomial. Also described in the above work is 
the minus modifier— the removal of public equations— which can be applied to 
both HFE, producing HFE−, and to C∗, creating C∗− . 

A popular iteration of C∗− was SFLASH, see [6], which was very efficient, 
but unfortunately insecure. An attack by Dubois et al. in [7] broke SFLASH by 
way of a symmetric differential relation present in the central monomial map. 

In [8], a way to resist the attack on SFLASH is presented. The augmentation 
of the scheme, known as projection, fixes the value of d of the input variables 
producing a scheme we now call PFLASH. PFLASH is still a very fast signature 
scheme and is amenable to low-power environments without sacrificing side-
channel resistance. This projected C∗− system is shown to resist differential 
cryptanalysis for restricted parameters, that is, when the degree is bounded by 
qn/2−d, in [9] and is fully specified with paractical parameters in [10]. 

Since the design of PFLASH there have been a number of cryptanalytic 
developments in the big field venue. The development of differential invariant 
attacks in [11] and their further application in [12] are examples of advancement 
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in this active area. Furthermore, the improved efficiency of the Kipnis-Shamir 
(KS) attack of [13] presented in [14] is directly impactful to PFLASH, as one can 
consider PFLASH as a possibly high degree but still low rank version of HFE− . 

1.2 Our Contribution 

We expand and update the analysis in [9] and [10] proving resistance to differen-
tial and rank techniques for the vast majority of parameters, and verifying that 
the provably secure key spaces are not as severely limited as the previous works 
suggest. This improvement is directly impactful, providing further assurance that 
attacks based on equivalent keys cannot weaken PFLASH. 

The degree bound restriction in [9] reduces the dimension of possible private 
keys by a factor of more than two. Our updated differential analysis verifies the 
security of the scheme when the central map has no degree bound, and thus 
assures us that very little entropy is lost in the key space when restricting to 
parameters that are provably secure against differential adversaries. 

In [10], an argument for the resistance of PFLASH to the technique of 
[14, Section 8.2] when PFLASH is considered as a low degree projected HFE− 

scheme is provided. We make this assessment more robust by also considering 
the possibility of an adversary attempting to remove the projection modifier 
from PFLASH considering it to be a higher rank HFE− scheme. Whereas in the 
former case, the attack is impossible, in the latter case, the algebraic structure 
allows the possibility that the attack can succeed; however, the complexity of 
the attack is directly computed and shown to be infeasible. 

1.3 Organization 

The paper is organized as follows. The next section introduces the notion of 
big field schemes and provides the description of those schemes relevant to this 
work, namely, C∗ , P F LASH and HFE. In the following section, we review the 
cryptanalytic techniques that have proven most successful in attacking big field 
schemes. The subsequent two sections provide a new proof of security against 
differential attacks for PFLASH, first by analyzing the projected C∗ primitive 
and then by extending these results to the full scheme. We then conclude, noting 
parameter choices for PFLASH and discussing applications of the scheme. 

2 Big Field Schemes 

Many multivariate cryptosystems utilize the structure of a degree n extension K 
of a finite field Fq as an Fq -algebra. Such cryptosystems are collectively known 
as “big field” schemes. To emphasize a choice of basis, one chooses an Fq -vector 
space isomorphism φ : Fn → K. There is then an equivalence between systems q 
F of n quadratic polynomials in n variables over F and univariate polynomials 
of the form X 

f(x) = αij x
q i+qj 

0≤i≤j<n 
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4 R. Cartor & D. Smith-Tone 

over K given by F = φ−1 ◦ f ◦ φ. 
To hide the structure of an easily invertible map, the standard technique is 

to apply an isomorphism of polynomials to mask the choice of basis for the input 
and output of f . 

Definition 1 A polynomial morphism between two systems of polynomials is a 
pair of affine maps (T,U) such that G = T ◦F ◦U . If both T and U are invertible, 
then the morphism is said to be an isomorphism and F and G are said to be 
isomorphic. 

Thus, for big field schemes, the construction of a public key can be summarized 
with the following diagram. 

f 
K K 

φ−1φ 

U F TFn Fn Fn Fn 
q q q q 

2.1 C ∗ 

Matsumoto and Imai discovered massively multivariate cryptography, introduc-
ing the scheme now known as C∗ at Eurocrypt ‘88. The C∗(q, n) scheme is a 
big field construction in which the vector-valued representation of a quadratic 

qmonomial map f(x) = x
θ +1 is hidden by an isomorphism. Thus the public key 

is given by P = T ◦ φ−1 ◦ f ◦ φ ◦ U . 
The C∗ scheme was originally envisioned for encryption, but could quite 

apparently be applied in either encryption or digital signatures. To encrypt (or 
to verify a signature), one simply computes the output of the public function P . 
To decrypt (or to sign), the preimage must be determined successively for each 
of the components of the private key, all of which can be computed efficiently. 
The interesting step, the inversion of f can be accomplished by noticing that if 

q +1)bb(qθ + 1) = 1 (mod qn − 1), then (x
θ 

= x. 

2.2 PFLASH 

The PFLASH scheme is a particular parametrization of a projected C∗− scheme. 
The projection and minus modifiers were both originally suggested in reference to 
C∗ in [15]. The idea of projection is to fix the value of d input variables to change 
the simplicity of the central map. Thus the composition of the projection and 
the affine map U form a projection onto a codimension d hyperplane. The minus 
modification removes r equations from the public key. Thus the composition of 
this projection with T has corank r. The public key of PFLASH(q, n, r, d) is 
given by P = πr ◦ T ◦ φ−1 ◦ f ◦ φ ◦ U ◦ πd. 
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We note that the public key is no longer isomorphic to the private monomial 
function. Instead there is merely a polynomial morphism between the central 
map and the public key. Since it is well-known that the morphism of polynomials 
problem is NP-hard, see [16], there is some hope that the information lost to the 
public key may secure the scheme. 

Mechanically, the scheme works as a digital signature primitive as follows. 
Verification is accomplished by evaluating the public polynomials at the signa-
ture. Signing is done by finding preimages of each of the private maps. To find 
a preimage of πr ◦ Tφ−1, randomly append r values to the message, then apply 
T −1 and φ. Once f is inverted, an element in the preimage of φ ◦ U and in the 
image of πd is selected as the signature. 

2.3 HFE 

Hidden Field Equation (HFE) scheme of [5] is a generalization of the C∗ con-
struction, in which the monomial map is replaced by a more general polynomial 
with a degree bound D. Given the degree n extension F ⊆ K we choose a 
quadratic polynomial f : K → K of degree bound D. Thus f has the form: 

X Xi j ii≤j q +q qf(x) = 
q j ≤Dαi,j x + βix + γ, i+q

i 
q i≤D 

where αi,j , βi, γ ∈ K. The public key is then constructed via the isomorphism: 

P = T ◦ φ−1 ◦ f ◦ φ ◦ U. 

Inversion is accomplished by first taking a ciphertext y = P (x), computing 
v = T −1(y), solving v = f(u) for u via the Berlekamp algorithm, see [17], and 
then recovering x = U−1(u). 

3 Cryptanalyses of Big Field Schemes 

The big field multivariate cryptosystems have an extensive history in cryptanaly-
sis. Several techniques have been developed that illustrate that it is very difficult 
to hide efficient inversion of a system. These techniques can largely be grouped 
into two categories: those based on differential propertys and those based on 
rank properties. 

3.1 Differential Techniques 

By breaking “big field” schemes and also inspiring modifiers, differential attacks 
have been instrumental in the development and analysis of multivariate public 
key cryptography. Given a field map f , the discrete differential is defined by 
Df(a, x) = f(a + x) − f(a) − f(x) + f(0). As an operator on K, D is K-linear 
and reduces the complexity while increasing the dimension of a function. For 
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6 R. Cartor & D. Smith-Tone 

example, the differential of an affine map is zero, the differential of a quadratic 
map is bilinear, the differential of a cubic map is bi-quadratic, etc. 

Patarin’s linearization equations attack of [4] can be viewed as a differential 
qattack as follows. The differential of the C∗ monomial f(x) = x
θ +1 is symmetric 

in characteristic two; hence, it is zero on the diagonal, Df(x, x) = 0. Therefore 
setting v = f(u) we have 

2θ θ θ θ q +q q q +10 = Df(v, f(u)) = vu + v u
θ 2θ θ q q q= u (vu + uv ), 

and whether or not u = 0, the right factor must be zero; thus, we obtain a bilin-
ear relation between u and v. Setting u = Ux and v = T −1y, we obtain a bilinear 
relation between plaintext and ciphertext pairs: the linearization equations. In-
deed even the higher order linearization equations (HOLEs) attacks pioneered 
in [18] can similarly be derived via differentials. 

Another notable application of symmetric differential techniques in crypt-
analysis is the attack on SFLASH of [7]. This attack exploits the fact that C∗ 

θ q +1polynomials are multiplicative. Specifically, f(x) = x exhibits a differential 
symmetry. 

Definition 2 A function f : K → K has a differential symmetry if there exists 
a pair of F-linear maps L, ΛL : K → K such that 

Df(La, x) + Df(a, Lx) = ΛLDf(a, x). 

The attack uses the fact that left-multiplication maps of elements in K satisfy 
the above relation. This equality provides a criterion for the derivation of such 
maps, and via a linear algebra distillation technique, such a map can be efficiently 
recovered, and a full rank key derived. 

It is important to note that once such a symmetry inducing linear map is 
discovered, there is no need to recover a full rank private key; an attack can 
be mounted directly with the recovered representation of the extension field 
multiplicative structure. Thus, even if a central map does not have a differential 
symmetry, it is possible that a minus-modified version of the scheme might; thus, 
an attack may be mounted directly on the choice of representation of the big 
field. This fact is the basis for the direct analysis of minus-modified schemes of 
[19] and [20]. 

It was shown in [21] that a quadratic map can only have the symmetry of 
Definition 2 with L a representation of left-multiplication by a field element when 
f is multiplicative; that is, when f has only one quadratic monomial. Later it 
was shown in [9] that the only linear maps L satisfying the above relation for 
C∗ are the multiplication maps. 

This famous cryptanalysis incited a more careful analysis of a technique 
originally proposed at ASIACRYPT 1998 in [15] and further suggested after 
the attack in [8]. The idea is to use projection, that is, to fix some of the input 
values, to make U singular. PFLASH, whose parameters are defined in [10], is 
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7 An Updated Security Analysis of PFLASH 

a particular parametrization of this structure. This change nullifies the basis of 
the differential symmetric attack as proven in [9] for a certain parameter set. 
In the resulting scheme, a pC∗− scheme, the central map can be made to no 
longer admit any symmetry. The parameter set which is provably secure against 
a differential adversary appears quite small, however, and considering the fact 
that such a scheme can be considered a special case of HFE− with perhaps a 
larger degree bound but an even smaller rank, it is necessary to review the rank 
structure of such schemes as well. 

3.2 Rank Techniques 

The first significant cryptanalysis of HFE was the Kipnis-Shamir (KS) attack of 
[13]. The attack is based on the fact that as a quadratic form over the extension 
field, the public key has low rank. This attack was significantly improved in [14], 
where minors modeling, instead of the original modeling of the rank property 
by Kipnis and Shamir, and Gröbner basis techniques are employed. The result 
is that the security of HFE is polynomial in the degree of the extension K over 
Fq. 

PFLASH can easily be characterized as an HFE− scheme with a more efficient 
inversion process. This characterization is possible by absorbing the projection 
into the central monomial map to make a more general polynomial. As an HFE− 

scheme, the rank of the central map is still 2, thus the central map has a very 
strong property. The minus modifier, however, provably increases the rank of 
the public key. 

One may even consider PFLASH to be an HFE instance if we append zero 
polynomials to the public key. In this case, one should suspect that the rank 
of the central map would be quite high, rendering attacks such as [13] and 
[14] infeasible. Still, a theoretical verification of this intuition is absent in the 
literature. 

4 Updated Differential Analysis of Projected Primitive 

As discussed in [9], we may assume that the projection mapping is tied to f 
and consider differential symmetries of f ◦ π where π is chosen in a basis such 
that deg(π) = qd. Clearly, if f ◦ π has a differential symmetry then the equation 
Df(Ma, πx) + Df(πa, Mx) = ΛM Df(πa, πx) is satisfied for some M . We can 
express this relation with matrix multiplication, namely 

a >(Π>DfM)x + a >(M>DfΠ)x = ΛM [a >(Π>DfΠ)x], 

where Df is the matrix representing Df as a bilinear form over K, having one 
iPd qin the (0, θ) and (θ, 0) coordinates and zero elsewhere, where Πx = βixi=0P i qand where Mx = n−1 

mixi=0 
Examining this equation, we see that a>(Π>DfM )x + a>(M>DfΠ)x will 

have nonzero entries restricted to certain coordinates depending only on d and 
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θ, see Figure 1. Similarly, the right hand side of the equation, Π>DfΠ, has a 
structure dependent upon d and θ, see Figure 2. Notice, the graphs may look 
different depending on the choice of θ and d. 

d 

d θ + d 

θ + d 

θ 

θ 

d 

d θ + d 

θ + d 

θ 

θ 

Fig. 1. The shape of the matrix rep- Fig. 2. The shape of the matrix rep-
resentation over K of Df(Ma, πx) + resentation of ΛM Df(πa, πx) over K. 
Df(πa, Mx). Shaded regions corre- Shaded regions correspond to possibly 
spond to possibly nonzero values. nonzero values. 

The strategy for finding conditions on π, M and ΛM for the existence of such 
a symmetry is then to find coordinates in which one side of this matrix equation 
is zero while the other side involves only a single unknown coefficient of M or 
ΛM . While this system of equations is nonlinear in the coefficients of π, it is 
linear in both the unknown coefficients of M and those of ΛM . 

The system contains many more equations than variables, but certainly gen-
erates a positive dimensional ideal. The reason is that for any fixed π, M = aπ 
for any a ∈ Fq generates a solution. On the other hand, for a fixed π and a 
fixed θ, the above system becomes linear with the number of nonzero equations 
depending on both d and θ. Even in the best case, the number of equations is 
far larger than the number of variables. Since the coefficients of π are the only 
source of randomness for this system of linear equations, the great number of 
equations are not independent in a probabilistic sense. Therefore, probabilistic 
arguments are difficult, though extensive experiments show that the solution 
space is generally one dimensional. 

Luckily, we can do better by bootstrapping the result of [9]. Specifically, we 
nexamine the case when θ > .2 

ρ ρ θ q q +1Lemma 1. f(x ) = f(x)q when f(x) = x
ρρ ρ θ θ ρ � θ �q ρ q q +1 (q +1)q q +1Proof. f(x ) = (x )q = x = x = f(x)q 

Consider the special case of Lemma 1 when ρ = −θ. After applying this 
map to the output of Df, the nonzero terms, originally in the (θ, 0) and (0, θ) 
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9 An Updated Security Analysis of PFLASH 

coordinates, are transported to the (0, −θ) and (−θ, 0) coordinates, respectively. 
This observation leads to the following theorem, revealing that most parameters 
of PFLASH are provably secure against a differential adversary. 

q Pd qTheorem 1. Let f(x) = x
θ +1 be a C∗ map, and let M and πx := 

i 
be i=0 x

linear. Suppose that f satisfies the symmetric relation: 

Df(Ma, πx) + Df(πa, Mx) = ΛM Df(πa, πx). 

If d < min{ n − θ, |n − 3θ|, θ − 1}, or if d < {θ − n 
2 , |2n − 3θ|, n − θ − 1}, then 2 

M = Mσ ◦ π for some σ ∈ k. 

Proof. Assume Df(Ma, πx) + Df(πa, Mx) = ΛM Df(πa, πx) holds true. Then, 
we have two cases. 

n1.) θ < 2 
By [9, Theorem 3], we are done. 

n2.) θ > 2 � � 
−θ −θ 

Let fe(x) = f(x)q = f xq 

We have, 
Df(Ma, πx) + Df(πa, Mx) = ΛM Df(πa, πx) 

−θ −θ 

[Df(Ma, πx) + Df(πa, Mx)]q = [ΛM Df(πa, πx)]
q 

−θ 

= L−1[Df(Ma, πx) + Df(πa, Mx)]q ΛM Df(πa, πx)θ 

Let Lθ represent the map that raises terms to the θth power. We can use 
the definition of the discrete differential to expand the left hand side of the 
equation. By linearity, we can distribute the exponent q−θ to each term. 
After applying our lemma we get the following, 

f̃(Ma+πx)+f̃(Ma)+f̃(πx)+f̃(πa+Mx)+f̃(πa)+f̃(Mx) = L−1ΛM Df(πa, πx)θ 

By adding 0 = 2f̃(0) to the left and applying I = LθL
−1 to the right we get, θ 

Df̃(Ma, πx) + Df̃(πa, Mx) = L−1ΛM (LθL
−1)Df(πa, πx)θ θ 

And by the lemma we have, 

Df̃(Ma, πx) + Df̃(πa, Mx) = L−1ΛM LθDf̃(πa, πx)θ 

neWe now have a relation on f(x) where −θ + d < . Now we can apply [9, 2 
Theorem 3] to conclude that M = Mσ ◦ π for some σ ∈ k. 

We note that the existence of a differential symmetry on f ◦ π implies a 
solution of the equation in Theorem 1 as well as the commutativity of Mσ and 
π. Since the commutativity of Mσ and π requires that π is L-linear, where 
Fq ⊆ L ⊆ k and σ ∈ L, for any nontrivial differential symmetry to exist, 
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10 R. Cartor & D. Smith-Tone 

(d, n) > 1. Thus, there is a most desirable value of d from an efficiency and 
security standpoint: d = 1. 

Let us specifically consider this most desired value d = 1. Then the only 
restriction on θ for provable differential security is 

� � � � � � � � 
n − 1 n + 1 n n 2n − 1 2n + 1 

θ ∈ 2, ∪ , − 1 ∪ + 1, ∪ , n − 2 . 
3 3 2 2 3 3 

nFurthermore, since θ = always produces a many-to-one map in any charac-2 
teristic, the restriction to provably secure parameters for PFLASH eliminates at 
most four possible values for θ for all extension degrees n. 

5 Extension to PFLASH 

We now generalize the analysis of the previous section in application to PFLASH. 
First we derive a heuristic argument for bootstrapping the provable security of 
the composition f ◦ π to statistical security for the projected primitive. We then 
clarify the resistance of PFLASH to analysis as an HFE− scheme. Finally, we 
derive security bounds for various PFLASH parameters. 

5.1 Differential Analysis 

As mentioned in Section 3, proof that differential symmetries do not exist for the 
central map of a scheme verifies that a differential adversary cannot recover a 
full rank key. Such a proof does not, however, verify that a differential adversary 
cannot find a symmetry revealing the extension field multiplicative structure and 
directly attack the scheme. 

To illustrate this principal, imagine a high degree variant of HFE in which 
θ q +1the central map has the form f(x) = x + π2(Q(x)) over an extension of 

degree 2n, where π2 is a rank n projection onto the complement of the subfield 
nof size q and Q is an arbitrary quadratic. Then any minus variant in which the 

image of π2 is the kernel of T is a C∗− public key, but one with multiplicative 
symmetry. In particular, any map L representing muliplication by an element in 
the intermediate extension of degree n would satisfy 

D(T ◦ f ◦ U)(U−1La, x)+ D(T ◦ f ◦ U)(a, U−1Lx) = (Lq θ 

+ L)D(T ◦ f ◦ U)(a, x). 

Thus the minus scheme has a multiplicative symmetry even though the original 
scheme provably does not. In fact, even more strongly, we have computed func-
tions of the form of f above over a degree 6 extension of GF (2) for which no 
linear differential symmetry of any form exists, but under projection onto the 
degree 3 subfield, the multiplicative symmetry is exhibited. 

In the case of PFLASH, we may attempt the strategy of the previous section 
for proving security. We may always model the removal of r equations as the P ir qapplication of a polynomial π(x) = to the central map. If only a few i=0 aix
equations are removed, then the analysis proceeds just like in [19], because f ◦ π 
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11 An Updated Security Analysis of PFLASH 

is a low rank albeit high degree polynomial. Since no parameters suggested for 
PSFLASH are near this range, however, this analysis does not apply. When we 

nperform this analysis with r ≈ and f ◦π, however, the methods of the previous 3 
section fail to generate a provably secure class of private keys. 

Fortunately, there is an easy heuristic argument revealing a simple relation-
ship between symmetries of the central map and symmetries of a map with the 
minus modifier that shows that symmetry should be statistically no more likely 
for any minus modified scheme than for the original. Let T 0 be the minus pro-
jection composed with the inclusion mapping with domain Fn−r and codomain q 
K. Suppose that T 0 ◦ f ◦ π has a differential symmetry. Then 

D(T 0 ◦ f)(πa, Mx) + D(T 0 ◦ f)(Ma, πx) = ΛM D(T 0 ◦ f)(πa, πx) 
T 0 [Df(πa, Mx) + Df(Ma, πx)] = ΛM T 0Df(πa, πx). 

Since the left is clearly in T 0K, the right must be as well. Thus, with high 
probability, that is, when Spana,x(Df(πa, πx)) = K, we have that ΛM T 0K = 
T 0K. We know from linear algebra that in this case there exists at least one 
invertible transformation Λ0 such that ΛM T 0 = T 0Λ0 Therefore, we obtain M .M 
the relation 

Df(πa, Mx) + Df(Ma, πx) = Λ0 (1)M Df(πa, πx) (mod ker(T 0)). 

Clearly, this argument is not reversible for any Λ0 satisfying (1); therefore, M 
we cannot in general conclude that the scheme with the minus modifier inherits 
any differential symmetry from the central map. On the other hand, satisfying 
(1) imposes n − r constraints on ΛM , while the “commuting” of ΛM with T 0 

imposes another r constraints. Thus, the existence of a symmetry in the minus 
case imposes the same number of constraints on ΛM as for the central map and 
so we expect the probability of the existence of a differential symmetry to be no 
higher than for the central map. 

5.2 Rank Analysis 

One can consider PFLASH to be a high degree version of HFE− by absorbing 
the projection of the variables into the central map. Notice that the rank of the 
composition is still only two, thus PFLASH must achieve its security from the 
minus modifier. 

Recently, in [22], a key recovery attack valid for all parameters of HFE− is 
presented. For an HFE− instance with parameters (q, n, D, r), the complexity is � �ω n+dlogq (D)e+1noted as O( ).dlogq (D)e+r+1 

In application to PFLASH, there are two things to note about this attack. 
First, the attack produces an equivalent HFE− key, not a pC∗− key. This fact 
may not limit the attack, because it will still recover a central map of rank two 
of the form f ◦ π which we may then attack as a pC∗ scheme in the manner of 
[23]. Second, the quantity dlogq(D)e in the complexity estimate is derived from 
the rank structure that the degree bound of HFE implies, not directly from the 
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12 R. Cartor & D. Smith-Tone 

degree bound itself. Thus, the rank of the C∗ monomial, which is two, plays the 
role of dlogq(D)e in the application of the techniques of [22] to PFLASH. 

In fact, instances of PFLASH with quite inappropriate but still large pa-
rameters can be broken with this method. In particular we note that for a 
PFLASH(256, 44, 3, 1) that the complexity of the attack is roughly estimated 
44(3+2+1)ω ∼ 278. For large values of r, however, such as in all parameter sets in 
[10], this attack is infeasible. For example, the smallest parameters suggested in 
[10] still resist this attack to dozens of orders of magnitude beyond brute force. 
Thus, for sensible parameters with r sufficiently large, PFLASH is secure. 

5.3 Security Estimates 

Now with a refined security analysis, we can eliminate differential attacks for a 
larger set of parameters, thus doubling the entropy of the key space for PFLASH. 
In addition, with the complexity estimate of O(n(r+3)ω) and practical values 
of r, PFLASH is quite secure against the new attack on HFE− schemes. In 
conjunction with the invariant analysis of [10], we conclude that the security of 
PFLASH is determined by its resistance to algebraic and brute force attacks. 

Viewing PFLASH as an HFE− scheme, we may use the bound in [24] to 
estimate the degree of regularity of PFLASH. This upper bound can be computed 

(q − 1)(R + r) 
+ 2,

2 

where R is the rank of the central map; in the case of PFLASH, this quantity 
is two. Though this is an upper bound, empirical evidence suggests that it is 
tight for random systems of rank R. Thus the degree of regularity is far too high 
for practical schemes to be weakened. Furthermore, direct algebraic attacks for 
large schemes are impractical even with smaller complexity bounds because the 
space complexity of the best algorithms are too large to be practical. 

Therefore, we corroborate the claims of [10] that brute force collision attacks 
are the greatest threat to PFLASH schemes. The evidence from our increase of 
the entropy of the key space and the verification that PFLASH resists recent 
weaknesses revealed in HFE− suggest the security levels in Table 1 (all of which 
are in agreement with [10]). 

Scheme Public Key (Bytes) Security (bits) 
PFLASH(16, 62, 22, 1) 39,040 80 
PFLASH(16, 74, 22, 1) 72,124 104 
PFLASH(16, 94, 30, 1) 142,848 128 

Table 1. Security levels for standard parameters of PFLASH 
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13 An Updated Security Analysis of PFLASH 

6 Conclusion 

The history of PFLASH intersects with most of the major advances in design and 
cryptanalysis in asymmetric multivariate cryptography. Interestingly, essentially 
all of the major cryptanalytic techniques that have proven successful in attacking 
multivariate schemes are relevant for PFLASH, and so any security metric for 
the scheme must inherently be complex. In spite of all of the tools available to 
an adversary, PFLASH remains secure. 

Our analysis expands upon and complements previous analysis of PFLASH. 
We verify that the entropy of the key space is not significantly reduced by se-
lecting parameters for which differential security is provable. We further verify 
security against new developments in rank analysis relevant to schemes employ-
ing the minus modifier. We conclude that any attack that fundamentally reduces 
the security of PFLASH below the brute force bound must include techniques 
as of yet undeveloped. 

In venues for which speed, digest size, storage and power are severe limi-
tations PFLASH seems to be one of the most performant options. When one 
considers devices in which no public key needs to be transported, such as some 
applications of smart cards, PFLASH is a leading candidate. In light of the se-
curity assurance this analysis provides, PFLASH appears ready for deployment. 
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Ingólfsdóttir, A., Walukiewicz, I., eds.: ICALP (2). Volume 5126 of Lecture Notes 
in Computer Science., Springer (2008) 691–701 

Cartor, Ryann; Smith-Tone, Daniel.
”An Updated Security Analysis of PFLASH.”

Paper presented at PQCrypto 2017: The Eighth International Conference on Post-Quantum Cryptography, Utrecht, Netherlands. June 26, 2017
- June 28, 2017.

SP-562



14 R. Cartor & D. Smith-Tone 

9. Smith-Tone, D.: On the differential security of multivariate public key cryptosys-
tems. In Yang, B.Y., ed.: PQCrypto. Volume 7071 of Lecture Notes in Computer 
Science., Springer (2011) 130–142 

10. Chen, M.S., Yang, B.Y., Smith-Tone, D.: Pflash - secure asymmet-
ric signatures on smart cards. Lightweight Cryptography Workshop 2015 
(2015) http://csrc.nist.gov/groups/ST/lwc-workshop2015/papers/session3-smith-
tone-paper.pdf. 

11. Moody, D., Perlner, R.A., Smith-Tone, D.: An asymptotically optimal structural 
attack on the ABC multivariate encryption scheme. [25] 180–196 

12. Moody, D., Perlner, R.A., Smith-Tone, D. In: Key Recovery Attack on the Cubic 
ABC Simple Matrix Multivariate Encryption Scheme. Springer (2017) 

13. Kipnis, A., Shamir, A.: Cryptanalysis of the hfe public key cryptosystem by re-
linearization. Advances in Cryptology - CRYPTO 1999, Springer 1666 (1999) 
788 

14. Bettale, L., Faugère, J., Perret, L.: Cryptanalysis of hfe, multi-hfe and variants for 
odd and even characteristic. Des. Codes Cryptography 69 (2013) 1–52 

* 15. Patarin, J., Goubin, L., Courtois, N.: C and HM: variations around two -+ 
schemes of t. matsumoto and h. imai. In Ohta, K., Pei, D., eds.: Advances in 
Cryptology - ASIACRYPT ’98, International Conference on the Theory and Ap-
plications of Cryptology and Information Security, Beijing, China, October 18-22, 
1998, Proceedings. Volume 1514 of Lecture Notes in Computer Science., Springer 
(1998) 35–49 

16. Patarin, J., Goubin, L., Courtois, N.: Improved algorithms for isomorphisms of 
polynomials. In Nyberg, K., ed.: Advances in Cryptology - EUROCRYPT ’98, 
International Conference on the Theory and Application of Cryptographic Tech-
niques, Espoo, Finland, May 31 - June 4, 1998, Proceeding. Volume 1403 of Lecture 
Notes in Computer Science., Springer (1998) 184–200 

17. Berlekamp, E.R.: Factoring polynomials over large finite fields. Mathematics of 
Computation 24 (1970) pp. 713–735 

18. Ding, J., Hu, L., Nie, X., Li, J., Wagner, J. In: High Order Linearization Equa-
tion (HOLE) Attack on Multivariate Public Key Cryptosystems. Springer Berlin 
Heidelberg, Berlin, Heidelberg (2007) 233–248 

19. Daniels, T., Smith-Tone, D.: Differential properties of the HFE cryptosystem. [25] 
59–75 

20. Cartor, R., Gipson, R., Smith-Tone, D., Vates, J.: On the differential security 
of the hfev- signature primitive. In Takagi, T., ed.: Post-Quantum Cryptography 
- 7th International Workshop, PQCrypto 2016, Fukuoka, Japan, February 24-26, 
2016, Proceedings. Volume 9606 of Lecture Notes in Computer Science., Springer 
(2016) 162–181 

21. Smith-Tone, D.: Properties of the discrete differential with cryptographic applica-
tions. In Sendrier, N., ed.: PQCrypto. Volume 6061 of Lecture Notes in Computer 
Science., Springer (2010) 1–12 

22. Vates, J., Smith-Tone, D.: Key recovery attack for all parameters of hfe-. In 
Current Submission (2017) 

23. Billet, O., Macario-Rat, G.: Cryptanalysis of the square cryptosystems. ASI-
ACRYPT 2009, LNCS 5912 (2009) 451–486 

24. Ding, J., Kleinjung, T.: Degree of regularity for HFE-. IACR Cryptology ePrint 
Archive 2011 (2011) 570 

25. Mosca, M., ed.: Post-Quantum Cryptography - 6th International Workshop, 
PQCrypto 2014, Waterloo, ON, Canada, October 1-3, 2014. Proceedings. Volume 
8772 of Lecture Notes in Computer Science., Springer (2014) 

Cartor, Ryann; Smith-Tone, Daniel.
”An Updated Security Analysis of PFLASH.”

Paper presented at PQCrypto 2017: The Eighth International Conference on Post-Quantum Cryptography, Utrecht, Netherlands. June 26, 2017
- June 28, 2017.

SP-563



Key Recovery Attack for
All Parameters of HFE-

Jeremy Vates1 and Daniel Smith-Tone1,2

1Department of Mathematics, University of Louisville,
Louisville, Kentucky, USA

2National Institute of Standards and Technology,
Gaithersburg, Maryland, USA

jeremy.vates@louisville.edu, daniel.smith@nist.gov

Abstract. Recently, by an interesting confluence, multivariate schemes
with the minus modifier have received attention as candidates for multi-
variate encryption. Among these candidates is the twenty year old HFE−

scheme originally envisioned as a possible candidate for both encryption
and digital signatures, depending on the number of public equations re-
moved.
HFE has received a great deal of attention and a variety of cryptanalyses
over the years; however, HFE− has escaped these assaults. The direct
algebraic attack that broke HFE Challenge I is provably more complex on
HFE−, and even after two decades HFE Challenge II is daunting, though
not achieving a security level we may find acceptable today. The minors
modeling approach to the Kipnis-Shamir (KS) attack is very efficient for
HFE, but fails when the number of equations removed is greater than
one. Thus it seems reasonable to use HFE− for encryption with two
equations removed.
This strategy may not be quite secure, however, as our new approach
shows. We derive a new key recovery attack still based on the minors
modeling approach that succeeds for all parameters of HFE−. The at-
tack is polynomial in the degree of the extension, though of higher degree
than the original minors modeling KS-attack. As an example, the com-
plexity of key recovery for HFE−(q = 31, n = 36, D = 1922, a = 2)
is 252. Even more convincingly, the complexity of key recovery for HFE
Challenge-2, an HFE−(16, 36, 4352, 4) scheme, is feasible, costing around
267 operations. Thus, the parameter choices for HFE− for both digital
signatures and, particularly, for encryption must be re-examined.

Key words: Multivariate Cryptography, HFE, encryption, MinRank,
Q-rank

1 Introduction

In the 1990s, several important developments in the history of asymmetric cryp-
tography occured. Among these discoveries, and of the greatest significance to
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2 J. Vates & D. Smith-Tone

forward-thinking cryptographers, was the discovery by Peter Shor of polynomial
time algorithms for factoring and computing discrete logarithms on a quantum
computer, see [1]. In the years since that time, we have witnessed quantum
computing become a reality, while large-scale quantum computing has transmo-
grified from a dream into what many of us now see as an inevitability, if not
an impending phenomenon. The call for proposals by the National Institute of
Standards and Technology (NIST), see [2], charges our community with the task
of protecting the integrity and confidentiality of our critical data in this time of
tremendous change.

The 1990s also beheld an explosive development in public key technologies
relying on mathematics of a less linear character than number theory. In particu-
lar, multivariate public key cryptography (MPKC) produced numerous schemes
for public key encryption and digital signatures in the late 1990s. These schemes
further fuelled the development of computational algebraic geometry, and seem
to have inspired the advancement of some of the symbolic algebra techniques
we now apply to all areas of post-quantum cryptography, that is, cryptography
designed with quantum computers in mind.

Armed with new tools and a more developed theory, many multivariate
schemes were cryptanalyzed; in particular, secure multivariate encryption seemed
particularly challenging. The purpose of this disquisition is to cryptanalyze an
old digital signature scheme that has been repurposed to achieve multivariate
encryption.

1.1 Recent History

While the ancestor of all of the “large structure” schemes is the C∗ scheme of
Matsumoto and Imai, see [3], the more direct parent of multivariate encryption
schemes of today is HFE, see [4]. The idea behind such systems is to define a large
associative algebra over a finite field and utilize its multiplication to construct
maps that are quadratic when expressed over the base field.

There have been many proposals in this area in the last five years. The Simple
Matrix Schemes, see [5] for the quadratic version and [6] for the cubic version,
are constructed via multiplication in a large matrix algebra over the base field.
ZHFE, see [7] and Extension Field Cancellation, see [8], just as HFE, utilize the
structure of an extension field in the derivation of their public keys.

Many of these “large structure” schemes have effective cryptanalyses that
either break or limit the efficiency of the schemes. HFE, in its various iterations,
has been cryptanalyzed via direct algebraic attack, see [9], via an attack exploit-
ing Q-rank known as the Kipnis-Shamir, or KS, attack, see [10], and via a fusion
of these techniques utilizing an alternative modeling of the Q-rank property, see
[11]. The Quadratic Simple Matrix Scheme is made less efficient for parameters
meeting NIST’s current suggested security levels in [12], while the Cubic Simple
Matrix Scheme is broken for such parameters in [13]. In addition, a low Q-rank
property for ZHFE is discovered in [14] which calls in to question the security of
the scheme. In light of such an array of cryptanalyses for multivariate encryption
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schemes, the question of whether the correct strategy is being employed is very
relevant.

Interestingly, at PQCRYPTO 2016 and the winter school prior to the con-
ference, three independent teams of researchers in MPKC related the same idea:
the idea of using the minus modifier in encryption. In fairness, the concept of
using the minus modifier in encryption is not new; it was suggested as early as in
the proposal of HFE. The convergence on this strategy is surprising because it
is common knowledge that either the number of equations removed is too large
for effective, or even fault-tolerant, encryption, or that the scheme must have
parameters that are too large for the system to be efficient. The three techniques
are presented in the articles [14] and [8] and in the presentation [15].

While both of the techniques in [14] and [8] are very new schemes, HFE−

has been well studied for over twenty years. Using HFE− for encryption is more
complicated than using the scheme for digital signatures, so careful review of
theory is critical for this application.

1.2 Previous Analysis

There are a few results in the literature that are relevant in the analysis of HFE−.
These articles address the security of the scheme against algebraic, differential
and rank attacks.

In [16], the degree of regularity for the public key of HFE− schemes is derived.
The result shows that the upper bound on the degree of regularity of the public

key when a equations is removed is about a(q−1)
2 higher than the same bound

for a comparable HFE scheme over GF (q).
In [17], information theoretic proofs of security against differential adversaries

are derived for HFE−. The consequence of this work is that attacks of the flavor
of the attack on SFLASH, see [18], using symmetry and attacks in the manner
of the attack on the Simple Matrix Scheme, see [12], exploiting invariants are
not relevant for HFE−.

In the other direction, in [11, Section 8.1], an attack on weak parameters of
HFE− with asymptotic complexity of O(n(dlogq(D)e+1)ω) is derived, where n is
the degree of the extension, D is the degree bound for HFE and ω is the linear
algebra constant. The caveat here is that the attack is only successful against
HFE− if only a single equation is removed. This restriction on the attack tech-
nique is fundamental and is due to theory, not computational feasibility. The
existence of the attack, however, implies that at least two equations must be re-
moved for reasonable parameters, and thus q must be quite small for encryption.

1.3 Our Contribution

We present a key recovery attack on HFE− that works for any HFE− public key.
The attack is based on the Q-rank of the public key instead of the Q-rank of the
private central map as in [11].

The attack works by performing key extraction on a related HFE scheme and
then converting the private key of the related scheme into an equivalent private
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4 J. Vates & D. Smith-Tone

key for the HFE− scheme. The complexity of the attack is dominated by the

HFE key extraction phase and is on the order of O(
(n+dlogq(D)e+1
dlogq(D)e+a+1

)ω
), where D

is the degree bound of the central HFE polynomial, a is the number of removed
equations and ω is the linear algebra constant, for all practical parameters. We
note that this value implies that the minus modification of HFE adds at most
aωlog2(n) bits of security for any parameters, though we find that it is much
less for many practical parameters.

1.4 Organization

The paper is organized as follows. In the next section, we present isomorphisms
of polynomials and describe the structure of HFE and HFE−. The following
section reviews the Q-rank of ideals in polynomial rings and discusses invariant
properties of Q-rank and min-Q-rank. In section 4, we review more carefully the
previous cryptanalyses of HFE and HFE− that are relevant to our technique. The
subsequent section contains our cryptanalysis of HFE−. Then, in section 6, we
conduct a careful complexity analysis of our attack, followed by our experimental
results in the following section. Finally, we conclude, noting the affect these
results have on parameter selection for HFE−.

2 HFE Variants

Numerous multivariate cryptosystems fall into a category known as “big field”
schemes exploiting the vector space structure of a degree n extension K over
Fq. Let φ : Fnq → K be an Fq-vector space isomoprhism. Since a generator of
GalFq

(K) is the Frobenius automorphism, x 7→ xq, for every monomial map of

the form f(x) = xq
i+qj in K, φ−1 ◦ f ◦ φ is a vector-valued quadratic function

over Fq. By counting, one can see that any vector-valued quadratic map on Fnq
is thusly isomorphic to a sum of such monomials. Consequently, any quadratic
map f over K can be written as a vector-valued map, F , over Fq. Throughout
this work, for any map g : K→ K, we denote by G the quantity φ−1 ◦ g ◦ φ.

This equivalence allows us to construct cryptosystems in conjunction with
the following concept, the of isomorphisms of polynomials.

Definition 1 Two vector-valued multivariate polynomials F and G are said to
be isomorphic if there exist two affine maps T,U such that G = T ◦ F ◦ U .

The equivalence and isomorphism marry in a method commonly referred to
as the butterfly construction. Given a vector space isomorphism φ : Fnq → K and
an efficiently invertible map f : K→ K, we compose two affine transformations
T , U : Fnq → Fnq in order to obscure our choice of basis for the input and output.
This construction generates a vector-valued map P = T ◦ φ−1 ◦ f ◦ φ ◦ U .

K
f // K

φ−1

��
Fnq

U // Fnq
F //

φ

OO

Fnq
T // Fnq
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The Hidden Field Equation Scheme was first introduced by Patarin in [4].
This scheme is an improvement on the well known C∗ construction of [19], where
a general polynomial with degree bound D is used in place of the C∗’s central
monomial map.

Explicitly, one chooses a quadratic map f : K→ K of the form:

f(x) =
∑

i≤j
qi+qj≤D

αi,jx
qi+qj +

∑

i
qi≤D

βix
qi + γ,

where the coefficients αi,j , βi, γ ∈ K and the degree bound D is sufficiently low
for efficient inversion.

The public key is computed as P = T ◦F ◦U . Inversion is accomplished by first
taking a cipher text y = P (x), computing v = T−1(y), solving φ(v) = f(u) for
u via the Berlekamp algorithm, see [20], and then recovering x = U−1(φ−1(u)).

HFE− uses the HFE primitive f along with a projection Π that removes a
equations from the public key. The public key is PΠ = Π ◦ T ◦ F ◦ U .

3 Q-Rank

A critical quantity tied to the security of big field schemes is the Q-rank (or
more correctly, the min-Q-rank) of the public key.

Definition 2 The Q-rank of any quadratic map f(x) on Fnq is the rank of the

quadratic form φ−1 ◦f ◦φ in K[X0, . . . , Xn−1] via the identification Xi = φ(x)q
i

.

Quadratic form equivalence corresponds to matrix congruence, and thus the
definition of the rank of a quadratic form is typically given as the minimum
number of variables required to express an equivalent quadratic form. Since
congruent matrices have the same rank, this quantity is equal to the rank of the
matrix representation of this quadratic form, even in characteristic 2, where the
quadratics x2q

i

are additive, but not linear for q > 2.
Q-rank is invariant under one-sided isomorphisms f 7→ f ◦ U , but is not

invariant under isomorphisms of polynomials in general. The quantity that is
often meant by the term Q-rank, but more properly called min-Q-rank, is the
minimum Q-rank among all nonzero linear images of f . This min-Q-rank is
invariant under isomorphisms of polynomials and is the quantity relevant for
cryptanalysis.

4 Previous Cryptanalysis of HFE

HFE has been cryptanalyzed via a few techniques in the over twenty years since
its inception. The principal analyses are the Kipnis-Shamir (KS) attack of [10],
the direct algebraic attack of [9], and the minors modeling approach of the KS-
attack of [11].
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The KS-attack is a key recovery attack exploiting the fact that the quadratic
form representing the central map F over K is of low rank. Specfically, consid-
ering an odd characteristic case, we may write the homogeneous quadratic part
of F as

[
x xq · · · xqn−1

]




α0,0 α′0,1 · · · α′0,d−1 0 · · · 0

α′0,1 α1,1 · · · α′1,d−1 0 · · · 0
...

...
. . .

...
...

. . .
...

α′0,d−1 α
′
1,d−1 · · · αd−1,d−1 0 · · · 0

0 0 · · · 0 0 · · · 0
...

...
. . .

...
...

. . .
...

0 0 · · · 0 0 · · · 0







x
xq

...

xq
n−1


 ,

where α′i,j = 1
2αi,j and d = dlogq(D)e. Using polynomial interpolation, the pub-

lic key can be expressed as a quadratic polynomial G over a degree n extension,
and it is known that there is a linear map T−1 such that T−1 ◦ G has rank d,
thus there is a rank d matrix that is a K-linear combination of the Frobenius
powers of G. This turns recovery of the transformation T into the solution of a
MinRank problem over K.

In contrast to the KS-attack, the Gröbner basis attack of Faugère in [9], is
a direct algebraic attack on HFE using the F4 Gröbner basis algorithm. The
attack succeeds in breaking HFE Challenge 1, see [4]. The success is primarily
due to the fact that the coefficients of the central map in HFE Challenge 1 were
very poorly chosen. The scheme is defined over GF (2) and uses only a degree
80 extension. Thus the scheme fails to brute force analysis with complexity at
worst 280. The very small base field drastically limits the number of monomials
of degree d and makes Gröbner basis techniques extremely powerful.

The key recovery attack of [11] combines these two approaches with some
significant improvements. First, via a very clever construction, it is shown that
a K-linear combination of the public polynomials has low rank as a quadratic
form over K. Second, setting the unknown coefficients in K as variables, the
polynomials representing (d+ 1)× (d+ 1) minors of such a linear combination,
which must be zero due to the rank property, reside in Fq[t]. Thus a Gröbner basis
needs to be computed over Fq and the variety computed over K. This technique
is called minors modeling and dramatically improves the efficiency of the KS-
attack. The complexity of the KS-attack with minors modeling is asymptotically
O(n(dlogq(D)e+1)ω), where 2 ≤ ω ≤ 3 is the linear algebra constant.

The effect of the minus modifier on these schemes is worthy of notice. For
the direct algebraic attack, the fact that the degree of regularity for a subsystem
is lower bounded by the degree of regularity of the entire system shows that the
minus modifier introduces no weakness. In particular, the degree of regularity of
HFE− is investigated in [16] where it is shown that the best known upper bound
on the degree of regularity for HFE increases with each equation removed. For the
KS-attack with either the original modeling or the minors modeling, it suffices to
note that though there is a method of reconstructing a single removed equation,
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it is not true in general that there is a rank dlogq(D)e K-quadratic form in the
linear span of the public key; thus, these attacks fail if the number of equations
removed is at least two.

5 Key Recovery for HFE−

In this section we explain our key recovery attack on HFE−. The process is
broken down into two main steps. The first is finding a related HFE instance
of the HFE− public key. This related instance will then be the focus. Then we
discuss how to systematically solve for an equivalent private key for the orignal
HFE− scheme.

5.1 Reduction of HFE− to HFE

Recall that by imposing the field equations we may always assume that any
affine variety associated with HFE is contained in the finite field K. Then we
may use the following definition.

Definition 3 (see Definition 1, [17]) The minimal polynomial, of the alge-
braic set V ⊆ K is given by

MV :=
∏

v∈V
(x− v).

Equivalently, MV is the generator of the principal ideal I(V ), the intersection
of the maximal ideals 〈x− v〉 for all v ∈ V .

Recall that the public key of an HFE− scheme is constructed by truncating
a full rank linear combination of the central polynomials. That is, with paren-
thetical emphasis, P = Π(T ◦ F ◦ U). We now show that this singular linear
transformation can be transported “past” the invertible transformation T and
“absorbed” by the central map.

Lemma 1 Let Π ◦ T be a corank a linear transformation on Fnq . There exist
both a nonsingular linear transformation S and a degree qa linear polynomial π
such that Π ◦ T = S ◦ φ−1 ◦ π ◦ φ.

Proof. Let V be the kernel of Π ◦ T and let π =MV . Note that |V | = qa, thus
MV (x) has degree qa and is of the form

xq
a

+ ca−1x
qa−1

+ · · ·+ c1x
q + c0x where ci ∈ K (1)

Now let BV = {bn−a, bn−a+1, . . . , bn−1} be a basis for V and extend this to a
basis B = {b0, . . . , bn−1} of Fnq . Let M be the matrix transporting from the
standard basis to B. Clearly the matrix representations of both M−1(Π ◦ T )M
and M−1(φ−1 ◦ π ◦ φ)M have the last a columns of 0.
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8 J. Vates & D. Smith-Tone

Observe that there exist invertible matrices A and A′, corresponding to row
operations, such that both AM−1(Π ◦ T )M and A′M−1(φ−1 ◦ π ◦ φ)M are in
reduced echelon form; that is:

AM−1(Π ◦ T )M =

[
I 0
0 0

]
= A′M−1(φ−1 ◦ π ◦ φ)M (2)

Solving for Π ◦ T , we obtain

MA−1A′M−1(φ−1 ◦ π ◦ φ) = Π ◦ T. (3)

Let S = MA−1A′M−1 and the lemma is proven.

Lemma 1 suggests the possibility of considering an HFE− public key as a
full rank basis for the low rank image of a quadratic map. In fact, Lemma 1 is
powerful enough to maintain a low degree bound for this map.

Theorem 1 Let P be the public key of an HFE−(q, n,D, a) scheme. Then

P ′ := P‖{pn−a, pn−a+1 . . . , pn−1}
is a public key of an HFE(q, n, qaD) scheme for any choice of pi ∈ Span(P )
where i ∈ {n− a, n− a+ 1, . . . , n− 1}.
Proof. Let P be a public key for HFE−(q, n,D, a). Observe that P has the
following form, P = Π◦T ◦F ◦U where T,U : Fnq → Fnq are affine transformations
applied to an HFE(q, n,D) central map F . Let Π ′ be the natural embedding of
Π as a linear map Fnq → Fnq obtained by composing the inclusion mapping
Fn−aq ↪−→ Fnq . By Lemma 1, we can rewrite P ||{0, 0, . . . 0} in the following way:

P ||{0, 0, . . . 0} = Π ′ ◦ T ◦ φ−1 ◦ f ◦ φ ◦ U = S ◦ φ−1 ◦ (π ◦ f) ◦ φ ◦ U, (4)

where S is nonsingular and π is a linear polynomial of degree qa.
Observe that P ||{0, 0, . . . 0} now has the structure of an HFE(q, n− a, qaD),

since the degree bound is increased by a factor of qa; that is, deg(π(f)) =
deg(π)deg(f). Finally, construct P ′ = P ||{pn−a, pn−a+1, . . . , pn−1} where pi ∈
Span(P ), possibly 0. Since the composition A of elementary row operations
produces P ′ from P ||{0, 0 . . . , 0}, we obtain an HFE(q, n, qaD) key, (AS, π◦f, U).

Theorem 1 indicates that HFE−, in some sense, is HFE with merely a slightly
higher degree bound. Thus it is sensible to discuss recovering an equivalent key
for an instance of HFE− as an HFE scheme. We can, in fact, do more and recover
an equivalent HFE− key.

5.2 Key Recovery

Any HFE key recovery oracle O, when given a public key P of an HFE instance
recovers a private key of HFE “shape.” By Theorem 1, such an oracle can recover
a private key for the augmented public key P ′ which is also of HFE shape. We
now show, however, that in this case, the key derived from O must preserve more
structure.
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Theorem 2 Let P be a public key for an instance of HFE−(q, n,D, a) and let
P ′ = P‖{pn−a, pn−a+1 . . . , pn−1} be a corresponding HFE(q, n, qaD) public key.
Further, let (T ′, f ′, U ′) be any private key of P ′. Then the representation of f ′

as a quadratic form over K is block diagonal of the form:

F′ =

[
F ′1 0
0 0

]
, (5)

where F ′1 = [fi,j ]i,j is (dlogq(D)e + a) × (dlogq(D)e + a) and has the property

that fi,j = 0 if |i − j| ≥ dlogq(D)e. That is, F ′1 has only a diagonal “band” of
nonzero values of width 2dlogq(D)e − 1.

Proof. Let (T, f, U) be a private key for P as an instance of HFE−(q, n,D, a).
By Theorem 1, one private key of P ′ has the form (T ′, f ′, U ′) where f ′ = π ◦ f
and

π(x) =
a∑

i=0

bix
qi .

Therefore,

f ′(x) = π ◦ f(x) =
∑

i≤j
qi+qj≤D

a∑

`=0

b`α
q`

i,jx
qi+`+qj+`

=
∑

i,j≤dlogq(D)+ae
|i−j|<dlogq(D)e

fi,jx
qi+qj

Thus there exists one private key of the required form.
Denote by Frobi the map raising all entries of a vector to the power qi and

let Mb be the linear map x 7→ bx for b ∈ K. By the homogeneous case of [11,
Theorem 4], for any second private key (T ′′, f ′′, U ′′) of P ′, we have for some
integer 0 ≤ k < n and for some a, b ∈ K that

F ′′ = Frobk ◦Mb ◦ F ′ ◦Ma ◦ Frobn−k.

It is straightforward to check that the representation of F ′′ as a quadratic form
has the shape of (5) with nonzero entries restricted to |i− j| < dlogq(D)e.

Armed with Theorem 2, we are prepared to perform a full key recovery for
an instance P = Π ◦ T ◦ φ−1 ◦ f ◦ φ ◦ U of HFE−. The strategy is simple. By
way of Theorem 1, there exists an HFE instance with an equivalent public key.
That is, there exists a P ′ = T ′ ◦ φ−1 ◦ f ′ ◦ φ ◦ U ′ with T ′, U ′ invertible, f ′ of
degree bounded by qaD, and where the first n − a public equations in P ′ form
P while the remaining a equations are in the Fq-linear span of P . We perform a
key recovery on this instance of HFE via the best known attack, the KS-attack
with minors modeling of [11]. Finally, we can recover a central map of degree
bound D by way of the following theorem.
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10 J. Vates & D. Smith-Tone

Theorem 3 Let (T, f, U) be an HFE−(q, n,D, a) private key and let (T ′, f ′, U ′)
be an equivalent HFE(q, n, qaD) key. Then a linear map T ′′ and a quadratic map
f ′′ of degree bound D such that Π ◦T ′′ ◦φ−1 ◦f ′′ ◦φ◦U ′ = Π ◦T ◦φ−1 ◦f ◦φ◦U
can be recovered by solving two linear systems, the first of dimension a and the
second of dimension

(dlogq(D)e
2

)
.

Proof. Let (T, f, U) be an HFE−(q, n,D, a) private key and let (T ′, f ′, U ′) be
an equivalent HFE(q, n, qaD) key. Let F′ denote the matrix representation of f ′

as a quadratic form over K. Finally, let d = dlogq(D)e. By Theorem 2, F′ has
the diagonal band shape of width 2d − 1. From the proof of Theorem 1, there
exists a linear map π(x) =

∑a
i=0 pix

qi , where we may sacrifice monicity and
insist p0 = 1 for convenience, and a degree bound D quadratic function f ′′ such

that the composition π(f ′′) = f ′. Let F′′ = (f ′′i,j)i,j and π̂F′′ denote the matrix
representations of f ′′ and π ◦ f ′′, respectively, as quadratic forms over K. Then

we have F′ = π̂F′′. The (i, j)th entry of π̂F′′ is of the form

a∑

`=0

p`(f
′′
i−`,j−`)

q` ,

thus, since F′ is known, we obtain a bilinear system of equations in the unknowns
pi and f ′′i,j .

The insistence that p0 = 1 allows us to recover the values of f ′′0,j without
cost. We then note that due to the fact that f ′′i,j = 0 when max{i, j} ≥ d, the

(i, i + d − 1)th coefficients of π̂F′′ are pi(f
′′
0,d−1)q

i

for 0 ≤ i ≤ a. Thus, since

f ′′0,d−1 is known, we obtain a linear system of equations f ′i,i+d−1 = pi(f
′′
0,d−1)q

i

for 1 ≤ i ≤ a in the unknowns pi, and can therefore solve for π. Once the values
of pi are known, the system of equations becomes linear in f ′′i,j for i > 0. Solving
for the remaining unknown values can be done simply with the upper triangular
segment from (1, 1) to (d− 1, d− 1), of size

(
d
2

)
.

To illustrate the attack in all of its steps, we have prepared a toy example in
Appendix A.

6 Complexity of Attack

In this section we derive a tight complexity estimate of the key recovery at-
tack for HFE− of Section 5. First, we expound upon the relationship between
the computational complexity of of HFE− key recovery and that of HFE key
recovery.

Theorem 4 Let O be an HFE key recovery oracle that can recover a private key
for any instance of HFE(q, n,D) in time t(q, n,D). Then an equivalent HFE key
for HFE−(q, n,D, a) can be recovered by O in time t(q, n, qaD).

Proof. Let P be the public key for an instance of HFE−(q, n,D, a). Then make
the following construction: P ′ = P‖{pn−a, pn−a+1 . . . , pn−1} where pi ∈ Span(P ).
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dlogq(D)e 2 3 4 5 6

dreg 5 6 7 8 9
Table 1. The degree of regularity of the system arising from minors modeling on
HFE−(q, n,D, a) with a = 2, dlogq(D)e as indicated, and n sufficiently large.

By Theorem 1, P ′ is an instance of HFE(q, n, qaD). Thus O recovers an equiv-
alent HFE key in time t(q, n, qaD).

Thus, the complexity of deriving a key for the associated HFE scheme is
bounded by the complexity of the best key recovery algorithm for HFE with a
degree bound a factor of qa larger. By Theorem 3, converting the recovered spe-
cially structured HFE(q, n, qaD) key into an equivalent HFE−(q, n,D, a) scheme
is of complexity on the order of dlogq(D)e2ω. Since this quantity is very small,
the key conversion is instantaneous for all practical parameters. Hence the com-
plexity of the entire attack is bounded by t(q, n, qaD) from Theorem 4.

We can achieve a tight practical bound when specifying the oracle. Using
the minors modeling approach to the KS-attack, which is the currently most
successful algebraic attack on HFE, we can accurately determine the complexity
of HFE− key recovery. Just as in HFE, the complexity of the attack is dominated
by the MinRank calculation.

Proposition 1 Let d = dlogq(D)e. The degree of regularity of the MinRank
instance with parameters (n, a + d, n − a) arising from minors modeling on the
public key of HFE−(q, n,D, a) is the degree of the first negative term in the series

Hr(t) = (1− t)(n−a−d)2−n+a det(Aa+d)

t(
a+d
2 )

,

where Aa+d is the (a+ d)× (a+ d) matrix whose (i, j)-th entry is

ai,j =

n−max{i,j}∑

`=0

(
n− i
`

)(
n− j
`

)
t`.

Proposition 1 follows immediately from [21, Corollary 3], which relies on the
genericity conjecture [21, Conjecture 1] which is related to Fröberg’s Conjecture,
see [22]. With this proposition we can derive the degree of regularity for the
MinRank instances for larger systems as well. Focusing on the case in which
a = 2 we summarize the data in Table 1.

From these data we are prepared to make the following conjecture:

Conjecture 1 The degree of regularity of the MinRank instance with parameters
(n, a+d, n−a) arising from minors modeling on the public key of HFE−(q, n,D, a)
is

dreg = a+ d+ 1,

for all sufficiently large n.
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12 J. Vates & D. Smith-Tone

Finally, under the above conjecture, we derive the complexity of our key
recovery technique for HFE−.

Theorem 5 The complexity of key recovery for HFE−(q, n,D, a) using the mi-
nors modeling variant of the KS-attack is

O
((

n− a+ dreg
dreg

)ω)
∼ O

((
n+ dlogq(D)e+ 1

dlogq(D)e+ a+ 1

)ω)
.

7 Experimental Results

We ran a series of experiments with Magma, see [23], on a 3.2 GHz Intel®

Xeon� CPU, testing the attack for a variety of values of q, n and D. In all cases,
a valid private key was recovered. Table 2 summarizes some of our results for
the asymptotically most costly step, the MinRank attack. The data support our

complexity estimate of O
((n+dlogq(D)e+1
dlogq(D)e+a+1

)ω)
.

a n = 8 n = 9 n = 10 n = 11 n = 12

0 37 94 235 575 1269

1 166 535 1572 3653 3374

2 764 1254 6148 26260 97838

Table 2. Average time (in ms) for 100 instances of the MinRank attack on
HFE−(3, n, 32 + 32 = 18, a) for various values of n and a.

8 Conclusion

The HFE− scheme is a central figure in the development of multivariate cryp-
tography over the last twenty years, inspiring the development of several cryp-
tostystems. Finally, the scheme has revealed a vulnerability significant enough
to affect the necessary parameters for the signature algorithm. For example, our
attack breaks the HFE−(31, 36, 1922, 2) primitive in about 252 operations. For an
even characteristic example, consider HFE Challenge-2, HFE−(16, 36, 4352, 4).
Our attack breaks HFE Challenge-2 in roughly 267 operations. This efficiency
far outperforms any other cryptanalysis and implies that even larger parameters
are needed for security. Considering the 2015 suggestion of NIST in [24] that we
migrate to 112-bit security, secure parameters for such an HFE− scheme will be
very large, indeed.

Moreover, the use of HFE− for encryption, in light of this attack, seems very
tricky. Presumably the choice of very large and very inefficient instances of HFE−

over very large and very inefficient instances of HFE for encryption is to slightly
enhance the efficiency of the scheme by lowering the degree bound. Against our
attack, however, lowering dlogq(D)e by x requires a corresponding increase in
a by x to achieve a slightly smaller security level. This is due to the fact that
this transformation preserves the degree of regularity of the MinRank system,
but reduces the number of variables by a. Thus, it is reasonable to question the
extent of the benefit of using HFE− over HFE for encryption.
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A Toy Example

To illustrate the attack, we present a complete key recovery for a small odd prime
field instance of HFE−. We simplify the exposition by considering a homogeneous
key.

Let q = 7, n = 8, D = 14 and a = 2. We construct the degree n extension
K = F7[x]/

〈
x8 + 4x3 + 6x2 + 2x+ 3

〉
and let b ∈ K be a fixed root of this

irreducible polynomial.

We randomly select f : K→ K of degree D,

f(x) = b4100689x14 + b1093971x8 + b5273323x2,

and two invertible linear transformations T and U :

T =




2 1 0 3 5 0 3 2
6 2 1 3 4 2 5 1
0 2 5 1 3 1 4 3
3 2 6 4 5 3 4 4
6 4 2 1 0 5 0 0
0 3 3 6 5 1 1 3
0 3 0 4 3 6 1 5
4 3 2 6 1 1 6 3




, and U =




5 1 4 1 4 2 5 3
0 6 1 5 3 5 3 2
3 3 5 0 3 4 2 2
4 0 5 4 0 6 4 1
2 6 4 0 0 5 3 5
0 2 4 0 2 0 6 5
4 3 0 3 3 2 2 6
6 2 5 3 5 4 0 0




.
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Since b1093971/2 = b4937171, we have

F =




b5273323 b4937171 0 0 0 0 0 0
b4937171 b4100689 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0




.

We fix Π : F8
q → F6

q, the projection onto the first 6 coordinates. Then the
public key P = Π ◦ T ◦ F ◦ U in matrix form over Fq is given by:

P0 =




5 6 3 6 6 0 4 2
6 0 1 3 3 5 2 1
3 1 4 0 6 0 4 4
6 3 0 3 0 2 3 1
6 3 6 0 4 2 2 4
0 5 0 2 2 2 5 1
4 2 4 3 2 5 1 5
2 1 4 1 4 1 5 2




,P1 =




1 6 1 5 4 2 2 2
6 5 4 4 0 1 6 2
1 4 3 5 6 2 1 1
5 4 5 2 2 3 1 5
4 0 6 2 2 1 2 4
2 1 2 3 1 6 2 6
2 6 1 1 2 2 5 6
2 2 1 5 4 6 6 2




,P2 =




2 5 2 2 2 3 3 2
5 1 2 1 3 2 5 4
2 2 2 1 6 2 1 0
2 1 1 4 4 5 2 3
2 3 6 4 4 5 2 2
3 2 2 5 5 3 4 6
3 5 1 2 2 4 5 5
2 4 0 3 2 6 5 2




,

P3 =




1 6 6 4 0 0 3 4
6 2 5 5 4 5 5 6
6 5 4 6 3 6 4 2
4 5 6 4 5 2 4 5
0 4 3 5 6 3 6 0
0 5 6 2 3 2 4 1
3 5 4 4 6 4 4 4
4 6 2 5 0 1 4 0




,P4 =




4 4 5 2 6 6 5 2
4 4 0 0 3 4 1 6
5 0 5 3 3 0 1 0
2 0 3 4 1 3 3 2
6 3 3 1 6 5 0 1
6 4 0 3 5 4 6 0
5 1 1 3 0 6 2 6
2 6 0 2 1 0 6 4




,P5 =




0 2 6 1 6 2 3 4
2 4 2 0 3 1 5 0
6 2 5 1 4 3 1 1
1 0 1 5 0 0 3 0
6 3 4 0 1 4 1 4
2 1 3 0 4 5 5 5
3 5 1 3 1 5 1 2
4 0 1 0 4 5 2 6




A.1 Recovering a Related HFE Key

This step in key recovery is a slight adaptation of the program of [11]. First, we
recover the related private key of Theorem 2. To do this, we solve the MinRank
instance on the above 6 = n−2 n×n matrices with target rank dlogq(D)e+a =
2 + 2 = 4. We may fix one variable to make the ideal generated by the 5 × 5
minors zero-dimensional. There are n = 8 solutions, each of which consists of
the Frobenius powers of the coordinates of

v = (1, b5656746, b3011516, b3024303, b1178564, b1443785).

The combination L =
∑5
i=0 viPi is now a rank 4 matrix with entries in K.

We next form v̂ from v by appending a = 2 random nonzero values from K
to v. Now we compute

φ−1T ′−1 ◦ φ =
8∑

i=0

v̂ix
qi .
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16 J. Vates & D. Smith-Tone

Next we let Ki be the left kernel matrix of the n − ith Frobenius power of
L for i = 0, 1, . . . , a+ 1. We then recover a vector w simultaneously in the right
kernel of Ki for all i. For this example, each such element is a multiple in K of

w = (b4849804, b3264357, b4466027, b638698, b2449742, b4337472, b2752502, b1186132).

Then we may compute

φ−1 ◦ U ◦ φ =
8∑

i=0

wix
qi .

At this point we can recover φ−1 ◦ f ′ ◦ φ = T ′−1 ◦ P ◦ U ′−1, and have a full
private key for the related instance HFE(7, 8, 686). The transformations T ′ and
U ′ and the matrix representation of f ′ as a quadratic form over K are given by

T ′ =




1 4 4 5 4 5 5 2
0 6 6 0 4 4 5 5
0 5 0 4 2 0 0 3
0 4 4 2 5 6 6 6
0 3 6 2 5 6 0 0
0 2 0 4 4 6 2 2
0 1 5 5 0 5 2 6
0 3 3 3 6 5 2 2




, U ′ =




6 2 1 4 4 4 1 6
1 6 0 2 3 0 4 2
2 5 3 6 3 3 0 4
0 5 6 5 4 1 4 2
6 5 3 5 4 6 3 2
0 4 6 1 4 0 1 5
6 0 2 3 6 5 6 3
5 2 0 4 1 2 4 5




F′ =




b416522 b5402526 0 0 0 0 0 0
b5402426 b3093518 b5177024 0 0 0 0 0

0 b5177024 b5689467 b5706144 0 0 0 0
0 0 b5706144 b3464750 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0




.

A.2 Recovery of Equivalent HFE− Key

Now we describe the full key recovery given the related HFE key. We know
that there exists a degree D = 14 map f ′′(x) = f ′′0,0x

2 + 2f ′′0,1x
8 + f ′′1,1x

14 with
associated quadratic form

F′′ =




f ′′0,0 f
′′
0,1 0 0 0 0 0 0

f ′′0,1 f
′′
1,1 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0




,
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and a polynomial π(x) = x+p1x
7 +p2x

49 such that f ′ = π ◦f ′′. Thus we obtain
the bilinear system of equations by equating F′ to:

π̂F′′ =




f ′′0,0 f ′′0,1 0 0 0 0 0 0
f ′′0,1 f

′′
1,1 + p1(f ′′0,0)7 p1(f ′′0,1)7 0 0 0 0 0

0 p1(f ′′0,1)7 p1(f ′′1,1)7 + p2(f ′′0,0)49 p2(f ′′0,1)49 0 0 0 0
0 0 p2(f ′′0,1)49 p2(f ′′1,1)49 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0




.

We clearly have the values of f ′′0,0 and f ′′0,1. Then the equations on the highest
diagonal are linear in pi. We obtain π = x + b1948142x7 + b398370x49 and con-
tinue to solve the now linear system to recover f ′′(x) = b416522x2 + b1559326x8 +
b1121420x14.

We then obtain the matrix form of π over Fq and compose with T ′:

π̂ =




2 6 6 0 2 2 5 5
6 3 5 3 1 4 5 0
5 2 6 0 6 6 6 1
1 1 3 6 4 1 1 6
5 6 2 4 6 6 1 6
5 3 1 5 0 1 0 4
3 2 1 3 3 1 3 5
4 2 1 1 1 4 4 2




, T ′ ◦ π̂ =




0 0 1 2 0 5 4 0
1 2 4 4 2 1 0 4
0 2 2 1 1 6 1 0
3 3 1 0 6 3 2 0
0 1 3 1 0 2 2 2
3 4 5 0 1 3 4 2
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0




.

Replacing the last two rows of T ′ ◦ π̂ to make a full rank matrix produces
T ′′. Then the original public key P is equal to Π ◦ T ′′ ◦ φ−1 ◦ f ′′ ◦ φ ◦ U ′.
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Abstract. At PQCRYPTO 2014, Porras, Baena and Ding introduced 
ZHFE, an interesting new technique for multivariate post-quantum en-
cryption. The scheme is a generalization of HFE in which a single low 
degree polynomial in the central map is replaced by a pair of high degree 
degree polynomials with a low degree cubic polynomial contained in the 
ideal they generate. ZHFE was constructed with the philosophy that a 
statistically injective multivariate expansion map may have less rigid a 
structure than a bijection, and may be more resistant to cryptanalysis. 
We show that in the case of ZHFE, this intuition is false. 
We present a practical key recovery attack for ZHFE based on the inde-
pendent discoveries of the low rank property of ZHFE by Verbel and by 
Perlner and Smith-Tone. Thus, although the two central maps of ZHFE 
have high degree, their low rank property makes ZHFE vulnerable to the 
Kipnis-Shamir(KS) rank attack. We adapt the minors modeling approach 
to the KS attack pioneered by Bettale, Faugère and Perret in applica-
tion to HFE, and break ZHFE for practical parameters. Specifically, our 
attack recovers a private key for ZHFE(7, 55, 105) in approximately 264 

operations. 

Keywords: Multivariate public key cryptography, encryption schemes, 
ZHFE 

1 Introduction 

The fundamental problem of solving systems of nonlinear equations is thou-
sands of years old and has been very influential in the development of algebra 
and number theory. In the realm of cryptography, the task of solving systems of 
nonlinear, often quadratic, equations is a principal challenge which is relevant in 
the analysis of many primitives, both in the symmetric and asymmetric setting. 
This basic problem is the basis of numerous public key schemes, which, in princi-
ple, add to the diversity of public key options. The subdiscipline of cryptography 
concerned with this family of cryptosystems is usually called Multivariate Public 
Key Cryptography (MPKC). 

In addition to the benefit of creating a more robust toolkit of public key 
primitives, the advent of MPKC offers a potential solution to the problem of 
securing communication against quantum adversaries, adversaries with access 
to a sophisticated quantum computer. Since Peter Shor discovered in the mid 
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90s, see [27], algorithms for factoring and computing discrete logarithms on a 
quantum computer, a dedicated community has been emmersed in the challenge 
of securing data from quantum adversaries. In December 2016 the National In-
stitute of Standards and Technology (NIST) published a call for proposals for 
post-quantum standards from the international community, putting a figurative 
spotlight on public key cryptography useful in an era with quantum computing 
technology. In light of this focus from NIST, the cryptometry and cryptanalysis 
of post-quantum schemes is not simply an academic matter. 

While there are several secure, performant, and well-studied multivariate sig-
nature schemes, see [9,5,16,21], for example, there are very few unbroken multi-
variate encryption schemes in the current cryptonomy. Surprisingly, this general 
absence of secure and long-lived encryption schemes is primarily due to a small 
array of extremely effective cryptanalytic techniques. 

Broadly, we can categorize attacks on multivariate cryptosystems as either 
direct algebraic, directly inverting the multivariate public key via Gröbner basis 
calculation, differential, exploiting some symmetric or invariant structure ex-
hibited by the differential of the private key, or rank, recovering a low rank 
equivalent private key structure by solving an instance of MinRank, i.e. finding 
a low rank map in a space of linear maps derived from the public key. These 
basic tools form the core of modern multivariate cryptanalysis and the algebraic 
objects related to them are of great interest, not only theoretically, but also for 
use in cryptometry, see for example, [4,13,6,18,2,22,28,11,7,10]. 

In the last few years, a few novel techniques for the construction of multivari-
ate encryption schemes have been proposed. The idea is to retain statistical in-
jectivity while relaxing the structure of the public key by doubling the dimension 
of the codomain. The schemes ABC Simple Matrix, and Cubic Simple Matrix, 
proposed in [30,8], are based on a large matrix algebra over a finite field. The 
ZHFE scheme, proposed in [25] (with a significant key generation improvement 

˜from [1]) is based on high degree polynomials F and F over an extension field. 
Decryption in the later is possible, by the existence of a low degree polynomial 

˜Ψ in the ideal generated by F and F . 

The ABC Simple Matrix and Cubic Simple Matrix encryption schemes have 
been shown vulnerable to differential attacks, see [18,19]. Moreover, in [23] and 
independently in [31] a trivial upper bound on the Q-rank, or quadratic rank, of 
ZHFE is provided, further calling into question whether the design strategy of 
enlarging the dimension of the codomain of the public key is an effective way of 
achieving multivariate encryption. 

On the other hand, in [32], a new security estimate is provided for the original 
parameters of ZHFE. The paper not only purports to prove the security of ZHFE 
against the attack methodology of Kipnis and Shamir on low Q-rank schemes, 
see [17], it also improves the estimate of the degree of regularity of the public 
key of ZHFE, indicating that the security level of the original parameters is at 
least 296 instead of the original claim of 280. In particular, their bound on the 
complexity of the KS attack on ZHFE is 2138, placing this attack well out of the 
realm of possibility. 
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In this paper, we make the impossible practical. We detail a full key recovery 
attack, that works with high probability from the public key alone, and test 
its effectiveness for small parameters. Our attack adapts the techniques first 
introduced in [17] and later improved in [2], to recover low rank central maps. 
Furthermore, we show how to recover a low degree polynomial equivalent to Ψ , 
that can be used to decrypt. 

Our complexity analysis of the attack demonstrates that ZHFE is also asymp-
totically broken, revealing an error in the analysis of [32]. Specifically, we find 
that the expected complexity of the Kipnis-Shamir attack on this scheme is � � 

(dlogq (D)e+2)ωO n , where D is the degree bound in ZHFE and ω is the lin-� � 
2(dlogq (D)e+2)ωear algebra constant, instead of the complexity O n as reported 

in [32]. Our empirical data from an implementation of this attack support our 
complexity estimate. This correction in the complexity estimate reveals that the 
attack is feasible for the original parameters; instead of a complexity of 2138 as 
claimed in [32], we find the complexity is 264 (A.3). We thus consider ZHFE to 
be broken. 

The article is organized as follows. In the next section, we describe the ZHFE 
construction and discuss the encryption scheme. In the subsequent section, we 
outline our attack, describing our notation, our proof of the existence of a low 
rank equivalent private key, reduce the task of recovering a low rank central 
polynomial to a MinRank problem, and state how to construct a fully functional 
equivalent key from it. In the following section, we derive the complexity of our 
attack, and present our experimental data supporting our complexity bound. 
A detailed comparison of our analysis to previous MinRank analysis and a toy 
example are provided in the appendices for space reasons. In the last section, we 
conclude that ZHFE is broken and discuss the current landscape of multivariate 
public key encryption. 

2 The ZHFE encryption scheme 

The ZHFE encryption scheme was introduced in [25] based on the idea that a 
high degree central map may resist cryptanalysis in the style of [2]. The hope 
of the authors was that having a high degree central map may result in high 
Q-rank. 

Let F be a finite field of order q. Let K be a degree n extension of F. Large 
Roman letters near the end of the alphabet denote indeterminants over K. Small 
Roman letters near the end of the alphabet denote indeterminants over F. An 
underlined letter denotes a vector over F, e.g. v = (v1, . . . , vn). A small bold 
letter denotes a vector over K, e.g. u = (u0, . . . , un−1). Small Roman letters 
near f, g, h, . . . denote polynomials over F. Large Roman letters near F, G, H, . . . 
denote polynomials over K. Large bold letters denote matrices; the field in which 
coefficients reside will be specified, but may always be considered to be included 
in K. The function Frobk() takes as argument a polynomial or a matrix. For 
polynomials it returns the polynomial with its coefficient raised to k-th Frobenius 
power, and for matrices it raises each entry of the matrix to k-th Frobenius power. 
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qFix an element y ∈ K whose orbit under the Frobenius map y 7→ y is of 
order n. We define the canonical F-vector space isomorphism φ : Fn → K defined 

i qby φ(a) = 
Pn−1 

aiy . We further define φ2 = φ × φ.i=0 
The construction of the central map of ZHFE is quite simple. Without loss 

of the generality of analysis, we focus on the homogeneous case. One formally 
declares the following relation over K: 

� � 
0 n−1 0 n−1 

α1F q F q F̃ q F̃ qΨ = X + · · · + αn + β1 + · · · + βn 
� � 

0 n−1 0 n−1 

+ Xq αn+1F q + · · · + α2nF q + βn+1F̃
q + · · · + β2nF̃

q , 

where juxtaposition represents multiplication in K and where Ψ is constrained 
to have degree less than a bound D. By its construction, Ψ has the form 

1X X 
q i+qj +q k 

Ψ(x) = ai,j,kx . 
i=0 i≤j≤k 

q i+qj +q k ≤D 

One may then arbitrarily choose the coefficients αi and βi and solve the resulting 
linear system for the unknown coefficients of F and F̃ . Even making an arbitrary 
selection of the coefficients ai,j,k of Ψ , we have an underdefined system and have 

˜a large solution space for maps F and F . 
The private key is given by Π = (G, S, T ) where G = (F, F̃ ), S ∈ End(Fn) 

and T ∈ End(F2n). The public key is constructed via 

P = T ◦ φ2 ◦ G ◦ φ−1 ◦ S. 

Encryption is accomplished by simply evaluating P at the plaintext x ∈ Fn . 
The interesting step in decryption is inverting the central map, G. Notice that 
if G(X) = (Y1, Y2) then the following relation holds: 

n−1 n−1 

Ψ(X) = X(α1Y1 + α2Y q + · · · Y1 
q + β1Y2 + · · · + βnY q 

1 αn 2 
n−1 n−1 

+ Xq(αn+1Y1 + αn+2Y1 
q + · · · α2nY q + βn+1Y2 + · · · + β2nY q .1 2 

Since this equation is of degree bounded by D, solutions X can be found ef-
ficiently using Berlekamp’s Algorithm. While it is possible that there may be 
multiple solutions to this equation, it is very unlikely; furthermore, the public 
key can be used to determine the actual preimage. 

3 Key Recovery Attack for ZHFE 

In this section describe a key recovery attack for ZHFE using the MinRank ap-
proach. We first show that with high probability there exist linear combinations 

˜of Frobenius powers of the core polynomials F and F of low rank. Then, we 
show that such linear combinations can be efficiently extracted from the public 
key. Finally, we describe how to construct a low degree polynomial Ψ 0 from those 
low rank polynomials. 
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3.1 Existence of a low rank equivalent key 

Φ n−1 q qFix the representation a 7−→ (a, a , . . . , a ) of K. Then the image Φ(K) = A = 
q q{(a, a , . . . , a

n−1 
) : a ∈ K} is a one-dimensional K-algebra. We define Mn by 

Mn = Φ ◦ φ. Using the element y defined in Section 2, we recover an explicit 
representation of Mn ∈Mn×n(K): 

Mn = 

⎛ 
⎜⎜⎜⎝ 

1 1 . . . 1 
y yq yq n−1 

. . . . .. 
n−1 n−1 (n−1)q (n−1)qy y y

⎞ 
⎟⎟⎟ . ⎠ 

It is well known that the matrix Mn is invertible. The following proposition is 
a particular case of Proposition 4 in [2]. 

�� 
Mn 0 

Proposition 1. Let M2n = . Then the function ϕ2 = K2 → F2n 
0 Mn 

n−1 n−1 
can be expressed as (X, Y ) 7→ (X, Xq , . . . , Xq , Y, Y q, . . . , Y q )M−1, and its 2n 
inverse ϕ−1 : F2n → K2 as (x1, . . . , x2n) 7→ (X1, Xn+1), where (X1, . . . , X2n) = 2 
(x1, . . . , x2n)M2n 

Two private keys are equivalent if they build the same public key, that is: 

Definition 1. Let Π = (G, S, T ), and Π 0 = (G0, S0, T 0) be private ZHFE keys. 
We say that Π and Π 0 are equivalent if 

T 0 ◦ ϕ2 ◦ G0 ◦ ϕ−1 ◦ S0 = T ◦ ϕ2 ◦ G ◦ ϕ−1 ◦ S. 

We show that given an instance of ZHFE with public key P = T ◦ (ϕ × ϕ) ◦ 
(F, F̃ )◦ϕ−1 ◦S and private key Π = (G, S, T ), with high probability, there exists 
an equivalent key Π 0 = (G0, S0, T 0), where the polynomials G0 = (F 0 , F̃ 0) have 
low rank associated matrices. We only consider linear transformations and homo-
geneous polynomials. This case can be easily adapted to affine transformations 
and general HFE polynomial. 

It was noted by Perlner and Smith-Tone [23] and independently by Verbel [31] 
that there exists a linear transformation of ZHFE’s core map G = (F, F̃ ) with 
low rank associated matrices. Recall that for each ZHFE private key (G, S, T ), 
G = (F, F̃ ), there are scalars α1, . . . , α2n, β1, . . . , β2n in the big field K such that 
the function 

�� 
˜ ˜Ψ = X α1F0 + · · · + αnFn−1 + β1F0 + · · · + βnFn−1 

�� 
+ Xq ˜ ˜αn+1F0 + · · · + α2nFn−1 + βn+1F0 + · · · + β2nFn−1 , 

has degree less than a small integer D. Notice that for s ∈ {0, 1} the polynomial, 

˜ ˜αsn+1F0 + · · · + αsn+nFn−1 + βsn+1F0 + · · · + βsn+nFn−1 
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has HFE shape and its non-zero monomials with degree greater than D have 
+q +qthe form ZXq 0 1 j 

, with Z ∈ K and j an integer. Consequently, in each 
case the matrix associated with that polynomial has rank less than or equal to 
dlogq De + 1 and a particular form of tail shown in A.2. 

Let L be the function from K2 to K2 given by L(X, Y ) = (L1(X, Y ), L2(X, Y )), 
such that 

n n n nX X X Xi−1 i−1 i−1 i−1 

L1(X, Y ) = αiX
q + βiY q , L2(X, Y ) = αn+iX

q + βn+iY q . 
i=1 i=1 i=1 i=1 

Notice that L is a linear transformation of the vector space K2 over F. From 
the above observation, the matrices associated with the polynomials in L ◦ G 
are of low rank (less than or equal to r + 1 = dlogq De + 1). Furthermore, if 
L is invertible, then (L ◦ G, S, T ◦ R) is an equivalent key to (G, S, T ), with 
R = ϕ2 ◦ L−1 ◦ ϕ−1 and the matrices associated with the core polynomials L ◦ G2 
are of low rank. Indeed 

(T ◦ R) ◦ ϕ2 ◦ (L ◦ G) ◦ ϕ−1 ◦ S = T ◦ ϕ2 ◦ (L−1 ◦ ϕ−1 ◦ ϕ2 ◦ L) ◦ G ◦ ϕ−1 ◦ S2 

= T ◦ ϕ2 ◦ G ◦ ϕ−1 ◦ S. 

For the above assertion to make sense, the function R must be an invertible 
linear transformation from F2n to F2n, and this is only possible if L−1 is well 
defined. It is easy to see that if the coefficients α1, . . . , α2n, β1, . . . , β2n are chosen 
uniformly at random in K, the probability that L is invertible is very high 
(see [31] for more details). 

Were L singular as suggested in [24], a different approach is also possible. 
Defining the linear transformation R0 = ϕ2 ◦ L ◦ ϕ−1 ◦ T −1 and with the public 2 
key P = T ◦ ϕ2 ◦ G ◦ ϕ−1 ◦ S, we have R0 ◦ P = ϕ2 ◦ (L ◦ G) ◦ ϕ−1 ◦ S. Thus, 
R0 ◦ P has low rank core polynomials L ◦ G, hence we can attack R0 ◦ P and find 
R0 in the process. We do not further discuss this approach, and instead, from 
now on, we assume L is invertible which happens with high probability for the 
scheme as originally proposed. 

3.2 Finding a low rank core polynomial 

In the previous section we saw that, with high probability a ZHFE public key P 
has at least one private key (G0, S0, T 0) such that the matrices associated with 
the polynomials in G0 have low rank. We now discuss how from the public key 
P , we can obtain such an equivalent key and how to further exploit it to decrypt 
without knowing the secret key. 

Let P be a ZHFE public key and let us assume there exists an equivalent key 
(G0, S0, T 0), with low rank core map G0 = (H, H̃), so that P = T 0◦ϕ2◦G0◦ϕ−1◦S0 . 
Let H and H̃ be the low rank (r + 1, with r = dlogq De) matrices associated 

˜with H and H. 
Note that the above relation implies that, algebraically, ZHFE is similar to 

a high degree (but still low rank) version of multi-HFE. Thus, we may suspect 
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that all of the consequences of low rank derived in [2] apply. In fact, our attack 
on ZHFE, though related, has some subtle but significant distinctions from the 
cryptanalysis of multi-HFE. The details of the MinRank attack follow. 

Using the notation H ∗k ∈Mn×n(K) to represent the matrix associated with 
the k-th Frobenius power of a polynomial H with matrix H = [ai,j ], it is easy 

qto see that the (i, j)-th entry of H ∗k is a
k 

(indices are modulo n).i−k,j−k 
Now we use the property on the matrices Mn and M2n to deduce a useful 

relation between the matrices associated with the low rank polynomials H = 
ϕ2 ◦ (H, H̃) ◦ ϕ−1 = (h1, . . . , h2n) and the matrices H ∗k0s. The following Lemma 
follows from Lemma 2 in [2]. 

Lemma 1. Let (H1, . . . , H2n) ∈ (Mn×n(F))2n be the matrices associated with 
the quadratic polynomials ϕ2 ◦ (H, H̃) ◦ ϕ−1 = (h1, . . . , h2n) ∈ (F[x1, . . . , xn])2n , 

>i.e. hi = xHix for all i, 1 ≤ i ≤ n. It holds that 

(H1, . . . , H2n) = 
∗0 ∗n−1 

(MnH ∗0M> , . . . , MnH ∗n−1M> , MnH̃ M> , . . . , MnH̃ M>)M−1 
n n n n 2n 

Let (P1, . . . , P2n) ∈ (Mn×n(F))2n be the matrices associated with the quadratic 
public polynomials. Then, 

P (x) = T (H(S(x))) 
>(xP1x , . . . , xP2nx >) = (h1(xS), . . . , h2n(xS))T (1) 
> >(xP1x , . . . , xP2nx >) = (xSH1S

> x , . . . , xSH2nS
> x >)T, 

where S ∈ Mn×n(F) and T ∈ M2n×2n(F). Using this relation and Lemma 1, 
we can derive a simultaneous MinRank problem on the matrices associated with 
the public polynomials, which lie in Mn×n(F), the solutions of which lie in the 
extension field K. This result is similar to, but has consequential differences from, 
[2, Theorem 2]. 

Theorem 1. Given the notation above, for any instance of ZHFE, calculating 
U = T−1M2n ∈ M2n×2n(K) for some equivalent key (G0, S0, T 0) reduces to 
solving a MinRank instance with rank r + 1 and k = 2n on the public matrices 
(P1, . . . , P2n) ∈Mn×n(F). The solutions of this MinRank instance lie in Kn . 

Proof. By Equation (1) and Lemma 1, 

(P1, . . . , P2n)U = 
∗0 ∗n−1 

(WH ∗0W> , . . . , WH ∗n−1W> , WH̃ W> , . . . , WH̃ W>), (2) 

where, W = SMn ∈ Mn×n(K) and U = T−1M2n ∈ M2n×2n(K). If U = [ui,j ], 
by (2) we get the following equations 

2Xn−1 2Xn−1 

ui,0Pi+1 = WHW> ui,nPi+1 = W ̃ . (3), and HW> 

i=0 i=0 
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Since H has rank r + 1 and W is an invertible matrix, the rank of WHW> 

is also r + 1 (similarly for H̃). Consequently, the last equation implies that the 
vectors u = (u0,0, . . . , u2n−1,0) and v = (u0,n, . . . , u2n−1,n) are solutions (called 
the original solutions) for the MinRank problem associated with the k = 2n 
public symmetric matrices (P1, . . . , P2n) and the integer r + 1. 

An immediate consequence of Theorem 1 is that if we solve that MinRank 
problem we get the matrix associated with a linear combination of the Frobenius 
powers of H and H̃ composed with ϕ−1 ◦ S. We must next analyze the space of 
solutions of the MinRank problem for ZHFE and complete the key extraction. 

3.3 Finding solution from a MinRank problem 

From the previous section we know that there are at least two solution u and v 
(the original solutions) for the MinRank problem associated with ZHFE. In this 
part we show that every nonzero linear combination of a Frobenius power of the 

k k 
original solutions, i.e, αuq + βvq , is also solution for the MinRank problem 
associated with ZHFE. 

��First of all, note that for each nonzero vector (a00, a10) ∈ K × K there is 
a00 a10another vector (a01, a11) ∈ K × K such that the matrix A∗ = is an 
a01 a11 

invertible matrix. If A is the linear transformation associated with A∗, the private 
key (G00, S00, T 00) with 

G00 = Frob k ◦ A ◦ (H, H̃) ◦ Frob n−k 

T 00 = T 0 ◦ ϕ2 ◦ A−1 ◦ Frobn−k ◦ ϕ−1 
2 

S00 = ϕ ◦ Frobk ◦ ϕ−1 ◦ S0 , 

�� 
cc

is equivalent to (G0, S0, T 0). From Proposition 8 in [2], we know that the matrix 
A00 A01A∗associated with ϕ2 ◦A ◦ ϕ−1 

2 is M2n , where and Aij = =A∗M−1 
2n A10 A11 

n−1 q qDiag(aij , aij , . . . , a ).ij 

Also, from Proposition 10 in [2], the matrix associated with ϕ2◦Frob n−k◦ϕ−1 
2 

is M2nP2,n−kM
−
2n 
1 , where PN,k = Diag(Rn,k, ..., Rn,k)(N times), and Rn,k is 

the n × n matrix of a k positions left-rotation. So the matrices associated with 
H 0 , H̃ 0(where G00 := (H 0 , H̃ 0)), T 00−1 and S00 are respectively 

H0 = a00 Frobk(H) + a01 Frobk(H̃), 
0 

H̃ = a10 Frobk(H) + a11 Frobk(H̃), 

T00−1 = T0−1

c

c
S00 = S0M2nP1,kM

−
2n 
1 . 

As Rank(H0) ≤ r + 1, (similarly for H̃0), from equation (3) we get that all 
columns of T00−1

M2n are solutions of the MinRank problem associated with the 
A∗ , so 

M2nP2,kA∗M
−1 ,2n 

) and r + 1. Note that T00−1
public matrices (P1, . . . , P2n M2n = UP2,k 
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c q qthe first column of UP2,kA∗, namely a00u
k 
+ a10v

k 
, is in particular a solution 

for such MinRank problem. Moreover, we expect most solutions to be of this 
form because the system is very overdetermined. Our experiments confirm this 
latest claim (see Section 4). 

So far we know that there are many equivalent keys like (G00, T 00, S00). In the 
following, we explain how we can find one of them. First, we solve the MinRank 

k k0 q q 0 0problem, and use the vector solution u = a00u + a10v = (u1, . . . , u )� 2n�P2n−1 0 0to compute K0 = ker u . Next, we find another solution v = i=0 iPi+1 

0 0(v0, . . . , v2n−1) to the MinRank problem by solving the linear system, 
! 

2Xn−1 

K0 xiPi+1 = 0(n−r)×n. 
i=0 

Again, we expect that the new solution v0 preserves the form as a linear combina-
k1 k10 q qtion of the Frobenius power of the original solutions, i.e, v = a01u + a11v . 

Moreover, we claim that both founded solutions come from the same Frobe-
nius power, i.e, k1 = k. Indeed, if u = (u0, . . . , u2n−1) (one of the original��P2n−1
solutions) and we set K = ker uiPi+1 , Theorem 6 in [2] give usi=0 

K0 = Frobk(K) = Frobk1 (K), hence, if K has at least one entry in K \ F, 
then k1 = k. 

It is easy to see that the probability that A = [aij ], i, j = 0, 1 is invertible 
is high. In that case, we already know that the matrix T00, such that, T00−1 = 

n−1 n−10q 0qU”M−1, with U00 := [u0| · · · |u |v0| · · · |v ] is part of an equivalent key. 2n 
In the rest of this section we show how to find the other two elements of the 
already fixed equivalent key. 

Once an equivalent key has been fixed, our second target is to find W00 := 
S00

P2n−1 0 = W00H0W00>Mn. Keeping in mind that i=0 u iPi+1 , and W00 is invert-
ible, we get ker(H0) = K0W00. Assuming H0 has the shape 

� � 
BTA 

,
B 0(n−r)×(n−r) 

where A is a full rank r × r matrix, and B is a rank one (n − r) × r matrix, it is � � 
easy to see that ker(H0) is of the form 0(n−r−1)×r | C , where C is a full rank 
(n − r − 1) × (n − r) matrix. Thus K0W00 has its first r columns set to zero. 
In particular, if w is the first column of W00, then K0w = 0 leads to a linear 
system of n − r − 1 equations in n variables. Such a system might have spurious 

= S00solutions that do not correspond to a matrix of the form W00 Mn. In order 
to get more equations we can use Frobenius powers of K0. For j = 0, . . . , n − 1, 

! 
2Xn−1 � � � � 

W00H0
∗j 
W00> 

W00H0
∗j

Frobj (K
0) = ker ui,j Pi+1 = ker = ker , 

i=0 

hence ker(H0∗j ) = Frobj (K0)W00 . Moreover, ker(H0∗j ) has r zero columns in-
dexed by j + 1, . . . , j + r + 1 mod n. Therefore, for j = n − r, . . . , n − 1, 
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Frobj (K
0)w = 0 and each of these contributes n − r − 1 equations in the same 

n variables. Note that we only need one column of W00 to build the rest of the 
matrix. 

Once U00 and W00 are recovered, we might find the core polynomials by using 
the following equations 

! ! 
2Xn−1 2Xn−1 

H0 = W00−1 0 W00−t H̃0 = W00−1 0 W00−t u iPi+1 and v iPi+1 . 
i=0 i=0 

At this point, we are not able to decrypt a ciphertext because the recovered 
0 0 

core polynomials H0 and H̃ would have high degree. But fortunately H0 and H̃
satisfy the following equations 

a11H
0 − a01H̃

0 = (a11a00 − a01a10) Frobk(H) = det(A ∗ ) Frobk(H), and 

−a10H0 + a00H̃
0 = (−a01a10 + a11a00) Frobk(H̃) = det(A ∗ ) Frobk(H̃), 

0where the aij s are the ones given by the equivalent key already fixed by T00 . 
0Consequently, if we would know the aij s, we could derive a low degree polynomial 

(useful to invert H 0 and H̃ 0) as shown in the next equation 

X(a11H
0 − a01H̃

0)+Xq(−a10H 0 + a00H̃
0) = 

h i 
det(A ∗ ) X Frobk(H) + Xq Frobk(H̃) = 

det(A ∗ ) Frobk(Ψ). 

0˜Setting H0 = [hij ] and H := [h̃ij ], we try to find a00, a01, a10, and a11 by first 
solving the overdetemined systems 

� �> � � 
h1,r+1 h1,r+2 · · · h1,n−1 h1,n x0 = 0 , and ˜ ˜ ˜ ˜h1,r+1 h1,r+2 · · · h1,n−1 h1,n x1 

� �> � � 
h2,r+1 h2,r+2 · · · h2,n−1 h2,n y0 = 0.˜ ˜ ˜ ˜h2,r+1 h2,r+2 · · · h2,n−1 h2,n y1 

For n large enough we expect that both solution spaces are one-dimensional, i.e, 
our expected solution are of the form 

� � � � � � � � 
x0 a11 y0 −a10 = α , = β . 
x1 −a01 y1 a00 

for some α, β ∈ K. Then, we compute 

αa11H
0 − αa01H̃

0 = α det(A ∗ ) Frobk(H), and 

−βa10H 0 + βa00H̃
0 = β det(A ∗ ) Frobk(H̃), 

and by solving a linear system, we can get α, β, and our low degree polynomial 

Ψ 00 := γ det(A ∗ ) Frobk(Ψ), with γ ∈ K. 
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4 Experimental Results and Complexity 

In order to experimentally verify our attack, we generated ZHFE instances for 
different parameters and carried out the full attack. We were able to solve the 
MinRank problem associated with each instance of ZHFE and then we recovered 
an equivalent key for every solved MinRank problem. We also recovered the low 
degree polynomial Ψ 00. Every time we successfully solved the MinRank problem, 
we were able to carry out the rest of the attack. This confirms that most solutions 

k k 
for such MinRank problem are of the form a00uq +a10v

q . For these experiments 
we used the fast key generation method propposed by Baena, et al. [26], so we 

rneed to keep in mind that n must be even and the relation q + 2qr−1 < D ≤ q
must be satisfied. The experiments were performed using Magma v2.21-1 [3] on 
a server with a processor Intel(R) Xeon(R) CPU E5-2609 0 @ 2.40GHz, running 
Linux CentOS release 6.6. 

Minors KS 
q r n CPU time [s] Memory [MB] CPU time [s] Memory [MB] 
7 
7 
7 

2 
2 
2 

8 
12 
16 

255 4216 
3111 59651 

280 439 
1272 752 
5487 2537 

17 
17 
17 

2 
2 
2 

8 
12 
16 

277 5034 
3584 68731 

299 503 
1330 817 
6157 2800 

Table 1. MinRank attack to ZHFE 

Table 1 shows the time and memory required for the attacks using either the 
Kipnis-Shamir modeling or the minors modeling for solving the MinRank. These 
few data measures suggests that the Kipnis-Shamir modeling is more efficient. 
The Kipnis-Shamir modeling yields a bilinear system of n(n − r − 1) equations 
in (n − r − 1)(r + 1) + 2n variables. The Groebner Basis computation on every 
reported instance with r = 2 had a falling degree of 4. It follows that under this 
modeling the resulting system is not bi-regular as defined in [14]. To the best of 
our knowledge, there is no tight bound in the literature for the falling degree for 
the system that arises from the Kipnis-Shamir modeling. � �2nAlternatively, the minors modeling yields a system of equations in 2n r+2 
variables, whose complexity can be studied as in [2]. Assuming the conjecture 
about regularity in [12], the Hilbert series of the minors model ideal is 

det A(t)−2nHS(t) = (1 − t)(n−R)2 ,
(R 

t 2 ) 

where R is the target matrix rank (in our case R = r + 1) and A(t) = [ai,j (t)]P � �� � n−max(i,j) n−i n−jis the R × R matrix defined by ai,j = t ` . The degree of `=0 ` ` 
regularity is then given by the index of the first negative coefficient of HS(t). 
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In comparison to the Hilbert Series in the multi-HFE case discussed in [2], 
the only difference is the 2n term in the exponent of 1 − t (simply n in their 
case). This does not affect significantly the analysis thereafter. For example, if 
we define HR(t) = (1 − t)(n−R)2−2n det A(t), we can compute 

2H1(t) = 1 + nt − 
1 
n(n − 4)(n + 1)2t + O(t3). 

4 

Note that the coefficient of 1 and t are positive and that the coefficient of t2 is 
negative for n > 4. So the degree of regularity is 2 = R + 1 = r + 2. Similarly, 
with r = 1, R = 2, the degree of regularity is 3 = R + 1 = r + 2 for n > 5.88, 
with r = 2, R = 3, the degree of regularity is 4 for n > 7.71, and with r = 3, 
R = 4, the degree of regularity is 5 for n > 9.54. We thus adventure to claim 
that the degree of regularity of the minors modeling of the min-rank problem 
arising from the attack on ZHFE is less or equal to r + 2 for all cases of interest. �� ��ω � �

2n+r+2 (r+2)ωIt follows that the complexity is O ∼ O n , where 2 < ω < 3 r+2 

is the linear algebra constant. This is polynomial in n for r constant. Even if r 
is a logarithmic function of n, the complexity is barely superpolynomial in n. 

It is worth spelling out the practical consequences of the above analysis. The 
expected degree of regularity r + 2 is also the degree of the minors. Thus, for 
n large enough, these minors span the whole degree r + 2 polynomial ring’s 
subspace. Therefore, to solve this system it suffices to gather enough minors 
and linearly reduce them among themselves. No Groebner basis algorithm is 
necessary. Moreover, in practice two variables can be fixed to 0 and 1, thus we � �

2n+rjust need to row-reduce a square matrix. r+2 

5 Conclusion 

We have shown a practical and asymptotic key recovery attack on the ZHFE 
encryption scheme. The details provided leave no doubt about its effectiveness. 
The asymptotic analysis shows the scheme vulnerable even for larger parameters. 
The rank structure of the central polynomials has proven too difficult to mask. 
Though the concept of ZHFE was directly inspired by a desire to avoid rank 
weakness, ZHFE succombed to rank weaknesses. 

Nevertheless, the idea of an injective multivariate trapdoor function may be 
viable, though ZHFE is not the correct technique. The landscape for multivariate 
public key encryption remains fairly bleak at this time. Fundamentally new ideas 
must emerge to realize the goal of secure multivariate encryption. 
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A Appendix 

A.1 Toy Example 

We provide a small example of the MinRank attack for ZHFE with parameters 
n = 8, q = 3 and D = 9. The small field is F = Fq , the extension field is 

5K = F/hg(y)i, where g(y) = y8 + 2y + y4 + 2y2 + 2y + 2 ∈ F[y], and b is a 
primitive root of the irreducible polynomial g(y). 

For ease of presentation, we consider a homogeneous public key and linear 
transformations. An easy adaptation for the general case can be done following 
the ideas expressed in [2]. �� 

The matrices associated with our private key (F, F̃ ), S, T are 

F = 

⎛ 
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

b827 b4873 b3298 b211 b1824 b5374 b6155 b2404 

b4873 b5172 b1526 b1317 b2727 b1863 b3546 b5876 

b3298 b1526 b1842 b3540 b2647 b2349 b4599 b2987 

b211 b1317 b3540 b5242 b5758 b4705 b2663 b4097 

b1824 b2727 b2647 b5758 b4629 b5792 b5196 b666 

b5374 b1863 b2349 b4705 b5792 b6318 b4937 b6150 

b6155 b3546 b4599 b2663 b5196 b4937 b2275 b1436 

⎞ 
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

, S = 

⎛ 
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

0 0 2 2 2 2 1 2 
0 1 0 1 0 1 0 1 
2 1 1 0 0 2 2 2 
1 2 2 1 1 1 0 2 
0 2 1 2 0 1 0 2 
0 1 1 0 1 2 2 0 
0 1 2 1 2 1 0 0 

⎞ 
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

b2404 b5876 b2987 b4097 b666 b6150 b1436 b4721 2 1 0 2 2 1 0 2 

F̃ = 

⎛ 
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

b5574 b2257 b4540 b880 b2073 b4932 b3441 b5482 

b2257 b301 b5824 b5391 b1155 b1678 b572 b3108 

b4540 b5824 b5208 b3763 b6074 b2097 b3074 b139 

b880 b5391 b3763 b125 b2055 b1763 b1168 b4512 

b2073 b1155 b6074 b2055 b5080 b1720 b5820 b5832 

b4932 b1678 b2097 b1763 b1720 b5850 b1822 b5443 

b3441 b572 b3074 b1168 b5820 b1822 b2857 b939 

b5482 b3108 b139 b4512 b5832 b5443 b939 b1665 

⎞ 
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

⎛ 
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

and T = [T1|T2], where 

0 2 2 1 0 1 0 1 1 0 1 1 0 1 1 1 
⎞ 
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

> 

, T2 = 

⎛ 
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

2 1 0 2 0 0 1 1 0 1 1 0 0 0 1 0 
2 0 0 0 1 0 2 2 1 1 1 1 1 2 0 0 
1 2 2 2 2 0 0 2 0 0 2 1 1 1 1 2 
2 0 1 1 1 2 1 2 1 1 2 2 1 2 0 1 
0 1 1 1 1 0 0 1 0 0 1 2 2 0 1 0 
0 1 0 1 2 2 0 1 0 0 2 2 0 1 0 1 
1 2 0 0 2 0 0 0 0 1 1 0 2 0 0 1 

⎞ 
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

> 

2 2 0 2 2 1 2 2 2 2 0 1 2 2 0 0 
2 0 2 0 2 0 2 2 2 1 1 0 1 2 1 0 
1 1 0 0 0 1 1 1 1 1 1 0 1 0 1 1 

T1 = . 
1 0 1 2 2 1 2 0 2 2 1 0 0 0 1 2 
0 1 1 1 2 1 2 0 0 0 1 2 1 1 0 0 
0 1 2 2 1 0 2 2 1 2 2 1 0 2 2 1 
2 0 0 1 2 2 2 2 2 2 1 0 1 1 0 1 0 2 0 0 2 0 2 2 2 0 2 0 2 1 2 0 
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This private key gives us a public key represented by the matrices P1, P2, . . . , P2n. 

⎞⎛⎞⎛⎞⎛⎞⎛ 
0 0 2 0 2 1 0 2 2 1 0 1 1 0 2 0 1 0 0 0 2 1 1 1 0 1 2 2 2 1 1 0 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

1 0 0 2 0 2 0 2 
2 0 1 0 2 0 2 2 
2 2 0 0 2 2 2 2 
2 0 2 2 0 2 1 0 
1 2 0 2 2 0 1 0 
1 0 2 2 1 1 1 0 

2 1 1 2 0 2 0 0 0 2 1 1 1 0 1 2 1 1 2 1 2 0 2 0 0 2 2 2 0 0 0 1 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

0 2 1 2 2 2 0 1 1 0 2 0 0 0 0 2 0 2 1 2 1 1 2 1 
2 1 0 1 0 0 0 1 0 2 0 2 0 0 2 1 0 1 1 2 0 1 1 2 
0 2 1 1 2 2 1 2 1 0 2 1 1 0 0 1 0 2 2 1 2 2 1 1 

P1 , P2 , P3 , P4 = = = = ,
2 2 0 2 0 2 2 0 1 0 0 1 1 0 0 1 2 1 0 2 2 0 0 2 
1 2 0 2 2 0 0 2 0 0 0 0 0 2 1 0 1 1 1 2 0 0 1 0 
0 0 0 1 2 0 0 0 2 0 2 0 0 1 0 1 1 2 1 1 0 1 2 2 

⎞⎛⎞⎛⎞⎛⎞⎛ 
2 0 1 1 1 0 2 1 0 1 1 0 0 2 1 1 0 1 2 2 1 2 2 0 1 2 0 0 0 2 0 2 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

2 1 0 2 1 1 0 1 
0 0 2 1 0 1 1 1 
0 2 1 0 1 0 0 1 
0 1 0 1 1 1 0 1 
2 1 1 0 1 2 2 1 
0 0 1 0 0 2 2 1 

1 1 0 0 1 1 2 0 1 2 2 0 1 2 0 2 0 0 0 2 2 1 0 0 2 1 1 1 1 1 1 0 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

0 1 2 0 0 0 2 1 1 2 2 2 2 2 1 2 1 1 2 2 0 1 0 0 
1 2 2 0 0 0 1 0 1 2 0 1 1 2 0 2 2 2 0 1 2 1 1 0 
1 0 0 1 2 1 0 0 0 2 1 0 2 1 2 0 2 2 1 1 0 1 1 2 

P5 , P6 , P7 , P8= = = = ,
1 0 0 2 1 1 2 1 0 2 1 2 0 2 0 1 1 0 2 0 0 2 2 2 
0 0 0 1 1 0 0 1 2 2 2 1 2 2 1 2 2 1 1 1 2 0 0 1 
2 2 1 0 2 0 0 2 1 1 0 2 0 1 2 0 2 0 1 1 2 0 0 0 

⎞⎛⎞⎛⎞⎛⎞⎛ 
2 0 2 1 2 0 1 0 0 2 0 0 0 0 1 1 0 0 0 2 2 2 0 1 0 2 1 0 2 1 1 0 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

2 2 2 2 0 1 1 1 
0 2 1 2 2 0 1 0 
0 2 2 1 1 1 0 1 
0 0 2 1 1 0 1 1 
0 1 0 1 0 1 1 0 
1 1 1 0 1 1 2 0 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

0 0 0 1 1 2 1 2 0 0 2 0 1 2 0 1 2 1 0 1 2 1 1 2 
2 0 1 2 1 2 2 2 0 2 2 0 1 2 2 1 1 0 0 1 0 0 1 2 
1 1 2 1 2 2 2 0 2 0 0 0 2 2 1 0 0 1 1 2 2 2 1 1 

P9 , P10 , P11 , P12 = = = = ,
2 1 1 2 0 1 0 1 2 1 1 2 2 1 1 1 2 2 0 2 2 0 2 2 
0 2 2 2 1 2 2 1 2 2 2 2 1 0 0 1 1 1 0 2 0 0 2 2 
1 1 2 2 0 2 0 2 0 0 2 1 1 0 1 2 1 1 1 1 2 2 0 2 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

0 2 2 0 1 1 2 2 1 1 0 1 1 0 0 1 1 1 1 0 1 1 2 2 0 2 2 1 2 2 2 0 
⎞⎛⎞⎛⎞⎛⎞⎛ 

2 0 0 0 2 1 1 0 1 0 0 1 0 2 1 0 1 0 2 2 2 1 1 0 1 1 0 0 1 1 0 0 
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

0 0 2 2 0 1 0 0 
0 2 0 2 1 0 1 1 
1 2 2 2 0 1 0 2 
0 0 1 0 0 0 0 2 
2 1 0 1 0 2 0 1 
1 0 1 0 0 0 1 2 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

0 1 1 2 0 1 1 0 0 2 2 0 2 1 0 2 1 1 2 1 0 1 0 1 
0 1 1 0 2 1 2 1 2 2 2 1 2 1 2 0 0 2 1 2 1 0 1 2 
0 2 0 2 1 1 2 2 2 0 1 1 2 1 2 0 0 1 2 2 0 2 1 0 

P13 , P14 , P15 , P16= = = = .
2 0 2 1 2 0 2 2 2 2 2 2 0 0 2 0 1 0 1 0 1 0 0 0 
1 1 1 1 0 2 1 2 1 1 1 1 0 2 0 2 1 1 0 2 0 2 1 0 
1 1 2 2 2 1 1 0 1 0 2 2 2 0 1 2 0 0 1 1 0 1 2 1 
0 0 1 2 2 2 0 0 0 0 1 2 2 1 2 0 0 2 0 0 0 2 2 0 0 1 2 0 0 0 1 1 

Recovering T : The first and harder step to recover an equivalent linear trans-
formation T is to solve the MinRank problem associated with the public matrices 
P1, . . . , P16 and r + 1, with r = dlogq De = 2. Using the minors modeling, we 
construct a degree 4 polynomial system in 2n variables. We can fix the two first 

0 0 0coordinates of the vector u00 = (u0, u1, . . . , u7) as 1 and 0 respectively. A solution 
for this system is 

0 = (1, 0, b5854, b4879, b2843, b2676, b6279, b1845, b6102, b5619, b5448, b6022, b1721, b2632, b3738, b6170).u 

Next we compute 

2Xn−1 
0K0 = ker uiPi+1 

i=0 

! 
= 

⎛ 
⎜⎜⎜⎜⎝ 

1 0 0 0 0 b6158 b1567 b6415 

b950 1 0 0 0 b3943 b4591 

0 0 1 0 0 b4461 b4216 b3027 

0 0 0 1 0 b3577 b5899 b1096 

⎞ 
⎟⎟⎟⎟⎠ 
, 

b9070 0 0 0 1 b6554 b4266 

and by solving the linear system 

! 
2Xn−1 

K0 xiPi+1 = 0(n−r)×n, 
i=0 

Cabarcas, Daniel; Smith-Tone, Daniel; Verbel, Javier.
”Key Recovery Attack for ZHFE.”

Paper presented at PQCrypto 2017: The Eighth International Conference on Post-Quantum Cryptography, Utrecht, Netherlands. June 26, 2017
- June 28, 2017.

SP-596



v 

we get another solution 

0 := (b1519, b4750, b4454, b3326, b2077, b4519, b3525, b1978, b5511, b315, b715, b4722, b5003, b1895, b2665, b4505). 

Once we have two solution for the MinRank problem we compute 

T00−1 = U”M−1 
16 , 

n−1 n−10q 0qwith U00 := [u0| · · · |u |v0| · · · |v ], invert the output matrix to obtain 
T00 = [T1 

00|T00 2 ], with 

T00 1 = 

⎛ 
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

2 0 2 1 1 0 1 0 
1 2 2 2 0 2 0 0 
1 1 0 2 0 0 0 2 
2 2 1 2 0 1 0 0 
0 2 2 0 2 0 0 0 
2 1 0 1 1 2 0 0 
2 1 1 1 1 1 0 0 
2 2 1 0 2 1 0 1 
0 0 2 0 0 1 2 0 
1 2 2 0 0 0 0 1 
0 1 1 2 2 2 2 2 
2 2 0 1 0 1 2 1 
1 0 0 1 1 0 0 1 
1 2 2 1 1 2 1 0 
1 0 0 1 1 0 1 0 

⎞ 
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

, T00 2 = 

⎛ 
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

1 1 0 0 2 1 1 1 
1 0 0 1 0 2 1 1 
2 1 1 2 2 1 1 0 
1 2 2 1 2 2 0 0 
0 1 1 2 0 1 2 1 
2 0 2 1 2 0 1 2 
2 0 2 2 2 0 2 1 
2 2 1 0 2 2 0 1 
2 1 0 1 2 1 1 0 
0 1 2 1 0 2 1 1 
2 2 2 1 1 0 1 2 
0 0 0 0 1 2 2 0 
0 2 0 0 2 1 1 0 
0 1 2 0 1 1 2 1 
1 2 0 2 0 1 2 1 

⎞ 
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

0 0 2 0 2 2 1 1 1 2 0 0 0 1 1 0 

Recovering S : To find W00 := S00Mn = [w00|w00q| · · · |w00q n−1 
], we find its first 

00column w00, which satisfy Frobj+1(K
0)w = 0, for j = n − r, . . . , n − 1 = 7, 8. 

By solving the overdetermined system 

⎛ 
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

1 0 0 0 0 b6158 b1567 b6415 

b950 1 0 0 0 b3943 b4591 

0 0 1 0 0 b4461 b4216 b3027 

0 0 0 1 0 b3577 b5899 b1096 

b9070 0 0 0 1 b6554 b4266 

1 0 0 0 0 b6426 b2709 b4325 

0 1 0 0 0 b3501 b3717 b4405 

0 0 1 0 0 b1487 b3592 b1009 

0 0 0 1 0 b3379 b4153 b2552 

0 0 0 0 1 b6558 b1422 b2489 

⎞ 
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

w 00 = 0, 

� � 
K0 00 w = 

Frob7(K
0) 
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00we obtain w = (b929, b2174, b2323, b4231, b3677, b6313, b2372, b3245). We then com-
pute 

W00 = 

⎛ 
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎞ 
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

, 

b929 b2787 b1801 b5403 b3089 b2707 b1561 b4683 

b2174 b6522 b6446 b6218 b5534 b3482 b3886 b5098 

b2323 b409 b1227 b3681 b4483 b329 b987 b2961 

b4231 b6133 b5279 b2717 b1591 b4773 b1199 b3597 

b3677 b4471 b293 b879 b2637 b1351 b4053 b5599 

b6313 b5819 b4337 b6451 b6233 b5579 b3617 b4291 

b2372 b556 b1668 b5004 b1892 b5676 b3908 b5164 

b3245 b3175 b2965 b2335 b445 b1335 b4005 b5455 

and 

S00 = W00M−1 = 8 

⎛ 
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

2 2 2 1 2 0 0 2 
1 2 1 1 2 0 1 2 
2 1 0 2 0 2 1 0 
2 2 1 1 2 1 2 2 
0 2 1 2 0 0 0 2 
1 0 1 0 1 1 1 2 
1 0 2 0 1 2 2 0 
0 1 1 0 2 2 0 1 

⎞ 
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

�Recovering core polynomials: To find our equivalent core polynomials H 0 �P7
H̃ 0 = W00−1

and we calculate H0 W00−t0 
iPi+1 as well as the value of i=0 u� �P7 0 

iPi+1 W00−tH̃0 = W00−1 and obtain i=0 v

⎛ ⎛⎞ 
b2287 b992 b5159 b4953 b4144 b6518 b3920 b4127 b87 b1874 b3075 b2869 b2060 b4434 b1836 b2043 

b992 b5165 b5229 b5023 b4214 b28 b3990 b4197 b1874 b6189 b1832 b1626 b817 b3191 b593 b800⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

, H̃ 
0 
= 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

b5159 b5229 b3075 b18320 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 

0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 

b4953 b5023 b2869 b1626 
0H = 

b4144 b4214 b2060 b817 

b6518 b28 b4434 b3191 

b3920 b3990 b1836 b593 

b4127 b4197 b2043 b8000 0 0 0 0 0 0 0 0 0 0 0 

Recovering the low degree polynomial: Once the core polynomials H0 = 
0˜[hij ], H = [h̃ij ] are recovered, our target is to build the low degree polynomial 

Ψ 00 fundamental for the attacker to be able decrypt. So, we solve the following 
overdetermined systems 

� �> � �� �>
b5159 b4953 b4144 b6518 b3920 b4127 

�� 
h1,r+1 h1,r+2 · · · h1,n−1 h1,n x0 x0 = 0,= ˜ ˜ ˜ ˜ b3075 b2869 b2060 b4434 b1836 b2043h1,r+1 h1,r+2 · · · h1,n−1 h1,n x1 x1 

� �> � �� �> � 
b5229 b5023 b4214 b28 b3990 b4197 

� 
h2,r+1 h2,r+2 · · · h2,n−1 h2,n y0 y0 = 0,= ˜ ˜ ˜ ˜ b1832 b1626 b817 b3191 b593 b800h2,r+1 h2,r+2 · · · h2,n−1 h2,n y1 y1 

⎞ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 
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0 
0 
0 
0 
0 

and we obtain the solutions [x0, x1]> = [b1418, b222]> and [y0, y1]> = [b2162, b2279]> . 
0 0 

+b222 ˜ and b2162H0 +b2279 ˜Then, we compute b1418H0 H H obtaining respectively 
⎛ 
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎞ 
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

, 

⎛ 
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

b106 b6092 0 0 0 0 0 0 
b6092 b3643 b4437 b4231 b3422 b5796 b3198 b3405 

b1294 b536 b3144 b2938 b2129 b4403 b1905 b2112 

b536 b844 0 0 0 0 0 0 
b4437 b31440 0 0 0 0 0 

0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 

0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 

b4231 b2938 
. 

b3422 b2129 

b5796 b4503 

b3198 b1905 

b3405 b21120 0 0 0 0 0 0 0 0 0 0 0 0 0 

Finally, we form the system 

� �> � 
b4437 b4231 b3422 b5796 b3198 b3405 z0 

� 
= 0,

b3144 b2938 b2129 b4403 b1905 b2112 z1 

[b1024we a solution [z0, z1]
> = , b5597]>, and we use it to compute our low 

degree polynomial, 

Ψ 00 = b1024X(b1418H 0 + b222H̃ 0) + Xq(b2162H 0 + b2279 H̃ 0) 

= b6441X9 + b2097X7 + b852X5 + b1130X3 

A.2 Low rank matrix forms 

⎞⎛⎞⎛ 
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ . . . ∗ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

∗ ∗ ∗ . . . ∗ ∗ . . . ∗ 
∗ ∗ ∗ ∗ 
. . . . . . 

∗ ∗ ∗ ∗ 
∗ 
. . . 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

∗ ∗ ∗ . . . ∗ 
∗ ∗ ∗ ∗ 
. . . . . . 

∗ ∗ ∗ ∗ 
∗ 
. . . 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 
∗ ∗ 
Case s = 0. Case s = 1. 

A.3 Comparison to Previous MinRank Analysis 

It has been noted in [26] and [32], for example, that we may consider ZHFE 
to be a high degree instance of multi-HFE with two branches, i.e. (X1, X2) 7→ 
(F1(X1), F2(X2)). This intuition is, however, mistaken. If we regard ZHFE as an 
instance of multi-HFE with N = 2, we must impose the relation X1 = X2, which 

⎞ 
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 
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considerably changes the rank analysis. This fact is missing from the discussion 
of the KS-attack complexity in both [26], before the low Q-rank property was 
discovered and in [32] after the low Q-rank property of ZHFE was announced in 
[23]. 

Although our complexity analysis is quite similar to the analysis of the multi-
HFE attack of [2], there are, however, a few important distinctions that arise 
and elucidate the disparity between the complexity reported in [32] and our de-
rived complexity. First, in multi-HFE, with N branches, the number of variables 
over the extension field required to express the quadratic function is N ; thus 
the dimension of matrices required to construct a matrix representation for the 
central map is Nn, see [2, Proposition 5]. In ZHFE, a single variable is required 
over the extension field, and thus dimension n matrices are all that is required. 
Another distinction is that the rank bound for multi-HFE is due to a simulta-
neous degree bound in each of N variables over the extension field, producing 
a rank bound on the dimension Nn matrices of NR, where R is the rank, see 
[2, Lemma 3]. In ZHFE, the rank bound is due to the degree bound on Ψ , and 
only applies to a single variable; thus the rank bound is merely R = r + 1 where 
r = dlogq(D)e. Moreover, the minrank instance involves twice as many matrices 
in relation to the dimension of the matrices when compared with the minrank 
instances arising in multi-HFE. A final important distinction is that after the 
simultaneous MinRank is solved, an extra step, the derivation of an equivalent 
Ψ map, is required to recover a full private key. 

These distinctions lead to vastly different complexity estimates on the KS-
attack with minors modeling for ZHFE. In [32], the complexity of the KS-attack 
is reported as O(n2(R+1)ω) citing the complexity estimate in [2]. Indeed, the 
complexity would be O(n(2R+1)ω ) for the KS-attack on a multi-HFE instance 
with Q-rank R according to [2, Proposition 13]. We are uncertain where the 
extra power of ω enters the analysis of [32]. We note that in [32] they claim 
that with an unrealistic linear algebra constant of ω = 2 they obtain from this 

2(R+1)ωformula a complexity of 2138 for the KS-attack; however, computing n = 
552(4+1)(2) ≈ 2115, whereas using the more realistic value ω = 2.3766 we obtain 
2138 as reported. This is apparently a minor editing mistake. 

The reality is that the analysis in [2, Proposition 13] is related but not directly 
applicable to ZHFE since ZHFE does not correspond to multi-HFE with N = 2. 
Using an analysis analogous to the techniques in [2, Section 7], we derive above, 
using rank R = r +1, an estimate of O(n(r+2)ω). Using the proposed parameters 
q = 7, n = 55, and D = 105 which imply r = 3, we obtain an attack complexity 
of 264. We thus conclude that ZHFE is broken. 
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Abstract. ZHFE, designed by Porras et al., is one of the few promis-
ing candidates for a multivariate public-key encryption algorithm. In 
this article we extend and expound upon the existing security analysis 
on this scheme. We prove security against differential adversaries, com-
plementing a more accurate and robust discussion of resistance to rank 
and algebraic attacks. We further suggest a modification, ZHFE− , a 
multivariate encryption scheme which retains the security and perfor-
mance properties of ZHFE while optimizing key size in this theoretical 
framework. 

Key words: Multivariate Cryptography, HFE, ZHFE, Discrete Dif-
ferential, MinRank, Q-rank 

1 Introduction 

Since the late 1990s, a large international community has emerged to face the 
challenge of developing cryptographic constructions which resist attacks from 
quantum computers. The birth of this new discipline is due primarily to the 
discovery by Peter Shor in the mid 90s, see [1], of algorithms for factoring and 
computing discrete logarithms in polynomial time on a quantum computing de-
vice. The term post-quantum cryptography was coined to refer to this developing 
field and to emphasize the fact that information security in a quantum comput-
ing world is a fundamentally new science. 

Today, we face mounting evidence that quantum computing is not a physical 
impossibility but merely a colossal engineering challenge. With the specter of the 
death of classical asymmetric cryptography looming on the horizon, it is more 
important than ever that we develop systems for authentication, confidentiality 
and key exchange which are secure in the quantum paradigm. We thus are forced 
to turn to problems of greater difficulty than the classical number theoretic 
constructs. 

Systems of polynomial equations have been studied for thousands of years and 
have fueled the development of several branches of mathematics from classical 

Perlner, Ray; Smith-Tone, Daniel.
”Security Analysis and Key Modification for ZHFE.”

Paper presented at PQCrypto 2016: The Seventh International Conference on Post-Quantum Cryptography, Fukuoka, Japan. February 24, 2016
- February 26, 2016.

SP-601



2 Daniel Smith-Tone 

to modern times. Multivariate Public Key Cryptography(MPKC) has emerged 
from the serious investigation of computational algebraic geometry that reached 
maturity in the latter half of the last century. Today, we see MPKC as one of a 
few serious candidates for security in the post-quantum world. 

A fundamental problem on which the security of any multivariate cryptosys-
tem rests is the problem of solving systems of quadratic equations over finite 
fields. This problem is known to be NP-hard, and copious empirical evidence 
indicates that the problem is hard even in the average case. There is no known 
significant reduction of the complexity of this problem in the quantum model 
of computing, and, indeed, if this problem is discovered to be solvable in the 
quantum model, we can solve all NP problems and the task of securing infor-
mation might be hopeless in principle. We thus reasonably suspect that MPKC 
will survive the transition into the quantum world. 

Though multivariate cryptosystems almost always suffer from rather large 
key sizes, the key sizes are rarely so large that they are impractical and these 
systems can often be quite attractive in certain other aspects of performance. 
Some systems are very fast, having speeds orders of magnitude faster than RSA, 
[2–4]. Some schemes combine speed with power efficiency and small signature 
sizes, [5, 6]. Perhaps most importantly, it is generally simple to parameterize 
multivariate systems in such a way that vastly different properties are derived 
foiling various attack methodologies. 

One great difficulty historically for MPKC is encryption. Though there are 
several viable options for digital signatures, see [5–8], there is a general absence 
of long-lived encryption systems. In the last couple of years, a couple of new 
encryption techniques have been proposed, see [9–11]. These systems are based 
on the simple idea, proposed by Ding, that the structure of a system of equations 
can retain injectivity without an extremely restrictive structure if the codomain 
is of much larger dimension than the domain. 

In [12], however, a new and unexpected attack was presented on the ABC 
simple matrix encryption scheme of [9]. This attack is notable in that the com-
plexity is far less asymptotically than predicted by the analysis in [9], though 
it does not break the scheme outright. This begs the question of the tightness 
of the security analyses in [10, 11] and the extent to which we can trust in the 
security of such young schemes in a field which has no significant success history 
in encryption. 

Furthermore, one might ask whether there is some middleground on the ratio 
of the dimension of the codomain to that of the domain for these multivariate 
encryption schemes. Even if one concurs that relaxing the relationship between 
the dimensions of the domain and codomain enhance the security of injective 
maps, it remains unclear that the disparity should be so large as in the proposed 
schemes in which there are at least twice as many equations as variables. 

In this article we extend and expound upon the security analysis in [11], 
incorporating some of the theoretical models of assurance presented in [13–15]. 
We prove security against differential adversaries complementing the discussion 
of resistance to algebraic attacks provided in [11]. We further elucidate the rank 
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3 Security Analysis and Key Modification for ZHFE 

structure of ZHFE and specifically note some necessary, but trivial, key restric-
tions for security which were apparently overlooked in [11]. We further suggest 
a modification, ZHFE−, a multivariate encryption scheme which retains the 
security and performance properties of ZHFE while optimizing key size in this 
theoretical framework. 

The paper is organized as follows. The next section introduces the notion 
of big field schemes and presents the prototypical such cryptosystem, HFE. In 
the following section, we define the Q-rank of a multivariate system of equa-
tions and discuss the central nature of this concept in the field. The subsequent 
section presents the ZHFE encryption scheme and calculates some of its in-
herent parameters. Next we present a thorough security analysis of ZHFE, 
complementing and expanding the analysis provided in [11] and offering secu-
rity assurance against a differential adversary as well as discussing parameters 
securing ZHFE against rank and algebraic attacks. Subsequently, we present 
and analyze ZHFE−, a new multivariate encryption scheme based on ZHFE 
and the minus modifier. Finally, we note parameter choices for ZHFE− and 
discuss the role that the new methodology for multivariate encryption fills in 
the literature. 

2 HFE 

Several multivariate cryptosystems belong to a family collectively known as “big 
field” schemes. Such schemes are constructed using two ideas. The first is an 
equivalence between functions on a degree n extension k of a finite field Fq and 
functions on an n-dimensional Fq-vector space. The second is an isomorphism of 
polynomials which allows one to hide structure in a function. 

To see the equivalence, notice that a vector space isomorphism between k 
and an n-dimensional vector space over Fq extends to a vector space isomor-
phism between the space of univariate functions from k to itself and the space 
of multivariate n-dimensional vector-valued polynomial functions from Fnq to it-
self. (Specifically, given an isomorphism φ : Fnq → k and a function f : k → k, 
the function φ−1 ◦ f ◦ φ is such a function from Fnq to itself; furthermore, this 
identification is a 1-1 correspondence.) 

The second idea, the isomorphism of polynomials, is defined in the following 
manner. 

Definition 1 Two vector valued multivariate polynomials f and g are said to 
be isomorpic if there exist two affine maps T,U such that g = T ◦ f ◦ U . 

Together these ideas allow us to build an isomorphic copy of a structured 
univariate map with domain k while hiding the structure. The construction is 
sometimes called the butterfly construction because of the shape of its defining 
commutative diagram. Specifically, P = T ◦ φ−1 ◦ f ◦ φ ◦ U produces a perturbed 
vector-valued version of the structured univariate polynomial f . 

The Hidden Field Equations (HFE) scheme was first presented by Patarin 
in [16] as a method of avoiding his linearization equations attack which broke 
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4 Daniel Smith-Tone 

the C∗ scheme of Matsumoto and Imai, see [17] and [18]. The basic idea of the 
system is to use the butterfly construction to hide the structure of a low degree 
polynomial that can be inverted efficiently over k via the Berlekamp algorithm 
[19], for example. 

More specifically, we select an effectively invertible “quadratic” map f : k → 
k, quadratic in the sense that every monomial of f is a product of a constant and 
two Frobenius multiples of x. Explicitly any such “core” map f has the form: 

X Xi j i 

f(x) = αi,j x
q +q + βix

q + γ. 
i≤j i 

q i+qj ≤D q i≤D 

The bound D on the degree of the polynomial is required to be quite low for 
efficient inversion. 

The HFE scheme was designed to be used as an encryption or a signature 
scheme. To generate a signature (or to decrypt), one computes, successively, v = 
T −1y, u = f−1(v) and x = U−1u. The vector x is the signature (or the plaintext). 
For verification (or encryption), one simply evaluates the public polynomials, P , 
at x. If P (x) which is equal to T ◦ f ◦ U(x) is equal to y, the signature is 
authenticated (or the ciphertext is y). 

3 Q-Rank 

The defining charactersitic of HFE, the degree bound, which is necessary for 
the effective inversion of the central map, ensures that the scheme has low rank 
as a quadratic form over k, as described below. This property assures that the 
central map of HFE is vulnerable to Kipnis-Shamir modeling, see [20, 21]. 

Recall that any quadratic map f : k → k can be written 
X 

q i+qj 

f(x) = αij x . 
0≤i,j<n 

We can equivalently express f as a vector function over the 1-dimensional k-
algebra ψ : k → kn where 

h iTψ n−1 
α 7−→ α αq . . . αq , 

q q ]Tin the form f(X) = XT [αij ]X where X = [x x . . . x
n−1 

. 
Any quadratic form over k can be expressed as a symmetric matrix, and over 

characteristic p 6 2 a change of basis can be performed which transforms this = 
matrix into an equivalent diagonal form. The rank of this matrix is the rank of 
the quadratic form. We call this rank the Q-rank of f , that is the rank of f as 
a quadratic function. 

We note here that Q-rank is invariant under polynomial isomorphism, thus 
the Q-rank of a central map of a cryptosystem is the same as the Q-rank of the 
public key, unless, of course, the minus or projection modifiers are utilized. We 
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5 Security Analysis and Key Modification for ZHFE 

also note that the Q-rank is explicitly exploited in the attacks of [20, 21] and 
plays a central role in the derivation of degree of regularity bounds for several 
prominent cryptosystems, see [22–24]. Further, there seems to be a complicated 
relationship between the Q-rank of a field map and the presence of differential 
symmetric or invariant relations, see, for example [15]. Consequently, Q-rank 
seems to be emerging as a central concept in multivariate cryptography and in 
computational algebra. 

4 ZHFE 

ZHFE was introduced in [11]. The idea is to construct an encryption scheme 
with a high Q-rank central map preventing attacks such as [21] exploiting this 
weakness. The scheme is notable among “big field” schemes which typically re-
quire some low Q-rank map for efficient inversion. Low Q-rank is in fact required 
for inversion in this setting as well, however, the system attempts to hide the 
low Q-rank structure in the public key. 

The construction concatenates two high degree quadratic maps (with special 
structure) to form the central map. Specifically, the two general form quadratic 
maps f0 and f1 are derived by constructing a low degree (maximum degree D) 
cubic map 

Ψ(x) = x [L00f0(x) + L01f1] + xq [L10f0 + L11f1] , (1) 

where Lij is a linear map and the square brackets indicate multiplication over 
k. 

To solve for f0 and f1 it suffices to set coefficients for the linear maps and 
for Ψ to recover a system of linear equations in the unknown coefficients of f0 

2and f1. In the homogeneous case, there are collectively n + n coefficients of f0 

and f1 in k. Due to its low degree and the requirement that it satisfy (1), Ψ is 
constrained to be of the form 

1 1 1X X X X Xi j k i j i q +q +q q +q qΨ(x) = αi,j,kx + βi,j x + γix . (2) 
i=0 i≤j≤k i=0 i≤j i=0 

i j iq +q +q k ≤D q +qj ≤D 

A cubic of the form (2) has n2 coefficients over k, and thus for any fixed choice of 
2Ψ and Lij there are n2 constraints on a linear system of dimension n + n. Thus 

with probability roughly 1 − q−n, there is an n-dimensional space of coefficients 
for the maps f0 and f1. 

Once, constructed, the central map (y0, y1) = (f0(x), f1(x)) can be inverted 
by using Berlekamp’s algorithm to solve the low degree polynomial equation: 

Ψ(x) − x [L00y0 + L01y1] − xq [L10y0 + L11y1] = 0. 
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6 Daniel Smith-Tone 

5 Analysis of ZHFE 

A few avenues of attack have evolved along with the development of multivariate 
cryptosystems relying on a hidden large algebra structure. These attacks can be 
characterized as differential, see [25, 12], as minrank, see [20, 21], or as algebraic, 
see [26]. We analyze the security of ZHFE against each of these attack models. 

5.1 Algebraic 

Algebraic attacks attempt to decrypt a given ciphertext y by solving the system 
of equations P (x) = y directly. The term “algebraic” refers to the fact that these 
are generic algorithms for solving arbitrary systems of polynomial equations. 

While these attacks are not structural, in the sense of being defined based on 
the structure of the system of equations, the algorithms employed can naturally 
take advantage of certain properties of the systems. In practice, the complexity 
of algorithms for solving these systems of equations is closely connected to the 
degree of regularity of the system. 

The degree of regularity of a system of equations is the degree at which 
the first nontrivial degree fall occurs. Specifically, consider a generating set of 
an ideal I = hg1, . . . , gmi ∈ Fq[x1, . . . , xn]. We may generate elements of I by 
selecting polynomials pi ∈ Fq[x1, . . . , xn] and computing 

mX 
pigi. 

i=1 

A degree fall occurs when the degree of this sum is less than the maximum degree 
of pigi. Clearly some degree falls are due to trivial syzygies such as −gj gi +gigj = 

q−10 and (g − 1)gi = 0. The smallest degree, maxipigi such that the above sum i 
has a nontrivial degree fall is the degree of regularity. 

A great deal of literature is devoted to finding bounds for the degree of 
regularity of quadratic systems, see [22–24, 27]. In practice one can find a lower 
bound for the degree of regularity by studying toy examples of schemes and 
seeing how the degree of regularity changes as the parameters change. 

Such an analysis for ZHFE is quite straight forward. As mentioned in [11] 
the degree of regularity for toy ZHFE systems matches exactly the degree of 
regularity for random systems of equations of the same size, at least for relatively 
small instances. Considering the connection between Q-rank and the degree of 
regularity as derived in [22–24, 27], we conclude that a thorough Q-rank analysis 
of ZHFE will verify the security of the scheme against algebraic attacks. We 
perform this analysis in Section 5.4. 

5.2 Differential Symmetric 

As shown in [25], symmetric relations involving the discrete differential of a cen-
tral map can induce a symmetry in the public key of a multivariate cryptosystem. 
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7 Security Analysis and Key Modification for ZHFE 

In certain circumstances, these relations can reveal properties of the extension 
field structure, and weaken the public key. Indeed one can easily turn the attack 
on SFLASH of [25], which converts an instance of C∗− into a compatible instance 
of C∗, into a direct key-recovery attack utilizing the derived representation of 
elements of the extension field. 

As shown in [13] the maps inducing a linear differential symmetry for C∗ 

schemes are precisely those corresponding to multiplication by an element of 
the extension field. Thus one may rightfully expect that nontrivial symmetric 
relations on the differential of a central map are uncommon. It is shown, however, 
in [13] and [15] that nontrivial symmetries can and often do exist even for cases 
as general as HFE. 

As a specific example of the phenomenon of differential symmetries for gen-
q +q qeral polynomials, consider the map f(x) = x
3 2 

+ x
2+1 over a degree 6 exten-

sion of the characteristic 2 field Fq . One can easily verify that the general linear 
symmetry structure, defined as 

Df(La, x) + Df(a, Lx) = ΛLDf(a, x), 

is satisfied by the selection 

Lx = αxq 4 

+ αxq + βx and ΛLx = 0, 

where αq 3 
= α and βq = β. Thus there is a 4-dimensional Fq-subspace of linear 

maps L satisfying the above differential symmetric relation for some choice of 
ΛL, while the space of all Fq-linear maps from the extension to itself is only 
of dimension 36. Consequently, a hypothetical cryptosystem based on this map 
would be vulnerable to an attack removing the minus modifier, similar to [25], 
among other weaknesses. Quite specifically, the distillation procedure described 
in [25] is effective in this instance. We note that this scenario is by no means 
limited to toy examples such as this one or even instances with Q-rank one; thus, 
the verification of the absence of differential symmetries is an important task for 
any multivariate cryptosystem, particularly those including the minus modifier. 

In analyzing the differential symmetric properties of ZHFE, we may directly 
analyze the public key or we may study the differential of the Ψ map. We consider 
both interlinked cases explicitly. 

The public key P consists of 2n polynomials. The defining characteristic of 
these polynomials is that P = T (f0||f1)U . Thus P does not behave like a random 
system. There exists a low degree cubic map Ψ such that 

Ψ(Ux) =(Ux)(L00(T −1)1P (x) + L01(T −1)2P (x)) 
(3) 

+ (Ux)q(L10(T −1)1P (x) + L11(T −1)2P (x)). 
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8 Daniel Smith-Tone 

We note that (T −1)iP (x) = fi(Ux). We may now implicitly differentiate this 
equation obtaining 

DΨ(Ua, Ux) =(Ua)(L00f0(Ux) + L01f1(Ux)) 

+ (Ua)q(L10f0(Ux) + L11f1(Ux)) 
(4)

+ (Ux)(L00Df0(Ua, Ux) + L01Df1(Ua, Ux)) 

+ (Ux)q(L10Df0(Ua, Ux) + L11Df1(Ua, Ux)). 

The above is a biquadratic relation in a and x, and as such doesn’t immediately 
reveal a computational way to recover information about the hidden structure 
of P . To convert this relation into a form in which we can apply linear algebra 
techniques we require a second differential. For more information on a more 
general theory of discrete differential equations, see [28]. 

Since the differential is symmetric, we get the same answer whether we dif-
ferentiate with respect to a or to x. 

D2Ψ(Ua, Ub, Ux) =(Ua)(L00Df0(Ub, Ux) + L01Df1(Ub, Ux)) 

+ (Ua)q(L10Df0(Ub, Ux) + L11Df1(Ub, Ux)) 

+ (Ub)(L00Df0(Ua, Ux) + L01Df1(Ua, Ux)) 
(5)

+ (Ub)q (L10Df0(Ua, Ux) + L11Df1(Ua, Ux)) 

+ (Ux)(L00Df0(Ua, Ub) + L01Df1(Ua, Ub)) 

+ (Ux)q(L10Df0(Ua, Ub) + L11Df1(Ua, Ub)). 

Now, due to the fact that Ψ is cubic with a small degree bound, D2Ψ is a 
cubic form of low rank. In fact, the existence of linear maps U and Lij (T −1)j 
such that equations (3) and (5) hold while D2Ψ has low cubic rank is the defining 
characteristic of ZHFE. 

In spite of the existence of this structure, it is unclear how to proceed. One 
might consider a cubic version of the rank attack from [29], however, the se-
lection of the maps Lij (T −1)j corresponds to solving a minrank problem on a 
3-tensor, D2Ψ . Though there is a possibility that the instances of the 3-tensor 
rank problem arising from this differential equation may lie in a class which 
are easy to solve, the general 3-tensor rank problem is known to be NP -hard 
and there does not seem to be any evidence that these instances are any more 
structured than arbitrary instances of the same rank. 

5.3 Differential Invariant 

As exemplified in [12] and [30], invariant relations on the differential of a public 
key can be exploited in key recovery. Although we may analyze the differential 
invariant structure of the public key of ZHF E directly, there is not in general 
any nontrivial invariant due to the fact that the structure of ZHFE is hidden 
in the cubic Ψ map. A couple of generalizations of differential invariants of 
quadratic functions are derived for higher q-degree functions in [28]. The most 
relaxed generalization for cubics is given in the following definition. 
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9 Security Analysis and Key Modification for ZHFE 

Definition 2 A differential invariant of a cubic function f is a pair of subspaces 
V1, V2 ⊆ k for which there exists a subspace W with dim(W ) ≤ mindim(Vi) such 
that for all A ∈ spanD2fi, we have D2f(a, b, x) = 0 for all a ∈ V1, b ∈ V2 and 
x ∈ W ⊥ . 

In the quadratic case, a differential invariant could be seen as a subspace 
of k on which Df simultaneously acts in every coordinate the same way, that 
is, always sending that subspace to the same space of linear forms of no larger 
dimension. In the cubic case we can realize a differential invariant as a subspace 
V1 of k and a subspace (defined by V2) of induced bilinear forms from D2f 
each element of which maps V1 to the same space of linear forms, W , of no 
larger dimension. The minimum condition on the dimension of W is due to the 
symmetry of D2f ; we could equivalently consider the subspace V2 of k and the 
subspace of bilinear forms from D2f induced from V1. 

It is straightforward to show that the Ψ map of ZHFE has no differential 
invariant structure. Following the technique of [15], without loss of generality, 

ˆdue to the symmetry, we let â ∈ V1, b, x̂ ∈ V2, and let S be a surjective linear 
map from V2 to W . The existence of a differential invariant implies the equation 

0 = D2Ψ(â, ̂b, S x̂) 
X i j l q b̂q x)q= αijlâ (S ̂ . (6) 

0≤i,j,l<n 
i jq +q +q l≤D 

Since by symmetry D is much smaller than dim(V1) or dim(V2), (6) is already 
reduced modulo the minimal polynomial MV1 (a) of V1 as an element in k[a] and 
modulo the minimal polynomial MV2 (b) of V2 as an element in k[b]. Thus the col-

d1 d2q q ˆlection {ˆ a a , b, . . . , ̂ } is independent in k[a, b]/ hMV1 (b)i.a, ̂ , . . . , ̂ bq (a), MV2 

Therefore, we obtain the equations 

0≤l<nX l 

αijl(Sx̂)
q = 0. 

0≤i,j<n 
q i+qj +q l≤D 

We then obtain the analogous result of [15]; statistically, S must be the 
zero map on V2, contradicting the nontriviallity of the differential invariant. 
Furthermore, we also obtain the result that if any power of q is unique there is 
no nontrivial differential invariant. 

5.4 Q-rank 

A further attack vector for ZHFE is to perform a minrank attack using the 
Kipnis-Shamir methodology of [20] and the improved version in [21]. The attack 
searches for a low rank k-linear combination of the differentials of the public 
key. The general minrank problem is known to be NP-complete, see [31] but in 
practice the complexity depends on the lowest rank map in the space. 
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10 Daniel Smith-Tone 

It was shown in [21] that the smallest such rank is equal to the smallest 
Q-rank of the image of the public key under any full rank Fq-linear map. Notice 
that for (1) to hold we must have that the xq i+qj 

term in L00f0 + L01f1 to have 
icoefficient 0 for q + q 6j + 1 > D and i, j = 1. This restriction induces a relation 

on the quadratic representations of L00f0 and L01f1. Specifically, if 

⎤⎡ 
x 

T ⎡ α01 α0(n−1)α00 2 · · · ⎤⎡⎤ 
x 

α1(n
2 
−1)⎢⎢⎢⎣ 

⎢⎢⎢⎣ 

⎥⎥⎥⎦ 

⎢⎢⎢⎣ 

⎥⎥⎥⎦ 

⎥⎥⎥⎦

α01 
2 α11 · · ·q qxx

2 
L00f0(x) + L01f1(x) = ,. . . 

. . . 
. . .. . . . . .. . . 

n−1 n−1 q α0(n−1) α1(n−1) qx · · · α(n−1)(n−1) x2 2 

ithen αij = 0 for q + q 6j > D and i, j = 1. Thus L00f0 + L01f1 has the form 
⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

α00 
α01 
2 
α02 

α01 
2 
α11 
α12 
2 

α02 
2 
α12 
2 
α22 

· · · 
· · · 
· · · 

α0D 
2 

α1D 
2 

α2D 
2 

. . . . . . . . . . 

0 · · · 0 
α1(D+1) α1(n−1)· · · 2 2 

0 · · · 0 
. .. . . . .. . 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

, 
.. . . . 

α0,D α1D α2D · · · αDD 2 2 2
α1(D+1)0 0 · · · 02 

. . . .. . . . . . .. . . . 
α1(n−1)0 0 · · · 02 

0 · · · 0 
0 · · · 0 
. . . 

. . . 
. . . 

0 · · · 0 

and has rank no more than dlogq(D)e + 2. Hence, if Lij are nonsingular, the 
Q − rank of f0||f1 is bounded by dlogq(D)e + 2. 

In spite of the alarming relation derived above, Q-rank does not appear 
to be a weakness for ZHFE when one selects Lij to have reasonable corank. 
One can check that for small r, insisting that Lij have corank r increases the 
possible Q-rank of f0||f1 by 2r. Also, having Lij with even moderately large 
corank doesn’t produce a non-negligible probability of decryption ambiguity due 
to the zero expectation of the dimension of the intersection of the kernels of 
Lij . Furthermore, recall that we have at least n degrees of freedom over k in 
selecting f0 and f1 for any choice of Lij . Thus the Kipnis-Shamir attack, which 
is exponential in the Q-rank of the scheme, is trivially thwarted with simple 
parameter restrictions, though we note that the lack of such restriction on the 
rank of Lij in [11] is apparently an oversight. 

5.5 Equivalent Keys 

In [32], the question of the number of equivalent keys for multivariate cryptosys-
tems is explored. This question is quite relevant for ZHFE, as well, since there 
can clearly be multiple private keys allowing one to decrypt a public key. The 
danger in this vein would be if there is insufficient entropy in public keys due to 
massive redundancy in private keys. 

To analyze the number of equivalent keys, we first determine the number of 
possible pairs f0, f1 satisfying (1) for a fixed Ψ and Lij . As mentioned in Section 
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11 Security Analysis and Key Modification for ZHFE 

4, a map of the form Ψ has n2 coefficients over k, and due to the degree bound 
2only s of these can be nonzero. Thus with Lij fixed, we have n + n unknown 

2coefficients for f0 and f1 over k, and so we have n + n − (n2 − s) = n + s degrees 
of freedom in choosing the pair f0, f1 for a fixed private key. 

Next we consider the same relation with f0, f1 fixed. For specificity, letP 
fi(x) = q v +q w 

. Given the existence of Lij and Ψ , we have the 0≤v≤w<n αivwx
relation 

1 n−1XX X i v+i w+iq +q +1Ψ(x) = l0tiα
q xtvw

t=0 i=0 0≤v≤w<n 
(7)

1 n−1XX X i v+i w+iq +q +q+ l1tiα
q x ,tvw

t=0 i=0 0≤v≤w<n 

where lijl are the unknown coefficients of the linearized polynomial form of Lij . 
There are implicitly n2 − s linear relations on the 4n unknown coefficients of 
Lij , as well as the rank restrictions on these maps; thus, for n > 4 we expect an 
unique solution, and thus an unique Ψ as well. 

Given a public key, there is a fixed relationship P = T (f0||f1)U . We note 
that different choices of T can be accommodated by different choices of Lij by 
(3). In contrast, statistically there is only one selection of U which maintains 
the structure of the key. Thus M(f0||f1), Lij (M −1)i, Ψ form distinct equivalent 
private keys for all invertible M . One can see this result as indicating that the 
security of ZHFE is more closely related to the IP1S problem than the IP 
problem. 

24nWe therefore have roughly q equivalent private keys for any given public 
5nkey. Since there are q

2+sn possible choices of private keys, there are on the order 
2n +snof q nonequivalent public keys. Consequently, there is sufficient entropy in 

public keys. 

6 ZHFE Key Modification, ZHFE− 

6.1 Design 

As mentioned in the previous section, there are many degrees of freedom in 
selecting f0 and f1, even when Ψ and Lij for (i, j) ∈ {0, 1}2 are fixed. These 
facts naturally lead to the question of whether it is possible to develop a “minus” 
modification of ZHFE preserving the essential injectivity of the original scheme. 

Analogous to the analysis in the last section, we compute the degrees of 
freedom in selecting f0 and f1 when the Lij for (i, j) ∈ {0, 1}2 are fixed and 
when the degree bound for Ψ is fixed. Because we are decreasing the dimension 
of f0 or f1 or both, we compute over Fq. 

2Recall from section 5 that there are n possible nonzero coefficients of a 
cubic polynomial of the form of Ψ over k, and that with only the degree bound 
restriction, n2 − s of these must be zero. Expressing this fact over Fq , we see 
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12 Daniel Smith-Tone 

that there are n3 − sn linear constraints. Considering the maps Li,j to be of 
corank c, we require an additional 2cn−2n relations to be satisfied, for a total of 
n3 −sn+2cn−2n linear constraints. Allow the total combined output dimension � � � � 

n n+1of f0 and f1 over Fq to be n + t. Since there are + n = homogeneous2 2� � 
n+1quadratic monomials in each coordinate, there are (n + t) coefficients in 2 

our linear system. 
� � 
n + 1 

(n + t) ≥ n 3 − sn + 2cn − 2n 
2 

(n + 1)t ≥ n 2 − n − 2s + 4c − 4. 

For realistic values of s, it is possible to get t as low as n − 2, and n − 1 is always 
possible. Thus we consider removing two public equations. For symmetry and 
simplicity, we choose to remove one coordinate from each of f0 and f1, making 
them both maps from Fnq to Fn−1 .q 

Remark 1 This technique makes ZHFE− much more similar to small field 
schemes. The central map is no longer defined as a pair of maps over the exten-
sion field. 

Generation of the central map proceeds exactly as in ZHFE, with the ex-
ception that the linear maps Lij are now representable as n × (n − 1) matrices 
with entries in Fq. As with ZHFE we identify the image of Lij with k to obtain 
relation (1). 

Inversion of the central map proceeds exactly as with ZHFE. Now since 
both f0 and f1 map into a smaller space, there is a possibility of decryp-
tion failure beyond that of ZHFE. Under the heuristic that f0 and f1 are 
random quadratic maps from Fn to Fn−1, one computes the probability that q q 

2−2nf0(y)||f1(y) = f0(x)||f1(y) for a fixed x to be q . While f0 and f1 are not 
random, we expect this quantity to be correct, and therefore the probability of 
decryption failure is increased by q2−2n. Assuming parameters similar to ZFHE, 
this probability is roughly 2−300, which is well within reason. 

6.2 Analysis 

The differential analysis from the previous section carries over nearly verbatim 
to the case of ZHFE− . In particular, the 3-tensor structure of the differen-
tial remains essentially the same, though over a slightly diminished space. We 
therefore conclude that ZHFE− is as secure as ZHFE against a differential 
symmetric or invariant attack. 

Further, the degree of regularity of a subset of a system of relations is bounded 
below, as noted in [22], by the degree of regularity of the entire system. Thus, in 
comparison with any full rank ZHFE scheme of the same Q-rank, the degree 
of regularity is at least as high, and so once again the resistance to algebraic 
attacks and attacks in the Kipnis-Shamir model is reduced to Q-rank analysis. 

Unlike the differential security criteria, Q-rank is not monotone with respect 
to the composition of projections, a fact which can be seen by observing that 
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13 Security Analysis and Key Modification for ZHFE 

g(x) ∈ k[x], where k is an even degree n extension of Fq , defined by g(x) = 
n/22q 2x + x clearly has Q-rank 2, whereas the composition with the projection 

π(x) = xq
n/2 − x produces 

n/2 n/2 n/22q 2)q 2q 2)π(g(x)) = (x + x − (x + x 
n n/2 n/22q 2q 2q= x + x − x − x 2 = 0. 

This strange result is due to the fact that g(x) maps into a subfield L of k of 
degree n/2 over Fq, and π is the minimal polynomial of L. To verify that this 
phenomenon does not preclude the use of the minus modifier, we find a bound 
on the reduction of Q-rank for ZFHE− . 

First, we note that all options for removing two equations are equivalent 
with respect to Q-rank. Therefore our specification that the dimension of each 
fi for i ∈ {0, 1} is reduced by one suffices for Q-rank analysis. In this case, the 
minus modifier projects fi onto a hyperplane. There is a basis in which this 
codimension one projection is given by π(x) = xq − x. Since Q-rank is invariant 
under isomorphism, we may take f̃  

i isomorphic to fi with respect to this basis. 
Relative to this basis we may view the operation of projection on the associ-

ated matrices to be raising each element to the power q, shifting one unit down 
and to the right, and subtracting the original, thusly: 

⎡⎤⎡ ⎤ 
αq αqαq · · · n,n − α11 n,1 − α12 n,n−1 − α1,nα11 α12 · · · α1,n 

⎢⎣ 
⎥⎦ = ⎢⎣ 

⎥⎦. . .. . . . . . . . . 
. . .. . . . . . . . . π . 

αq αqαn,1 αn,2 · · · αn,n n−1,n − αn,1 αn
q 
−1,1 − αn,2 · · · n−1,n−1 − αn,n 

We are assured that this operation does not reduce the rank by more than one 
and thus the Q-rank of the public key is reduced by at most two. Since we 
can control the Q-rank via selection of Lij , we conclude that ZHFE− is secure 
against the Kipnis-Shamir minrank attack. 

6.3 Suggested Parameters 

In this section we propose practical parameters for a realistic implementation of 
ZHFE−. Since the most costly operations, encryption and decryption, utilize 
algorithms identical to those of ZHFE, and due to the tightness between the 
security analyses of the two schemes, we recommend parameters similar to those 
of the original scheme. 

In an earlier version of this manuscript, we suggested as a parameter set 
(q, n, D, r, c) = (7, 55, 105, 2, 6), where q is the size of the base field, n is the degree 
of the extension k over Fq, D is the degree bound for Ψ (in this case 105 = 2∗72 + 
7), r is the number of equations removed, and c is the corank of the parameters 
Lij , having non-intersecting kernels. In discussions with the authors of [33], it 
became apparent that we overlooked the added restrictions from insisting on 
corank 6 matrices Lij . Furthermore, we may have been overcautious about the 
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14 Daniel Smith-Tone 

risk of the Q-rank property of ZHFE. Any linear system derived from the Q-
rank property is inherently overdefined, and so we dare to be more aggressive. 
Based in part on their analysis, we propose new parameters for our scheme: 

108 − ZHFE− : (q, n, D, r, c) = (7, 55, 393, 2, 3). 

The experiments of the authors of [33] support the viability of these parameters 
while retaining the significant advance in key generation efficiency even in the 
minus case. 

These parameters correspond to a public key Q-rank of approximately 6, 
and a degree of regularity of 9 (est.). Given the overdefined nature of the Q-rank 
attacks and the above analysis verifying resistance to all other known attacks, we 
conclude that these parameters achieve a security level greater than 80 bits. The 
performance and security data are essentially the same as the original scheme 
with Lij of the same moderate corank, 3. 

The main differences between ZHFE− and its progenitor with the same 
parameters is key size and encryption time. Since a plaintext is in F55, its length 7 
is 165 bits. The ciphertext lies in F2∗55−2 and is thus 324 bits in length. Thus the 7 
public key size is determined by the storage requirements of 108 equations in 55 
variables over F7. This quantity is roughly 63.1K. In comparison, the public key 
size of 110 − ZHFE(7, 55, 105, 6) is 64.3K, which is about 2% larger. Finally, 
since ZHFE− has about 2% fewer public equations than ZHFE, encryption is 
about 2% faster. 

7 Conclusion 

For many years, multivariate cryptography has had effective tools for building 
secure and efficient post-quantum signature schemes, but has had much less 
success for encryption. New schemes such as ZHFE and ABC are promising 
candidates to fill that gap. Nonetheless, being trapdoor constructions, these 
schemes can only be trusted after a detailed security analysis. 

This work provides much of the security analysis needed to establish trust 
in the ZHFE construction. In addition to the existing analysis of the difficulty 
of applying direct algebraic attack to ZHFE, we analyze the scheme’s security 
against differential attacks, specify parameters precluding rank attacks, and ver-
ify resistance to IP-based equivalent-key attacks. This analysis serves to elucidate 
the structure of the ZHFE public key, but does not break the cryptosystem, 
reinforcing the likelihood that the scheme is indeed secure. 

The elucidation of the structure of ZHFE also allows us to propose the mod-
ified scheme ZHFE−. ZHFE− modifies the core map of ZHF E and thereby 
reduces its key size, while still remaining secure with respect to the attacks an-
alyzed above. While the reduction in key size is relatively small, it opens up the 
possibility of using Ding’s idea of constructing an injective multivariate encryp-
tion map whose codomain is much larger than its domain, without requring the 
dimension of the codomain to exceed that of the domain by a factor of two or 
more, as do all existing schemes that use this approach. 
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Abstract. Multivariate Public Key Cryptography (MPKC) is one of the 
most attractive post-quantum options for digital signatures in a wide 
array of applications. The history of multivariate signature schemes is 
tumultuous, however, and solid security arguments are required to in-
spire faith in the schemes and to verify their security against yet undis-
covered attacks. The effectiveness of “differential attacks” on various 
field-based systems has prompted the investigation of the resistance of 
schemes against differential adversaries. Due to its prominence in the 
area and the recent optimization of its parameters, we prove the secu-
rity of HF Ev− against differential adversaries. We investigate the newly 
suggested parameters and conclude that the proposed scheme is secure 
against all known attacks and against any differential adversary. 

Key words: Multivariate Cryptography, HFEv-, Discrete Differential, 
MinRank, Q-rank 

1 Introduction and Outline 

In the mid 1990s, Peter Shor discovered a way to efficiently implement quantum 
period finding algorithms on structures of exponential size and showed how the 
modern world as we know it will change forever once the behemoth engineering 
challenge of constructing a large scale quantum computing device is overcome. 
His polynomial time quantum Fourier transforms for smooth integers can be 
employed to factor integers, to compute discrete logarithms and is powerful 
enough to efficiently solve hidden subgroup problems for well behaved (usually 
Abelian) groups. Given the ubiquity of these problems in deployed technologies, 
our e-society is confronted with the possibility that its public key infrastructure 
is terminally ill. 

It is not known how far this computational cancer may spread, how pervasive 
exponential quantum speed-ups will prove to be nor how fundamentally wide 
the gap between feasibility in the classical and quantum world are. Thus we 
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face the task in a rapidly maturing twenty-first century, with ever expanding 
interconnectivity, of securing open channel communication between unknown 
future devices, against machines with unknown capabilities, with an unknown 
date of inception. 

Charged with this challenge is a growing international community of ex-
perts in quantum-resistant cryptography. The world-wide effort has spawned in-
ternational standardization efforts including the European Union Horizon 2020 
Project, “Post-Quantum Cryptography for Long-Term Security” PQCRYPTO 
ICT-645622 [1], ETSI’s Quantum Safe Cryptography Specification Group [2], 
and NIST’s Post-Quantum Cryptography Workgroup [3]. The dedication of these 
resources is evidence that the field of post-quantum cryptography is evolving into 
a state in which we can identify practical technologies with confidence that they 
will remain secure in a quantum computing world. 

One of a few reasonable candidates for post-quantum security is multivariate 
cryptography. We already rely heavily on the difficulty of inverting nonlinear sys-
tems of equations in symmetric cryptography, and we quite reasonably suspect 
that that security will remain in the quantum paradigm. Multivariate Public Key 
Cryptography (MPKC) has the added challenge of resisting quantum attack in 
the asymmetric setting. 

While it is difficult to be assured of a cryptosystem’s post-quantum security 
in light of the continual evolution of the relatively young field of quantum al-
gorithms, it is reasonable to start by developing schemes which resist classical 
attack and for which there is no known significant weakness in the quantum 
realm. Furthermore, the establishment of security metrics provides insight that 
educates us about the possibilities for attacks and the correct strategies for the 
development of cryptosystems. 

In this vein, some classification metrics are introduced in [4–6] which can 
be utilized to rule out certain classes of attacks. While not reduction theoretic 
proof, reducing the task of breaking the scheme to a known (or often suspected) 
hard problem, these metrics can be used to prove that certain classes of attacks 
fail or to illustrate specific computational challenges which an adversary must 
face to effect an attack. 

Many attacks on multivariate public key cryptosystems can be viewed as dif-
ferential attacks, in that they utilize some symmetric relation or some invariant 
property of the public polynomials. These attacks have proved effective in appli-
cation to several cryptosystems. For instance, the attack on SFLASH, see [7], is 
an attack utilizing differential symmetry, the attack of Kipnis and Shamir [8] on 
the oil-and-vinegar scheme is actually an attack exploiting a differential invari-
ant, the attack on the ABC matrix encryption scheme of [9] utilizes a subspace 
differential invariant; even Patarin’s initial attack on C∗ [10] can be viewed as 
an exploitation of a trivial differential symmetry, see [5]. 

As is demonstrated in [4, 6, 11], many general polynomial schemes can have 
nontrivial linear differential symmetries. Specifically, in [6], systems of linear 
equations are presented which can have solution spaces large enough to guarantee 
the existence of nontrivial linear differential symmetries, while in both [4] and 
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[11] explicit constructions of maps with nontrivial symmetries are provided. The 
existence of such symmetries in abundance is the basis of attacks removing the 
minus modifier as in [7], and depending on the structure of the maps inducing 
the symmetry, may even provide a direct key recovery attack. Furthermore, 
the attack of [9] on the ABC simple matrix scheme teaches us that differential 
invariant techniques are a current concern as well. These facts along with the 
ubiquity of differential attacks in the literature are evidence that the program 
developed in [4–6] to verify security against differential adversaries is a necessary 
component of any theory of security for practical and desirable multivariate 
cryptosystems. 

This challenge leads us to an investigation of the HF Ev and HF Ev− cryp-
tosystems, see [12], and a characterization of their differential properties. Results 
similar to those of [4–6] will allow us to make conclusions about the differential 
security of HF Ev, and provide a platform for deriving such results for HF Ev− . 

Specifically, we reduce the task of verifying trivial differential symmetric 
structure for a polynomial f to the task of verifying that the solution space 
of a large system of linear equations related to f has a special form. We eluci-
date the structure of these equations in the case of the central map of HF Ev and 
provide an algorithm for generating keys which provably have trivial differential 
symmetric structure. In conjunction with our later results on differential invari-
ants, the proof of concept algorithm verifies that information theoretic security 
against differential adversaries, as defined in [6], is possible with an instanta-
neous addition to key generation while maintaining sufficient entropy in the key 
space to avoid “guess-then-IP” attacks. We then extend these methods to the 
case of HF Ev−, deriving the same conclusion. 

Expanding on the methods of [6], we prove the following. 

Theorem 1 Let k be a degree n extension of the finite field Fq. Let f be an 
HF Ev central maps. With high probability, f has no nontrivial differential in-
variant structure. 

With a minimal augmentation of this method we extend this result to the case 
of HF Ev− . 

Theorem 2 Let f be an HF Ev central map and let π be a linear projection. 
With high probability, π ◦ f has no nontrivial differential invariant structure. 

Thus, with proper parameter selection, HF Ev− is provably secure against differ-
ential adversaries. Together with the existant literature on resistance to algebraic 
and rank attacks, this security argument provides significant theoretical support 
for the security of aggressive HF Ev− parameters, such as those presented in 
[13]. 

The paper is organized as follows. First, we recall big field constructions in 
multivariate public key cryptography. Next we review the HFE scheme from [14] 
and the HF Ev− scheme from [12]. In the following section, we provide criteria 
for the nonexistence of a differential symmetric relation on the private key of 
both HF Ev and HF Ev− and discuss an efficient addition to key generation 
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that allows provably secure keys to be generated automatically. We next review 
the notion of a differential invariant and a method of classifying differential 
invariants. We continue, analyzing the differential invariant structure of HF Ev 
and HF Ev−, deriving bounds on the probability of differential invariants in the 
general case. Next, we review the Q-rank and degree of regularity of HF Ev− , 
and discuss resistance to attacks exploiting equivalent keys. Finally, we conclude, 
discussing the impact of these results on the HF Ev− pedigree. 

2 Big Field Signature Schemes 

At Eurocrypt ’88, Matsumoto and Imai introduced the first massively multivari-
ate cryptosystem which we now call C∗, in [15]. This contribution was based on 
a fundamentally new idea for developing a trapdoor one-way function. Specifi-
cally, they used finite extensions of Galois fields to obtain two representations of 
the same function: one, a vector-valued function over the base field; the other, 
an univariate function over the extension field. 

One benefit of using this “big field” structure, is that Frobenius operations in 
extensions of conveniently sized Galois fields can be modeled as permutations of 
elements in the small field while computations in the small field can be cleverly 
coded to utilize current architectures optimally. Thus, one can compute a variety 
of exponential maps and products with great efficiency and obfuscate a simple 
structure by perturbing the vector representation. 

Typically, a big field scheme is built using what is sometimes called the 
butterfly construction. Given a finite field Fq, a degree n extension K, and an Fq -
vector space isomorphism φ : Fnq → K, one can find an Fq -vector representation 
of the function f : K → K. To hide the choice of basis for the input and output 
of f , we may compose two affine transformations T,U : Fnq → Fnq . The resulting 
composition P = T ◦ φ−q ◦ f ◦ φ ◦ U is then the public key. The construction is 
summarized in the figure below: 

K
f

K 

φ−1φ 

Fnq 
U Fnq 

F Fnq 
T Fnq 

2.1 HFE 

The Hidden Field Equations (HFE) scheme was first presented by Patarin in 
[14] as a method of avoiding his linearization equations attack which broke the 
C∗ scheme of Matsumoto and Imai, see [10] and [15]. The basic idea of the 
system is to use the butterfly construction to hide the structure of a low degree 
polynomial that can be inverted efficiently over K via the Berlekamp algorithm 
[16], for example. 

More specifically, we select an effectively invertible “quadratic” map f : K → 
K, quadratic in the sense that every monomial of f is a product of a constant 
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and two Frobenius multiples of x. Explicitly any such “core” map f has the 
form: X Xi j i q +q qf(x) = αi,j x + βix + γ. 

i≤j i 
q i+qj ≤D q i≤D 

The bound D on the degree of the polynomial is required to be quite low for 
efficient inversion. 

One generates a signature by setting y = h, a hash digest, and computing, 
successively, v = T −1y, u = f−1(v) and x = U −1u. The vector x acts as the 
signature. 

For verification, one simply evaluates the public polynomials, P , at x. If 
P (x) which is equal to T ◦ f ◦ U(x) is equal to y, the signature is authenticated. 
Otherwise, the signature is rejected. 

2.2 HF Ev− 

Taking the HFE construction one step further, we may apply the vinegar mod-
ifier, adding extra variables x̃1, . . . x̃v to be assigned random values upon inver-
sion. The effect of adding vinegar variables is that new quadratic terms, formed 
from both products of vinegar variables and HFE variables and products among 
vinegar variables, increase the rank of the public key. The central map of the 
HF Ev scheme has the form: 

X Xi j i q +q qf(x) = αi,j x + βi(x̃1, . . . , x̃v)x + γ(x̃1, . . . , x̃v), 
i≤j i 

q i+qj ≤D q i≤D 

where αi,j ∈ K, βi : Fv → K is linear, and γ : Fv → K is quadratic. q q 
In contrast to HFE, f is a vector-valued function mapping Fn+v to Fn. The q q 

work of [17, 18, 6] show that representations of such functions over K are quite 
valuable. Thus it is beneficial to employ an augmentation of f , adding n − v 
additional vinegar variables, and say ŷ = {x̃1, . . . , x̃v, . . . , x̃n}, where x̃v+1 = 
x̃v+2 = . . . = x̃n = 0. Thus, our core map becomes 

� � 

f(x) = f̂  x
y 
ˆ
ˆ

. 

which algebraically identifies f as a bivariate function over K. We may now write 
f in the following form: 

X X Xi j i j i jq +q q q q +qf(x, y) = αij x + βij x y + γij y . (1) 
0≤i≤j<n 0≤i,j<n 0≤i≤j<n 
iq +qj ≤D q i≤D 

Here we see an obvious distinction among the types of monomials. We will 
label the monomials with α coefficients the “HFE monomials,” those with β 
coefficients the “mixing monomials” and the monomials with γ coefficients the 
“vinegar monomials.” 
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Paper presented at PQCrypto 2016: The Seventh International Conference on Post-Quantum Cryptography, Fukuoka, Japan. February 24, 2016
- February 26, 2016.

SP-621



6 R Cartor, R Gipson, D Smith-Tone & J. Vates 

The HF Ev− scheme uses the HF Ev primitive f above and augments the 
public key with the minus modifier. The minus modifier removes r of the public 
equations. This alteration is designed to destroy some of the information of the 
big field operations latent in the public key. 

3 Differential Symmetry 

The discrete differential of a field map f : K → K is given by: 

Df(a, x) = f(a + x) − f(a) − f(x) + f(0). 

It is simply a normalized difference operator with variable interval. In [7], the 
SFLASH signature scheme was broken by exploiting a symmetric relation of the 
differential of the public key. This relation was inherited from the core map of 
the scheme. 

Definition 1 A general linear differential symmetry is a relation of the form 

Df(Mx, a) + Df(x, Ma) = ΛM Df(a, x), 

where M, ΛM : K → K are Fq-linear maps. 

A differential symmetry exists when linear maps may be applied to the discrete 
differential inputs in such a way that the effect can be factored out of the dif-
ferential. Furthermore, we say that the symmetry is linear when the relation is 
linear in the unknown coefficients of the linear maps. It can be shown that any 
such linear symmetric relation implies the existence of a symmetry of the above 
form, hence the term “general.” 

While attacks similar to that of [7, 19] exploited some multiplicative relation 
on central maps of schemes with some algebraic structure over the base field, it 
was shown in [4] that general linear differential symmetries based on more com-
plex relations exist, in general. Therefore, when analyzing the potential threat of 
a differential adversary, as defined in [6], it becomes necessary to classify the pos-
sible linear differential symmetries. If we succeed in characterizing parameters 
which provably eliminate nontrivial differential symmetric relations, we prove 
security against the entire class of differential symmetric attacks, even those 
utilizing relations not yet discovered. 

To this end, we evaluate the security of HF Ev against such adversaries. We 
explicitly consider parameter restrictions which necessarily preclude the exis-
tence of any nontrivial differential symmetry. 

3.1 Linear Symmetry for HFEv 

In our analysis, we will begin by considering the differential of our core map. 
From the perspective of our adversary, the discrete differential would be 

�� � � �� 
â x̂

Df̂  , = Df(a, b, x, y).
b̂ ŷ

Cartor, Ryann; Gipson, Ryan; Smith-Tone, Daniel; Vates, Jeremy.
”On the Differential Security of the HFEvû-Ŝignature Primitive.”
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7 Differential Security of HF Ev− 

By the bilinearity of Df̂  we see that Df is multi-affine; Df is affine in each of 
its inputs when the remaining inputs are fixed. Evaluating this differential we 
obtain 

X i j j i q q q q+ xDf(a, b, x, y) = αi,j (x )a a
0≤i≤j<n 
iq +qj ≤D X i j i jq q qβi,j (x bq + a y )+ (2) 
0≤i,j<n 
q i≤D X i j j i q qγi,j (y bq + y bq ),+ 

0≤i≤j<n 

noting that Df is a K-bilinear form in [a b]T and [x y]T . For ease of computation, 
we will choose the following representation for K: 

2 n−1 q q qx 7→ [x x x ... x ]T . 

Similarly, we may map our oil-vinegar vector as 

2 n−1 2 n−1 q q q q q q[x y] 7→ [x x x ... x y y y ... y ]T , 

and Df is thus represented by the 2n × 2n matrix where the (i, j)th and (j, i)th 
entries in the upper left n × n block are the coefficients αi,j , and the (i, j)th 
entries in the upper right block and the (j, i)th entries in the lower left block are 
the coefficients βi,j , while the (i, j)th and the (j, i)th entries in the lower right 
block are the coefficients γi,j . 

PNote, that any Fq-linear map M : K → K can be represented by Mx = 
n−1 

mix. Thus, as demonstrated in [6], under our representation, i=0 

⎞⎛ 

M = 
⎜⎜⎜⎝ 

m0 m1 · · · mn−1 
q q qm m · · · mn−1 0 n−2 
. . .. . . . . .. . . 
n−1 n−1 n−1 q q qm m · · · m1 2 0 

⎟⎟⎟⎠ 
. 

�� 

However, when viewing an Fq-linear map over our vector 
x
y 
ˆ
ˆ

, we may consider 

the 2n × 2n matrix 
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⎞⎛ 

M = 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

m00,0 m00,1 · · · m00,n−1 m01,0 m01,1 · · · m01,n−1 
q q q q q qm m · · · m m · · · m00,n−1 00,0 00,n−2 m01,n−1 01,0 01,n−2 
. . . . . .. . . . . . . . . . . .. . . . . . 
n−1 n−1 n−1 n−1 n−1 n−1 q q q q q qm m · · · m m m · · · m00,1 00,2 00,0 01,1 01,2 01,0 

m10,0 m10,1 · · · m10,n−1 m11,0 m11,1 · · · m11,n−1 
q q q q q qm m · · · m m · · · m10,n−1 10,0 10,n−2 m11,n−1 11,0 11,n−2 
. . . . . .. . . . . . . . . . . .. . . . . . 
n−1 n−1 n−1 n−1 n−1 n−1 q q q q q qm m · · · m m m · · · m10,1 10,2 10,0 11,1 11,2 11,0 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

. 

For computational reference, we will label each row and column modulo(n), i.e., 
each coordinate of the entry (i, j), will be represented by a residue class modulo 
n. 

If we assume that f is vulnerable to a differential attack, then there exists 
a non-trivial linear mapping M such that the differential symmetry in (1) is 
satisfied. To compute such a symmetry inducing map requires the solution of 

24n highly dependent but random equations in the 8n unknown coefficients of 
M and ΛM over K. Since trivial symmetries (such as multiplication by scalars) 
are exhibited by every map, we know that there exist nontrivial solutions. Even 
assuming unit time for K-arithmetic operations, for realistic parameters this pro-
cess is very inefficient; with the more realistic assumption of costly K-arithmetic 
operations, this task is unsatisfactory in key generation. 

To make the solution of such systems of equations more efficient, we derive 
the structure of the equations and develop a two step process for verifying trivial 
differential symmetric structure. The first step involves finding equations which 
only involve a subset of the variables. The existence of such equations is guar-
anteed by the degree bound of the HFE monomials. This information is then 
bootstrapped to eliminate many unknown coefficients of M resulting in a very 
small system of equations which can be solved explicitly. 

We remark here that this methodology also suggests a method for estimat-
ing the probability of the existence of a differential symmetry for the HF Ev 
primitive. The existence of a nontrivial symmetry corresponds to systems for 
which the rank of the system of equations is less than 8n. Under the heuristic 
that under row reduction these systems of equations behave like random 8n× 8n 
matrices, we obtain a probability of roughly 1−q−1 that the scheme has no non-
trivial differential symmetry. We note that this heuristic is almost certainly false 
since trivial symmetries do exist. This quantity does represent a lower bound, 
however, and thus may offer support for larger base fields. 

T 
We begin by considering the entries of the matrix M Df + DfM . The 

i j

contribution of any monomial αi,j xq +q to the ith row of DfM is given by 

�� 
j j j j j j· · · · · ·αi,j m00,−j αi,j m00,1−j αi,j m00,−1−j αi,j m01,−j αi,j m01,1−j αi,j m01,−1−j 
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9 Differential Security of HF Ev− 

while the contribution to the jth row is 
� � 

i i i i i iαi,j m00,−i αi,j m00,1−i · · · αi,j m00,−1−i αi,j m01,−i αi,j m01,1−i · · · αi,j m01,−1−i . 

T 
By symmetry, the ith and and jth columns of M Df are the same as their 
respective rows. 

It is clear that the rows and columns associated with coefficients of vinegar 
monomials as well as terms associated with mixing monomials may be repre-
sented similarly. However, it should be noted that those terms associated with 
mixing monomials will be multiplied by linear coefficients m00,·, m01,·, m10,·, and 
m11,·, while coefficients associated with vinegar variables are multiplied only by 
linear coefficients m10,· and m11,·. 

The above patterns can be extended to characterize the contribution to the 
i j i jq q q +qith row and jth row of monomials of the form βi,j x y and γi,j y , as well. 

We note, however, that γ coefficients interact with entries from the lower block 
matrices while β coefficients interact with coefficients from all block matrices. 

Now that we have characterized the left side of (1), we will consider the 
i j r s q +q q qentries of Λ Df . For every monomial of f , say αi0,j0 x , βr,sx y , orM 

s v i+` j+` q +q q +q, we have under the mapping of Λ terms of the form: l`α
q ` 

,γu,vy M i,j x
r+` s+` j ` u+` v+` q q q +ql`β
q x y , and l`γq y . Clearly, this results in every nonzero entry, r,s u,v 

` say (r, s), of our Df matrix being raised to the power of q and shifted along a 
forty-five degree angle to entry (r + ̀ , s + ̀ ). Thus, for each monomial in f there 
are two possible nonzero entries in the ith row, with possible overlap. 

This discrete geometrical interpretation of the action of M and D on the 
coefficients of f is central to this analysis. A graphical representation of these 
relations is provided in Figure 1. 

As in [6], the possibility of a differential symmetry can be determined by 
setting the matrix representation of MT Df + DfM equal to the matrix ΛM Df . 
We will demonstrate an algorithm, given some specific constraints, that will help 
provide secure keys to be generated automatically. 

Due to the structure of our M matrix, we need to work within each mi,j 

matrix independently. The following algorithm for m0,0 extends very naturally 
to the other 3 matrices. For clarity, all m terms in description below are m0,0 

terms. 
Let αi,j , βr,s, γu,v represent the coefficients of our monomials in our core map. 

Consider the ith row of MT Df +DfM . For all w not occurring as a power of q of 
our HFE or mixing monomials in f , or difference of powers of q in an exponent 

j jq qof a monomial in f plus i, the (i, w) entry is αi,j m = 0 (resp. βi,j m ).w−j w−j 
Consider the rth row. For all w not occuring as an exponent of q in a vinegar 
monomial or as a difference of powers of q in an exponent of a monomial in f 

s 

plus s, the (r, w)th entry is βr,sm
q = 0. Hence, we can use those relations to k−s 

look for non-zero entries of m0,0. 
After putting those relations into Algorithm 1, see Figure 3a, you can gen-

erate a set for every i and r, exponents that occur in your core map. Each set 
provides a list of indices of all possible non-zero m’s. For each index not occuring 
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10 R Cartor, R Gipson, D Smith-Tone & J. Vates 

Fig. 1: Graphical representation of the equation MT Df +DfM = ΛM Df for the 
i j r s u v q +q q q q +qHF Ev (actually, vC∗) polynomial f(x) = αi,j x + βr,sx y + γu,vy . 

Horizontal and vertical lines represent nonzero entries in MT Df + DfM while 
diagonal lines represent nonzero entries in ΛM Df . We may consider this diagram 
as a genus 4 surface containing straight lines. 

in any such set, the corresponding coefficient m must equal zero due to the fact 
that there must be a coordinate in the equation MT Df +DfM = ΛM Df setting 
a constant multiple of m to zero. Thus, the intersection off all sets generated 
produces a list of all possible non-zero entries for the sub-matrix m0,0. 

Once this list is obtained, the variables shown to have value zero are elimi-
nated from the system of equations. After repeating a similar algorithm for each 
of the remaining three submatrices a significantly diminished system of equations 
is produced which is then solved explicitly. 

After running this algorithm with realistic values satisfying the above con-
straints and matching the parameter sizes of [13] along with using mild restric-
tions on the powers of the mixing and vinegar monomials, the only non-zero 
value obtained is m0. 

We note that it is possible that these restrictions, especially the restriction 
for these experiments on the number of monomials, place a lower bound on the 
number of vinegar variables required to achieve such a structure. On the other 
hand, with numerous small-scale experiments without parameter restrictions and 
using the full number of monomials we found that structurally the only nonzero 
value for the matrix m0,0 is the m0 term. 

Since we have only a single non-zero term, our m0,0 matrix is a diagonal 
matrix. A similar analysis for each of the remaining submatrices reveals the 
same structure. Thus we find that the only possible structure for M under these 
constraints satisfying a differential symmetry for HF Ev is 

� � 
cI dI 

M = . 
dI cI 
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11 Differential Security of HF Ev− 

Furthermore, we can prove by way of Theorem 2 from [20], that the coefficients 
c, d ∈ Fq. 

We note that this map induces a trivial differential symmetry. To see this, 
note that the (nonpartial) differential of any bivariate function is bilinear in its 
vector inputs. Thus 

Dg(M [a b]T , [x y]T ) = Dg([ca + db da + cb]T , [x y]T ) 

= Dg([ca + db cb + da]T , [x y]T ) 

= Dg(c[a b]T , [x y]T ) + Dg(d[b a]T , [x y]T ) (3) 

= cDg(a, b, x, y) + dDg(b, a, x, y) 

= (c + d)Dg(a, b, x, y). 

Consequently, for the parameters provided by Algorithm 1, HF Ev provably has 
no nontrivial differential symmetric structure. 

It should be noted that the restrictions provided on the powers of q of the 
monomials of our f does lower the entropy of our key space and likely raise 
the number of required vinegar variables to a level which is either unsafe or 
undesirable. However, there is still plenty of entropy with these restrictions and 
we obtain provable security against the differential symmetric attack. The re-
strictions provided are just a base line for this technique and our experiments 
with small scale examples indicate that even when we insist that every possible 
monomial satisfying the HFE degree bound is required to have a nonzero coef-
ficient, the generalized algorithm still outputs only the trivial solution. Thus we 
can achieve provable security with minimal loss of entropy. 

3.2 HF Ev− 

Now, the algorithm extends naturally to HF Ev− . Every non-zero entry from 
the system generated by HF Ev is also in that generated by HF Ev−, but with a 
few more, see Figure 2. We choose a basis in which an example minus projection 

2is a polynomial of degree q . For every ith row, we also have for any w not a 
jqpower of α + n or β + n where n < 2, the (i, w)th entry is αi,j m = 0. For the w−j 

sth row, for all w not being a power of β + n or r + n where n < 2, the (s, w)th 
entry is βr,sm

q r 

= 0. A visualization is provided in Figure 2. w−r 

Again, we can use these relations, along with the relations described in the 
HF Ev system, to create a list of sets of all non-zero areas on m0,0 using Algo-
rithm 2, see Figure ??. Each of these sets contains indices which are possibly 
non-zero, thus entries not in that set are definitively equal to zero. 

By taking the intersection of all the sets, you can find the final locations of 
non-zero entries for our sub matrix m0,0. In doing so, with realistic values from 
[13], the only non-zero value obtained is m0. This again gives us security against 
symmetrical attacks by having M being a block matrix consisting of diagonal 
matrices with an argument similar to [6]. 
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12 R Cartor, R Gipson, D Smith-Tone & J. Vates 

Fig. 2: Graphical representation of the equation MT Df +DfM = ΛM Df for the 
qHF Ev− with the minus modifier given by the projection π(x) = x
2 
+ ρxq + τx. 

Horizontal and vertical lines represent nonzero entries in MT Df + DfM while 
diagonal lines represent nonzero entries in ΛM Df . We note that each triple of 
lines corresponds to a single monomial in the central map. 

HFEvKeyCheck 
Input: An HF Ev central map f , a flag flg 
Output: Set of indices of coefficients mi of submatrix m00 

linear map inducing differential symmetry for f . 
01. for monomial αi,j x

q i+qj 
in f 

02. Si = {}; 
03 Sj = {}; 
04. for monomial with powers r and s in f 
05. Si = Si ∪ {r − j, s − j, i − j + r − s, i − j + s − r}; 
06. Sj = Sj ∪ {r − i, s − i, j − i + r − s, j − i + s − r}; 
07. end for; 
08. end for; 
09. if flg 
10. then 
11. return all Si; 
12. else 
13. return 

T 
Si; 

14. end if; 

which are possibly nonzero in a 

(a) Algorithm 1: HF Ev 

HFEv-KeyCheck 
Input: An HF Ev− central map π(f), the corank of π, r 
Output: Set of indices of coefficients mi of submatrix m00 

linear map inducing differential symmetry for π(f). 
01. Call: HFEvKeyCheck(f,1); 
02. for all Si 

03 Ti = {}; 
04. for j from 0 to r − 1 
05. Ti = Ti ∪ (j + Si); 
06. end for; 
07. end for; 
08. return 

T 
Ti; 

which are possibly nonzero in a 

(b) Algorithm 2: HF Ev− 

Fig. 3: Algorithms 1 and 2 

Cartor, Ryann; Gipson, Ryan; Smith-Tone, Daniel; Vates, Jeremy.
”On the Differential Security of the HFEvû-Ŝignature Primitive.”
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13 Differential Security of HF Ev− 

4 Differential Invariants 

Definition 2 Let f : Fnq → Fmq be a function. A differential invariant of f is 
a subspace V ⊆ K with the property that there is a subspace W ⊆ K such that 
dim(W ) ≤ dim(V ) and ∀A ∈ SpanFq (Dfi), AV ⊆ W . 

Informally speaking, a function has a differential invariant if the image of a sub-
space under all differential coordinate forms lies in a fixed subspace of dimension 
no larger. This definition captures the notion of simultaneous invariants, sub-
spaces which are simultaneously invariant subspaces of Dfi for all i, and detects 
when large subspaces are acted upon linearly. 

If we assume the existence of a differential invariant V , we can define a 
corresponding subspace V ⊥ as the set of all elements x ∈ K such that the 
dot product hx, Avi = 0 ∀v ∈ V, ∀A ∈ Span(Dfi). We note that this is not the 
standard definition of an orthogonal complement. V ⊥ is not the set of everything 
orthogonal to V , but rather everything orthogonal to AV , which may or may 
not be in V . By definition, it is clear that V and V ⊥ satisfy the relation 

dim(V ) + dim(V ⊥) ≥ n. 

Assume there is a differential invariant V ⊆ Fn , and choose linear maps q 

M : Fnq → V and M⊥ : Fnq → V ⊥. For any differential-coordinate-form, we have 

[Df(M⊥y, Mx)]i = (M ⊥ y)T (Dfi(Mx)) (4) 

Since M⊥y is in V ⊥, and DfiMx ∈ AV , we must then have that 

[Df(M⊥y, Mx)]i = (M⊥ a)T (Dfi(Mx)) = 0 (5) 

Thus, as derived in [5], 

∀y, x ∈ Fn, Df(M⊥y, Mx) = 0 or equivalently, Df(M⊥Fn,MFn) = 0 (6)q q q 

This relation restricts the structure of M and M⊥, and provides a direct means 
of classifying the differential invariant structure of f . 

We follow an analogous strategy to that of [6], adapted to the structure of 
the central HF Ev− map f . First, we recall a result of [6]. 

Proposition 1. ([6]) If A, B are two m × n matrices, then rank(A) = rank(B) 
if and only if there exist nonsingular matrices C, D, such that A = CBD. 

Without loss of generality we assume that rank(M⊥) ≤ rank(M). If the 
ranks are equal, then we may apply the proposition and write M⊥ = SMT , 
with S and T nonsingular. If rank(M⊥) < rank(M), compose M with a singular 
matrix X so that rank(XM) = rank(M⊥), and then apply the above result so 
that M⊥ = S(XM)T . Then we can express M ⊥ = S0MT , where S0 is singular. 
Restating our differential result (6) in this manner, we have that if M⊥ = SMT , 
and M : Fnq 

+v → V , then 

∀x, y ∈ Fnq , Df(SMT y, MT x) = 0. (7) 
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14 R Cartor, R Gipson, D Smith-Tone & J. Vates 

4.1 Minimal Generators over Intermediate Subfield 

For lack of a good reference, we prove the following statement about the structure 
of the coordinate ring of a subspace of an extension field over an intermediate 
extension. 

Lemma 1 Let L/K/Fq be a tower of finite extensions with |L : K| = m and 
|K : Fq | = n. Let V be an Fq -subspace of L. Then I(V ) has m multivariate 
generators over K of the form 

X i(k) qMV (x0, . . . , xm−1) = aijkx .j 
0≤i<n 
0≤j<m 

1, e1, . . . , em−1} for L over K. is an FqProof. Choose a basis {e0 = Since V -
P i qmn−1

subspace of L, the minimal polynomial of V over L, MV (X) = αiX ,i=0 
is Fq-linear. Note that the operations of addition and left multiplication by 
elements in L are K-linear, whereas the Frobenius maps are merely F-linear. 

Now, since MV (X) is linear it is additive, hence 
⎞⎤⎡⎛ 

x0 
⎟⎠⎥⎦ 

Xm−1

= MV (xiei).MV (X) = MV 
⎢⎣ 

⎜⎝ . . . 
i=0xm−1 

In each summand of MV (xj ej ), we have 

Xm−1

j 
i=0 

i i i i q q q(xj ej )
q = xj ej = x riei 

for some r0, . . . , rm−1 ∈ K. As a vector over K this quantity is 
⎡ ⎤i qr0xj 

. . . 
i qrm−1xj 

⎢⎢⎣ 
⎥⎥⎦ . 

n−1 q qThus MV (xj ej ) is an m-dimensional vector of K-linear combinations of xj , xj , . . . , x .j 

Thus MV (X) is of the form 
⎡ ⎤P i⎤⎡ aij0x

q 

M(0) 
V 

0≤i<n j(x0, . . . , xm−1) ⎢⎢⎢⎢⎣ 

⎥⎥⎥⎥⎦ 

0≤j<m 
. . 

⎢⎢⎣ 
⎥⎥⎦ 

. . . MV (X) = = ,. 
iP M(m−1) 

V 
q 
j(0, . . . , xm−1) 0≤i<n aij(m−1)x

0≤j<m 

as required. 

We note that the minimal polynomials studied in [6] correspond to the special 
case of the above lemma in which m = 1. Given our characterization from Section 
2.2 of the central map of HF Ev− as a bivariate polynomial over K, we are 
primarily interested in the m = 2 case of Lemma 1. 
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15 Differential Security of HF Ev− 

4.2 Invariant Analysis of HF Ev 

As in [6], we consider Df(SMT a, MT x), where T is nonsingular, S is a possibly 
singular map which sends V into V ⊥ and M : k → k is a projection onto V . 
Without loss of generality we’ll assume that M projects onto V . Then MT 
is another projection onto V . SMT is a projection onto V ⊥ . An important 
distinction is that for this case, the a and x above are actually two dimensional 
vectors over k. Thus dim(V ) + dim(V ⊥) ≥ n. 

Proof (of Theorem 1). Let us denote by [x̂ ŷ]T the quantity MT [x y]T . 
Suppose we have 

X X Xi j i j i jq +q q q q +qf(x, y) = αij x + βij x y + γij y . 
0≤i≤j<n 0≤i,j<n 0≤i≤j<n 
iq +qj ≤D q i≤D 

T
Applying the differential (w.r.t. the vector [x y] ) as described in Section 

3.1, we obtain: 
� �X i j j i q q q qDf(a, b, x, y) = αij a x + a x

0≤i≤j<n 
q i+qj ≤D � �X i j i jq q q bq+ βij a y + x (8) 

0≤i,j<n 
q i≤D � �X i j j i 

bq q + bq q+ γij y y . 
0≤i≤j<n 

Substituting SMT [a b]T and MT [x y]T , we derive 

Df(S[â , ˆ y) = Df(S11â+ S12b, S21â+ S22b, ˆ y). b̂]T x, ˆ ˆ ˆ x, ˆ

For notational convenience let ˆ̂a= S11â+ S12 ̂b and ˆ̂b= S21â+ S22 ̂b. Plugging in 
these values in the previous equation we get 

� �X i j j i 

Df(ˆ̂a, x, ˆ αij (ˆ̂ ˆ + (ˆ̂ ˆˆ̂b, ˆ y) = a)q xq a)q xq 

0≤i≤j<n 
q i+qj ≤D � �X i j i jq q+ βij (ˆ̂a)q ŷ + x̂ (ˆ̂b)q (9) 
0≤i,j<n 
q i≤D � �X i j j i q q+ γij (ˆ̂b)q ŷ + (ˆ̂b)q ŷ . 

0≤i≤j<n 

In contrast to the situation with HFE, these monomials are not necessarily 
independent. By Lemma 1, the generators of I(V ) have the form 

X i X i q qrij x + sij y for j ∈ {1, 2}, 
0≤i<n 0≤i<n 
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16 R Cartor, R Gipson, D Smith-Tone & J. Vates 

where rij , sij ∈ K. Clearly, these expressions evaluate to zero on (x̂, ŷ). Evaluat-
ing (9) modulo I(V ) (only on the variables x̂ and ŷ), we obtain: 

X h 
i i 

i 
jqDf(ˆ̂a, x, ˆ ij (ˆ̂ ij (

ˆ̂ ˆˆ̂b, ˆ y) = α0 a)q + β0 b)q x
0≤i<n 
0≤j<dx X h i (10)

i i jq+ γ0 a)q + δ0 b)q ŷ ,ij (ˆ̂ ij (
ˆ̂

0≤i<n 
0≤j<dy 

where dx and dy are the largest powers of x̂ (resp. ŷ) occuring. After the re-
dx dy

duction modulo I(V ), the remaining monomials x̂, . . . , x̂q and ŷ, . . . , ŷq are 
ˆ̂independent. Thus, for Df(ˆ̂a, b, x,ˆ ŷ) = 0, each polynomial expression multi-

j j

plied by a single x̂q or ŷq must be identically zero, that is to say that for all 
0 ≤ j ≤ dx h iX 

α0 a)q i 

+ β0 b)q i 

ij (ˆ̂ ij (
ˆ̂ = 0 (11) 

0≤i<n 

and for all 0 ≤ j ≤ dy 

h iX i i 

γ0 a)q 
ij (

ˆ̂b)q (12)ij (ˆ̂ + δ0 = 0. 
0≤i<n 

The left hand sides of (11) and (12) are F-linear functions in S[â b̂]T . Thus 
we can express each such equality over F as 

h iT 
ˆ ˆLS â0 · · · ân−1 b0 · · · bn−1 = 0, 

where L is an n × 2n matrix with entries in F. We note specifically that the 
coefficients of L depend on V and the choices of coefficients in the central map 
f . For randomly chosen coefficients retaining the HF Ev structure, we expect an 
L derived from an equation of the form (11) or (12) to have high rank with very 
high probability, more than 1 − q−n. Thus the dimension of the intersections of 

−nthe nullspaces of each L is zero with probability at least 1 − 2q . 
Clearly, the condition for these equations to be satisfied is that S sends 

V to the intersection of the nullspaces of each such L. Thus S is with high 
probability the zero map on V and so V ⊥ = {0}. This generates a contradiction, 
however, since 2n ≤ dim(V ) + dim(V ⊥) < 2n. Thus, with probability greater 

−nthan 1 − 2q , f has no nontrivial differential invariant structure. 

4.3 HF Ev− 

The situation for HF Ev− is quite similar, but the probabilities are slightly dif-
ferent. Specifically one must note that since the condition of being a differential 
invariant is a condition on the span of the public differential forms, under pro-
jection this condition is weaker and easier to satisfy. For specificity, we consider 
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Differential Security of HF Ev− 17 

the removal of a single public equation, though, critically, a very similar though 
notationally messy analysis is easy to derive in the general case. 

We may model the removal of a single equation as a projection of the form 
π(x) = xq + x applied after the central map. 

Proof (of Theorem 2). Consider 
X X Xi j i j i jq +q q q q +qπ(f(x, y)) = αij x + βij x y + γij y

0≤i≤j<n 0≤i,j<n 0≤i≤j<n 
iq +qj ≤D q i≤D X X Xi+1 j+1 i+1 j+1 i+1 j+1 

αq q +q βq q q γq q +q+ + y + .ij x ij x ij y
0≤i≤j<n 0≤i,j<n 0≤i≤j<n 
iq +qj ≤D q i≤D 

(13) 

Taking the differential, we obtain 
� �X i j j iˆ̂ a)q q a)q qD(π ◦ f)(ˆ̂a, x, ˆ αij (ˆ̂ ˆ + (ˆ̂ xb, ˆ y) = x ˆ

0≤i≤j<n 
q i+qj ≤D � �X i j i jq q+ βij (ˆ̂a)q ŷ + x̂ (ˆ̂b)q

0≤i,j<n 
q i≤D � �X i j j i q q+ γij (ˆ̂b)q ŷ + (ˆ̂b)q ŷ

0≤i≤j<n 
X � � (14)

i+1 j+1 j+1 i+1 

αq a)q q a)q q+ (ˆ̂ x̂ + (ˆ̂ x̂ij 
0≤i≤j<n 
i jq +q ≤D � �X i+1 j+1 i+1 j+1 

βq a)q q q (ˆ̂b)q+ (ˆ̂ ŷ + x̂ij 
0≤i,j<n 
q i≤D � �X i+1 j+1 j+1 i+1 

γq q q+ ij (ˆ̂b)q ŷ + (ˆ̂b)q ŷ . 
0≤i≤j<n 

Again, we may evaluate modulo I(V ) and collect the terms for the distinct 
powers of x̂ and ŷ. By the independence of these monomials we obtain the 
relations h iX i i 

α00 a)q + β0 b)q = 0ij (ˆ̂ ij (
ˆ̂

0≤i<n 
X h i (15) 

γ00 ij (
ˆ̂

ij (ˆ̂a)
q i 

+ δ0 b)q i 

= 0. 
0≤i<n 

At this point, the analysis proceeds exactly as in the case of HF Ev. We once 
again arrive at the conclusion that with high probability S is the zero map on 
V , contradicting the existence of a differential invariant. We note here that this 
analysis works for any projection, though the exact values of the α00 and γ00 ij ij 
depend on the specific projection and the structure of f . 
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5 Degree of Regularity, Q-rank and Parameters 

Further considerations for the security of HF Ev− are the degree of regularity, 
a quantity closely connected to the complexity of algebraic attacks, and the Q-
rank of the public key. A careful analysis of each of these quantities reveals that 
they support the security of HF Ev− against an algebraic attack such as [21] 
and against the Kipnis-Shamir methodology and its improvements, see [17, 18]. 

In [22], it is shown that an upper bound for the Q-rank of an HF Ev− system 
is given by the sum of the Q-rank of the HFE component, the number of removed 
equations, and the Q-rank of the vinegar component. For Gui-96(96,5,6,6), here 
q = 2, n = 96, D = 5, v = 6 and r = 6, this quantity is roughly 15. Furthermore, 
in [13], experimental evidence in the form of analysis of toy variants is provided 
indicating that this estimate is tight. Thus the complexity of a Kipnis-Shamir 

3style attack is roughly O(n q15n). 
Also in [22], a formula for an upper bound on the degree of regularity for 

HF Ev− systems is derived. Given the parameters of Gui-96(96,5,6,6), the de-
gree of regularity is expected to be 9. Further, experiments are provided in [13] 
supporting the tightness of this approximation formula for toy schemes with n as 
large as 38. With this degree of regularity the expected complexity of inverting 
the system via Gröbner basis techniques is given by 

� �2.3766
96 − 6 + 9 ≈ 293 . 

9 

We note that an error in the approximation of the degree of regularity can easily 
change this estimate by a factor of a few thousand. Still, it seems clear that each 
of these avenues of attack is unviable. 

Still another attack vector is to put the entropy of the key space to the test 
with techniques such as those mentioned in [23] for deriving equivalence classes 
of keys. With our most restrictive instance of the key verification algorithm in 

13nSection 3.2, we have a key space consisting of roughly q central maps, roughly 
6nq of which can be seen as equivalent keys as in [23]. Thus provable security 
against the differential adversary can be achieved with a key space of size far 
beyond the reach of the “guess-then-IP” strategy. = 

6 Conclusion 

HF Ev− is rapidly approaching twenty years of age and stands as one of the 
oldest post-quantum signature schemes remaining secure. With the new param-
eters suggested in [13], HF Ev− has metamorphosed from the very slow form of 
QUARTZ into a perfectly reasonable option for practical and secure quantum-
resistant signatures. 

Our analysis contributes to the confidence and optimism which HF Ev− in-
spires. By elucidating the differential structure of the central map of HF Ev−, we 
have verified that a class of attacks which has proven very powerful against multi-
variate schemes in the past cannot be employed against HF Ev−. In conjunction 
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with the careful analysis of the degree of regularity and Q-rank of the scheme 
already present in the literature, we have succeeded in showing that HF Ev− is 
secure against every type of attack known. If the future holds a successful attack 
against HF Ev− it must be by way of a fundamentally new advance. 
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Abstract: To provide benchmark information needed to develop kinetic models of the combustion 

and pyrolysis of hydrocarbon ring structures, we have used the single pulse shock tube technique to 

study the kinetics of H atom addition to cyclopentene at 863 K to 1167 K and pressures of 160 kPa 

to 370 kPa. Addition of H to the pi bond leads to the cyclopentyl radical, which rapidly decomposes 

to ethene and allyl radical. Rate constants for the overall process were determined relative to a 

reference reaction via post-shock GC/FID/MS monitoring of products. A Transition-State-

Theory/Rice-Ramsberger-Kassel-Marcus (TST/RRKM) model has been applied in conjunction 

with evaluated literature data to convert the primary measurements to a high pressure limiting rate 

expression for H addition. Results are compared with related systems. Near 1000 K, our data require 

a minimum value of 1.5 for branching between beta C-C and C-H bond scission in cyclopentyl 

radicals to maintain established trends in H addition rates. This minimum is consistent with a 

branching value of about 3 that we determined in previous experiments, but conflicts with much 

smaller values derived by current computations and those used in recent kinetics models to describe 

jet-stirred reactor studies of cyclopentane combustion.  

Keywords: Kinetics, Fuels, Cyclopentyl, Shock Tube, RRKM  

 

1. Introduction 

Cyclopentene (CPE) is a combustion intermediate and component of some fuels. It is the 

smallest hydrocarbon having an unsaturated C5 ring and is a prototypical species useful for 

predicting the behavior of larger analogs. Such ring structures may be present in liquid fuels or 

may arise from the short chain radicals and olefinic species formed during the breakup of larger 

fuels. The reaction of these species with small radicals leads to polycyclic aromatic hydrocarbons 

(PAH’s), finally terminating with particulate soot,[1] which is an environmental and regulatory 

concern. Our interest is related to the development of reliable kinetic models for the combustion 

of cyclic fuels and their conversion to PAH. Benchmark information on the base ring structure is 

expected to provide useful information needed to reliably extend the models to larger systems 

We report herein the use the shock tube technique to determine rate constants for the addition 

of H atoms to cyclopentene at temperatures near 1000 K. We also use a TST/RRKM model to 

explore the relationship of this process to the subsequent decomposition of the cyclopentyl adduct 

radical. Addition of H to cyclopentene forms the cyclopentyl radical, which at higher temperatures 

undergoes rapid ring opening and decomposition to ethene and allyl radical.[2-5]  Ring opening 

competes with the re-ejection of a hydrogen atom, the kinetics of which is related to H addition 

through detailed balance. The overall decomposition is: 

cyclopentene (CPE) + H → ethene + allyl      (R1) 
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Scheme 1: Decomposition of cyclopentene (CPE) induced by addition of H atoms. 

As depicted in Scheme 1, The process consists of three elementary reactions, R2 to R4: 

cyclopentene (CPE) + H ⇄ cyclopentyl     (R2) 

cyclopentyl ⇄ pent-4-en-1-yl       (R3) 

pent-4-en-1-yl ⇄ ethene + allyl      (R4) 

Although the mechanism is established, there is conflicting information about the various rate 

constants, and it is the balance of the various elementary reactions that determines the overall 

behavior under conditions of interest.  

In experimental work reported in 2011 we measured the branching between cyclopentene and 

ethene products in the decomposition of cyclopentyl radical under conditions similar to the present 

experiments and developed a TST/RRKM model of R2 to R4.[2] Our measured ratio for CC/CH 

beta scission in cyclopentyl (k3/k-2) was about an order of magnitude larger than values derived by 

computation.[5] In the intervening years a number of relevant studies have been reported. Pertinent 

to k-3 (Scheme 1), Wang et al.[6] in 2015 derived structure activity rate estimation rules for ring 

closure in C4 to C8 alkenyl radicals. Herbinet et al.[1] studied and modeled cyclopentene pyrolysis 

and formation of the first aromatic ring in a jet-stirred reactor (JSR) in 2016. Finally, in 2017 Al 

Rashidi et al.[7] reported a study of cyclopentane combustion in a JSR and developed a detailed 

kinetic model to describe the results. They found unusual inhibition behavior and their model 

showed that the relative and absolute rate constants for cyclopentyl radical decomposition were 

critical parameters.   They were unable to model their results using the rate constants and k3/k-2 

branching ratios we reported in 2011.  

In the present work, we use thermal precursors to create H atoms in the presence of a large 

excess of cyclopentene and an additional reference compound. The stable ethene product of R1 is 

quantitated in post-shock GC analyses and compared with the amount of product formed by attack 

of H on the reference species This directly yields relative rate constants, which are then converted 

to absolute values of R1 based on the reference rate. We combine our data with computations and 

various literature data to create a detailed kinetic model that relates the results to the elementary 

reactions of Scheme 1. Our data and analysis lead to reliable high pressure rate expression for k2 

and an independent method of estimating k3/k-2.  

 

2. Methods / Experimental 

Experiments are carried out in a heated single pulse shock tube having an ≈ 500 μs reaction 

time and described in earlier publications.[8] In the current studies, reactants are highly diluted in 
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a bath gas of argon and we use small quantities of a precursor [≈50 μL/L (ppm)] to create a limited 

number of H atoms in the presence of much larger quantities (≈10,000 μL/L) of cyclopentene and 

1,3,5-trimethylbenzene (135TMB). The latter compound serves as both a rate reference for H atom 

reactions and a radical scavenger. A Hewlett Packard 6890 N gas chromatograph equipped with 

FID and MS detection is used to measure the post-shock products. Including systematic errors, 

analytical uncertainties (2σ) for the main products are estimated as 6 %.  

Generation of H atoms. We have used three different methods to thermally produce H atoms. 

On the ≈ 500 μs time scale of our experiments, thermolysis of hexamethylethane (HME) is an 

effective source of H at temperatures >1000 K:  

hexamethylethane  → 2 tert-butyl        (R5) 

tert-butyl  → isobutene + H         (R6) 

To probe lower temperatures, a few experiments were conducted with mixtures containing small 

amounts (≈25 µL/L) of tert-butyl peroxide (tBPO) and a large amount of H2 (≈20 %), which leads 

to H atoms via the following sequence:   

tert-butyl peroxide  →  2 (CH3)3C-O  →  2 acetone + 2 CH3   (R7) 

CH3 + H2  →  CH4 + H           (R8) 

Although useful as a confirmatory technique, we found this method to be of limited value due to 

the loss of methyl radicals to side reactions. The decomposition of 2-iodopropane proved to be a 

more effective source of H atoms at temperatures < 1000 K.  2-Iodopropane undergoes both 

molecular elimination of HI and fission of the weak C-I bond. The latter process generates an 

isopropyl radical that rapidly ejects H:  

2-iodopropane  →  propene + HI        (R9) 

2-iodopropane  →  i-C3H7  + I        (R10) 

i-C3H7  →  propene + H           (R11) 

We determine rate constants for the reaction of H with CPE relative to known values for the 

reaction of H with 135TMB. Attack of H on 135TMB leads either to H2 and dimethylbenzyl radical 

(DMB) or displacement of methyl to give m-xylene:  

H  + 135TMB  → H2 + dimethylbenzyl (DMB)      (R12) 

H  + 135TMB  → CH3 + m-xylene         (R13) 

Near 1000 K the branching is about 2:1 in favor of abstraction.[9] DMB does not readily propagate 

radical chains and inhibits secondary chemistry through recombination reactions. Formation of m-

xylene through R13 is a highly specific rate reference for reactions of H atoms. For R13 we use 

the rate parameters of Tsang et al.[9], k(H + 135TMB → m-xylene + CH3) = 6.7×1013 

exp(−3255/T) cm3 mol-1 s-1. At our temperatures the uncertainty in k13 is about a factor of 1.5.[9]   

The existing database of rate constants measured relative to R13 provides valuable comparisons 

and a consistent scaling of absolute values. 

 

3. Results and Discussion 

Matheu et al.[10] used a mechanism generating computercode to identify 70 possible product 

channels in the H + cyclopentene addition reaction, but concluded that the reactions of Scheme 1 

are  the  only  important  unimolecular processes.    Our experimental  product  data  support  this 
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Figure 1.  Experimental rate constant ratios for 
k1/k13 (filled markers) and the corresponding high 
pressure limit values for k2(∞)/k13 (unfilled markers) 
derived after applying an experimentally based 
correction for branching in the decomposition of the 
cyclopentyl radical (see text). 

 
Figure 2.  High pressure rate constants for addition 
of H to CPE and selected alkenes.; Z2B = (Z)-2-
butene; T = terminal site; NT = nonterminal site. 
Dotted and solid lines indicate respective empirical 
and TST fits to the CPE data. Indicated uncer-
tainties are 2σ. Data for 1-butene are multiplied by 
2 to normalize the number of sites relative to CPE. 
Data sources: CPE[11]; 1-butene[8]; Z2B[11, 12]. 

conclusion. Thus, ethene formation is directly related to the overall reaction CPE + H → 

cyclopentyl → ethene + allyl (R1). The rate of this reaction relative to R13 is given by the molar 

yields of ethene and m-xylene normalized by the ratio of the reactants, k1/k13 = 

[ethene][135TMB]/[m-xylene][CPE].  These data are plotted in Figure 1 and give: 

𝑘1

𝑘13
= 10−0.196±0.062exp⁡[⁡(1995 ± 60) ⁡K 𝑇⁄ ); 863 K to 1167 K 

The given uncertainties are 2σ and represent precision only. Including systematic errors, the 

overall uncertainty (2σ) in the relative rate is estimated as about ± 15 %.  Using k13 we derive: 

𝑘1 = 4.27 × 1013 exp(−1260⁡K 𝑇⁄ ) cm3⁡mol−1s−1; 863 K to 1167 K 

The uncertainty (2σ) in the absolute rate constant is about a factor of 1.5 and is due mainly to the 

uncertainty in the rate of the reference reaction. Because addition of H to cyclopentene, R2, is 

partially reversible, k1 represents the minimum possible value of k2. Assuming all H additions yield 

either ethene or cyclopentene as a stable olefin, then k2(∞) = k1(γ+1)/γ, where γ is the molar product 

ratio, [ethene]/[CPE], in the decomposition of the cyclopentyl radicals formed by R2. 

As reported in 2011,[9] we have previously measured values of γ by creating cyclopentyl 

radicals under dilute conditions and directly observing the ethene/CPE product ratio. G3MP2B3 

computations were used to compute energies and other properties and an RRKM master equation 

analysis of the system depicted in Scheme 1 was carried out with ChemRate software[13]. The 

initial theoretical model was minimally tuned to match available data. Presently, we have slightly 

updated the 2011 model to better match additional literature information and then used it to derive 

values of γ for the chemically activated cyclopentyl radicals formed in the current experiment. 

Computed γ values are about 3 and little changed from the thermal values under our conditions. 

They lead to values of k2(∞) that are about 30 % larger than k1 (Figure 1). For k2(∞), we find: 
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Figure 3. Branching in cyclopentyl decomposition. The symbols and dotted line show ethene/cyclopentene product 

ratios (γ, left axis) from experiment and our model at 300 kPa, respectively; the other lines are k3/k-2 values (right axis) 

at the high pressure limit, which are approximately equivalent. The indicated minimum is that required by our current 

experiments to maintain consistency in H atom addition rates. Product ratios of 1965GOR[3] 1965GS[4] are plotted 

only at their higher temperatures where they relate to k3/k-2. Values from 1965GS are corrected for cyclopentene 

formed by disproportionation of cyclopentyl using kdis/krec = 1 as reported in that work. Data sources: TW, this work; 

2011ABT[2]; 2006Tsa[14]; 2017ATT[7]; 2015WVDa[6]; 2008SGR[5]. 

 

𝑘2(∞) = 5.37 × 1013 exp(−1213⁡K 𝑇⁄ ) cm3⁡mol−1s−1; 863 K to 1167 K 

Our TST/RRKM model has been tuned to fit the present data as well as those of Clarke et al. at 

298 K to 370 K, and results in k2(∞) = 9.09x107T1.783exp(-324 K/T) between 298 K and 2000 K. 

Comparisons with pertinent data are presented in Figure 2. Data near 1000 K are from this 

laboratory and are all derived relative to k13. The addition rate of H to cyclopentene lies between 

those for terminal and nonterminal addition of H to 1-butene and is slightly faster than the 

analogous reaction with (Z)-2-butene, a noncyclic analog.  

We have derived k2(∞) using γ values of about 3. At our temperatures, values of γ less than 1.1 

would require, on a per site basis, that the high pressure rate constant for H atom addition to 

cyclopentene exceed that for terminal addition of H to 1-butene. Such a result would be strongly 

at odds with known trends in rates of H atom addition to olefins. To maintain self-consistency in 

H atom addition rates, the reasonable lower limit of γ is about 1.5. This derived minimum is 

consistent with our measured γ values (about 3), but is obtained in an independent manner. It is at 

odds, however, with γ values derived from computations and used in current kinetics models of 

cyclopentane combustion, all of which are in the range of 0.3 to 0.8 near 1000 K.  

Figure 3 summarizes experimental values of γ and theoretical values for the closely related 

branching ratio k3/k-2. The two are not strictly identical because of the slight reversibility of ring 

opening (about 5%), but all current models agree that the difference is minimal. Note that 

extrapolation of the experimental γ values to high pressure limits would slightly increase 

differences with the k3/k-2 values. The experimental product ratios exhibit only a weak temperature 

dependence between 600 K and 1100 K. These values are derived from GC measurements having 

high precision, so significant errors would have to be systematic and related to the mechanism 

assumed in the data analyses. Both Gordon[3] and Gunning and Stock[4] conclude that in their 
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studies cyclopentene is formed at lower temperatures primarily by disproportionation reactions of 

cyclopentyl. The data from these works plotted in Figure 3 are from their higher temperatures 

where C-H bond scission is believed to be the dominant source of cyclopentene, conditions where 

ethene/cyclopentene ratios should be closely related to k3/k-2. Notice that contributions from 

disproportionation would tend to make the derived ratios too small and would further increase the 

discrepancy with the values from theory or used in the modeling work.  

In their experimental and modeling study of cyclopentane combustion in a JSR, Al Rashidi et 

al.[7] showed that the relative and absolute rate constants for cyclopentyl radical decomposition 

were critical parameters in their detailed kinetic model. They were unable, however, to reproduce 

the observed reactivity and inhibition behavior without using branching ratios much smaller than 

we reported in 2011.[2] Nonetheless, the present data and analysis appears to independently 

confirm the 2011 results. The reasons for this apparent disagreement remain to be explained.  

   

4. Conclusions 

Shock tube methods have been used to investigate the addition of H atoms to cyclopentene at 

temperatures of (863 to 1167) K and pressures of (160 to 370) kPa. Addition of H to the double 

bond leads to a cyclopentyl radical that rapidly ring opens and decomposes to ethene and allyl 

radical.  We have determined rate constants for the overall process and related these to the high 

pressure limiting rate constant for H atom addition. The data allow the relative and absolute rates 

of CC and CH β-scission in cyclopentyl radical to be deduced. Near 1000 K, ratios of CC to CH 

scission smaller than about 1.5 are shown to result in inconsistencies in known relative rates of H 

atom addition to olefins. The present data are consistent with branching values near 3 as 

determined in our previous work, but do not agree with reported much smaller values derived from 

theoretical studies or those seemingly required in detailed kinetic models of cyclopentane 

combustion to explain the observed global reactivity behavior. 
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Abstract: The reactions of i-butane with CH3 and H were investigated with shock tube experiments (870 K to 1130 

K and 140 kPa to 360 kPa). Propene and i-butene, measured with GC/FID and MS, were quantified as characteristic 

of H-abstraction from the primary and tertiary carbons, respectively. A comprehensive Cantera[1] kinetics model 

based on JetSurF 2.0[2] was optimized to these experimental measurements and literature data – including early 

experiments at low temperatures, measurements of the total rate constant, and measurement from ethane for the rate 

constant for primary carbons – using the Method of Uncertainty Minimization using Polynomial Chaos Expansions 

(MUM-PCE) – pioneered by David Sheen and Hai Wang.[3] For both H and CH3, the optimization increased the 

rate H-abstraction from the tertiary carbon relative to the primary carbon. We combined our primary and tertiary rate 

constants with previous results from our group on n-butane[4] to get site-specific rate constants for the reaction of H 

and CH3 with a generic primary, secondary and tertiary carbon.  

Key Words: kinetics, pyrolysis, combustion, modeling, H-abstraction 

 

1. Introduction 

Combustion chemistry is driven by chain reactions propagated by free radicals, like H and 

methyl (CH3).[5] H and CH3 radicals readily react with hydrocarbons, typically abstracting a H 

to form H2 or CH4, respectively. The rate of this reaction is highly dependent on the structure of 

the carbon center from which the H is abstracted. Due to the relative strengths of their C-H 

bonds, tertiary carbons react faster with H and CH3 than secondary carbons, which react faster 

than primary carbons. The global structure and the mass of the alkane do not strongly affect the 

rate of hydrogen abstraction, so rate constants for a large hydrocarbon fuel are often calculated 

from the number of its primary, secondary and tertiary carbons.[6]  

 

Figure 1. Reactions of CH3 (red, reactions R656 and R657) and H (blue, reactions R646 and 

R647) with i-butane. 
 

Here, we found relative rate constants for the reaction of i-butane with H and CH3 radicals 

with shock tube experiments. The shock tube data was combined with literature data to find to 
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find rates for abstraction at both the primary and tertiary carbons using MUM-PCE. Combining 

primary and tertiary rate constants from this work with previous work on n-butane,[4] we 

propose self-consistent rate constants for H-abstraction from primary, secondary and tertiary 

carbon centers by H and CH3. 

2. Methods

All experiments were performed in the NIST shock tube reactor which has been described

elsewhere.[4] H and CH3 radicals were produced from pyrolysis of C2H5I and di-tert-

butylperoxide (dtBPO), respectively. After the H or CH3 reacted with an excess of i-butane, the 

products – especially propene and i-butene, produced from H-abstraction from the primary 

carbon and secondary carbons, respectively– were measured with gas chromatography with 

flame ionization and mass spectrometric detection. The ratio of [propene]/[i-butene] 

approximately equals the branching ratio of k656/k657 for experiments with dtBPO and of k646/k647

for experiments with C2H5I. An excess of toluene was added to scavenge free radicals. The 

shock temperature and pressure were (868 to 1131) K and (130 to 360) kPa. 

Table 1. Rate Constants for the Main Reactions of the Prior Model. Parameters are for k = 

A×Tn×exp(-Ea/RT). A is in units of mol, s, cm. Ea/R is in units of K. 

We created a chemical model with the Cantera software package[1] based off the JetSurF 

2.0 chemical mechanism.[2] This mechanism was modified by David Sheen to include 

compounds commonly used for shock tube experiments at NIST[11],[4, 8] and C2H5I 

decomposition from Bentz et al. Rate constants for the decomposition of i-butyl radicals were 

taken from experiments in our laboratory that measured that i-C4H9 is dominated by C-C 

scission. Under 1050 K, the kinetics model predicts that >96 % of propene is from R646 and 

R656 – abstraction from the primary carbon. For the entire temperature range of the experiments, 

≥97 % of i-butane is from abstraction from the tertiary carbon, R647 and R657. 

The Cantera kinetics was optimized to the experimental data using Method of Uncertainty 

Minimization using Polynomial Chaos Expansions (MUM-PCE) with the mumpce 0.1 software 

package published by David Sheen.[3, 12] First we performed a sensitivity analysis to find what 

reactions – called “active parameters” – are most important to predicting the outcome of the 

shock experiment (Table 1). With Bayes theorem, MUM-PCE then optimized the active 

parameters’ rate constants to better match experimental data from the shock tube and relevant 

Reaction 

number 
Reaction log10A n Ea/R Reference 

645 CH3 + iC3H7 ↔ iC4H10 
k∞ 15.15 -0.68 0 

JetSurF 2.0[2] 
k0 61.62 -13.33 1964.3 

646 H + iC4H10 ↔ H2 + iC4H9 k 6.257 2.54 3400. 

Tsang and 

JetSurF 2.0[2, 7] 

647 H + iC4H10 ↔ H2 + tC4H9 k 5.780 2.4 1300. 

656 CH3 + iC4H10 ↔ CH4 + iC4H9 k 0.132 3.65 3600. 

657 CH3 + iC4H10 ↔ CH4 + tC4H9 k -0.044 3.46 2314 

673 Toluene + H ↔ Benzyl + H2 k 14.17 0 4500. Sheen et al.[8] 

674 Toluene + H ↔ Benzene + CH3 k 6.230 2.2 2000. Sheen et al.[8] 

676 Toluene + CH3 ↔ Benzyl + CH4 k 11.50 0 4780.6 JetSurF 2.0[2, 9] 

805 Benzyl + CH3 ↔ Ethylbenzene k 13.08 0 111.2 Brand et al.[10] 
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literature data.[13] The literature data included measurements of raw experimental data, total rate 

constants (kp + ks), relative rate constants, and primary rate constants from ethane.  

3. Results and Discussion

Product distributions are shown for a typical trial on Figure 2 for all species with abundances

of 1 % or more of acetone. Besides acetone, which is produced from dtPBO decomposition, the 

two most abundant species are methane and ethane, both from CH3 radical chemistry: methane 

from R656 and R657 and ethane from CH3 self-recombination. As the main products of CH3 

reaction with i-butane, propene and i-butene were also detected in significant amounts. We also 

measured aromatic compounds from the reactions of CH3 with toluene, including ethylbenzene 

(R805), benzene (R674, H reactant produced from R657) and bibenzyl. All products except 

acetone increase with temperature (Figure 2), and this increase accelerates above 1050 K. This 

correlates with the decomposition of i-butane (R645), which starts to decompose at 1050 K, 

producing additional CH3 radicals.   
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Figure 2. Left: Products a mixture with dtBPO.  Right: [propene]/[i-butene] for all mixtures. 

Mixtures A, B and C have dtBPO and mixtures HA, HB and HC  

As with mixtures dtBPO, mixtures with C2H5I had significant amounts of i-butene and 

propene from R646 and R647, respectively. Since CH3 radicals were produced as co-products 

with propene from R646, we observed methane at concentrations about equal to those of 

propene. Ethane concentration, due to the lower CH3 concentrations for mixtures with C2H5I – 

about an order of magnitude less than methane concentrations. We, again, measured significant 

amounts of benzene, ethylbenzene, and bibenzyl from toluene chemistry. 

Assuming no side chemistry, the ratio of [propene]/[i-butene] is equal to the branching 

ratio of k646/k647 for H-dominated mixtures with C2H5I and k656/k657 CH3-dominated mixtures 

with dtBPO. Figure 1 shows that for both H and CH3 the ratio is about equal to 1 at temperatures 

between 868 and 1052K. This ratio increases with temperature, as tertiary abstraction is more 

favorable at lower temperatures due to the lower C-H bond strengths (and therefor lower 

activation energy for reaction R646 and R647) for tertiary carbons.[7] The branching ratio is 

higher for CH3 than H, meaning that H is more selective for the tertiary carbon than CH3.  

The data from these shock tube experiments (including measurements of the ratio, 

propene, ethene, benzene, methane and ethane). We used MUM-PCE to find the sensitivity of 

the prior model – or more specifically, the model’s predictions for all experiments used for the 
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optimization – to changing each of its 1487 rate constants. This analysis lead to the choice of 

nine rate constants to optimize – which we call active parameters (Table 1). For most of these 

nine active parameters (Table 1), we only optimized the A-factor (which is the same as 

multiplying the rate constant by a temperature- and pressure-independent constant). For reactions 

R646, R647, R656, and R657, we optimized both the A-factor and the activation energy, Ea, as 

these reactions are the primary focus of this work and are the most well-constrained by our 

experiment and the chosen literature data.  

Table 2. Posterior Active Parameters with Factorial Uncertainties (fA for A and fEa for Ea). A is in 

units of mol, s, cm. Ea/R is in units of K. 

Reaction 

number 
log10A fA n Ea/R fEa 

645 k∞ 15.57 1.32 -0.68 0 - 

k0 61.62 - -13.33 1964.3 - 

646 k 6.17 1.55 2.54 3390 1.09 

647 k 5.88 1.45 2.4 1409 1.18 

656 k 0.233 1.67 3.65 3819 1.14 

657 k 0.191 1.41 3.46 2362 1.08 

673 k 14.23 1.42 0 4500 - 

674 k 6.15 1.35 2.2 2000 - 

676 k 11.54 1.45 0 4780.6 - 

805 k 12.83 1.61 0 111.2 - 

We first optimized all active parameters on Table 1 to only our data We updated the kinetics 

model with the optimized rate constants for R645, R673, R673, R676 and R805, and reoptimized 

R646, R647, R656 and R657 to (1) the literature data and (2) our rate constants for R646, R647, 

R656 and R657 found from the first optimization. This two-step optimization was done so that 

our data would have approximately equal weight to the other experiments.  

The posterior model also well describes our experimental data for most products and 

most experimental conditions, to within 35 %. The optimization decreased this relative rate 

constant to match the experimental ratios. From 950 -1200 K the ratio of k656/k657 was lowered by 

(61 to 62) %, mostly due to a 72 % increase in the A-factor for CH3 reaction with the tertiary 

carbon of i-butane (R657). The optimization also increased the relative amount of tertiary 

abstraction for H reaction with i-butane (26 to 28) % from 950 K to 1100 K), by increasing the 

A-factor of R647 by 25 % and decreasing the A-factor of R646 by 18 %.

The relative rate constants for the posterior model are (again, on a per-H basis):

H + i-butane: kp/kt = 10(-0.660 ± 0.250) × T0.14 × exp(-(1982 ± 397)/T) 

CH3 + i-butane: kp/kt = 10(-0.912 ± 0.268) × T0.19 × exp(-(1457 ± 567)/T) 

and are applicable to temperatures from (270 to 1327) K. All uncertainties are 2σ. 

By combining kp and kt from this work with ks/kp (ks denotes the rate constant for H-

abstraction from a secondary carbon) from previous work by Manion et al.[4] on n-butane, we 

provide a full set of self-consistent rate constants for H and CH3 H-abstraction from primary, 

secondary and tertiary carbons. For both CH3 and H reaction with a generic hydrocarbon, we use 

H-abstraction rate constants for primary carbons from this work, and find the secondary rate

constant by multiplying the relative rate constants by Manion et al.[4] for ks/kp by our value of kp.

While Manion et al. did find rate constants for kp with MUM-PCE for both H and CH3, the

values of kp from this work are based on a larger data set.
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We found the following rate constants for H reaction with a generic hydrocarbon on a 

per-H basis, (270 to 1327) K:  

kp = 10(5.22 ± 0.19) × n2.54 × exp(-(3391 ± 305) K / T) cm3 mol-1 s-1 

ks = 10(5.64 ± 0.20) × n2.4 × exp(-(2145 ± 336) K /T) cm3 mol-1 s-1 

kt = 10(5.88 ± 0.16) × n2.4 × exp(-(1409 ± 253) K /T) cm3 mol-1 s-1 

These values are plotted on Figure 3 and compared to evaluated rate constants by Tsang.[7, 14] 

The rate constants are only slightly updated from the prior model. 

We found the following rate constants for CH3 reaction with a generic hydrocarbon on a per-

H basis, (270 to 1327) K: 

kp = 10(-0.722 ± 0.223) × n3.65 × exp(-(3819 ± 535) K /T) cm3 mol-1 s-1 

ks = 10(0.095 ± 0.231) × n3.46 × exp(-(3193 ± 547) K /T) cm3 mol-1 s-1 

kt = 10(0.191 ± 0.149) × n3.46 × exp(-(2362 ± 189) K /T) cm3 mol-1 s-1 

These values are plotted and compared to evaluated rate constants from Tsang.[7, 15] While 

the primary rate constant agrees well with Tsang, our rate constants for abstraction from a 

secondary carbon and tertiary carbons are slightly lower and slightly higher, respectively, than 

Tsang’s rate constants.  
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Figure 3. Our evaluated rate constants for H and CH3 + a generic primary, secondary and tertiary 

carbon on a per-H basis compared to previous values by Tsang.[7, 15] 

As expected due to the relative bond strengths, the activation energy for H-abstraction 

decreases from primary to secondary to tertiary for reaction with both H and CH3. The A-factors 

increase from primary to secondary to tertiary, which ensures that the rate constants will not 

cross if they are extrapolated to higher temperatures. The rate constant for H and CH3 reaction 

with any hydrocarbon can be found with the following formulate: 

ktotal = kp × NHp + ks × NHs
 + kt × NHt

where NHp, NHs, and NHt are the number of H’s attached to primary, secondary and tertiary 

carbons, respectively. 

4. Conclusions

We successfully used the MUM-PCE software package[12] to provide evaluated rate 

constants for H and CH3 reaction with i-butane. The MUM-PCE method optimized a Cantera 

kinetics model to the experimental data we found using the NIST shock tube as well as to a range 

of literature data. The resulting rate constants were combined with previous work from our 
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laboratory on n-butane[4] to give self-consistent rate constants for H and CH3 abstraction of a 

generic H on primary, secondary and tertiary carbons.  
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